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Preface

Hydrocarbons have played a key role in bacterial evolution. Few other compounds
cause physiological effects as varied as those elicited by hydrocarbons; many are
toxic and cause bacterial cell death, while others serve as important growth sub-
strates. This diversity makes the field of research focused on hydrocarbons and
bacteria complex and exciting. Here, we will review different mechanisms by which
bacteria sense the presence of hydrocarbons and how these signals translate into
bacterial responses. Bacteria rely on two basic evolutionary strategies to cope with
the toxic effects of hydrocarbons: fight or flee. Currently, data suggests that the
“fight” strategy is predominant because a multitude of different adaptive mecha-
nisms have been identified that enable bacteria to cope with toxic hydrocarbons,
while there are relatively few examples of directed cell movement away from
hydrocarbons. Of the different strategies that bacteria use to cope with toxic hydro-
carbons, active expulsion of the toxic compound from the cell has been proven to be
a particularly successful evolutionary approach. As well, there is a wealth of data
available on the different pathways that mediate degradation of hydrocarbons.
However, there is relatively little information available on how hydrocarbons enter
the cell; thus, exploration of processes related to hydrocarbon uptake represents a
major research need. Hydrocarbons also play regulatory roles in the cell by acting as
signal molecules. Furthermore, biological molecules are often chemically modified
via the attachment of a hydrocarbon – a process that can mediate important effects.
Accordingly, the mechanisms and functional consequences of DNA and protein
methylation, which is of central importance to the cell, are also summarized in this
book. Other signaling hydrocarbons – many of which contain oxygen and nitrogen
in addition to hydrogen and carbon – have been shown to play key roles in quorum
sensing processes, and they are also covered here.

Biodegradation and biotransformation are the two primary biotechnological
applications of hydrocarbon-related research. However, these biotechnological pro-
cesses often lack the efficiency required to compete with existing processes.
Deciphering the ecophysiological consequences of bacterial exposure to hydrocar-
bons has the potential to provide new and valuable insights – insights that may
ultimately enable us to better optimize such processes.

Granada, Spain Tino Krell
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Abstract
This chapter discusses how the hydrophobicity and other properties of oil
hydrocarbons influence their availability for toxic exposure, microbial degrada-
tion and growth. It also describes how the hydrocarbon bioavailability can
control the maximum population size of a degrading microbial community in a
given habitat (carrying capacity). Bioavailability is operationalized and presented
as a process at the interface between microbial dynamics and physicochemical
constraints.
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1 Introduction

Hydrocarbons have in common that they are repelled or expulsed from water. This
characteristic of chemicals is referred to as hydrophobicity (from the Greek hydro-
for water and phobos for fear). Hydrophobicity has its physical origin in the polar
nature of water and the tendency of water molecules to form hydrogen bonds with
each other. Hydrogen bond formation between water molecules is energetically more
favourable than the interaction of water molecules with non-polar (i.e., non-hydrogen
bond forming) molecules or phases (Schwarzenbach et al. 2017). Water thus repels
or expels hydrophobic chemicals in favour of bonding with itself. From a thermo-
dynamic point of view this can be ascribed to the high entropic cost of forming
a cavity inside a water mass around nonpolar molecules. The term hydrophobicity
is thus misleading, as the force giving rise to the so-called hydrophobic effect in fact
arises from the hydrophilic interaction partner. Hydrophobicity, most frequently, but
not always, goes along with lipophilicity, i.e., the tendency of a molecule to partition
into and accumulate in lipids or other non-polar organic phases.

Hydrophobicity as such is difficult to measure and to describe in quantitative terms.
A convenient proxy for a compound’s hydrophobicity is its tendency to partition
betweenwater and a liquid organic phase. To simplify comparison between compounds
and sorbing phases, octanol is often chosen as the reference organic solvent to quantify
the hydrophobicity of many kinds of chemicals. The octanol-water partition coefficient
KOW (units: LL�1) is the ratio of the concentration of a compound in anoctanol phase to
its concentration in an adjacent water phase at equilibrium. The KOW is typically
determined in partition experiments, but there are now reliable methods for the calcu-
lation of unknown KOW from the chemical structure available as free internet resources
(e.g., http://www.ufz.de/lserd that allows the calculation of partition coefficients of
chemicals between water and octanol as well as other phases). Observed KOW values
span such awide range that conventionally logKOWvalues are reported.Chemicalswith
KOW values higher than 1 can be regarded as being hydrophobic since they prefer the
organic phase to the aqueous phase. Oil hydrocarbons generally have logKOW values
above 3. In Fig. 1 octanol-water partition coefficients of a series of environmentally
relevant oil hydrocarbons are presented together with two other properties that addi-
tionally influencemicrobial bioavailability, namely the tendency to partition fromwater
into air (i.e., become expelled from water into an air phase) and aqueous solubility
(which sets the maximum dissolved bioavailable concentrations of a compound).

From Fig. 1, it becomes obvious there are some general rules for the degree of the
hydrophobicity of hydrocarbons as a function of their structures. The hydrophobic-
ities of hydrocarbons increase with the molecular mass and the degree of saturation
of the carbon-carbon bonds of a molecule. Long alkane chains are thus more
hydrophobic than short ones, saturated aliphatics more hydrophobic than unsatu-
rated aliphatics and aromatics of the same molecular mass, and polycyclic aromatic
hydrocarbons consisting of a higher number of rings are more hydrophobic than low
molecular mass PAHs. In the environment, hydrocarbons can be present as individ-
ual molecules in the gaseous, water-dissolved, surface-adsorbed or matrix-absorbed
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Fig. 1 Plots of water solubility (Cw
sat), octanol-water partition coefficient (Kow), and dimension-

less Henry coefficient (H0) versus molecular mass for four typical groups of hydrocarbons: PAHs,
methylated PAHs, n-alkanes and branched alkanes. Typical low, middle and high mass compound
from the PAHs and n-alkanes have been marked on the plots using numbers (PAHs: 1 naphthalene;
2 phenanthrene; 3 benzo(ghi)perylene. n-Alkanes: 4 n-pentane; 5 n-decane; 6 hexacosane). Data
from Schwarzenbach et al. (2017); Eastcott et al. (1988), and http://www.lec.lancs.ac.uk/ccm/
research/database/index.htm
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form or as separate bulk phase (liquid or solid) that floats on water, forms blobs or
aggregates in the pores of sediments and soil or spreads as thin layers on biota.

2 The Bioavailability of Hydrocarbons

Active microbes are typically surrounded by water and their interaction with oil
hydrocarbons is thus mediated by the water phase. Therefore, whenever microor-
ganisms interact with hydrocarbons, the hydrophobic effect plays a central role since
it largely determines how the oil hydrocarbons partition to various phases and are
removed from the water.

The hydrophobicity of a chemical is thus often simplistically taken as an indicator
for its bioavailability, in particular for microorganisms, which are believed to take up
chemicals predominantly as water-dissolved molecules. The term bioavailability is
generally used to refer to the degree of interaction of chemicals with living organisms.
Unfortunately none of the existing refinements of this all-encompassing definition are
universally accepted (NRC 2003; Harmsen 2007). This despite the need for practical
definitions and approaches (cf. ISO 17402 (2008)) for specific uses, e.g., in risk
assessment and remediation (Ortega-Calvo et al. 2015; Naidu et al. 2015). It appears
useful to start out from the above-mentioned definition and develop an operational
definition of bioavailability in the context of hydrocarbonmicrobiology before begin-
ning to scrutinize the various bioavailability processes that govern the interactions of
microbes with hydrocarbons. Obviously, quantification requires that bioavailability
has a physical dimension. As there is no general agreement on a dimension or unit of
bioavailability either, the issue of a suitable operational dimension of bioavailability
remains open.

Before we address this issue, it is important to distinguish between bioavailability
for microbial degradation on the one hand and for bioaccumulation on the other
hand (Fig. 2).

(i) Microbial hydrocarbon degradation is a consumptive process that tends to strive
towards an at least transient steady state between biological uptake and environ-
mental re-provision of the hydrocarbons (cell 1 in Fig. 2). It has been shown that the
rate of substrate diffusion to an organism and its rate of uptake by the organism tend
to become equal (Koch 1990). The hydrocarbon concentration to which the
microbe is exposed to and the actual rate at which the hydrocarbon enters the
organism are controlled by both biological kinetics and environmental mass
transfer. The steady-state mass transfer rate is determined by the specific affinity
(i.e., the slope of the first order part of the whole-cell Michaelis-Menten curve) of
the cell for the chemical in question and the water-dissolved concentration in
contact with the cell. Microorganisms having a high specific affinity for their
substrate can reduce the exposure concentration to extremely low values, because
they take up their substrate so rapidly (drive such a fast substrate flux) that they
create a steep concentration gradient between their surface and the bulk water at
some distance.
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(ii) The situation is different for a microbe that is subject to the toxic effects of a
bioaccumulating, but non-degradable compound (cell 2 in Fig. 2). Here, an
equilibrium situation will be approached. The catabolically inactive microorgan-
ism will be subject to passive inflow and bioaccumulation of the chemical. With
time, equilibrium will be reached that is characterized by, firstly, a hydrocarbon
content of the organism that is mainly controlled by the microbe’s lipid content
and the lipophilicity of the hydrocarbon, secondly, exposure of the cell surface to
the aqueous equilibrium concentration, and, thirdly, the absence of a net flux of
hydrocarbon into the organism. Unlike the steady state observed for biodegrada-
tion (characterized by a low exposure concentration and high mass transfer), the
endpoint of bioaccumulation is thus characterized by a relatively high aqueous
equilibrium concentration and zero mass transfer. Bioavailability for passive
bioaccumulation can therefore be quantified by approaches addressing the chem-
ical activity of a compound, such as equilibrium extraction using solid phase
microextraction (SPME) fibers (Reichenberg and Mayer 2006; Booij et al. 2016).

In the following we will see that it is more difficult to describe bioavailability
for biodegradation. This is due to the dynamics of biodegradation and the frequently
long duration over which biodegradation needs to be sustained by the bioavailable
compound. From a practical perspective (e.g., in bioremediation or industrial bio-
transformation) we are interested in reaction rates and reaction endpoints,
e.g., because remediation goals need to be matched in reasonable time scales. The
reaction rate appears thus to be an immediate measure and appropriate dimension of
bioavailability. However, there are some problems with this view since the measured

Fig. 2 Illustration of the difference between chemical bioavailability to a cell actively degrading a
dissolved hydrocarbon (Cell 1) and to a cell passively accumulating hydrocarbons (Cell 2). Note
that cell 1 may behave like cell 2 with respect to other hydrocarbons in a mixture. The
water-dissolved cell surface exposure concentrations Cw cs, the hydrocarbon transfer flux (only
present in cell 1 as indicated by the arrow) and the hydrocarbon concentration in the cells
(visualized as different shades of grey) differ substantially. Cw and Cw eq are the water-dissolved
and the equilibrium water-dissolved concentrations at equilibrium, respectively
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rate may be limited by the capacity of the organisms to degrade or transform the
chemical. One might say that the bioavailability is even higher than is apparent from
the degradation rate since themass transfer capacity remains partly unexploited. Bosma
et al. (1997) have therefore defined bioavailability as the ratio of the rate at which a
volumetric unit of the environment can theoretically provide a chemical to organisms to
the rate at which the microbes can theoretically degrade the compound. As these rates
(or capacities) of consumption and re-provision have equal units, a dimensionless
bioavailability Ba number was proposed. Values of Ba above 1 indicate degradation
rates predominantly controlled by the degradation capacity of the organisms (i.e., high
bioavailability), whereas Ba values below 1 indicate degradation rates predominantly
controlled by the mass transfer capacity of the environment (i.e., low bioavailability).
Thullner et al. (2008) have simplified the above concept by defining bioavailability as
the ratio of the actual biodegradation rate of an extant microbial community to its
degradation capacity. Both concepts account for the fact that exposure concentrations
are inappropriate descriptors of bioavailability since they can be very low even at high
degradation rates (cell 1 in Fig. 2). Bioavailability according to both definitions depends
on how the habitat can compensate for substrate degradation. This capacity of the
habitat will depend on the physical state of the chemical (for example dissolved, sorbed,
separate phase, occurrence as individual substance vs. mixture), its physical character-
istics (such as hydrophobicity, effective diffusivity etc.) and its spatial distribution
relative to the catabolically active biota (Johnsen et al. 2005).

3 Living with Poorly Bioavailable Substrates

Microbial growth depends on the degradation of suitable substrates by catabolically
active microorganisms. Despite this obvious causal link, the relationship between
biodegradation and growth is more complicated than often thought. In particular, the
Michaelis-Menten relationship (i.e., an equation describing the rate of enzymatic
reactions) and the Monod relationship (i.e., an equation describing the growth of
microorganisms) are often mixed up or taken as equivalent. This is especially tempting
when the former is applied to the kinetics of entire cells. It appears thus necessary to
explain some important differencesbeforeusing extendedMonodkinetics to explain the
constraints of life with poorly bioavailable substrates. Both relationships are presented
in the form of hyperbolic plots of activity or growth against the substrate concentration.
Bothmodels are based on an equation of the general form ‘a= b * c/(d + c)’, where a is
the actual rate, b the maximum rate (the biological capacity), c the concentration and
d the concentration resulting in half maximal rate. The similarity hides that the
Michaelis-Menten equation is a mathematically derived relationship whereas the
Monod relationship is an empirical model that has been found to fit growth data.
It also hides that the experimental verification of Michaelis-Menten is performed with
constant biological materials (pure enzyme, a raw protein extract or resting cells),
whereas Monod data are obtained in monoclonal chemostat cultures that are slowly
shifted fromone steady state substrate concentration to thenext one, i.e., shifts that allow
adaptation and regulation events to occur (Kovarova-Kovar and Egli 1998). Evenmore
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important for our discussion of bioavailability is another difference between both
concepts.WhereasMichaelis-Mentenenzymekinetics applies down tominute substrate
concentrations, since even the last substratemolecule has the chance tomeet an enzyme
(or a transporter on a cell surface), the classical Monod concept disregards the fact that
minute substrate concentrations corresponding tominute substratefluxes donot provide
enough energy to organisms to allow them to grow. A certain critical substrate flux will
correspond to an exposure concentration that will only be sufficient for themaintenance
of the existing cells and even lower concentrations will lead to the cell death of existing
cells. This offset of the hyperbolic relationship has been accounted for by amaintenance
rate coefficient extending the classical Monod-kinetics (van Uden 1967), which is
equivalent to the rate of culture decay (also termed negative growth) at zero substrate
concentration (Fig. 3). A consequence of this offset is that in many environments,
populations will grow as long as the substrate flux allows them to do so, thereby
approaching a situation where the substrate flux only allows for maintenance of the
extant population. This has been shown in the past for cultures in chemostats with
biomass retention (Tros et al. 1996), in biofilms growing on poorly soluble anthracene
crystals (Wick et al. 2001, 2002) and for bacteria relying on the diffusion of naphthalene
from spatially separate sources (Harms 1996).

Under conditions of reduced bioavailability (i.e., high bias between the cell
exposure concentration and the total concentration in the system), even high total

Fig. 3 Monod-plot accounting for the maintenance energy requirements of bacteria (a) and
visualization of different substrate consumption-dependent concentration gradients around bacteria
in habitats permitting different rates of substrate transfer (b). Low substrate transfer in organic-rich
soil (bottom graph in b) reduces the cell exposure concentration (c2 in a and b) to below the
threshold for population maintenance, whereas high substrate transfer in sand (top graph in b)
sustains a cell exposure concentration (c1 in a and b) permitting population growth
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concentrations may only allow for the maintenance of relatively small populations
and, hence, for only limited degradation progress (Rein et al. 2016) (Fig. 4).
In ecological terms, the substrate bioavailability controls the carrying capacity of
microbial habitats, i.e., their capacity to maintain a population given there are no
other substrates available for the degrader communities. The maintenance require-
ments have consequently been proposed as one reason for the observation of
remediation thresholds particularly in environments that permit only slow substrate
mass transfer (Bosma et al. 1997).

4 The Bioaccessibility of Hydrocarbons

The previous discussion focused largely on the degradation rate. However, reaction
endpoints cannot be predicted from bioavailability that is defined in a way that it is
linked to actual, ephemeral degradation rates. The capacity of an environment to
provide a chemical at a constant rate may become exhausted because certain labile
pools of the chemical may become emptied. This possibility has inspired the differ-
entiation of an immediate bioavailability (compound at hand actually being taken up)
from a potential bioavailability named bioaccessibility (compound that may become

Fig. 4 Graph illustrating the relationship between the mass transfer capacity of a microbial habitat,
the carrying capacity of this habitat and the observed residual concentration of a hydrophobic
chemical. Low substrate transfer in organic-rich soil (upward arrow of case 1) limits the carrying
capacity of this habitat to low cell numbers (upper arrow pointing to the right), which are
insufficient for observable contaminant degradation although residual concentrations are still
relatively high (upper arrow pointing to the left). High mass transfer in sand (case 2) increases
the carrying capacity thereby facilitating the reduction of residual chemical
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bioavailable by dissolution, desorption, diffusion etc.) (Semple et al. 2004). In this
concept, the bioaccessible compound has the dimension of a fraction of the total
compound and is thus an appropriate descriptor of the possible degradation endpoint.
The bioaccessible fraction comprises the chemical mass that can reach the biota
(or vice versa) within a predefined time frame. The distinction between bioavailability
and bioaccessibility is to someextent equivalent to that between a compound’s chemical
activity as a quantitative descriptor of spontaneously mobilizable compound and an
accessible quantity that has to be operationally defined from case to case as introduced
by Reichenberg and Mayer (2006). These authors propose equilibrium sampling
devices for the quantification of the chemical activity aspect of bioavailability and
mild extraction methods for the quantification of the fraction of bioaccessible
compound.

5 Influence of Chemical Hydrophobicity on Bioavailability
and Bioaccessibility

Various phenomena of relevance for microbe-hydrocarbon interactions that arise
from a compound’s hydrophobicity are presented in Table 1. Effects at the molecular
level such as low water solubility and the tendency of hydrophobic compounds to
sorb to surfaces of differing sorption strengths or partition into animate or inanimate
materials can be distinguished from bulk phase-related phenomena such as immis-
cibility of phases and low wettability of hydrophobic phases. Only short descriptions
will be given here since many of these phenomena will be treated in more detail in
subsequent chapters.

Low water solubility controls the maximum substrate concentration or energy
density in the aqueous environment of the microbes. Unless microorganisms take up
hydrocarbons directly from a non-aqueous phase (a possibility that will be discussed
in another chapter of this volume), or co-solvents increase the water solubility (Mao
et al. 2015), the water solubility will cut off a population’s Michaelis-Menten curve
thus setting an upper limit to the specific degradation rate. On the positive side low
solubility partly limits a chemical’s toxicity to microorganisms.

Sorption to solid surfaces and accumulation at the air-water interface (Hoff et al.
1993) will reduce the aqueous concentration with the consequences discussed above.
One can distinguish a first case where the sorbing interfaces are exposed to bacteria
and a second case where the sorbent is present in pores too small to be accessed by
bacteria. Increased substrate and energy densities are found at these interfaces.
Transfer from the bioaccessible to the bioavailable state, however, will require
desorption. At equilibrium, the chemical activities of the sorbed compound and its
dissolved counterpart will be the same, meaning that microorganisms will not benefit
from higher concentrations at interfaces (because they represent the bioaccessible
and bioavailable fraction of the compound) but only from the short transport distance
of desorbing chemicals (van Loosdrecht et al. 1990). Except for the second case
that molecules need to diffuse out of pores, the overall influence of adsorption on
bioavailability will hence be relatively low.
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Table 1 Environmentally relevant phenomena associated with the hydrophobicity of
hydrocarbons

Phenomenon Associated phenomena and
environmental expression

Relevance for microbe-hydrocarbon
interaction

Low water
solubility

Low substrate/energy density of the
aqueous habitat
Low toxicity

Sorption Adsorption to solid surfaces Reduced bioavailability in the bulk
water
Lowered toxicity
High substrate density at the solid
surface
Heterogeneous substrate density at
differently sorbing surfaces

Pore condensation Removal into pores inaccessible to the
microbial cells

Accumulation at air-water
interfaces

Reduced bioavailability in the bulk
water
High substrate density at the air-water
interface

Partitioning Absorption in particulate and
dissolved organic matter

Reduced bioavailability due to lower
aqueous concentration
Increased bioaccessibility when the
organic matter is small and thus mobile

Bioaccumulation Increased substrate density in organisms
Increased toxicity

Dissolution in micelles and
NAPLs

Reduced bioavailability in the bulk
water
Increased bioaccessibility due to micelle
mobility

Formation of
immiscible
separate phases

Minimized interfacial area Small area for settlement and microbial
attack
Slow dissolution limiting the re-supply
of consumed substrate in the aqueous
phase

Floating of light non-aqueous
phase liquids (lNAPLs)

Shielding of oxygen
Lowered bioaccessibility due to
heterogeneous substrate distribution
Limited provision of e-acceptors and
nutrients

Sinking of dense non-aqueous
phase liquids (dNAPLs)

Heterogeneity of substrate distribution
Limited provision of e-acceptors and
nutrients

Low bulk mobility due to
viscosity and sequestration in
pores

Low bioaccessibility

Instability of emulsions Reduced area for settlement and
microbial attack

Low wettability Beading of water on
hydrocarbon phase in
unsaturated systems

Reduced contact of hydrocarbon with
the aqueous habitat of microbes
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Partitioning into inanimate bulk phases, also referred to as absorption, has more
drastic consequences for bioavailability, since it spatially separates the chemical
from the aqueous phase that mediates the microbial uptake. Molecules partitioning
into organic matter (OM) diffuse towards the centre of the OM until partition
equilibrium is achieved. Their subsequent release may take a long time, since the
same distance will have to be passed again prior to their diffusion back into the
surrounding water. This is compounded by chemical changes to the absorbing matrix
that can occur and that strongly retain the molecules (Luthy et al. 1997). Partitioning
into small entities of OM such as dissolved organic carbon can have the effect that
the chemical is absorbed, but in a highly mobile form of OM that may act as a vector
and facilitate its transfer to biota. The same holds true for surfactant micelles.
Partitioning into the microbes themselves obviously concentrates the chemical at
the point where it can be consumed or act as a toxicant.

The formation of separate bulk hydrocarbon phases that are immiscible with water
has consequences both at the microscopic and macroscopic scales. At the microscopic
scale it reduces the interfacial area through which the hydrocarbon molecules are
released into the water phase. This limits the dissolution rate thereby affecting bioavail-
ability via the reduced substrate re-provision rate. Theminimized interface also limits the
area available for settlement of microorganisms. As only few bacteria will be located in
the proximity of the hydrocarbon phase, immiscibility increases the mean distance
between the major part of the hydrocarbon mass and the biota in the system. Alterna-
tively, one can say that it increases the heterogeneity of the hydrocarbon distribution.
Measures such as emulsification help to overcome this effect. In soils and sediments the
formation of viscous non-aqueous phases also has consequences for the bulk movement
of hydrocarbons, which tend to stick inside pores, a phenomenon known from the
difficulty in extracting residual oil from oil reservoirs. At the macroscopic scale non-
aqueous phase liquids, depending on their gravimetric density, may form layers on the
groundwater surface (or the ocean) or sink to the confinement layers (or ocean sediment).
In both cases the ratio of the NAPL-water interfacial area to the NAPL mass is very low
and considerably restricts the transfer of bioaccessible into the bioavailable form. In the
case of light NAPLs it may in addition shield oxygen or nutrients from the biota sitting
below the NAPL, thereby affecting the bioavailability of these important cofactors.

Finally, low wettability plays a role where an air phase is present that competes
(and succeeds in the competition) for the formation of an interface with hydrocar-
bons. Examples can be found in the beading of raindrops on the waxy surfaces of
leaves or in the vadose zone of terrestrial environments. Here, surface-attached
microcolonies and biofilms harbour most of the microbes that will be exposed to
and degrade highly bioavailable air-borne hydrocarbons (Hanzel et al. 2012).

6 Research Needs

On-going research into hydrocarbon bioavailability should lead to the development
of reliable (i.e., validated and preferably standardized chemical and biological)
methods for the prediction of bioavailability and bioaccessiblity of hydrocarbons
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and mixtures thereof for application in both retrospective and prospective risk
assessment approaches. This will require an improved understanding of physico-
chemical bioavailability processes, particularly those prevailing in complex hydro-
carbon mixtures as well as the elucidation of microbial strategies that improve
bioavailability under multiphase environmental conditions. The latter should also
address possible roles of microbial community members not directly involved in
hydrocarbon degradation. An example is the function of fungal mycelia as facilita-
tors of bacterial movement treated in another chapter of this volume. Another largely
neglected aspect is the capability of hydrocarbon degrading populations and com-
munities to decouple their biomass build-up and survival from the hydrocarbon
provision by either co-metabolism or oligotrophic multi-substrate utilisation. Such
approaches make clear that bioavailability of a hydrocarbon should be perceived as
an emergent ecosystem property rather than just a chemical- or organism-specific
trait.
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Abstract
The low solubility and high hydrophobicity of hydrocarbons means that they sorb
to various solids and nonaqueous-phase liquids (NAPLs), obliging hydrocarbon-
degrading microorganisms to physically interact with these phases. This has
various implications for the physicochemical characteristics of these microbes,
their modes of hydrocarbon uptake, and their behavioral and physiological
strategies aimed at promoting such interactions.
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1 Introduction

The consensus in the literature is that water-dissolved chemicals are available to
microbes (Harms and Wick 2004). Hydrocarbons in the environment, however,
often occur as pure water-immiscible liquids or solids, dissolved in nonaqueous-
phase liquids (NAPLs), volatilized as gases, absorbed in solids, or adsorbed to
interfaces. This often means that only tiny fractions of the total hydrocarbon mass
are actually dissolved in the aqueous phase for supporting microbial uptake and
growth. This has resulted in the development of different strategies by the degrading
microorganisms to maximize their access to this limited source of substrate (Table 1).
The questions then arise as to (i) what degree mono-disperse dissolution of hydro-
phobic compounds in water is required for microbial uptake and (ii) whether direct
contact with substrate in other forms could allow for additional uptake?

In this context, it is important to realize that bacteria:hydrophobic compound
interactions take place at an extended interphase rather than at a sharp interface
(Köster and van Leeuwen 2004). This concept of an interphase considers that the
microorganisms are surrounded by so-called boundary layers characterized by a
gradual transition from the biological to the environmental phase. From the perspec-
tive of a microbial cell, the actual process of chemical uptake typically includes
transport in the aqueous medium (i.e., across the water boundary layer around the
bacterial cell), adsorption to and absorption into extracellular hydrogel-like cell wall
components, uptake by transfer across the cell membrane, and finally biodegradation
or (nonconsumptive) bioaccumulation (Köster and van Leeuwen 2004). The avail-
ability of a chemical for degradation is thus controlled by the rate of mass transfer
from the surrounding environment into the microbial cells relative to their intrinsic
catabolic activity (Bosma et al. 1997). As this chemical transport occurs by concen-
tration-gradient driven diffusion, the relative locations of hydrocarbon source (e.g.,
sorbed to NAPLS or solids) and sink (i.e., the degrading cells) are of primary
importance. This means that regardless of the uptake mechanism, bacterial attach-
ment to solid, liquid, or sorbed substrates immediately becomes a powerful way to
maximize substrate mass transfer.

According to Fick’s law, J = Deff
�A�@c/@x, the diffusive mass flux of a substrate

towards the cell surface J (μg/s) is strongly affected by the space coordinate in
direction of the transport @x(m), the concentration difference between the location of
bioconversion and the substrate source @c(μg/m3), the area A(m2) through which the
compound is diffusing and the effective diffusion coefficient of the substrate mole-
cules Deff (m

2/s) (Fig. 1a). Therefore, any reduction in the distance between a
substrate and the microorganism enhances the diffusive mass flux, thereby increas-
ing the availability of the hydrocarbon. For hydrophobic compounds associated with
either a solid or NAPL, the so-called aqueous boundary layer diffusion is the limiting
step in the dissolution (Bird et al. 1960) and controls the rate of appearance of
molecules in the bulk water phase. A surrounding bulk water phase containing a
subequilibrium concentration of the solute will thus drive desorption across this
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distance resulting in a concentration gradient between the bulk phase dissolved
concentration and the interfacial aqueous pseudo-equilibrium concentration
(Fig. 1a). Furthermore, even under conditions of percolation or mild stirring, parti-
cles (including bacteria) are typically surrounded by a diffusive boundary layer of
the thickness 10–100 μm (Levich 1962; Köster and van Leeuwen 2004). Therefore,
when attached to a solid, liquid or sorbed hydrocarbon, bacteria drive desorption via
substrate uptake from inside of these boundary layers, which may result in an up to
roughly 100-fold steeper concentration gradient and mass transfer to the cell
(Fig. 1b). It has thus been concluded that the lower desorption rates determined in
the absence of bacteria as compared to degradation rates can lead to wrong interpre-
tations regarding the mechanisms of uptake, unless distance effects (i.e., the possibility
that bacteria invade diffusion boundary layers) are accounted for (Harms and Zehnder
1995). Hence, generalizations about the bioavailability of hydrocarbons are very much
dependent on the habitat and the organisms living in them.

Table 1 Overview of the different microbial strategies employed to enhance the bioavailability of
nonaqueous-phase hydrocarbons to microorganisms. The literature references document where the
strategies have been shown to alter the hydrocarbon bioavailability.

Category Strategy Consequence Reference

Passive Degradation in
the bulk aqueous
phase

High gradient in chemical activity
maintained

Harms and Zehnder
1994

Positional
Interaction
with the
NAPL

Adhesion to
interface/biofilm
formation

Positioning in region of highest
chemical activity and reduced
diffusion distance

Wick et al. 2001

Additional diffusive barrier Wick et al. 2001

Preferential
dispersal and
chemotaxis

Positioning in region of highest
chemical activity and reduced
diffusion distance

Wick et al. 2007; Otto
et al. 2016; Marx and
Aitken 2000

Positioning in region of nontoxic
chemical activity and reduced
diffusion distance

Hanzel et al. 2011.

Surfactant
production

Break up of NAPL phase
increasing surface area for mass
transfer and colonization

Barkay et al. 1999

Increased micellar concentrations
in the aqueous phase

Volkering et al. 1995

Direct bioavailability of micellar
hydrocarbons

Guha and Jaffé 1996a

Change in bacterial surface
hydrophobicity leading to altered
attachment to interfaces

de Carvalho et al.
2009

Inhibition of cell attachment Neu 1996

2 Microorganism-Hydrophobic Compound Interactions 19



Diffusive boundary layer
(10 –100 mm)

Hydrocarbon 
phase 

Organism
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enzymatic 
response
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b

Fig. 1 Conceptualized outline of the physically relevant layers at the microorganism/medium (a)
and the microorganism/hydrocarbon (b) interphase. Diffusive hydrocarbon flux towards the cell
surface is strongly affected by the space coordinate in the direction of the transport @x between the
location of compound transformation in a cell and the substrate source. When attached to a solid,
dissolved, liquid, or sorbed hydrocarbon, bacteria drive desorption by substrate uptake from inside
of the boundary layer, which may result in an up to roughly 100-fold steeper concentration gradient
and mass transfer to the cell (b)
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2 Adhesion to Hydrocarbons as a Microbial Adaptive
Response

Given its potential effects, it is thus not surprising that bacterial adhesion to and the
formation of biofilms on hydrocarbon phases have been frequently reported for
transfer-limited conditions in the presence of solid (e.g., Mulder et al. 1998; Wick
et al. 2002) and liquid hydrocarbons (e.g., McLee and Davies 1972; Rosenberg and
Rosenberg 1981; Mounier et al. 2014). Further evidence for the importance of the
close contact to the substrate comes from the observed drastic loss of microbial
activity when association to the substrate source (Otto et al. 2016) was suppressed by
nontoxic surfactants or when adhesion-hindered mutants were used (e.g., Rosenberg
and Rosenberg 1981; Efroymson and Alexander 1991). Bacteria may also adapt to
the presence of hydrophobic (or from their perspective lipophilic) hydrocarbons by
changing their membrane and outer cell wall properties, e.g., in order to better attach
to hydrophobic surfaces (van Loosdrecht et al. 1990; Wick et al. 2002; Johnsen et al.
2005; de Carvalho et al. 2009; Naether et al. 2013).

3 Forces and Microbial Characteristics Mediating
Attachment to Hydrocarbons

The adhesion of bacteria to interfaces is believed to be mediated by long-ranging
colloidal interactions, which attract bacteria and hold them at a close proximity of the
interface, thereby facilitating short-ranging van der Waal (hydrophobic), acid-base,
and electrostatic interactions to become effective and enabling the subsequent
adsorption of extracellular polymeric substances, e.g., mediated by hydrogen
bonds (van Loosdrecht et al. 1990). It is important to note that any electrostatic
forces will be shielded by high ion concentrations in sea water, whereas they may
play an important role in less saline groundwater (Busscher et al. 1995). In the case
of adhesion to liquids, which do not possess a rigid surface, these interaction forces
will induce changes in the interface topography to optimize the interaction. It is thus
to be expected that more hydrophobic bacteria will establish a larger interfacial area
with a liquid hydrocarbon. Besides the establishment of more interfacial area for
substrate transfer, the effect of separation distance on mass transfer (as discussed
above) may also explain the higher hydrophobicity of organisms degrading hydro-
phobic compounds. It has been observed for instance that more hydrophobic bacteria
were enriched when hydrophobic membranes were used to isolate degraders of
polycyclic aromatic hydrocarbons (PAH) from soil as compared to conventional
water extraction protocols (Bastiaens et al. 2000). The physiological role of the
hydrophobicity of these organisms was supported by the observation that the
PAH-degrading mycobacteria modulated their surface hydrophobicity depending
on the hydrophobicity of their growth substrate by varying the length of their
mycolic acids (Wick et al. 2002). It should be noted, however, that the cell surface
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hydrophobicity is not the only characteristic controlling the contact with hydrocarbon
phases. For instance, a study described the strong dependency of the surface charge
(zeta potential, ζ) of suspended R. erythropolis cells during growth on n-alkanes
(with extremes of varying ζ = �35.8 mV (n-heptane) and ζ = +4.7 mV (n-hexa-
decane)) that went along with preferential association to n-hexadecane in microbial
adhesion to hydrocarbons (MATH) tests (de Carvalho et al. 2009). This may be
explained by the observation that the zeta potentials of hydrocarbon surfaces in water
were found to be highly negative. The origin of the measured charge is not entirely
clear, but preferred adsorption of OH- as opposed to H3O

+ at hydrophobic liquids and
solids (e.g., Teflon and polystyrene surfaces) has been suggested as the cause.

4 Accumulation of Hydrophobic Compounds in Bacterial
Membranes and Cell Walls

Various physiological adaptations of bacteria to the lipophilicity of hydrocarbons
and the concomitant potential toxicity have been described and will be discussed in
other chapters of this volume (for an excellent review see also Sikkema et al. 1995).
Adaptations include (i) changes in the membrane fluidity by modifications of the
membrane fatty acid composition, (ii) changes in the membrane’s protein content
and composition, (iii) active excretion of toxic hydrocarbons by energy-consuming
transport systems (e.g., multidrug resistance system), (iv) increase of the cross-
linking between the cell-wall constituents and changes in the cell wall hydropho-
bicity and charge, (v) modifications of the lipopolysaccharides (LPS) of the outer
membrane of Gram-negative bacteria, and/or (vi) biotransformation of the com-
pound. Changes in the cell wall properties have also been suggested to increase the
accumulation of hydrophobic compounds (e.g., Klein et al. 2008). Sikkema et al.
correlated the n-octanol-water partition constants KOW of hydrophobic organic
contaminants to their membrane-buffer partitioning coefficient KB as logKB = 0.97
� log KOW � 0.64 (Sikkema et al. 1994). More recent studies and freely accessible
on-line tools based on polyparameter linear free energy relationships (pp-LFERs)
(e.g., www.ufz.de/lserd) also predict the capacities of membrane lipids (Endo et al.
2011) and structural proteins (Endo et al. 2012) for accumulating neutral organic
chemicals. This underlines the fugacity-driven bioaccumulation of hydrophobic
substances in cell membranes, cell walls, and the cytoplasm. Bioaccumulation of
hydrophobic compounds appears to be a passive process and, thermodynamically
speaking, is driven by the high fugacity of hydrophobic compounds in the water-
phase that promotes their expulsion from water. It is thus likely that hydrophobic
cell envelopes act as transient reservoirs (biosolvents) of hydrophobic substances.
The resulting bioaccumulation of lipophilic compounds in the lipid bilayer or in
cell wall proteins may thus enhance their availability for biotransformation or
potentially cell-toxic effects. Accumulation in biofilms as a possible sink for
hydrocarbon solutes has also been described. Despite the hydrogel-like character
(96%-98% of water), extracellular polymeric substances of biofilms were found to
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contain about 60%-70% of the total monoaromatic hydrocarbons isolated from the
total biomass (Späth et al. 1998).

Despite the normally passive character of hydrocarbon uptake, different microbial
adaptations have evolved to augment their uptake rates. For instance, it has been
postulated that outer-membrane related lipopolysaccharides are released to encap-
sulate hydrocarbon droplets and to increase the efficiency of alkane mass transfer
(Witholt et al. 1990). Lipopolysaccharides may influence the mass transfer via
several mechanisms including the improvement of the dissolution process, disper-
sion of the soil matrix, dispersion of nonaqueous-liquid phases and crystalline
contaminants (Neu 1996), the solubilization in micelles that may act as kinetic
contaminant carriers through the diffuse boundary layer (Garcia et al. 2001) or as
an additional dispersed phase or “biosolvent” (Noordman et al. 1998). Release of
outer membrane vesicles (MV) in Gram-negative bacteria has also been discussed as
a stress response to toxic levels of environmental chemicals and stresses
(Baumgarten et al. 2012; Orench-Rivera and Kuehn 2016).

5 Is Dissolution of Hydrophobic Compounds in Water
Required for Microbial Uptake?

This brings us to the long-standing question whether monodisperse dissolution of
hydrophobic compounds in water is a prerequisite for microbial uptake. Although it
is generally accepted that substrates which occur in pure or matrix-sorbed form have
to dissolve or to desorb in order to become available for microbial uptake (Ogram
et al. 1985; van Loosdrecht et al. 1990), over the past 20 years several observations
have been interpreted as evidence for endocytotic uptake of “undissolved” substrate.
This, however, is experimentally difficult to verify (Taylor and Simkiss 2004). Three
microbial uptake mechanisms of nonaqueous-phase liquids have been postulated.
Firstly, entire droplets of these liquids may be channeled through pores in the cell
envelope into the cytoplasm. Secondly, entire droplets could enter the cell
surrounded by parts of the cell membrane or the cell envelope (i.e., pinocytosis)
from where the hydrocarbons can be slowly released into the cytoplasm or be
degraded by membrane-bound enzymes (Taylor and Simkiss 2004). Thirdly, it is
imaginable that droplets may fuse with and flow into the lipid bilayer upon
contacting a cell membrane. Microbial uptake of solid or sorbed substrates is
somewhat different. Similar to the process of pinocytosis, solid substrates could
directly be taken up by phagocytosis (Taylor and Simkiss 2004). To our knowledge,
however, this has never been observed and seems unlikely for bacteria, which are
covered by rigid cell walls. On the other hand, solid-state molecules might directly
dissolve in the membranes of contiguous bacteria upon physical contact excluding
the water phase (e.g., Southam et al. 2001). The conceptual difference between
adsorbed molecules and solid substrates is that the latter are adsorbed to molecules of
their own kind, and, with respect to their bioavailability and possibility of uptake,
may behave like a solid substrate. Biophysically speaking, the problem reduces to
the questions whether bacteria are able (i) to enzymatically attack molecules that are
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still sorbed while the enzyme-substrate-complex is formed, (ii) to take up molecules
that are still sorbed while the transporter-substrate-complex is formed, and/or (iii) to
passively take up molecules without a desorption step into the aqueous phase
involved (Harms and Wick 2004). In case of absorbed molecules, pore-sequestered
molecules have to move to the sorbent-water interface and desorb (i.e., dissolve) into
the water phase, before film diffusion into the bulk water, and subsequent microbial
uptake can take place. Intrasorbent transfer to the sorbent-water interface has often
been found to control the overall desorption rate of absorbed or pore-sequestered
compound. Direct contact of bacteria with absorbed hydrocarbons is thus unlikely
before they appear at the sorbent-water interface and uptake of molecules by
microorganisms in other than the water-dissolved state may be the exception rather
than the rule (for a review cf. Harms and Wick 2004). At present, there seems to be
insufficient evidence for the direct uptake of hydrocarbon droplets by prokaryotes.
More evidence appears to exist for the direct uptake of hydrocarbons from mobile
sorbents, which will be addressed in the following section.

6 Bacterial Interactions with Hydrocarbons in Mobile
Sorbents

The interaction of cells with hydrocarbons sorbed to small and highly mobile
sorbents has been shown to increase the mass flux of hydrophobic substrates to
degrading cells and is given specific attention in this section. With respect to
hydrocarbon bioavailability, such mobile sorbent phases (e.g., surfactants or
dissolved organic carbon (DOC)) possess the following relevant properties:
(i) propensity to sorb hydrocarbons, (ii) small size and large surface area to volume
ratio, (iii) mobility with, for example, the flow of water, and (iv) the ability to interact
with biological membranes. In general, it is thought that the diffusive transfer of
hydrocarbons from a bulk dissolved pool supplies the degrading microorganism (van
Loosdrecht et al. 1990). Therefore, sorption to mobile sorptive phases generally
leads to a reduction in the dissolved concentrations and is thus expected to lead to a
reduction in the biodegradation rates. This does not imply that this sorption removes
a hydrocarbon from the biodegradable pool because of a permanent association, but
that the reduction in the dissolved concentrations driving the diffusive uptake lowers
the uptake rates so that the total biodegradation is extended over a longer period
of time.

An increasing number of studies point to other transfer pathways in addition to
diffusive uptake from the dissolved phase (also called enhanced or facilitated
diffusion). Under certain conditions, it appears that a fraction of hydrocarbon sorbed
to such small and mobile sorbing phases is “directly bioavailable” to the degrading
microorganisms, i.e., it is transferred directly from the sorbed state to the degrading
cell without having to first desorb into the bulk medium followed by diffusive
uptake. Primarily, evidence for this has come from studies investigating the degra-
dation kinetics of PAHs in the presence of artificial and natural surfactants (Guha and
Jaffé 1996a, b; Guha et al. 1998; Brown 2007).
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The role of surfactants in the biodegradation of hydrocarbons is affected by many
factors including surfactant toxicity or preferential degradation, enhanced hydrocar-
bon solubilization or emulsification, and altered cell surface characteristics leading
to changes in attachment behavior. Consequently, the results from studies using
different surfactants appear at first to be contradictory, either showing an enhance-
ment, inhibition, or no effect on biodegradation. Nevertheless, a series of studies
using different nontoxic surfactants have shown that a fraction of the micellar-
associated PAHs is directly bioavailable to degrading bacterial cells, without previ-
ous desorption into the dissolved phase (Guha and Jaffé 1996a; Guha et al. 1998).
This led to the development and refinement of a mechanistic model detailing this
micellar transport pathway (Guha and Jaffé 1996b; Brown 2007). This model
envisages that the PAHs associated with the micelles are transported to, and subse-
quently fuse with, a hemicellar surfactant layer covering the bacterial surface, thus
directly releasing the intercalated PAHs into the cell. This is shown schematically in
Fig. 2a.

Of course, such a micelle-mediated PAH delivery pathway depends on the
micelle forming properties of surfactants. Nevertheless, studies with other types of
sorbents, which are also small and mobile, show enhanced PAH degradation kinet-
ics, pointing to the existence of transfer pathways additional to diffusive uptake from

Fusion of
micelles with
surface-sorbed
hemi-micellar
layer

a

b

c

Boundary layer

Cell surface

Boundary layer

Cell surface

Boundary layer

Cell surface

Direct contact
after collision
between
sorbent
and cell

Desorption
during
residence
in the
boundary
layer

Fig. 2 Suggested
mechanisms by which a
mobile sorbent phase might
enhance the mass transfer of a
hydrocarbon to degrading
bacteria. The mechanism
described in (a) is based on
that described in Guha and
Jaffé 1996b
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the dissolved phase. Barkay et al. (1999) investigated the effect of the bioemulsifier
alasan on the biodegradation kinetics of phenanthrene and fluoranthene.
Mineralisation rates of both PAHs were enhanced by the presence of increasing
amounts of alasan, indicating an enhanced mass flux to the degrading cells. Alasan is
a tightly bound complex of anionic polysaccharides and proteins, which forms
multimolecular aggregates rather than micelles. Several studies with dissolved
organic carbon (DOC) also point to a possible carrier role. Phenanthrene degradation
experiments using Sphingomonas sp. LH162 in the presence of increasing DOC
concentrations indicated increased degradation rates by up to a factor of five in a
DOC concentration-dependent manner (Smith et al., 2009). This was interpreted by
a DOC-mediated transport of phenanthrene to the cells, supplementing diffusive
uptake from the freely dissolved phase. Ortega-Calvo and Saiz-Jimenez (1998)
looked at the mineralization of phenanthrene in batch cultures and found that high
DOC loadings increased the mineralization rates, despite a reduction in the dissolved
aqueous concentrations due to sorption. Laor et al. (1999) analyzed the effect of
sorption to DOC on the biodegradation of phenanthrene. In their studies, the
reduction in dissolved concentrations with increasing amounts of DOC did not result
in appreciable differences in the rate or extent of mineralisation. This would suggest
a mass transport pathway in addition to the diffusive transfer of phenanthrene in the
dissolved phase. Holman et al. (2002) studied in-situ the influence of DOC on the
degradation of a thin film of pyrene deposited on a magnetite surface. Here, humic
acids shortened the onset of biodegradation. As discussed in another chapter of this
volume, DOC can also increase mass transfer rates from the sorbed state and into the
aqueous phase. For example, NAPL to water mass fluxes of PAHs increased by up to
a factor of four in the presence of DOC, with the greatest increases observed for more
hydrophobic compounds and highest DOC concentrations (Smith et al. 2011).
Therefore, enhanced diffusion might play a dual role of increasing the delivery
hydrocarbons from the source but also to the cells. However, under certain condi-
tions, DOC has also been suggested to limit the adhesion of the cells to the
hydrocarbon source thus decreasing their bioavailability (Tejeda-Agredano et al.
2014). Clearly, additional work is required to understand under which conditions
hydrocarbon bioavailabiltiy is increased or decreased by DOC.

Recently, it has been shown that small and motile organisms such as protozoa
can also enhance the diffusion of PAHs across an aqueous boundary layer (Gilbert
et al. 2014). Typically, after an oil spill, a succession of microbial degraders
sequentially degrade the different classes of oil components (Head et al. 2006).
This raises the question as to whether the initial growth of one group of degraders
can increase the availability of other hydrocarbons via a similar mechanism of
enhanced diffusion, either due to the cells themselves or their secretions entering the
unstirred boundary layer. This of course would be offset by the formation of
biofilms on the oil surface.

A very different example of enhanced diffusion is given by the mass transfer of
PAHs across an aqueous boundary layer from a source to a sink polymer (Mayer
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et al. 2005). In the presence of humic acids, mass transfer was enhanced above that
resulting from molecular aqueous diffusion. A follow-up study confirmed this to be
the case for wide range of different aqueous media including surfactant solutions,
humic acid solutions, aqueous soil and horse manure extracts, digestive fluid of a
deposit feeding worm, and root exudates from willow plants (Mayer et al. 2007).
Again, it remains to be seen exactly which types of small and mobile hydrocarbon-
sorbing phases can play a role in enhancing mass fluxes and in which circumstances.

The above studies indicate that the association of a hydrocarbon to certain types
of dissolved organic matter or similar phases can in some cases lead to an enhance-
ment in the biodegradation rates. These sorbents all have the common property that
they are mobile and/or can intimately associate with the microbial surface. This
appears to lead to an efficient transfer of hydrocarbon from the sorbed state to the
cell. However, despite this being a widespread phenomenon (different types of
immotile and mobile sorbing phases, microorganisms, etc.), the nature of the
mechanisms behind these observations are not always clear. The very lack of a
unifying framework to explain the above observations makes this a good point to
speculate about the mechanisms that might explain such an enhanced flux. In the
case of surfactants, the fusion of hydrocarbon-filled micelles with a cell surface
hemimicellar layer and direct transfer (Fig. 2a) is well backed up by experimental
evidence (Guha and Jaffé 1996b; Brown 2007). However, such a mechanism is also
plausible for hydrocarbons sorbed to dissolved organic matter. Dissolved organic
matter is composed of low-molecular-weight components which form dynamic
associations via hydrophobic interactions and hydrogen bonds (Buffle and Leppard
1995; Sutton and Sposito 2005). Furthermore, dissolved organic matter associates
with living membranes (Maurice et al. 2004), which under certain conditions leads to
changes in the membrane permeability (Vigneault et al. 2000). Therefore, for a
transfer pathway analogous to that of surfactants to operate, the necessary prerequi-
sites exist. These include the surfactant-like aggregation of smaller units and adsorp-
tion to the biological membrane, although this has not been experimentally verified.
The fact that dissolved organic matter can intimately associate with biological
membranes indicates that close contact is indeed possible. In the case of silicone
polymers, the direct contact between a PAH-loaded donor and empty-receiver
compartment resulted in a very effective transfer, exceeding the transfer across an
aqueous boundary layer by several orders of magnitude (Mayer et al. 2005, 2007).
Therefore, it is feasible that when collisions between bacteria and DOC occur, this
leads to a direct albeit temporary contact and a transfer of hydrocarbon from the
sorbent to the cell (Fig. 2b). Finally, for many hydrocarbons the main resistance to
diffusive transfer to or from an organic-type matrix lies in the aqueous boundary
layer (Schwarzenbach et al. 2003). This implies that the chemical activity in this
layer is below that in the bulk solution. Therefore, if a mobile sorbent phase, at
equilibrium with the bulk solution, enters this depleted boundary layer, desorption
could occur. The extent would depend on the residence time in this layer and the
kinetics of hydrocarbon release (Fig. 2c).
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7 Research Needs

One challenge is to identify the nature of the mechanisms behind the often
observed increase in direct bioavailability to degrading microorganisms of car-
rier-sorbed hydrocarbons. This knowledge would contribute to understanding
those situations where direct hydrocarbon transfer plays a dominating role in
bioavailability. Application of the newest generation of powerful analytical and
microscopic techniques, including time of flight and nanoscale secondary ion mass
spectrometry (ToF- and nanoSIMS) and stable isotope labeling approaches, may
offer ways to obtain more mechanistic insight into cellular uptake processes and/or
to elucidate to which degree microbial interactions take place for obtaining pref-
erential access to hydrocarbons. Furthermore, it still remains unclear what role the
sorption to other mobile phases such as bacteria has for the availability of contam-
inants. The cotransport of hydrocarbons by motile microorganisms (Gilbert et al.
2014), or the cytoplasmic transport by fungal mycelia (Schamfuss et al. 2013), may
lead to enhanced mass transfer under diffusion-limited conditions and enhanced
bioavailability to degrader organisms. Such studies exemplify that the bioavail-
ability of a hydrocarbon goes beyond the purely physical interactions and is a
function of both biological activity and the physical availability of a hydrocarbon.
The bioavailability of a hydrocarbon is thus the result of highly dynamic physical,
chemical, and biological interactions that shape the spatio-temporal exposure of
individual organisms to chemicals in an environment (Hanzel et al. 2012). Many
bacteria have developed evolutionary adaptations that help them to cope with an
unfavorable (too high or limited) availability of chemicals. Next to the cell wall
changes discussed above, cells have developed chemotactic behavior that allows
them to move along compound gradients (Krell et al. 2012) or specific mutualistic
interactions with other organisms such as fungi that attack hydrophobic hydrocar-
bons exo-enzymatically and allow the transfer of hydrophilic metabolites to cata-
bolically interacting commensals. Another future challenge will be to describe and
predict the bioavailability of hydrocarbons as a spatio-temporal ecosystem
property.
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Abstract
The fate and transport of hydrophobic organic compounds (HOCs) such as oil
hydrocarbons are strongly influenced by their interactions with environmental
matrices including soils and sediments. These interactions can be grouped into
those of nonaqueous phase liquids (NAPLs), e.g., the spreading of oil on solid
surfaces and its movement in porous media, and those of water-dissolved HOC
molecules which sorb onto solid surfaces or partition into organic matter or
NAPL phases. Generally, these different types of sequestration phenomena lead
to reduced contact between organisms and the bioavailable HOC molecules
dissolved in the surrounding water phase, and thus to lower uptake and biodeg-
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radation. However, in certain situations, sorption of the HOCs to small and highly
mobile HOC-sorbing phases such as dissolved organic carbon or surfactants may
mobilize the HOCs and increase their bioavailability and/or toxicological risk.

1 Introduction

Interactions of NAPLs with solids are of importance wherever oil is present in porous
media, for instance as is the case in oil reservoirs. Here the interest in extracting the oil
has motivated much research into the possibility of pumping the oil out or, if pumping
fails, to push residual oil out of the porous matrix by injecting gases or aqueous solutions
(e.g., brine). The latter often occurs in combination with selective blocking of alternate
flow paths, thermal treatment (e.g., steam injection), or physicochemical enhancement of
oil movement using detergents (Banat 1995). A second field of environmental concern is
the behavior of spilled fuels, coal tar, or other oily masses in soil, aquifer sediment,
fractured rock, on beaches, or in the sediments of rivers, lakes, and oceans. A detailed
description of the physics of the residence behavior and movement of oil in these phases
goes beyond the purpose of this chapter, but some factors of influence shall be
mentioned here. Oil masses of lower viscosity move more readily in porous media
than more viscous oil. This viscosity depends on the chemical composition of the oil and
is reduced by an increase in temperature. The injection of gases during enhanced oil
recovery also reduces the viscosity of oil as some of the gas dissolves in the oil, a
phenomenon called oil swelling (McInerney et al. 2007). Emulsifiers are surface-active
substances capable of stabilizing emulsions by accumulating at water-oil interfaces.
Emulsification of oils with water can influence the viscosity in both ways depending on
the oil-water ratio, i.e., if the oil is the continuous phase or the dispersed phase in the
emulsion, but also depending on other factors such as the size of the droplets of the
dispersed phase. In the environment, quasisolid emulsions of hydrocarbons and water
have been observed as viscous interfacial films around aged tar globules (Nelson et al.
1996). Finally, the chemical composition of the solid material and the pore diameter of
the solid matrix influence the oil movement via capillary forces. If the oil has a tendency
to spread on the solid or, in other words, to form a contact angle (defined as the angle
between the oil droplet surface and the underlying solid, and which provides a measure
of the surface wettability) with the solid surface below 90�, it will be retained better in
pores of smaller diameters. The opposite will be the case if the oil forms a contact angle
above 90� with the solid surface. In this case capillary forces will retain the oil better in
larger pores. This behavior is described by the Young-Laplace equation (Mozes et al.
1991). Capillary forces can be influenced by surfactants of chemical or biological origin,
leading to improved movement of the oil in the porous medium.

2 Phenomena of Molecular Sorption to Solid Matrices

The total amount of HOC in an environmental compartment can be conceptually
divided into three pools: the irreversibly bound, the reversibly bound, and the freely
dissolved pool (Fig. 1) (Ortega-Calvo et al. 2015). The mechanistic interpretation of
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the macroscopically observed sorption behavior of HOCs in soils and sediments has
been an issue of much debate in the last decades. It is therefore highly appreciable
that in 1997 leading experts in the field, among them proponents of contrasting
views, jointly published an article categorizing the various mechanisms of HOC
sorption to geosorbents (Luthy et al. 1997). These authors distinguish five micro-
scopic sorption mechanisms of HOC in geosorbents: (A) absorption into amorphous
or “soft” natural organic matter or NAPL; (B) absorption into condensed or “hard”
organic polymeric matter or combustion residues such as soot; (C) adsorption onto
water-wet organic surfaces such as soot; (D) adsorption onto exposed water-wet
mineral surfaces; and (E) adsorption into microvoids or microporous minerals. An
important conclusion was that none of these sorption mechanisms is likely to occur
exclusively in natural geomaterials, and that the complex sorption and desorption
equilibria and kinetics that are often observed can be explained as overall effects of
varying contributions of these different mechanisms. These mechanisms were then
examined for their impact on the behavior of HOCs in terms of linearity of the
sorption isotherms, competition between sorbates for sorption sites, sorption kinet-
ics, and, in the case of desorption hysteresis (i.e., when the sorption and desorption
curves cannot be superimposed), selectivity for steric features of the sorbents as well
as the ease at which the HOCs can be extracted.

Absorption into soft organic matter and NAPLs (A in the above list), as well as
both types of adsorption onto exposed surfaces (C, D), were identified to be fast and
readily reverted by solvent extraction. In contrast, absorption into hard organic
matter (B) and adsorption in microvoids (E) were characterized as being slower,
difficult to revert by solvent extraction and often showing desorption hysteresis

Pool of
reversibly-bound

compound

Pool of
freely-dissolved

compound

Total amount of the compound

Pool of, irreversibly-bound’ (,non-bioaccessible’)
compound

Fig. 1 The schematic shows how the total amount of a compound in an environmental system can
be conceptually divided into the freely dissolved, the reversibly and the irreversibly bound pools.
From the perspective of microbial degradation, the kinetics of the release of hydrophobic organic
compounds (HOCs) into the water phase, i.e., into the freely dissolved pool, is of primary
importance. Soft organic matter and NAPL-absorbed HOC as well as surface-adsorbed HOC appear
to be more readily bioaccessible than quasi irreversibly bound HOC “stuck” in hard organic matter
and micropores
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(Greenberg et al. 2005). From the perspective of microbial degradation, the release
kinetics of sorbed HOCs into the water phase is of primary importance since uptake
of dissolved compound is generally required for biodegradation (Volkering et al.
1992). Soft organic matter and NAPL-absorbed HOCs, as well as surface-adsorbed
HOCs, appear to be more readily bioaccessible than HOCs “stuck” in hard organic
matter and micropores (Cornelissen et al. 1997). The case of pore-obstructed HOC
illustrates that there is also a geometric aspect to bioaccessibility (in this case the
exclusion of microbes from micropores that spatially separates the HOC source from
its biological sink), further to the influence of chemical interactions. This is due to
the dynamic nature of microbial degradation and the fact that rates of mass transfer
depend largely on the distances that need to be bridged (Bosma et al. 1997, Harms
and Wick 2004).

3 Transfer of Hydrocarbons Between the NAPL and
Aqueous Phases

NAPLs are varied with respect to both the environmental compartment in which they
are found (e.g., the open sea, sediment, or soil), but also their physical and chemical
characteristics. Typical examples of environmentally relevant NAPLs include crude
oil, its various refinement products, and anthropogenic wastes such as the aromatic
rich coal-tars contaminating groundwater at industrial sites. Natural oil seeps in
marine and terrestrial environments mean that the interplay between microorganisms
and certain types of NAPLs is not a recent phenomenon, and there has been
sufficient time for microbial populations to evolve strategies for an increased
exploitation of this rich hydrocarbon resource (Head et al. 2006). Furthermore,
NAPLs are typically composed of many classes of hydrocarbons in combination
with other nonhydrocarbon compounds that are often unresolved, e.g., crude oil
(Marshall and Rodgers 2004). It is therefore not usually the case that a single
microorganism has the metabolic ability to degrade the full range of components
present in oil, and a range of microorganisms are involved in the biodegradation
process of NAPL hydrocarbons (Head et al. 2006). Therefore, biodegradation in the
field becomes a complex interplay between HOC bioavailability, toxicity, and
microbial ecology.

NAPL hydrocarbons represent a potential source of carbon and energy in a form
that is difficult to exploit (Volkering et al. 1992). Lighter oil hydrocarbons rapidly
dissipate via volatilization or dissolution, and the following focusses on hydrophobic
NAPL compounds and groups them under the general term HOCs. Thermodynamic
considerations indicate that even at equilibrium (i.e., the maximum dissolved aque-
ous concentrations that can be attained when partitioning is involved), HOCs
preferentially remain in the NAPL with only low concentrations being reached in
the aqueous phase (Efroymonson and Alexander 1995). Furthermore, in non-
equilibrium situations their hydrophobicity means that the mass transfer between
the NAPL and the aqueous phase is usually slow (Schluep et al. 2002). Therefore, it
is normally the case that despite the high levels of HOCs in the NAPL phase, these
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have a low bioavailability and biodegradation is mass transfer limited (e.g.,
Ramaswami et al. 1997). Although this low bioavailability is not ideal for degrading
microorganisms, it does mean exposure to potentially toxic NAPL phase HOCs is
reduced for nondegraders and other organisms.

Adjacent NAPL and aqueous compartments, each with homogenous bulk HOC
concentrations, are separated by the NAPL:water interface. On each side of this
interface, thin unstirred boundary layers (BLs) exist as depicted in Fig. 2. Within
these BLs, transport of the HOCs occurs by the relatively slow process of molecular
diffusion, and transfer across the BLs has the determining role in the overall mass
flux from the NAPL into the bioavailable dissolved phase. Therefore, the mass
transfer pathway between a NAPL and the aqueous phase can be considered as
being composed of two barriers to mass transfer aligned in series (Schwarzenbach
et al. 2017). For HOCs, it is particularly the BL on the aqueous side that limits the
overall mass flux (Ghoshal and Luthy 1996). Special cases where the main resis-
tance to mass transfer of HOCS occurs in the NAPL phase are discussed at the end of
this section.

The mass flux can be defined as the HOC mass from the NAPL phase entering the
aqueous phase (where the degrading microorganisms are present) over a given
period of time. This can be described in general terms as follows

Mass flux ¼ Area� Transfer velocity� Driving force (1)

The role of the interface area is obvious, the larger this is the bigger the surface for
mass exchange. The transfer velocity can be further rationalized as being composed
of the ratio between the aqueous diffusivity of the HOC molecules and the thickness
of the BL (Schwarzenbach et al. 2017). This is also intuitively obvious, a higher
aqueous diffusivity of a molecule is indicative of more rapid motion and a thinner
BL will be more quickly traversed. The driving force is determined by the gradient in
chemical activity of the HOC between the bulk NAPL and aqueous compartments.
Molecular diffusion occurs from regions of high to low chemical activity
(Reichenberg and Mayer 2006), and the greater this difference the greater the mass
flux. Chemical activity is a function of the HOC concentration, its physicochemical
properties as well as those of the environmental matrix in which it is found
(Schwarzenbach et al. 2017). This means a compound can have the same chemical
activity in two phases (i.e., be at equibrium) but at very different concentrations. A
well-known illustration of this is the equilibrium octanol:water partition coefficient,
where a HOC has the same chemical activity in the water and octanol phases but
very different concentrations. The usual practice is to measure mass concentrations
in the NAPL and aqueous phases; the driving force is then computed from these
mass concentrations in conjunction with experimentally determined partition coef-
ficients (e.g., Schluep et al. 2002). Note that equilibrium sampling techniques such
as passive sampling allow direct determination of chemical activity gradients
between adjacent phases (Mayer et al. 2003).

Equation 1 indicates that the magnitude of the mass flux is influenced by the
NAPL:aqueous interface area, the speed of transfer across the BLs, and the driving

3 Matrix - Hydrophobic Compound Interactions 37



force between the NAPL and aqueous compartments. Therefore, a change in any of
the above parameters can result in an increase or decrease in the mass flux of HOCs
into the aqueous phase, and thus have a knock-on effect on HOC bioavailability and
biodegradation. This is shown schematically in Fig. 2, where different scenarios
have been depicted in terms of the above three factors. Figures 2a–d illustrate that a
range of abiotic processes can potentially impact the mass transfer of HOCs into the
bioavailable aqueous phase. These processes can occur simultaneously and may
vary with respect to one another over time and have been summarized in Table 1.
Some of these changes can have other beneficial effects with respect to microbial
growth, in addition to any enhancement in the HOC mass transfer. For example,
increased mixing might also lead to improved aeration and prevent the formation of
nutrient-depleted patches or changes in temperature might lead to an increase
(or decrease) in growth depending on the degrader.

In specific situations, the resistance to diffusive mass transfer on the NAPL side
can become significant (Fig. 2e). Such scenarios include the mass transfer of more
water-soluble hydrocarbons (Schluep et al. 2002), highly viscous NAPLs (Ortiz
et al. 1999), or situations where there is a weathering of the surface layers of
multicomponent NAPL mixtures leading to the formation of more impermeable
surface skins. The latter is believed to be the result of viscous NAPL:water emul-
sions forming at the surface rather than because of changes in the composition due to
preferential dissolution of the more soluble components (Nelson et al. 1996). In
terms of microbial degradation of NAPL hydrocarbons such cases are significant for

NAPL phase

Higher chemical activity

a b c d e

Increased
surface area

Parameter
affected

Change in
mass flux + + + + -

Area Transfer
velocity

Transfer
velocity

Driving force Transfer
velocity and
driving force

Decreased BL
thickness

Increased
diffusion

Increased
chemical activity

gradient

NAPL side
resistance

NAPL BL
Interface

Aqueous BL

Aqueous phase

Fig. 2 Chemical activity profile (�����) of a hypothetical hydrophobic organic compound (HOC)
across the NAPL:aqueous interface under various environmental conditions. The resultant effect on
the HOC mass flux is shown at the bottom by a positive or negative symbol
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two reasons. Firstly, there is a reduction in HOCmass transfer into the aqueous phase
(Luthy et al. 1993). Secondly, those environmental processes listed in Table 1 that
affect the mass transfer through the aqueous BL no longer play the same role. For
example, hydrodynamic mixing will not increase or decrease the mass transfer via
altering the aqueous BL thickness as this no longer controls the mass flux.

From the point of view of the degrading microorganism, there is little that can be
done to influence such abiotic processes and thus they can only react passively to any
resulting changes in the mass flux and bioavailability. An interesting example is that
of sorption, which had the consequence of lowering the dissolved phase activity and
thus maintaining a high diffusive gradient between the NAPL and aqueous phases as
illustrated in Fig. 2d. This figure shows that there is potentially a feedback between
biotic growth of the microorganism due to HOC degradation and abiotic sorption. A
bacterial population actively degrading a certain NAPL component(s) will increase
in biomass, which in turn leads to an increase in the sorption capacity of the aqueous
phase, thus potentially enhancing the mass transfer of other NAPL HOCs.

4 Sorption of HOCs to Mobile-Sorbing Phases

Various types of hydrocarbon interactions with the geosorbents present in soils and
sediments have been considered above. These sorbents can in the main be consid-
ered as relatively immobile, with only small fractions being slowly displaced by

Table 1 Overview of the physical, environmental, and chemical factors influencing the mass
transfer of a hydrocarbon from the NAPL into the aqueous phase. The letters in brackets correspond
to the scenarios depicted in Fig. 2

Category Description Parameter affected

Physical NAPL architecture and amount, e.g., film,
droplets, micropores

Surface area [A]

Environmental Hydrodynamic mixing Break-up of NAPL [A]
Boundary layer thickness [B]

Temperature Molecular diffusion [C]
Chemical activity gradient [D]

Sorption in the aqueous phase Chemical activity gradient [D]

Chemical Hydrocarbon concentration Chemical activity gradient [D]

Hydrocarbon properties Diffusivity [C]
Chemical activity gradient [D]

NAPL properties Diffusivity [C]
Chemical activity gradient [D]
Wetting properties [A]

Weathering of multicomponent NAPLs Formation of impermeable
skins [E]

NAPL side resistance Diffusivity and chemical
activity gradient [E]
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processes such as bioturbation or erosion by wind and water. Therefore, for micro-
organisms to colonize such sorbents, they need to initially be brought into contact
with and subsequently attach to the surface.

Some sorbing phases, though, are smaller and much more mobile and even move
with the aqueous phase. This is a diverse category, encompassing everything from
suspended inorganic minerals, particulate and dissolved organic matter, living bac-
teria- and phytoplankton to biosurfactants. Of course, there is no defined cut-off
between what constitutes a mobile- and immobile-sorbing phase, and furthermore,
the significance these have in terms of the total HOC sorption depends on the
environment in which they are found. For example, in soils and sediment, most of
the HOCs are primarily associated with larger sized and stationary particulate
material (e.g., Hawthorne et al. 2005). However, in the fresh and marine water
column, mobile sorbents such as plankton and particulate organic carbon can
comprise the dominant-sorbing phase (e.g., Schulz-Bull et al. 1998). Some of
these small and mobile sorbing phases have been shown to play an important role
with respect to HOC bioavailability and biodegradation.

HOCs associate with these matrices via the same set of sorption mechanisms
discussed above (Luthy et al. 1997). Therefore, their role in terms of reducing the
bioavailability of HOCs can be understood using the same terms of reference.
However, their small size, and thus high surface area to volume ratio, imply that
the exchange kinetics are rapid (Poerschmann et al. 1997). Therefore, processes such
as retarded diffusion play less of a bioavailability-limiting role. Their small size also
enables them to readily move with, for example, the advective flow of water. This,
together with their propensity to associate with cellular membranes, confers on them
a particular role in the bioavailability and biodegradation of HOCs.

Exactly what role do such mobile HOC-sorbing phases play with respect to
bioavailability? They can alter both the kinetics of abiotic mass transfer and the
equilibrium distribution of HOCs between the (stationary) sorbed and aqueous
compartments. In many environments, bioavailability and thus biodegradation is
limited by the slow HOC mass transfer from the sorbed state and into the aqueous
phase (Harms and Bosma 1997). Here, the stationary sorbing material can be
anything from a geosorbent such as particulate matter to a nonaqueous phase liquid
(NAPL). The presence of an additional sorbing phase in the surrounding aqueous
medium can enhance the rate of dissolution. For example, both natural and synthetic
surfactants increase the dissolution rate of HOCs such as PAHs from their pure solid
state (Grimberg et al. 1995) or when present in NAPLs (Garcia-Junco et al. 2001).
Dissolved organic carbon (DOC) (Smith et al. 2011) or DOC associated with mineral
surfaces (Garcia-Junco et al. 2003) enhance the mass transfer of HOCs from NAPLs
into the water phase. Finally, particularly relevant in terms of the microbial blooms
developing after an oil spill is the observation that small motile organisms such as
protozoa increase the mass transfer of HOCs from the sorbed to the dissolved state
(Gilbert et al. 2014). In part, the increased mass transfer observed in the above
studies can be explained by HOC sorption to the surfactant micelles, DOC, or
organisms in the aqueous phase reducing the dissolved phase concentrations and
maintaining the high chemical activity gradients driving the dissolution process.
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However, it also appears that in parallel these small and mobile sorbing phases
function as carriers, enhancing the transport of the HOCs across the aqueous BL and
into the bulk solution (Grimberg et al. 1995).

An enhancement in the dissolution rates has two implications for bioavailability.
Firstly, the rate of mass transfer out of the nonaccessible phase is increased which
can be particularly important for those HOCs where dissolution is very low to start
with. Secondly, the total amount of HOCs in the aqueous phase can be increased
above solubility, albeit partly sorbed. Should a fraction of this sorbed aqueous
amount be accessible by the degrading microorganisms then this could have a
positive overall effect on bioavailability.

When considering natural environments, the distribution of HOCs is generally
heterogeneous. In soils and sediments, such microscale inhomogeneities are partic-
ularly important in lowering the overall bioavailability. Since microbial colonies are
spatially distributed and mainly exist attached to various surfaces rather than
suspended in the interstitial solution, they “see” a relatively small volume of the
environment (Postma and Vanveen 1990). Should this volume become depleted of
HOCs via consumption, then it is rapidly the case that the distance to a replenishing
source becomes too large for a sufficient resupply via solely aqueous diffusion
(Bosma et al. 1997). Therefore, HOC association with an advectively transported
sorbing phase such as surfactants or DOC could also have implications for redistri-
bution, functioning at the microscale as “carriers” from a site of contamination to
that of biodegradation. When considering the aquatic ecosystem, the more thorough
mixing of the water column by turbulence probably means that such microscale
inhomogeneities are less of an issue. Nevertheless, in some cases heterogeneity in
compound distribution might also play a role but over a larger scale. An oil spill at
the water surface is an example. Oil hydrocarbon sorption to suspended mineral and
organic matter in the water column initially might enhance the dissolution process,
and then be transported away via the water currents to more distant locations,
forming a plume of bioavailable HOC. Although the relevance of such roles remains
to be demonstrated in the field, these are the general principles behind bioremedia-
tion of soils using surfactant washing solutions.

5 Contaminant Aging and Release Kinetics

Contaminants in geomaterials may undergo changes that have been summarized as
processes of contaminant aging or weathering. It has been observed that the effi-
ciency of chemical extraction and biodegradation of contaminants is lower when the
contact time between contaminant and the geomaterials before these interventions
was longer (Cornellissen et al. 1997). In many cases, recent contaminations may thus
be treated with higher efficiency than historical ones (Hatzinger and Alexander
1995). For instance, it has been frequently seen that when the biodegradation of a
historical contamination in soil has come to an end despite a still relatively high
residual concentration, a contaminant of the same kind that is freshly spiked to the
same soil is rapidly degraded (Valo and Salkinoja-Salonen 1986). From this

3 Matrix - Hydrophobic Compound Interactions 41



experiment and similar real-world observations, it can be inferred that the different
portions of the contaminant show different degrees of bioaccessibility (Ortega-Calvo
et al. 2015). This differential behavior of contaminant fractions is not only a problem
for the remediation process but also limits the value of spiking soil with radioactively
labelled contaminant as an indicator of the biodegradation potential.

Which kinds of mechanisms can lead to reduced contaminant bioaccessibility and
extractability? Mechanisms include chemical changes, changes in the soil or sedi-
ment structure, and shifts in the spatial distribution of the chemical due to diffusive
transfer in combination with the exclusion of microorganisms (or extractants) from
certain parts of the geomaterial. An example for chemical changes would be the
successive occupation of high-energy sorption sites by contaminant molecules. The
probability that individual contaminant molecules that are initially absorbed in “soft”
organic matter or NAPL come into contact with either “hard” organic matter, high-
energy sorption sites (e.g., on the surface of soot) or enter the swollen interlayers of
clay minerals increases with time. A declining reversibility of sorption would also
arise from the metamorphosis of organic matter into forms that retain absorbed
molecules more efficiently. Structural changes in the soil matrix could lead to
contaminant aging by burying formerly labile contaminant pools under poorly
permeable phases. The encapsulation of “soft” organic matter by “hard” organic
matter as exemplified by Luthy et al. (1997), or by mineral soil constituents, would
be examples. One can easily imagine that bioturbation or processing of soil materials
inside the digestive tracts of soil-dwelling organisms could lead to the obstruction of
diffusion pathways. The successive formation of poorly permeable interphases
around tar globules would also fall into the category of structural changes. Aging
can occur even in the absence of chemical or structural changes due to diffusive mass
transfer. Soil and sediment contaminants typically enter via the larger pores. From
thereon diffusive processes carry part of the contaminant in regions and size classes
of pores that are increasingly difficult to access by microbes. Before an equilibrium
distribution of the contaminant is achieved, there will be a continuous inward-bound
diffusive flux of contaminant into soil aggregates that carries contaminant fractions
further away from the biota. Using experimental model polymers that exclude the
possibility of chemical or structural changes, the effects of diffusion distances due to
the pore-size exclusion of microbes was shown (Harms and Zehnder 1995).

The observable effect of all types of contaminant aging is an apparent desorption
hysteresis, i.e., much longer time scales are needed to complete desorption compared
to adsorption. Biodegradation curves as well as release curves obtained by contin-
uous mild extraction (e.g., flushing with water) show pronounced tailing that may be
interpreted as successive emptying of sorption sites of increasing sorption energy or
as growing diffusion distances of the contaminant molecules within a matrix com-
posed of particles that empty from the outside to the center (also referred to as
“shrinking core” desorption). Mathematically, the observed desorption progress can
be easily fitted by applying the first-order two-compartment models that distinguish
a rapidly and a slowly desorbing contaminant fraction with largely different release
rate constants (Cornelissen et al. 1998). Further distinction of a third, very slowly
desorbing fraction, may give even better fits (e.g., Greenberg et al. 2005). However,
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given the wealth of possible mechanisms that may bring about the earlier release of
one contaminant molecule than another one, the existence of a continuum of sorption
strengths and travel distances appears much more likely than the existence of two or
three distinct states of sorption. The rapidly desorbing fraction has nevertheless been
found to be a relatively good descriptor of the bioaccessible fraction (Cornelissen
et al. 1998), whereas the extremely slowly desorbing chemicals have been concep-
tually defined as “nonbioaccessible” (Semple et al. 2004) or “irreversibly bound”
(Reichenberg and Mayer 2006).

6 Research Needs

To date, the influence of small and mobile sorbents and their potential to increase
HOC mobility at the microscale has been largely neglected. Therefore, the common
opinion that sorption generally reduces both bioavailability and risk is a simplifica-
tion requiring knowledge-based specification, particularly using systems that more
accurately mimic the complexity in the field. Another area requiring further research
is the interaction of the components found in complex contaminant mixtures such as
oils. For instance, biologically inactive components may well influence the
partitioning behavior of bioactive components either directly or via stimulating the
growth of specific degraders. Finally, directly applying chemical activity-based
measurements to understand the dynamics and fate of HOCs may in some cases
be more appropriate than common water-solubility and concentration-based
approaches.
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Assimilation of Hydrocarbons and Lipids by
Means of Biofilm Formation 4
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Abstract
Hydrophobic organic compounds (HOCs) that are used as substrates by bacteria
encompass a great variety of molecules, including contaminants such as hydro-
carbons and natural components of the organic matter such as lipids. It is now
well known that many bacterial strains use HOCs as carbon and energy sources
for growth and form biofilms at the HOCs-water interface that are referred to as
oleolytic biofilms. The formation of these biofilms appears to be a strategy to
overcome the low accessibility of nearly water-insoluble substrates and is there-
fore a critical process in the biodegradation of hydrocarbons and lipids. Because
oleolytic biofilms develop on a nutritive interface serving as both physical
support and growth substrate, they represent an original facet of biofilm biology.
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1 Introduction

Early studies on hydrocarbon biodegradation led to the observation that
hydrocarbon-degrading bacteria have high affinity for oil droplets. Phase contrast
and electron microscopy examination of Acinetobacter sp. growing on n-hexadecane
revealed hydrocarbon spheres densely covered with bacterial cells and suggested
close contact between the cells and oil droplets (Kennedy et al. 1975). Since
then, similar observations have been reiterated with various alkane-degrading
strains, such as Rhodococcus sp. Q15 (Whyte et al. 1999), Acinetobacter venetianus
RAG-1 (Baldi et al. 1999), Oleiphilus messinensis (Golyshin et al. 2002), Pseudo-
monas UP-2 (Zilber Kirschner et al. 1980), and Marinobacter hydrocarbono-
clasticus SP17 (Fig. 1) (Klein et al. 2008). Bacterial attachment to polycyclic

Fig. 1 M. hydrocarbonoclasticus SP17 biofilms growing on alkanes. (a and b), confocal scanning
laser microscopy images of a biofilm covered n-hexadecane droplet. Hydrophobic regions including
bacteria as well as hydrocarbon were stained with red Nile (red signal), glycoconjugates were stained
with PSA lectin (green signal). In (a), the data are presented as an isosurface projection where the two
signals have been split. In (b), the dataset is presented as an XYZ projection. The two signals were not
separated; colocalized signals of the green and red channel appear in yellow indicating the
colocalization of Nile red and lectin stain (Images courtesy by Pierre-Jo Vaysse and Thomas
R. Neu (Helmholtz Centre for Environmental Research – UFZ, Magdeburg, Germany)). (c), picture
of M. hydrocarbonoclasticus SP17 biofilm growing at the surface of solid eicosane. A biofilm of
M. hydrocarbonoclasticus SP17 (cream) was grown on a piece of solid eicosane (white) sticked on the
bottom of a petri dish (blue) and submerged with culture medium (Régis Grimaud, unpublished)
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aromatic hydrocarbons (PAHs) has also been described for Pseudomonas spp.
(Eriksson et al. 2002; Mulder et al. 1998), Sphingomonas sp. CHY-1 (Willison
2004), and Mycobacterium frederiksbergense LB501T (Bastiaens et al. 2000). In
biphasic culture medium containing a poorly water-soluble substrate and the aque-
ous phase, substrate-bound cells often coexist with cells floating freely in the
aqueous phase. Although the presence of hydrocarbon-bound cells at the interface
assumes interfacial growth, demonstration of actual substrate degradation and
growth of the attached cells was provided in only a few cases (Efroymson and
Alexander 1991; Wick et al. 2003; Zilber Kirschner et al. 1980).

The sessile mode of life and the multilayered structure of cell populations
growing at the interface between hydrophobic organic compounds (HOCs) and
water are reminiscent of biofilms. During the last two decades, biofilms have been
the subject of extensive investigations. Most of our knowledge about the molecular
biology of biofilms has been derived from model strains such as Pseudomonas
aeruginosa and Escherichia coli. This research has revealed that biofilms are
much more than the simple accretion of cells attached to an interface. Biofilms are
heterogeneous, highly organized structures possessing an architecture that is essen-
tial to their functioning. Biofilm growth follows a stepwise pattern involving differ-
entiation and collective behavior of cells (Stewart and Franklin 2008; Webb et al.
2003). Molecular studies of oleolytic biofilms growing at hydrophobic interfaces
have not yet gone far enough to conclude whether they share all the characteristics of
extensively studied model biofilms. However, properties characteristic of the biofilm
lifestyle have been identified. CSLM (Confocal Scanning Laser Microscopy) obser-
vation of a biofilm community developing at polychlorinated biphenyl-water inter-
face provided evidence of a stepwise development pattern of the biofilm (Macedo
et al. 2005). Transcriptomic and proteomic studies indicated that cells growing at the
alkane-water interface experienced a profound reshaping of their gene expression
profile as compared to planktonic cells growing on acetate (Mounier et al. 2014;
Vaysse et al. 2009, 2010). Extracellular polymeric substances (EPS), polysaccha-
rides, DNA, and proteins were detected during growth at the alkane-water interface,
indicating production of an extracellular matrix, which is a typical trait of biofilms
(Ennouri et al. 2017; Whyte et al. 1999).

In this chapter, biofilms on HOCs refer to multilayered, matrix-embedded bacte-
ria or bacterial communities growing at the HOCs–water interface and using these
compounds as a substrate. In such biofilms, the energy and the carbon, which fuel
bacterial growth, are provided by the degradation of the substrate, which thus
constitutes a nutritive interface serving as both growth substrate and physical
support.

2 Multispecies Biofilms on Hydrophobic Interface

During enrichment procedures on hydrocarbons, microbiologists have very often
observed multispecies biofilms developing at the hydrocarbon–water interface. For
example, Deppe et al. (2005) observed by phase contrast microscopy oil droplets
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covered by a biofilm during isolation of a consortium enriched on crude oil from
Arctic sea ice and seawater from Spitzbergen. Unfortunately, such observations
received little attention and in consequence they have not been always mentioned
in the literature and have rarely been fully documented, making it difficult to
measure the occurrence of these biofilms among bacterial species. Stach and Burns
(2002) carried out a study devoted to the diversity of biofilm communities develop-
ing on PAHs. Biofilms developing on naphthalene- and phenanthrene-coated flow
cells were isolated, and their diversity compared with planktonic cultures enriched
on the same hydrocarbons. The biofilm system showed a three times higher diversity
of cultivable bacteria as compared to the enrichment culture. Molecular approaches
revealed that the biofilm community contained a greater diversity of active species
and of PAH-degradation genes than the planktonic enrichment community. The
diversity of active species found in the biofilm closely matched the diversity found
in the PAH-contaminated soil used as inoculum. This study demonstrates that
biofilm cultures represent a means to obtain PAH–degrading communities closely
related to environmental situations suggesting that biofilm formation on hydrocar-
bons is a likely lifestyle in natural ecosystems. The existence of biofilms at oil-water
interfaces in natural environments has been reported during the Deepwater Horizon
oil spill where bacterial flocs were observed in the oil plume. Synchrotron
radiation–based Fourier-transform infrared-spectra of these flocs indicated that
their formation occurred on the surface of oil droplets and revealed the presence of
oil-degradation products, polysaccharides, and proteins (Baelum et al. 2012; Hazen
et al. 2010).

3 Cell Adhesion to Hydrophobic Compounds

In order to either develop a biofilm or to grow as single cell layers at the interface,
bacteria must first approach and then adhere to the interface. Bacteria can reach
surfaces by passive diffusion, random swimming, or taxis that are directed motility
in response to gradients of chemical and physical stimuli. Chemotaxis has been
observed in response to single ring aromatic hydrocarbons, naphthalene, and hexa-
decane. Regrettably, no experiment designed to determine whether this behavior led
to biofilm formation at the interface between water and hydrocarbons has been
conducted so far (Lanfranconi et al. 2003; Pandey and Jain 2002). To date, random
mobility like swimming has never been shown to play a role in adhesion to HOCs.
Once cells have reached the interface, the initial adhesion step is a purely physico-
chemical process described by the traditional and extended DLVO (Derjaguin-
Landau-Verwey-Overbeek) theories of colloidal stability, which describe contact
of cells to surfaces as the result of van der Waals interactions, Lewis acid–base
interactions, and electrostatic interactions (Hermansson 1999). The intensity of these
interactions and hence the effectiveness of the binding depend on the cell surface
properties (hydrophobicity, charge, roughness, etc.. . .) as well as interface proper-
ties. This means that only bacteria exhibiting the proper surface properties will
adhere on hydrophobic surfaces (for a detailed review of bacterial adhesion to
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hydrocarbon, see Abbasnezhad et al. 2011). In contrast to adhesion to biotic surfaces
or insoluble polysaccharides like chitin or cellulose, no specific adhesins or receptors
recognizing hydrocarbons or lipids have been identified so far.

In many cases, adhered cells exhibit surface properties that are different from their
soluble substrate-grown counterparts. These alterations of the cell surface are
thought to reinforce adhesion after the initial interaction with the interface. For
example, anthracene-grown cells of Mycobacterium sp. LB501T are more hydro-
phobic and more negatively charged than glucose-grown cells (Wick et al. 2002).
Changes in cell surface can be achieved by modification, production, or removal of
their surface molecules. In Gram-positive bacteria, the presence and the chain
length of mycolic acids were correlated with hydrophobicity and adherence
(Bendinger et al. 1993). Lipopolysaccharides are important determinants of cell
surface properties in Gram-negative bacteria. Their chain length variation or their
removal from the cell surface were shown to be important for interacting with
hydrocarbons (Al-Tahhan et al. 2000). Capsular polysaccharides are another class
of surface molecules playing a role in adhesion to hydrophobic compounds (Baldi
et al. 1999).

Adhesion to hydrophobic surfaces is also mediated by extracellular appendages
such as fimbriae and pili. The importance of fimbriae in adherence to n-hexadecane
was demonstrated by the isolation of a nonadherent mutant of Acinetobacter
calcoaceticus RAG-1, which was devoid of fimbriae and defective for growth on
hydrocarbons. The reappearance of fimbriae in adherent revertants is a strong
argument in favor of the involvement of fimbriae in adhesion to hexadecane (Rosen-
berg et al. 1982). The strains Acinetobacter haemolyticus AR-46 and Acinetobacter
sp. Tol 5 produced pili at their cell surfaces when grown on n-hexadecane or
triglycerides, respectively. Although the function of these organelles has not been
elucidated, it was presumed that they play a role during the adhesion to the
hydrophobic substrate (Bihari et al. 2007; Katsutoshi et al. 2011). Changes in surface
properties of cells grown on hydrophobic substrates and inhibition of adhesion in the
presence of soluble substrates indicate that the process of adhesion is regulated and
that cells are able to respond to contact with hydrophobic interfaces.

4 Regulation and Determinism of Biofilm Formation at
the HOC-Water Interfaces

In biofilms growing on an inert substratum, all nutrients are supplied through the
aqueous phase. In biofilms on HOCs, the situation is very different. These biofilms
develop in a biphasic mediumwhere the electron donor is provided by the nonaqueous
phase and the electron acceptor (e.g., oxygen) is available from the aqueous phase. It
results in a geometry in which one side of the biofilm is in close association with the
electron source, while the other contacts the source of the electron acceptor. Thus, cells
within the biofilm experience two opposite gradients of acceptor and donor of
electrons generated by their simultaneous diffusion and consumption. These micro-
scale chemical gradients presumably contribute to the physiological heterogeneity in
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the biofilm and exert a control on its development. The experiment carried out by
Joannis-Cassan et al. (2005) demonstrated that biofilm growth on hydrocarbons can be
limited either by carbon or by oxygen depletion. The authors studied biofilm growth in
a liquid–liquid system consisting of an emulsion obtained by stirring dodecane in
mineral medium. Biofilm growth occurred at the surface of a dodecane droplet. During
growth, the droplet diameter was reduced from 200 μm to 160 μm. Biofilm growth
ceased when it reached a maximum thickness of about 80 μm. A series of experiments
demonstrated that inhibition of growth was caused by the diffusion limitation of both
dodecane and oxygen within the biofilm but not by others factors such as nutrient
exhaustion or product inhibition (Joannis-Cassan et al. 2005).

Although adhesion to hydrocarbons does not seem to depend on the recognition
of molecular structures, many HOC-degrading bacteria show a preference or spec-
ificity to the surface of metabolizable hydrocarbons or lipids for biofilm formation
(Johnsen and Karlson 2004; Klein et al. 2008; Rodrigues et al. 2005). The substrate/
substratum specificity of biofilms on hydrocarbons is certainly one remarkable
feature that distinguishes them from other biofilms. Biofilm formation tends to
occur preferentially on poor-soluble substrates and seems to be regulated in function
of substrate availability. Screening for biofilm formation capacity by isolated PAHs-
degrading strains showed that the majority of the tested strains formed biofilm in
microtiter wells coated with PAH crystals. For strains capable of growing on
different PAHs, it was observed that the percentage of adhering cells decreased
with the solubility of the PAHs, indicating that aqueous solubility of the substrate
exerts a regulation on biofilm development (Johnsen and Karlson 2004). Pseudo-
monas putidaATCC 17514 exhibits different growth patterns depending on the PAH
properties on which it is feeding. CSLM observation of a gfp-labeled derivative of
this strain showed that growth on phenanthrene occurred by forming a biofilm at the
crystal surface, while on fluorene, which is more soluble than phenanthrene,
P. putida grew randomly between the crystals feeding on dissolved PAH (Rodrigues
et al. 2005). Insoluble substrate preference for biofilm formation has also been
observed in M. hydrocarbonoclasticus SP17. This bacterium forms biofilms on a
variety of HOCs, including n-alkanes, wax esters, and triglycerides but is unable to
form biofilm (in presence of acetate as substrate) on nonmetabolizable alkanes
(branched alkanes and n-alkanes with more than 28 carbon atoms) and forms only
weak biofilms on polystyrene with 10 times less biomass than on paraffin (Ennouri
et al. 2017; Klein et al. 2008). The preference for insoluble substrates suggests that
bacteria forming biofilms on HOCs are able to detect and recognize nutritive
interfaces. It is reasonable to anticipate that control of biofilm formation by sub-
strate/substratum is exerted through a signal transduction pathway and genetic
regulatory mechanisms. Indeed, induction of genes at an interface was demonstrated
for the pra gene encoding the PA protein, an alkane-inducible extracellular protein
exhibiting an emulsifying activity involved in hexadecane assimilation, and the rhlR
gene coding for the transcriptional activator of rhamnolipids biosynthesis. Studies
with liquid cultures on n-hexadecane of P. aeruginosa harboring a pra::gfp or rhlR::
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gfp fusion revealed specific transcriptional activity at the hexadecane–water inter-
face (Holden et al. 2002).

5 Biofilm Formation as an Adaptive Response to Optimize
Acquisition of Insoluble HOCs

The first intuitive indications that biofilms could favor access to poorly soluble
HOCs came from the observations that biofilm formation occurs in function of
substrate solubility since it was shown that the more insoluble the substrate is, the
more growth occurs at the water–HOC interface. Moreover, it was observed that
several strains growing at the interface between nearly insoluble hydrocarbons and
water did not release emulsifier or surface-active compounds in the bulk medium
(Bouchez et al. 1997; Bouchez-Naïtali et al. 1999, 2001; Klein et al. 2008; Wick
et al. 2002). In these cases, cells did not access the substrate by surfactant-mediated
transfer, during which cells contact emulsified, solubilized, or pseudo solubilized
hydrocarbons. Access to the insoluble substrate would have rather occurred by direct
contact of the cells or extracellular structures with the hydrocarbon–water interface.
Rosenberg demonstrated the importance of adhesion to hydrocarbons in the growth
of Acinetobacter calcoaceticus RAG-1 on n-hexadecane in absence of any emulsifier
(Rosenberg and Rosenberg 1981). Thus, biofilm formation and adhesion to hydro-
carbons would promote growth on hydrocarbons by facilitating interfacial access.
The strongest evidence of an increase in access to HOCs by adhesion or biofilm
formation arose from kinetic studies showing that growth at the interface occurred
faster than the mass transfer rate of HOCs in the absence of bacteria would suggest
(Bouchez-Naïtali et al. 2001; Calvillo and Alexander 1996; Harms and Zehnder
1995; Wick et al. 2002).

Mechanisms employed in biofilms for accessing HOCs are still poorly under-
stood. On the one hand, it is not difficult to imagine that biofilms offer a way to
optimize the effect of known mechanisms of acquisition of poorly soluble hydro-
phobic substrates. Surfactant production within a biofilm would limit surfactants
dilution in the bulk phase, facilitating the formation of micelles by keeping the
concentration of the surfactant close to the critical micelle concentration (CMC).
Biofilms also offer the advantage of holding the cell population in the vicinity of the
HOC–water interface thus stimulating the mass transfer of HOCs by shortening the
diffusive pathway (Wick et al. 2002). On the other hand, biofilm lifestyle might offer
possibilities of biofilm-specific mechanisms for HOCs accession. Biofilms are
typically characterized by dense cell clusters embedded in extracellular polymeric
substances. The formation of such structures involves profound changes in cell
physiology and behavior requiring regulation of the expression of hundreds of
genes. Such changes in cellular physiology have been indeed revealed by trans-
criptomic and proteomic studies on biofilms ofM. hydrocarbonoclasticus growing at
HOCs-water interfaces. The transition from the planktonic to the biofilm mode on
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HOCs entailed change in the expression level of more than one thousand genes
(Mounier et al. 2014; Vaysse et al. 2009, 2010). Although most of these genes are of
unknown function, some of them are involved in cellular processes like lipid,
alkanes, and central metabolisms; chemotaxis; motility; transport; and protein secre-
tion. In view of such a reshaping of cellular functions and structural organization, the
existence of biofilm-specific mechanisms for HOCs accession is conceivable.

For instance, biofilms can improve the assimilation of HOCs through their
extracellular matrix. Many functions currently attributed to the biofilm matrix,
e.g., adhesion to surfaces and retention of enzymes and metabolites, can have
implications in the assimilation of HOCs (Flemming and Wingender 2010). The
retention properties of the matrix could maintain exoproducts in the vicinity of cells
and prevent their loss in the bulk medium. The action of biosurfactants, which has
been demonstrated to improve assimilation of hydrocarbons in some cases (Perfumo
et al. 2010), could be greatly increased within a matrix by enabling their accumu-
lation up to the CMC and thus allow micellar transport of hydrocarbons (Guha and
Jaffé 1996). In addition, EPS of the biofilm matrix may act as sorbents or emulsifiers
that could stimulate the mass transfer rate of HOCs (Harms et al. 2010). Various
strains of Acinetobacter sp. produce extracellular complexes of polysaccharides or
lipopolysaccharides and proteins called bio-emulsans that have the capacity to
emulsify and increase the solubility of hydrocarbons (Barkay et al. 1999; for
reviews see Ron and Rosenberg 2002, 2010). Although the emulsifying activities
were not localized within a biofilm matrix, these results indicate that biopolymers
could increase mass transfer rates of hydrocarbons and hence stimulate their
biodegradation. Direct interactions between EPS and hydrocarbons have been
evidenced in A. venetianus VE-C cells growing on diesel fuel where nanodroplets
incorporated in an extracellular matrix containing glycoconjugates were observed
(Baldi et al. 1999, 2003). Similarly, oil droplets were completely covered with cells
and EPS in a culture of Rhodococcus sp. strain Q15 on diesel fuel (Whyte et al.
1999). In both cases, EPS mediated the adhesion of cells to hydrocarbons and are
thought to participate in the uptake of hydrocarbons, although the mechanisms
involved remain unknown. Biofilm EPS can also serve as an adsorbent to store
HOCs and allow their subsequent utilization by the biofilm community (Wolfaardt
et al. 1995).

Biofilm matrices comprise extracellular proteins with various functions such as
hydrolytic enzymes or adhesion (Flemming and Wingender 2010). The involvement
of extracellular proteins in alkane utilization was first evidenced in A. calcoaceticus
ADP1 as it was shown that a Type-2 Secretion System (T2SS) mutant showed
reduced growth on alkanes (Parche et al. 1997). The OmpA-like AlnA protein of
A. radioresistens KA53 and the PA protein from P. aeruginosa PG201 and S7B1 are
two extracellular proteins that have been shown to play a role in alkane utilization in
planktonic culture (Hardegger et al. 1994; Kenichi et al. 1977). These two proteins
exhibit emulsifying properties that have been claimed to be the basis of their function
in alkane assimilation, although no clear cause-to-effect relationship has
been established. During biofilm development on alkanes or triglycerides,
M. hydrocarbonoclasticus SP17 uses cytoplasmic proteins released by cell lysis
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and proteins secreted through the T2SS to form a proteinaceous matrix (Ennouri
et al. 2017). It was hypothesized that the surface activity of proteins could be
exploited in oleolytic biofilm matrices to form a conditioning film at the
HOC-water interface that could promote cell adhesion and colonization. Matrix
proteins could also participate in the mass transfer of HOCs to the biofilm cells by
forming micelles or acting as mobile sorbents.

6 Research Needs

The most exciting aspect of biofilms on HOCs is certainly to identify the features
that distinguish them from other biofilms, that is to say, their substrate/substratum
specificity and their capacity to overcome the low accessibility of a hydrophobic
substrate. These two properties make biofilm formation a very efficient adaptive
strategy to assimilate HOCs, which can provide a serious advantage in environments
where carbon sources are scarce. The processes by which biofilms stimulate inter-
facial accession to nearly insoluble substrates remain to be elucidated. Substrate
specificity of biofilm formation for HOCs surfaces presumably involves surface
sensing and signal transduction pathways, which have not been revealed yet. Biofilm
development during the assimilation of HOCs most likely requires coordination of
fundamental processes such as architectural biofilm organization, physicochemical
interactions between biofilm and substrate, and the control of gene expression.
Investigation of these processes will require multidisciplinary approaches aimed at
(1) identifying the genes/proteins involved in biofilm formation, (2) deciphering the
architecture of biofilms, and (3) characterizing at the physicochemical level the inter-
actions between biofilm components (cells and extracellular matrix) with hydrophobic
substrates. So far, investigations on biofilms on HOCs have been conducted on
different strains growing on various substrates in diverse experimental setups. It was
therefore not possible to correlate these results in order to draw a picture of the
physiology of these biofilms. The study of additional model bacteria, chosen for their
ability to form readily and reproducibly biofilms on HOCs, their genetic amenability,
and the availability of their genome sequence would ensure the complementarity of the
data obtained from multidisciplinary approaches. In addition to studies examining
model single-species biofilms on HOCs, investigations of the activities and biodiversity
of multispecies biofilms isolated from samples collected from various environments are
critical to gain full understanding of the ecological significance of these biofilms.

Due to their wide distribution in the environment, their recalcitrance, and their
deleterious effect on human health, hydrocarbons have been the main molecules used
in studies of biofilm formation on HOCs. However, other classes of HOCs should also
be taken into consideration. In the natural environment, lipids represent a very
abundant class of HOCs. For example, in sea water they represent up to about 15%
of the organic carbon and its biodegradation is relevant to the global carbon cycle (Lee
et al. 2004). Consistent with this, some bacterial strains isolated for their hydrocarbon-
degrading capacities also form biofilms on a larger panel of HOCs. This suggests that
HOCs-degrading bacteria may have the ability to form oleolytic biofilms that can cope
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with several types of hydrophobic organic carbon they may encounter in the environ-
ment by adapting their physiology according to the chemical nature of the HOC.
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Abstract
The transport of hydrophobic substrates such as fatty acids, triglycerides, and
alkanes into a microbial cell has recently begun to receive interest by the scientific
community, especially due to the potential biotechnological applications. Here
we present an overview on how this process is likely to proceed in the oleaginous
yeast Yarrowia lipolytica, an organism which is known to inhabit various lipid
containing environments. It is, therefore, well adapted to utilizing these hydro-
phobic substrates, a process involving firstly their transport into the cells followed
by their entry into the subsequent metabolic pathways. Among the strategies
employed by Yarrowia in response to exposure to hydrophobic substances are
surface-mediated and direct interfacial transport processes, production of
biosurfactants, hydrophobisation of the cytoplasmic membrane and the formation
of protrusions. Several transport systems have been found to be essential for the
growth on hydrophobic compounds, these being either involved in importing the
hydrophobic substrate, or in exporting cellular intermediates in order to maintain
intracellular concentrations of such compounds at non-toxic levels. Finally, this
review also discusses recent advances on the metabolic fate of hydrophobic
compounds inside the cell: their terminal oxidation, further degradation or accu-
mulation in the form of intracellular lipid bodies.

1 Introduction

In order to assimilate hydrocarbons/oils substrates, microorganisms have to elabo-
rate sophisticated mechanisms. In particular, these carbon sources have to be mod-
ified, transported into the cells without damage and then are to be either degraded for
the production of energy or stored for further use.

The yeast Yarrowia lipolytica is often found in environments that are rich in
hydrophobic substrates such as alkanes or lipids. This organism was recently used as
a model system to study the mechanisms involved in the degradation of hydrophobic
substrates (HS). Among the various yeasts that are able to assimilate HS. Y. lipolytica
presents several advantages: (1) the entire sequence of the six chromosomes has
been determined (Dujon et al. 2004); (2) this species is haploid which is not the case
for most HS degrading yeast species such as Candida tropicalis; (3) many genetic
tools are nowadays available for gene manipulation in Y. lipolytica which has been
reviewed previously (Barth and Gaillardin 1996). For example, classical in vivo
genetics was used for the isolation of mutants affected in oleic acid utilisation and in
peroxisomal assembly (Nuttley et al. 1993). The identification of the mutated genes
was obtained by complementation studies and sequencing of the complementing
genes. Tagged mutants affected in HS utilization and in colony morphology were
isolated. The mutated genes were identified by sequencing of the insertion border
using reverse PCR (Mauersberger et al. 2001). In addition, recently, microarrays
have become available for this yeast.
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This review will focus on the recent advances of the physiology and genetics of
Y. lipolytica in relation to the assimilation of HS.

The fate of HS from the media into the cells is depicted schematically in Fig. 1.
The first change that occurs is the modification of the substrates in order to improve
their accessibility. Y. lipolytica is well known for its extracellular lipolytic and
proteolytic activities (Barth et al. 2003). For this purpose Y. lipolytica utilizes two
mechanisms: (1) the surface-mediated transport by producing surfactants during
growth on HS. Such surfactants reduce the size of the HS droplets, thereby increas-
ing the possible contact surface with the substrate (Mlickova et al. 2004).
Y. lipolytica, apart from an extracellular emulsifier, called liposan, also secretes an
extracellular lipase, allowing the hydrolysis of triglycerides into fatty acids and
glycerol (Hadeball 1991; Barth and Gaillardin 1996). The second mechanism is
the direct interfacial transport which allows the binding of the HS droplets onto the
cell surface thus increasing the access of the HS for their transport into the cells
(Mlickova et al. 2004). Hence, alkanes attached to the protrusions or hydrophobic
outgrowths may migrate through the channels via the plasma membrane to the ER,
the site of alkane hydroxylation by P450 monooxygenase systems (Tanaka and
Fukui 1989). The exact mechanism by which hydrophobic compounds pass through
a membrane is in all organisms still highly controversial. (2) The docking of the HS
droplets results from the increase in the apolar properties of the cell surface and the
induction of protrusions on the surface of the cells. (3) The substrates must be
transported into the cells, while regulating the concentration and export systems
seems to be involved in maintaining this non-toxic local concentration. (4) Several
pathways are involved in the degradation of HS such as monoterminal alkane
oxidation, β-oxidation and the crosstalk between the glyoxylate and the citrate
cycles. These pathways are localised in different compartments such as the endo-
plasmic reticulum, the peroxisomes and mitochondria, (5) HS degradation is final-
ized through the β-oxidation pathway in the peroxisomes. (6) Alternatively, under
conditions of HS excess, the substrates could be stored into lipid bodies.

Fig. 1 Schematic representation of the fate of hydrophobic substrates (HS) in Y. lipolytica. The
emulsion of the HS is modified by liposan (a surfactant) in order to decrease the size of the HS
droplets (1), which then could bind onto the cell surface (2), from where they enter into the cells via
transport/export systems (3) after modification of the HS through several pathways (4), they are
finally degraded by β-oxidation (5) or stored into lipid bodies as triglyceride (6)
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2 Solubilization and Binding of HS onto the Cell Surface

Due to the poor water-miscibility of HS, these substrates form an emulsion or a thin
layer on the surface of the media. In order to improve this solubility and the quality
of the emulsion, Y. lipolytica secretes emulsifiers, called liposan that vary in com-
position. This was first observed in the work of Cirigliano and Carman (1984), where
Candida lipolytica (later re-named in Yarrowia lipolytica) produced an inducible
extracellular emulsification activity when it was grown with HS. Characterization
came from Zinjarde and Pant (2002) who reported that the surfactant liposan
contains 5% protein, 20% carbohydrate and 75% lipid. However, Vance-Harrop
et al. (2003) reported that liposan contained approximately 50% protein, 40%
carbohydrate and 10% lipid.

Such variations in liposan composition may be attributed to the differences in the
purification procedures that were used. Alternatively, it may correspond to different
emulsifiers being produced by different strains or on the media composition. Several
groups are currently working on the optimisation of surfactant production and
purification. This will result soon in the identification of the gene(s) coding for
liposan. This will open a completely new field for the identification of the gene
(s) encoding these surfactant(s), the analysis of their regulation and their biosynthetic
pathway involved in the addition of carbohydrate and lipid.

In natural environments, it may not be possible to secrete surfactant in sufficient
quantities. Therefore, some microorganisms use a second strategy in order to utilize
HS. Instead of solubilizing the substrate, the microorganisms may bind to the
substrate. Yeasts undergo modifications of the cell surface properties in order to
bind to the HS droplets. This adhesion of the cells to large HS droplets can be easily
visualised by light microscopic observation of cells in an emulsion. The cells can be
observed clustered around the HS droplets. As shown in Fig. 2a, Y. lipolytica cells
are surrounding the hexadecane droplets and covering a large surface of the droplet.
On the other hand, smaller HS droplets were bound to the yeast cell surface. This
adherence was demonstrated for alkanes and oils (Fickers et al. 2005a).

The first evidence of the presence of specific structures on the cell surface was
reported in 1975 by Osumi and colleagues for some Candida spp. grown on n-
alkanes (Osumi et al. 1975). Through cryo-scanning election microscopy (SEM) and
transmission electron microscopy (TEM), the presence of protrusions was observed
on the cell surface of Candida tropicalis that had been grown on alkanes. These
protrusions consisted of a 50 nm high by 150 nm large structure, presenting an
electron dense channel connecting the top of the protrusion with the interior. The
electron dense membrane was characteristic of endoplasmic reticulum membrane.
This probably constitutes a transport/export mechanism which may contain specific
transporters and/or exporters taking the HS directly from the droplet to the site of
first modification (e.g., the transporter ABC1p, see below). Such structures were also
observed on the Y. lipolytica surface grown on either fatty acid (oleic acid) or alkanes
(decane, hexadecane) as shown in Fig. 2b (see also Mlickova et al. 2004). These
authors observed that these protrusions correspond to a docking platform for the
binding of lipid droplets. They furthermore reported that the production of these
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protrusions was inducible. Such protrusions were thus not detected on the cell
surface of Y. lipolytica during exponential phase with glucose as carbon source.

In addition to these cell surface changes, morphological and physiological changes
occurred. Apart from the development of compartments containing enzymes involved
in the degradation of HS such as ER, peroxisomes, lipid bodies, and mitochondria,
there was an increase of the periplasmic space width from 80 to 150 nm. On the
contrary, the cell wall thickness decreased from 40 to 25 nm (Mlickova et al. 2004).

The binding of Y. lipolytica cells to the alkane phase can be easily demonstrated.
As an example, we present in Fig. 3 the binding of Y. lipolytica strain H222 to
hexadecane over time.

Glucose grown cells (YNB-glucose) in exponential phase were inoculated into
alkane media (YNB-hexadecane media). Total cell number, alkane-bound cells and
free cells were determined. As shown in Fig. 3a, these cells do not bind to the alkane
phase; therefore 100% of the cells are present in the media as free cells. But very
quickly, protrusions are induced, allowing the binding of the cells to the alkane phase
and within less than 10 h nearly all the cells are bound to the alkane droplets with the
free cells fraction representing less than 0.02 OD600. After 20 h, the alkane phase is
saturated and therefore the cells could not bind to the alkane phase. We observed at
this time an increase in free cells. However, these free cells did not bind to the alkane
droplets due to the saturation of the alkane phase. However, when additional alkane
was added to the water phase containing the free cells and mixed by vortexing, the
cells immediately partitioned into the alkane phase (data not shown). When cells
entered stationary phase, they lost their alkane-binding capacity. In contrast, glucose
grown cells entering stationary phase started to exhibit binding properties (data not
shown).

Fig. 2 Physiological and surface modifications of Y. lipolytica grown on hydrophobic substrates
(HS). (a) Example of an interaction of Y. lipolytica cells which adhere on the surface of large
hexadecane droplets. Cells were observed by optical microscopy. (b) Example of cell surface of
Y. lipolytica grown on hexadecane. SEM micrograph of cells grown for 18 h on YNB-hexadecane
minimal medium featuring protrusions on the surfaces of yeast cells. Cells were treated for cryo-
scanning electron microscopy (SEM). Method for electronic microscopy preparation (SEM) was
previously described by Mlickova et al. (2004). Bar represents 1 nm
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This inducibility of the binding was not observed for all strains of Y. lipolytica.
Indeed, some strains, especially strains isolated from marine environment (such as
strain NCIM3589), presented a constitutive binding property (Zinjarde et al. 1997).
In contrast to these strains, the binding capacity of strain H222 seems to be regulated
in an oleate-responsive manner, i.e., inducible by alkane and fatty acids (oleic acid,
ricinoleic acid) and repressed by glucose and glycerol. However, glucose had a
stronger repressing effect than glycerol (Fig. 4a). No cells grown on glucose or
glycerol media could bind to hexadecane (Fig. 4a, line 1 and 2 respectively). In
contrast, all cells grown on hexadecane could adhere to the alkane droplets (Fig 4a,
line 3). Cells grown on a combination of glucose (0.3%) and hexadecane (2%) or
glycerol (0.3%) and hexadecane (2%) (Fig 4a, line 4 and 5 respectively) adhered to
the alkane droplets. This adherence occurred more rapidly in the glycerol-
hexadecane medium, however, not as rapidly as in the hexadecane medium.

3 Transport/Export of HS into the Cells

Hydrophobic substrates are products which could interfere with lipid bilayers and
therefore modify the membrane structure and/or fluidity. Some of these substrates
may be even toxic to the cells and there is a strong correlation between toxicity

Fig. 3 Binding of Y. lipolytica cells during growth on hexadecane. (a) Cell numbers; total cells
(measured cells, full circle; calculated cells, open circle), bound cells to the alkane phase ( full
triangle) and free cells in the water phase (open triangle). (b) Percentage of cells bound to the
alkane phase (square) and percentage of free cells in the media (diamond) from the total cells
(measured cells, full symbols; calculated cells, open symbols). Y. lipolytica strain H222 was grown
for 18 h on minimal medium YNB-glucose. Cells were collected in exponential phase (OD 600

lower than 1.5), collected by centrifugation and used to inoculate at OD = 0.25 a culture in
hexadecane (YNB-C16). Samples were collected over time and cell concentration measured.
Total cells measured (OD of cells centrifuged after NaOH treatment), free cells (OD of cells
centrifuged without NaOH treatment), cells bound to hexadecane (OD of the cells in the alkane
phase centrifuged after NaOH treatment); the total cells (calculated) correspond to the total of free
cells and bound cells
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and chain length with short-chain hydrophobic substrates being the most toxic.
For example, Y. lipolytica could not use alkanes shorter than C9 (Klug and
Markovetz 1967). Similarly, some fatty acids are toxic to the cell, for example
Y. lipolytica could utilise a large variety of fatty acids with a chain length over
C9 at concentrations above 3%, while it could grow in presence of nonanoic acid
(C9) only at concentration lower than 0.02% (data not shown). When shorter-
chain fatty acids where used as a carbon source no growth was observed. It is
therefore very important for the cells to regulate the transport/export of these
substrates within the cells.

Transport of HS into Y. lipolytica cells is substrate type dependent (triglyceride,
fatty acid and alkanes).

Triglycerides, first need to be hydrolysed into free fatty acid and glycerol by
lipolytic enzymes. Owing to its lipophilic lifestyle, Yarrowia seems to be well-
adapted for the efficient use of triglycerides as suggested by the presence of
16 lipase-encoding genes. In Y. lipolytica the number of lipases far outnumbers
that of other ascomycetous yeasts which have only one or two lipases (Thevenieau
et al. 2009). The lipase family vC.6174 (formerly family GLS.94) contains 16 mem-
bers encoded by the genes LIP2 (YALI0A20350g), LIP4, LIP5 and LIP7 to LIP19.
The lipase/esterase family vC.14039 (formerly GLS.95) present four members; LIP1

Fig. 4 Binding of Y. lipolytica cells. (a) Adhesion depending on media composition. (b) Adhesion
depending on pronase treatment. (a) Exponentially pre-grown H222 cells on glucose were used to
inoculate different media: glucose 2% (1), glycerol 2% (2), hexadecane 2% (3), and mixed sub-
strates glucose-hexadecane 0.3–2% (4), and glycerol-hexadecane 0.3–2% (5), 100 μl of hexadecane
were added to 1 ml of culture media, mixed, and left undisturbed for 5 min to allow phase
separation. (b) Cells grown on decane media (1 ml) were treated with pronase for various time
intervals and the binding capacity was tested by adding 1 ml of decane, mixed and allowed to
undergo phase separation. The upper phase corresponds to the decane phase containing the bound
cells; the lower phase corresponds to the media water-phase containing the non-bound cells
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(YALI0E10659g), LIP3 (YALI0B08030g), LIP6 (YALI0C00231g) and LIP20
(YALI0E05995g) (Thevenieau et al. 2009).

Some of their corresponding gene products have been characterized, including
extracellular lipases lip2p, lip7p, and lip8p. These three lipases have different
substrate specificities ranging from medium- to long-chain fatty acids. The LIP2
gene codes for a secreted lipase which preferentially hydrolyses long-chain fatty acid
esters (C18). Two other genes, LIP7 and LIP8, encode lipases which were shown to
be partially secreted. Lip7p has substrate specificity towards C6 esters and Lip8p
towards C10 esters (Fickers et al. 2005b). They also show different expression
pattern; e.g., LIP2 was shown to be induced by oleic acid, while LIP11 was the
only lipase expressed on glucose (Nicaud et al. unpublished).

Transport of fatty acids (FA) is not yet well-understood. Two carrier systems were
proposed to be involved when fatty acid concentration was below the threshold of
10 mM (Kohlwein and Paltauf 1984). Aggelis and coll have demonstrated that fatty
acids may have different incorporation rates depending on their chain lengths and
unsaturation levels and thus suggested the presence of two transporters, one being
specific for the short chain (i.e., C12-C14) fatty acids and the second one for
C16-C18 fatty acids (Papanikolaou and Aggelis 2003). Nevertheless, the genes
encoding for HS transport remain to be identified in Y. lipolytica. Fatty acids uptake
is also not well understood in other yeast species. In S. cerevisiae, when fas1p (Fatty
Acid Synthase) is inactivated using drugs or gene deletion, FAA1 and FAA4 are
essential to activate extracellular fatty acid import from medium (Johnson et al.
1994; Knoll et al. 1995). These two genes encode fatty acid activators which catalyse
acyl-CoA synthesis from free fatty acids and CoA-SH. In addition, Faa1p and Faa4p
are lipid droplet- or mitochondrion-associated proteins and have never been
observed in the plasma membrane. Abolition of FA transport by deletion of FAA1
and FAA4, together with inhibition of de novo FA synthesis (by fas1p inhibition with
the inhibitor cerulenine) leads to non-growth of the strain in minimal media
supplemented with FA. In this genetic background, overexpression of FAT1
(an homologue to the murin FA transporter) restores a slow growth (Faergeman
et al. 1997). Similarly, a Δfat1 strain shows also a slow growth in the same media.
Taking together, these results demonstrate a genetic interaction between FAT1, FAA1
and FAA4, involved in FA transport. However, to the best of our knowledge, fatty
acid transport has not been clearly demonstrated for yeasts.

For alkanes, transport/export issues have been approached. Mauersberger and
colleagues isolated tagged mutants affected in HS utilisation and in dimorphism
(Mauersberger et al. 2001). Mutants which were unable to utilise HS were identified.
Tagged mutagenesis used in this study allowed the easy identification of the
disrupted genes. Several mutants including ones deficient in isocitrate lyase, iso-
citrate dehydrogenase, pyruvate dehydrogenase kinase, glycerol-3-phosphate dehy-
drogenase, and peroxines were sequenced. The results suggested the importance of
peroxisome biogenesis, glyoxylate bypass and other re-arrangements of carbon
central metabolism. More interestingly, we selected several mutants presenting an
alkane chain-length dependent growth. For example mutants N032, N155, Z021,
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Z083 and Z110 were able to grow on C16, but could not utilise C10-alkane. On the
other hand, mutants N046, Z077, Z080 and B095 were able to grow on C10, but
could not utilise C16 (Thevenieau et al. 2007).

Two genes were identified in such mutants presenting a chain length preference.
The first gene, ANT1, which was disrupted in Z110 mutant (C10�, C16+) encoded a
peroxisomal membrane localized adenine nucleotide transporter protein which pro-
vide ATP for the activation of short-chain fatty acids by acyl-CoA synthetase II in
peroxisomes, whereas long-chain fatty acids derived from the terminal oxidation of
long-chain alkanes are known to be activated in the cytoplasm. The second gene,
ABC1, which was disrupted in N046 and B095 mutants (C10 + , C16 �) encoded an
ABC transporter. These results revealed a differential processing of alkanes based on
their chain length. The short-chain alkanes were transformed through a P450–depen-
dent alkane monooxygenase system (AMOS) to give the corresponding short-chain-
FA. The short-chain FA could diffuse into the cells up into peroxisome, where they
are activated into FA-CoA. Long-chain alkanes were transformed by the AMOS
system to the corresponding long-chain-FA. On the contrary to short-chain-FAwhich
are activated into the peroxisome, long-chain-FA are activated in the cytoplasm
(Fig. 5).

Fig. 5 Growth rates of ANT1
and ABC1 mutants on alkanes
of different chain length.
Mutant disrupted for ANT1
(Z110, grey bar) and mutant
disrupted for ABC1 (N046,
black bar) were grown in
YNBY containing 1% of the
corresponding alkane as
carbon source

5 Uptake and Assimilation of Hydrophobic Substrates by the Oleaginous Yeast. . . 67



Mechanisms for alkane transport are not yet known. The phenotype of the Δabc1
suggested firstly that ABC transporter may be involved in the transport of
these substrates. Four genes highly homologous to ABC1 were identified in
Y. lipolytica genome: ABC1 (YALI0E14729g), ABC2 (YALI0C20265g), ABC3
(YALI0B02544g) and ABC4 (YALI0B12980g). Thevenieau (2006), constructed dif-
ferent strains deleted for these ABC transporters. On C16, only Δabc1 presented a clear
alkane growth defective phenotype (growth was completely abolished). No growth
differences were observed for the three other abcmutants (data not shown). On C10, no
difference could be observed except for Δabc2 which presented a decrease in cell
density 30 h after transfer into alkane medium (Fig. 6). Preliminary results for C10 and
C16 transport in the Δabc1 suggested that this mutant is not affected in the alkane entry
but rather in the alkane export (Thevenieau 2006). This represents the first evidence for
the involvement of an ABC transporter in the export of alkane.

4 Modification of HS into the Cells

Transformation of alkanes into their corresponding chain length fatty acids involves
the monoterminal oxidation. The transformation of an alkane to the corresponding
alcohol is catalysed by the AMOS system which involves a cytochrome P450
coupled to an NADPH-cytochrome P450 reductase (CPR). The alcohol so formed
is subsequently converted into the corresponding aldehyde by either a fatty-alcohol
dehydrogenase in peroxisome or a fatty alcohol oxidase in the endoplasmic

Fig. 6 Growth of ABC
deletants on decane (C10).
Wild-Type and ABC mutants
were grown in minimal
medium YNBY containing
1% of decane as carbon
source. YNBY; yeast nitrogen
base media, complemented
with 0.15% of yeast extract.
Symbols for strains are: Wild
Type H222 (line), Δabc1
(square), Δabc2 (diamond),
Δabc3 (triangle), and Δabc4
(circle)
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reticulum. The final steps are catalyzed by a fatty-aldehyde dehydrogenase (for more
details see Fickers et al. 2005a).

Genome surveys revealed that there is a single gene coding for the NADPH-
cytochrome P450 reductase, while there are 12 genes coding for cytochrome P450
isoforms of the CYP52 family. Several studies have demonstrated specific roles of
cytochrome P450 isoforms in substrate assimilation depending on the substrate
nature and chain length (Table 1). Cytochrome P450s encoded by ALK1, ALK5
and ALK11 genes are specific for short chain length alkanes, whereas ALK2 is
specific for long chain length alkanes. In addition, the expression of ALK3, ALK5
and ALK7 genes in Nicotiana benthaminia indicated a specific function in short
chain fatty acid assimilation. Finally, the overexpression of ALK2, ALK5, ALK7 or
ALK10 genes increased the bioconversion rate of long chain fatty acid to
corresponding dicarboxylic acid (DCA).

In another study it was demonstrated that hydroxylation by the NADPH-
cytochrome P450 reductase was the rate-limiting step in the ω-oxidation pathway.

Table 1 Substrate specificities of Y. lipolytica cytochromes P450 encoded by ALK genes

Genes Number
Alkane
specificity

Fatty acid
specificity

Effect on long-
chain DCA
production References

YALI0E25982g YlALK1 C10 ns Iida et al. 1998;
Thevenieau
2006

YALI0F01320g YlALK2 C16 + Iida et al. 1998;
Thevenieau
2006

YALI0A23474g YlALK3 C12 – Hanley et al.
2003;
Thevenieau
2006

YALI0B13838g YlALK5 C10 C12 + Hanley et al.
2003;
Thevenieau
2006

YALI0A15488g YlALK7 C12 + Hanley et al.
2003;
Thevenieau
2006

YALI0B06248g YlALK9 ns Thevenieau
2006

YALI0B20702g YlALK10 + Thevenieau
2006

YALI0C10054g YlALK11 C10 ns Thevenieau Ph.
D., 2006

ns non significant, + increase, � decrease

5 Uptake and Assimilation of Hydrophobic Substrates by the Oleaginous Yeast. . . 69



Indeed, the overexpression of the CPR gene resulted in a two-fold increase in DCA
production (Thevenieau 2006).

5 Degradation Through the b-Oxidation Pathway

Degradation of fatty acids in Y. lipolytica takes place only via β-oxidation in
peroxisomes where the responsible enzymes are present. Six different acyl-CoA
oxidases (Aox1–6, encoded by the POX1– POX6 genes, respectively) catalyze the
first and rate limiting step of peroxisomal β-oxidation of activated acids. The second
and third step of the β-oxidation is catalysed by the multifunctional enzyme encoded
by the MFE gene bearing the hydratase and the dehydrogenase activities and the
fourth step is performed by the 3-ketoacyl-CoA-thiolase encoded by the POT1 gene.
More recently, a decane-inducible peroxisomal acetoacetyl-CoA thiolase (encoded
by PAT1) was identified, which together with POT1 thiolase is thought to be
involved in the last step of β�oxidation.

These POX genes encoding acyl-CoA oxidases (Aox) exhibit different activities
and substrate specificities, which were demonstrated by gene disruption in
Y. lipolytica (Wang et al. 1999) and by expression and purification in E. coli for at
least two of these enzymes, Aox2p and Aox3p. Indeed, these two acyl-CoA oxidases
possess high activity and specificity either for long-chain fatty acids (Aox2p), or for
short-chain fatty acids (Aox3p) as substrates, correspondingly. We have also shown
that Aox1p and Aox6p were involved in the degradation of dicarboxylic acids
(Thevenieau 2006). Indeed, a bioconversion from alkane C13 with a strain deleted
for all POX genes (Δpox1–6) showed the presence of the corresponding DCA
(DC13) as a main product. Shorter chain DCAs (DC12 and 10) were present in
lower concentration and were a result of the bioconversion of the fatty acids
produced by de novo synthesis (Fig. 7). This confirmed that the β-oxidation pathway
was completely blocked in this strain. However, if Aox1p or Aox6p was active, a
production of DC11 and DC9 was observed resulting from the β�oxidation of DC13
produced (data not shown).

Apart from activity and specificity, analysis of this gene family by gene disruption
revealed striking features. Firstly, the mechanism of their entry into peroxisomes was
different and these enzymes did not possess peroxisome targeting sequence (PTS).
Indeed, acyl-CoA oxidase (Aox) complex of Y. lipolytica was shown to be first
preassembled in the cytosol and being then imported into peroxisomes as a hetero-
pentameric, cofactor-containing complex with Aox2p and Aox3p playing a pivotal
role in the process (Titorenko et al. 2002). Secondly, Aox enzymes were shown to
play an important role in peroxisome division. Thus, during maturation of peroxi-
somes a membrane-bound pool of Aox interacts with a membrane-associated
peroxin Pex16p, which otherwise negatively regulates the membrane fission event
required for the division of immature peroxisomal vesicles, thereby preventing their
excessive proliferation. This was revealed by the presence of giant peroxisomes in
Δpex4 and Δpex5 mutants (Guo et al. 2003). And thirdly, analysis of the mutant
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phenotypes with respect to lipid accumulation during growth on oleic acid revealed
that POX genotype could result in obese or slim yeast (Mlickova et al. 2004).

6 Storage as Triglyceride and Sterol Ester

In microorganisms, excessive carbon source is often accumulated in a hydrophobic
compound-modified form. These storage molecules represent one of the most effi-
cient energy sources due to their volume/energy balance. After uptake of hydropho-
bic substrates from the culture medium, the internalized aliphatic chains can be either
degraded for growth requirements or accumulated in an unchanged or modified
form. In bacteria, they are mainly accumulated as PHA or wax esters. In yeasts,
storage molecules are mainly triglycerides (TAG) and steryl esters (SE) which form
the hydrophobic core of so-called lipid bodies (LB).

However, storage capability differs between yeast species. The bakers’ yeast
(Saccharomyces cerevisiae), which is a non oleagenous yeast, could accumulate
less than 20% of lipid (g lipid/g biomass). In contrast, oleagenous yeasts, such as
Rhodotorula glutinis could accumulate up to 70% of lipid (Ratledge 1994). The level
of lipid could differ as well as the type of lipid. For example, S. cerevisiae accumu-
lates similar proportions of TAG and SE (50, 50%), while in the oleagenous yeast
Y. lipolytica it represents 75, 25%, respectively.

On the other hand, the biosynthetic pathway is well conserved between yeasts.
TAG synthesis follows the Kennedy pathway. Free fatty acids are activated by
condensation to coenzyme A (CoA) and used for the acylation of the glycerol
backbone to synthesize TAG. In the first step of TAG assembly, glycerol-3-phos-
phate (G-3-P) is acylated by G-3-P acyltranferase (SCT1) to lysophosphatidic acid

Fig. 7 DCA production from
C13 alkane by Δ pox1–6
mutant. Δ pox mutant was
grown in rich media YPD
containing 3% of alkane C13.
Symbols for DCA product
are: DC13 (close diamond);
DC12 (open triangle) and
DC10 (open circle).
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(LPA), which is then further acylated by lysophosphatidic acid acyltransferase
(SLC1) to phosphatidic acid (PA). This is followed by dephosphorylation of PA by
phosphatidic acid phosphohydrolase (PAP) to release diacylglycerol (DAG). In the
final step DAG is acylated either by diacylglycerol acyltransferase (DGA1- with
acyl-CoA as acyl donor) or phospholipid diacylglycerol acyltransferase (LRO1 –
with glycerophospholipids as acyl donor) to produce TAG. Involvement of DGA1
and LRO1 in lipid accumulation was confirmed for Y. lipolytica. Indeed, by gene
disruption, we have shown that a Δdga1 and Δlro1 mutants present a 40% and 50%
decrease in lipid content, respectively. The double Δdga1 Δlro1mutant accumulated
less than 10% of lipid (Beopoulos et al. to be published). Synthesis of mono-
glyceride and di-glyceride may differ between S. cerevisiae and Y. lipolytica. Indeed,
in S. cerevisiae SLC1 and SCT1 genes could be deleted, whereas we were not able to
disrupt these genes in Y. lipolytica.

TAG synthesis in yeast cells is strongly regulated by carbon availability in the
culture medium. Mobilization of accumulated lipids occurs as a consequence of
three different metabolic states: (1) during exponential phase of growth, where
storage lipid compounds are used for membrane lipid synthesis to support cellular
growth and division; (2) during stationary phase, upon nutrient depletion, FFA are
liberated rather slowly from the TAG and subjected to peroxisomal β-oxidation;
(3) when cells exit starvation conditions, e.g., from stationary phase, and enter a
vegetative growth cycle upon carbon supplementation, lipid depots are very rapidly
degraded to FFA. In addition, nitrogen starvation leads to an increased rate of TAG
degradation.

The ability of Yarrowia lipolytica to accumulate lipids up to 50% of its dry weight
makes this yeast a good candidate for white biotechnology applications. Especially
since several molecular genetic tools, such as gene disruption to modify metabolic
pathways and vectors for heterologous gene over expression, are available. All these
facilitate strain construction for mastering lipid accumulation and in modification of
the type of lipid accumulated. Preliminary results towards this direction are already
promising. For example, mastering TAG synthesis, lipid accumulation and lipid
bioconversion in Y. lipolytica could lead to an alternative source of lipids for biofuel
production and to PUFA synthesis.

7 Research Needs

The complete genome sequence of Y. lipolytica has been determined (Dujon et al.
2004) and DNA microarrays are now available. This opens the way to study the
regulation of lipid accumulation. Further work will concern the production of
complex hydrophobic molecules from Y. lipolytica destined for the field of fine
chemistry. Additionally, works on the identification of the gene coding for liposan
and it biosynthesis pathway need to be done.

Another aspect would be to determine why there are several gene families of the
same gene in this yeast that are present far in excess. This fact might be linked with
chain length specificity and/or substrate specificity of the corresponding gene
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products. For example, the specificity of the P450 was partly determined for some
members of this family. For the alcohol and aldehyde enzyme, there is biochemical
evidence, but the genes have not yet been identified. Also, a new challenge would be
to understand the HS traffic inside the cell between the different compartments.
Understanding the biogenesis of lipid bodies and of the gene(s) involved in the
regulation of lipid accumulation is also a great challenge.
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Abstract
This chapter focusses on the biodiversity of microbial biosurfactants and the
organisms that produce them. Specific attention is given to the low molecular
weight glycolipids and lipopeptides produced by bacteria such as Pseudomonas,
Burkholderia, Bacillus, Rhodococcus, and Alcanivorax in addition to other
glycolipids synthesized by eukaryotic organisms such as Starmerella, Pseudo-
zyma, and Candida spp. The applications of microbial surfactants utilizing their
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properties for accessing substrates and in microemulsion technology is covered
plus reference to potential applications in environmental remediation. Finally a
summary of the current state of research and identification of significant areas for
further investigation are highlighted.

1 Introduction

Interest in microbial biosurfactants has increased significantly in the last few years
largely due to their perceived enormous potential as sustainable replacements for
chemical surfactants in a wide range of consumer products. The pressure on com-
panies to use sustainable, green resources to produce their products and consumer
interest in “natural” products have effectively fuelled the research interest in these
compounds (Banat et al. 2010; Campos et al. 2013; Satpute et al. 2016a; Elshikh
et al. 2016; De Almeida et al. 2016). Unsurprisingly the main focus of the research
has been directed towards the physicochemical properties of biosurfactants and
investigations of how they might be employed as at least partial replacements for
chemical surfactants in high turnover consumer products such as laundry detergents,
surface cleaners, personal care products, cosmetics and even foodstuffs. There has
also been interest in their use in more specialised applications such as pharmaceu-
ticals, exploiting their synergistic potential in combination with antibiotics and other
bioactive molecules, and even in the bioactivity of the biosurfactants themselves as
antimicrobials and anti-cancer agents (Marchant and Banat 2012a, b; Fracchia et al.
2014, 2015; Dίaz de Rienzo et al. 2016b).

Thus far one of the main hurdles to exploitation has been the fermentation yields
of biosurfactants, which have often been too low for economic commercial use
coupled with the difficulty and cost of downstream processing for the production of
defined, pure products. As a result of the current emphasis on the commercial
exploitation of biosurfactants less effort has been directed towards investigation
into why microorganisms produce these surface active molecules and what role they
play in the life history of the organisms. Their function must be significant since
many organisms direct a large part of their metabolic energy and resources into their
production. Many functions have been ascribed to biosurfactants, including main-
tenance of biofilm structure, motility, cell adhesion and access to hydrophobic
substrates (Fracchia et al. 2012, 2014; Dίaz de Rienzo et al. 2016a, c). It is the last
of these functions that this chapter will address. In the context of hydrophobic
substrate degradation e.g., hydrocarbons biosurfactants have attracted interest as
augmentation agents to speed the removal of environmental contaminating fuels and
crude oil, both in marine and terrestrial situations. Experiments using biosurfactants
in microcosms with hydrocarbonoclastic microorganisms have demonstrated some
enhancement of the rate and extent of degradation (Rahman et al. 2003), however,
this remains an area of investigation with unexplored potential.
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2 Biodiversity of Biosurfactant Producing Microorganisms

Biosurfactants (BSs) are a diverse class of compounds that are synthesised by a wide
variety of microorganisms spanning all domains of life (Menezes Bento et al. 2005;
Khemili-Talbi et al. 2015; Roelants et al. 2014; Satpute et al. 2016b). The structural
diversity of these metabolites is reflected by the diversity of producers and environ-
ments from which they can be isolated. Conventionally BS producing microorgan-
isms have been most frequently isolated from hydrocarbon contaminated sites which
are typically dominated by a few main microbial consortia including Pseudomonas,
Burkholdeiria, Bacillus, Streptomyces, Sphingomonas and Actinobacteria in soils
and sediments, and Pseudoalteromonas, Halomonas, Alcanivorax and
Acinetobacter in marine ecosystems. However, BS producing microorganisms are
ubiquitous in nature and have been isolated from a variety of niches including
extreme environments such as high salinity (Donio et al. 2013; Pradhan et al.
2013), high temperatures (Elazzazy et al. 2015; Darvishi et al. 2011), and cold
environments (Malavenda et al. 2015; Cai et al. 2014).

Pseudomonas and Bacillus are the main genera reported for biosurfactant pro-
duction, however novel biosurfactant producers are continually being reported,
recently Hošková et al. 2015 characterised rhamnolipids synthesised by
Acinetobacter calcoaceticus and Enterobacter asburiae. Traditionally efforts to
increase the frequency of isolating BS producing microorganisms from hydrocarbon
contaminated soils involve enrichment culture techniques, which have been reported
to increase recovery of BS producers from 25% to 80% (Thies et al. 2016; Bodour
et al. 2003; Steegborn et al. 1999; Rahman et al. 2002; Donio et al. 2013; Pradhan
et al. 2013; Walter et al. 2013). Enrichment techniques have been widely applied to
members of the genera Pseudomonas and Bacillus for bioremediation of hydrocar-
bon contaminates sites (Li et al. 2016). Identification of biosurfactant producing
microorganisms still relies on culture dependent techniques and typically qualitative
methods for biosurfactant characterisation such as the orcinol assay, drop collapse,
oil spreading assay and bath assay (Marchant and Banat 2014). While these methods
are applicable for preliminary characterisation of BSs, they are not accurate and
often overestimate production yields of biotechnologically important BSs (Marchant
and Banat 2014).

In recent years research has focused on metabolic engineering of biosurfactants
from a diverse range of microorganisms which has largely been facilitated by the
increased number of published genomes of biosurfactant producing organisms
(Table 1). Advances in functional metagenomics techniques have enabled the
exploitation of these genomes for biosurfactant bio-discovery from diverse environ-
ments (Kennedy et al. 2011). Marine environments have proven to be a rich resource
for isolating BS producing organisms including from marine sponges (Dhasayan
et al. 2015; Kiran et al. 2009, 2010) and hydrocarbon contaminated marine areas
(Gutierrez and Banat 2014; Antoniou et al. 2015). Recently Oliveira et al. 2015 have
published BioSurfDB, www.biosurfdb.org, a tailored databased specifically for
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analysing biosurfactant production in microorganisms. This database unique to
biosurfactant production integrates a range of information including metagenomics,
biosurfactant producing organisms, biodegradation relevant genes, proteins and their
metabolic pathways, results from bioremediation experiments and a biosurfactant-
curated list, grouped by producing organism, surfactant name, class and reference.
The database contains 3,736 biosurfactant coding genes and offers a unique platform
for recombinant engineering of novel/diverse biosurfactant coding genes identified
from a range of microorganisms including uncultivable bacteria (Thies et al. 2016).

Functional metagenomics offers enormous opportunities for recombinant produc-
tion of novel biosurfactant molecules with tailored applications, however it should
be noted that several technical challenges still exist. Biosynthetic clusters for natural
products tend to be relatively large and highly regulated especially from yeast and
fungal sp., for example the biosynthetic gene cluster from Ustilago sp. encoding
cellobiose lipids spans 58 Kb (Teichmann et al. 2007). Associated challenges
include heterologous expression of large biosynthetic clusters from single fragments,
toxicity of associated product to host organism, promoter and transcription factor
recognition and extracellular transport of gene products (Jackson et al. 2015).
Current research is focussed on improving efficiency of functional metagenomics
techniques, for example to overcome dynamic regulation by native promoters within
natural biosynthetic gene clusters. Kang et al. (2016) used mCRISTAR, a multi-
plexed CRISPR and TAR technique which allows for precision promoter engineer-
ing by specifically inserting inducible synthetic promoters to replace native
promoters. Sophisticated techniques like this could be applied to large biosurfactant
biosynthetic gene clusters and with collated resources such as BioSurfdb, efficient
heterologous production of tailor made biosurfactants looks promising.

Table 1 List of published genomes of common biosurfactant producing microorganisms

Species Biosurfactant References

Pseudomonas aeruginosa PAO1 Rhamnolipids (Winsor et al. 2016)

Burkholderia thailandensis E264 Rhamnolipids (Winsor et al. 2008)

Pseudozyma antarctica T-34 Mannosylerythritol lipids (Morita et al. 2013a)

Starmerella bombicola
NBRC10243

Sophorolipids (Matsuzawa et al. 2015)

Bacillus amyloliquefaciens
RHNK22

Surfactin, Iturin, and
Fengycin

(Narendra Kumar et al.
2016)

Alcanivorax borkumensis Lipopeptide (Schneiker et al. 2006)

Pseudozyma hubeiensis SY62 Mannosylerythritol lipids (Konishi et al. 2013)

Bacillus safensis CCMA-560 Pumilacidin (Domingos et al. 2015)

Pseudozyma aphidis DSM 70725 Mannosylerythritol lipids (Lorenz et al. 2014)

Rhodococcus sp. PML026 Trehalose lipids (Sambles and White 2015)

Rhodococcus sp. BS-15 Trehalose lipids (Konishi et al. 2014)

Gordonia amicalis CCMA-559 Polymeric glycolipids (Domingos et al. 2013)

Dietzia maris Polymeric glycolipids (Ganguly et al. 2016)
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3 Rhamnolipid Biosurfactants in Pseudomonas spp.
and Related Organisms

Rhamnolipids (RLs) are low molecular glycolipid secondary metabolites predomi-
nantly synthesised by the genera Pseudomonas and Burkholderia spp. RLs are
synthesised as a heterogeneous mixture of congeners comprising a hydrophilic
rhamnose (Rha) glycosidically linked to one or more β-hydroxy fatty acids
(Fig. 1a). They are produced in two main classes, mono- and di-rhamnolipids, and
usually vary in alkyl chain length ranging from C8-C16 (Haba et al. 2003a, b;
Gunther et al. 2005; Déziel et al. 2000) and degree of saturation, with some
polyunsaturated rhamnolipid congeners reported for P. aeruginosa (Abalos et al.
2001; Haba et al. 2003a).

The advancement in chromatographic and mass spectrometric techniques in the
last few decades has resulted in the identification of up to 60 different RL congeners
produced by various microorganisms with Pseudomonas spp. and Burkholderia spp
being the most dominant producers (Abdel-Mawgoud et al. 2010; Mata-Sandoval
et al. 1999; Heyd et al. 2008; Dubeau et al. 2009). Among these diverse homologues
some more unusual RLs have been detected. Arino et al. (1996) have reported both
mono- and di-RL congeners containing mono-lipidic fatty acid only in trace amounts
and Andrä et al. (2006) reported a di-RL congener with three C14 β-hyroxy fatty
acids in Burkholdieria plantarii. P. aeruginosa preferentially synthesises di-lipidic
RLs with alkyl lengths C10-C10, whereas C14 β-hydroxy acids are the most abundant
fatty acids for the Burkholderia spp. (Funston et al. 2016; Hörmann et al. 2010;
Häussler et al. 1998; Howe et al. 2006).

In recent years there has been significant emphasis on RL production from
non-pathogenic producers as alternatives to the opportunistic pathogen Pseudomo-
nas aeruginosa (Marchant et al. 2014). Alternative producers include phylogeneti-
cally related species including Pseudomonas fluorescens (Vasileva-Tonkova et al.
2011) and the exclusively mono-RL producing strain Pseudomonas chlororaphis
(Gunther et al. 2005). RL production has also been reported among the more
taxonomically distant species such as Acinetobacter and Enterobacter bacteria
(Hošková et al. 2015). However production yields are not comparable to RLs
produced from P. aeruginosa. Care must always be exercised in evaluating claims
for new or unusual producers since the methods used to determine the identity of the
producer organism and the characterisation of the product are not always sufficiently
rigorous. The most promising non-pathogenic biotechnological RL producer is
Burkholdeira thailandensis E264. It has been shown that B. thailandensis produces
RL yields comparable to wild-type P. aeruginosa making it a suitable candidate for
large scale production of RLs. The composition of RLs from B. thailandensis differs
only in the length of the di-lipid alkyl chains, in B. thailandensis C14 is the preferred
chain length (Funston et al. 2016), whereas in P. aeruginosa C10 is selectively
incorporated to synthesise RLs (Rudden et al. 2015).

The biosynthetic pathway and complex genetic regulation of RL synthesis has
been extensively studied in P. aeruginosa (Reis et al. 2011; Schmidberger et al.
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Fig. 1 Molecular structure of common biosurfactants. (a) Rhamnolipids from Pseudomonas sp.
(b) Surfactin from Bacillus sp. (c) Mannosylerythritol lipids from Pseudozyma sp.
(d) Sophorolipids from Starmerella bombicola and (e) Trehalose dimycolate from Rhodococcus sp.
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2013). RL precursor molecules are synthesised de novo from central metabolic
pathways, dTDP-L-rhamnose is synthesised by the proteins encoded in the
rmlABCD operon from the rhamnose pathway (Aguirre-Ramirez et al. 2012) and
β-hydroxy fatty acids are derived from both β-oxidation and FAS II pathways
(Zhang et al. 2014; Zhu and Rock 2008). RL biosynthesis is catalysed by three
enzymes, RhlA, RhlB and RhlC. RhlA (rhamnosyltransferase chain A) is responsi-
ble for the supply of the lipid precursors for RLs by the dimerisation of two
β-hydroxyacyl-acyl carrier proteins ACPs to form one molecule of hydroxyalkanoic
acid (HAA). RhlA is selective for C10 carbon intermediates and regulates the fatty
acid composition of RLs (Zhu and Rock 2008). Mono-RLs are synthesised by the
condensation of the precursors derived from the central metabolic pathway by RhlB
(rhamnosyltransferase chain B). RhlB transfers one dTDP-L-rhamnose to the HAA
producing a mono-RL. Mono-RL together with another dTDP-L-rhamnose is the
substrate for rhamnosyltransferase 2 (RhlC) which synthesises di-RLs. RhlA and
RhlB form the heterodimer rhamnosyltransferase 1, with RhlB being the catalytic
subunit for RL biosynthesis and RhlA responsible for the lipid precursor synthesis.
RhlA and RhlB are co-transcribed from rhlAB which is clustered together with the
regulatory genes rhlR/I.

Expression of rhlAB is regulated by Quorum Sensing and other regulatory factors
in P. aeruginosa (Müller and Hausmann 2011). The RhlAB polypeptide is loosely
membrane associated, while RhlA is a soluble protein located in the cytoplasm.
RhlB has two putative hydrophobic membrane domains associated with the inner
membrane (Ochsner et al. 1994). The second rhamnosyltransferase RhlC, encoded
by rhlC, is co-transcribed from a different bicistronic operon located with a putative
major facilitator superfamily transporter (MFS) protein 2.5 Mb away from the rhlAB
genes. Ochsner and co-workers (1994) also predicted that RhlC is located in the
inner membrane based on a hydrophobic region between amino acid residues
257 and 273 (Rahim et al. 2001). This would suggest that RL biosynthesis occurs
at the cytoplasmic membrane and RLs are subsequently extracellularly transported.
In contrast to P. aeruginosa, Burkholderia thailandensis contains the RL biosyn-
thetic rhlABC genes clustered together on a single operon which is duplicated in the
chromosome; both operons are functional and contribute to RL biosynthesis
(Dubeau et al. 2009). For many decades P. aeruginosa has been the main focus for
RL production, however, in recent years there has been a significant shift toward
alternatives for RL production, namely RL production from non-pathogenic pro-
ducers and heterologous production of RLs in non-pathogenic hosts (Loeschcke and
Thies 2015).

The structural diversity of RL congeners from many different producers can be
attributed to significant differences in their RL biosynthetic enzymes. For example
P. chlororaphis is a mono-RL producing only organism (Gunther et al. 2005), which
does not contain an RhlC orthologue and cannot synthesise di-RLs from mono-RLs.
It has recently been used for recombinant production of di-RLs with P. aeruginosa
rhlC (Solaiman et al. 2015). RLs from P. chlororaphis are synthesised as a hetero-
geneous mixture of congers with C12-C10 or C12:1-C10 as the predominant β-hydroxy
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moieties, not surprisingly RhlA from P. chlororaphis shares only 60% amino acid
identity with P. aeruginosa (Fig. 2). Burkholderia sp. synthesises predominantly
di-RLs with C14-C14 β-hydroxy fatty acids, both RhlA proteins only share 44%
homology with P. aeruginosa RhlA (Fig. 2). RhlA functions primarily as an
acyltransferase with a conserved α/β-hydrolase domain motif found within the first
100 residues in all RL producing microorganisms. The sequence divergence
observed significantly correlates with the specificity of the RhlA enzyme for a
certain acyl chain length in the producing microorganism e.g., P. aeruginosa RhlA
is specific for C10 carbon intermediates (Zhu and Rock 2008). Recombinant

Fig. 2 Rhamnolipid biosynthetic enzymes are highly similar among producing microorganisms.
Amino acid (aa) percent identity matrix for rhamnolipid enzymes RhlA, RhlB and RhlC for
reported rhamnolipid producing strains. NA – Not aligned, NG – No homologous gene found
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production of RLs in non-pathogenic organisms could use for example the specific-
ity of RhlA from selected microorganisms to synthesise tailored compositions of
mono- and di-RLs (Wittgens et al. 2011; Dobler et al. 2016).

P. fluorescens and P. putida have previously been reported to produce RLs
(Tuleva et al. 2002; Martínez-Toledo et al. 2006), however, their production profiles
have not been analytically quantified and it seems unlikely, based on the low
sequence homology and lack of a RhlC orthologue, that these strains are capable
of producing high yields of RLs comparable to P. aeruginosa. However, these
organisms have been used for heterologous production of P. aeruginosa RLs
(Ochsner et al. 1995), with P. putida KCTC 1067 (pNE2) reported to produce
7.3 g/L using soybean oil as the carbon source. It should be noted that recombinant
production of P. aeruginosa RLs has extensively been quantified with the orcinol
method which significantly overestimates RLs yields (Marchant et al. 2014). Also
RLs produced with hydrophobic substrates must be purified before quantification as
excess unutilised hydrophobic substrate is always co-extracted and also overesti-
mates actual yields.

RL production is highly conserved among RL producing microorganisms. Fig 3
shows the multiple aligned sequences coloured by conservation with a minimum
threshold for >95% identity for both RhlA and RhlC, and 50% for RhlB. RhlA has
>20 of the first 110 residues conserved among all sequences which fall with the
specific α/β-hydrolase domain. In contrast RhlC has >114 residues conserved
among all sequences analysed which span the rhamnosyltransferase/
glycosytransferase domains. RhlC is a rhamnosyltransferase enzyme that specifi-
cally catalyses the transfer of a second dTDP-L-rhamnose to the mono-RL substrate.
dTDP-L-rhamnose is a metabolic precursor for other pathways including lipopoly-
saccharide (LPS) biosynthesis in P. aeruginosa (Rahim et al. 2000). Given the
distinct location of rhlC on a separate operon to rhlAB it is possible that this
rhamnosyltransferase could have evolved from conserved rhamnosyltransferase/
glycosyltransferase enzymes. Interesting to note is the lack of conservation of RhlB
between RL producing microorganisms (Fig. 3), suggesting that RhlB has evolved only
for RL biosynthesis. The structural differences in RL congeners is mirrored by phylo-
genetic analysis of the RL enzymes, for all RL biosynthetic enzymes in P. aeruginosa
distinct clades are separated from the other reported RL producing strains (Fig. 4).
Interestingly, all RL biosynthetic genes from Burkholderia pseuodomallei share high
sequence homology and are closely related to Burkholderia thailendesis (Fig. 2, 4).
This is consistent with high reports of RLs from B. pseuodomallei which are predom-
inantly C14-C14 di-RL congeners (Dubeau et al. 2009).

For next generation RLs it is essential that all the RL biosynthetic enzymes are
structurally characterised with regard to specificity and activity. Combining meta-
bolic engineering of RL biosynthesis precursors with precision protein engineering
of RL enzymes for enhanced efficiency/activity could offer novel molecular
approaches for increased RL production in recombinant hosts.

In P. aeruginosa one of the main physiological roles of RLs is hydrocarbon
assimilation by increasing the bioavailability of hydrophobic substrates either by
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increasing solubility or by increasing cell surface hydrophobicity by inducing the
removal of cell associated lipopolysaccharide (LPS). Upon direct contact RLs
accumulate as monomers at the aqueous/hydrophobic interface until the concentra-
tion reaches and exceeds a critical level known as the critical micelle concentration
(CMC), where the RL monomers aggregate into micelles and larger vesicles.
Hydrophobic substrates become incorporated within the hydrophobic core of
micelles and this effectively enhances their dispersion into the aqueous phase and
hence their bioavailability for uptake by cells. This process has been largely studied
with alkanes as model substrates and is referred to as “micelle solubilisation”
or “pseudosolubilisation” (Fig. 5a, b) (Zhang and Miller 1992). RLs have been
also shown to modify the outer cell membrane of P. aeruginosa by inducing the
removal of the cell associated lipopolysaccharides (LPS) (Al-Tahhan et al. 2000),
subsequently increasing cell surface hydrophobicity (CSH) (Fig. 5a). RLs can also
induce changes in the composition of outer membrane proteins (OMP) even at

Fig. 3 Multiple sequence alignment showing high conservation in both RhlA and RhlC among all
RL producing microorganisms. Sequences were aligned with Mafft-LiNS, edited and visualised in
Jalview. Residues are coloured by percent identity with a minimum threshold of 95% conservation
shown for RhlA and RhlC and 50% for RhlB
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Fig. 4 Phylogenetic analysis of rhamnolipid biosynthetic enzymes. The phylogenetic tree was
inferred using the Neighbor-Joining method and the evolutionary distances were computed using
the Poisson correction method. The percentage of replicate trees in which the associated taxa
clustered together in the bootstrap test (1000 replicates) are given
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concentrations below the CMC. Sotirova et al. 2009 have shown significant decrease
in the major OMPs in the presence of RLs below the CMC. They attributed this
change in membrane organisation to the binding of RL monomers which may
facilitate uptake of hydrophobic compounds in certain regions of the membrane.

Fig. 5 Solubilisation of hydrophobic substrates by biosurfactant micelles. (a) Schematic of
hydrocarbon solubilisation by rhamnolipid (RL) biosurfactants. At concentrations below the critical
micelle concentration (CMC) monolayers of RL accumulate at the aqueous-hydrocarbon interface.
When RL concentrations is above the CMC the hydrocarbon readily partitions into the hydrophobic
core of the micelle thus increasing hydrocarbon bioavailability through solubilisation. RLs also
induce cell surface changes that increase cell hydrophobicity via the release of cell associated
lipopolysaccharides (LPS). (b) Photomicrograph of a mixed population of bacteria growing in the
presence of hydrocarbons. Cells tend to occur at the interface between the aqueous and hydropho-
bic phases and a micelle (arrow) can be also observed
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4 The Lipopeptide Biosurfactants

Lipopeptide (LPs) are a structurally distinct group of biosurfactants produced by
bacteria, mainly Bacillus and Pseudomonas species but also Streptomyces and other
Actinobacteria, and fungi such as Aspergillus and Fusarium (Raaijmakers et al.
2010; Mnif and Ghribi 2015). The diversity of lipopeptide producing organisms and
lipopeptide encoding genes has increased remarkably during the last years due to the
contribution of molecular approaches such as genome mining and PCR-based
detection methods (de Bruijn et al. 2007; Rokni-Zadeh et al. 2011; Domingos
et al. 2015). Thus, gene clusters for the biosynthesis of novel lipopeptides were
recently discovered in the genome sequences of well-known organisms such as
Bacillus subtilis (i.e., locillomycins) (Luo et al. 2015a), but also in uncommon
organisms such as Kibdelosporangium sp., a rare actinobacterium (Ogasawara
et al. 2015), and Janthinobacterium sp., a soil bacterium (Graupner et al. 2015).

The biosynthetic pathway of lipopeptides, based on non-ribosomal peptide syn-
thetases (NRPSs) – large multi-enzymes that carry out the sequential incorporation
of amino acids into the nascent peptide – gives rise to a high diversity of molecular
structures, yet built around a conserved template. All lipopeptides consist of a short
cyclic or linear oligopeptide – the hydrophilic moiety of the molecule – linked to
a fatty acid tail – the hydrophobic moiety, but they can greatly vary in the number,
type and order of the amino acid residues as well as the length and branching of the
chain (Raaijmakers et al. 2010). Minor changes in the structural organisation can
significantly affect the overall physico-chemical properties of the molecule, hence its
activity. To add further variability, lipopeptides are often synthesised as mixtures of
several congeners and isoforms as, for example, surfactin, bacillomycin L, fengycin
and locillomycin that are co-produced in B. subtilis and contribute each to a specific
trait of the organism phenotype (Luo et al. 2015b).

Lipopeptides have been extensively studied for their broad spectrum of antimi-
crobial activities, which are due to their exceptional ability to interact with and
disrupt cell membranes (Hamley 2015; Cochrane and Vederas 2016). However,
lipopeptides are also potent biosurfactants that can stimulate the mobilisation,
solubilisation and emulsification of hydrophobic compounds including hydrocar-
bons, chemicals in general and vegetable or waste oils.

Initially, the use of lipopeptides was limited to microbial enhanced oil recovery
(MEOR) and biodegradation. Lipopeptides are able to reduce the interfacial tension
(IFT) between crude oil and the water phase to ultra-low values, e.g., below 0.1 mN/
m, which is necessary to overcome the capillary forces that trap the oil in porous
media, thus enabling its mobilisation and release (Youssef et al. 2007). Both bench-
scale and in-situ lipopeptide production by strains of Bacillus spp. have proven
successful in improving the oil recovery also from wells close to their production
limits (Youssef et al. 2013; Al-Wahaibi et al. 2014).

Solubilisation, i.e., the increase in aqueous solubility of hydrophobic compounds,
is instead the main mechanism of biodegradation. When present above their critical
micelle concentration (CMC), biosurfactants induce a drastic increase in
solubilisation of hydrocarbons, heavy metals and chemicals via the micellisation
process (Sarubbo et al. 2015), as it was shown to occur for many lipopeptides,
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including surfactin and fengycin in B. subtilis (Singh and Cameotra 2013) and
viscosin, massetolide A, putisolvin, and amphisin in Pseudomonas spp. (Bak et al.
2015).

Finally, lipopeptides can promote the formation of emulsions, including micro-
emulsions, which hold a tremendous potential for cutting-edge applications such as
advanced biofuels and drug-delivery systems. The underlying physico-chemical
properties have been studied in particular for surfactin, one of the most powerful
biosurfactants known so far, capable of reducing the surface tension of water and air
from 72 to 27 mN/m at a concentration as low as 10 μM (Seydlová and Svobodová
2008). The values of Hydrophilic-Lipophilic-Balance (HLB) of 10–12 indicate that
surfactin can favour the formation of oil-in-water (O/W) microemulsions, and the
Critical Packing Parameter (CPP) (<1/3) suggests that spherical micelles is the
preferred geometry for surfactin self-assembly (Gudiña et al. 2013). Background
knowledge of these parameters is essential to guide the further development of novel
applications.

5 Biosurfactants Produced by Actinobacteria

The class of Actinobacteria, comprising 5 subclasses and 9 orders for a total of
54 families, contains a very large diversity of organisms capable of producing
biosurfactants of various types (Khan et al. 2012; Kügler et al. 2015). Rhodococcus,
Arthrobacter, Mycobacterium, Nocardia and Corynebacterium genera produce pre-
dominantly trehalose-containing glycolipids, where the hydrophilic moiety consists
of trehalose – a two α-glucose unit sugar – and the hydrophobic tail can be either
mycolic acids or ester fatty acids and can vary greatly for length (up to C90),
branching, substitutions and saturation degree. In some strains (e.g., Arthrobacter
parafineous, Brevibacterium sp. and Nocardia sp.), the trehalose can be replaced by
other sugars such as sucrose and fructose. Most of these trehalose lipids remain cell-
bound, making the cell surface highly hydrophobic, while only a minor fraction
seems to be released extracellularly (Lang and Philp 1998). Moreover, some
Actinobacteria including Streptomyces sp., Actinoplanes sp. and Rhodococcus
sp. have also been found capable of synthesising lipopeptide biosurfactants highly
variable in both the peptide ring and the hydrophobic tail (Kügler et al. 2015).

Despite such remarkable diversity of producer strains and biosurfactant types,
research has only focussed on a few model organisms. Rhodococcus sp., for exam-
ple, has been studied extensively for the ability to degrade hydrocarbons and
pollutants in a broad range of situations. Because the cell surface is hydrophobic,
the main uptake mode occurs via direct contact with the hydrophobic substrates,
while solubilisation mediated by free biosurfactants would have a secondary role
(Bouchez-Naïtali and Vandecasteele 2008). It was recently shown that trehalose
synthesis through alkane metabolism and gluconeogenesis is an important pathway
for biosurfactant synthesis in Rhodococcus sp. strain SD-74 that involves three, so
far identified, enzymes: the alkane monooxygenase AlkB responsible for the initial
step of alkane oxidation, the fructose-biphosphate aldolase Fda for the trehalose
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backbone synthesis and finally a putative acyl-coenzyme A transferase TlsA that
converts trehalose to trehalose lipids (Inaba et al. 2013). Several other genes
involved in the biosynthesis of trehalose lipids have been discovered in the genome
of Rhodococcus ruber IEGM 231, including a fatty acid synthase I, a cyclopropane
mycolic acid synthase, three mycolyltransferases, a maltooligosyl trehalose syn-
thase, a maltooligosyl trehalose hydrolase and a trehalose synthase (Ivshina et al.
2014).

Similarly well studied is Gordonia sp., a member of the Corynebacterium/
Mycobacterium/Nocardia (CMN) complex. A dual-step uptake of hydrophobic
substrates has been suggested for Gordonia strains growing on n-hexadecane, in
which first, during early exponential phase, cells are highly hydrophobic and adhere
directly onto the hydrocarbons, then, at a later phase of growth, they become more
hydrophilic and access biosurfactant-solubilised droplets of dispersed hydrocarbons
(Franzetti et al. 2008). Gordonia is known as a potent biodegrader, capable to grow
and use as carbon source a large variety of highly hydrophobic and recalcitrant
compounds, including solid alkanes (e.g., hexatriacontane with 36 carbon atoms),
plastic additives (e.g., phthalate esters) and natural or synthetic isoprene rubber (e.g.,
cis-1,4-polyisoprene) (Lo Piccolo et al. 2011; Drzyzga 2012).

Widespread amongst Actinobacteria is also their ability to produce biosurfactants
from agro-industrial wastes or inexpensive oil derivatives. Several substrates have
proven suitable to support biosynthesis of trehalose lipid in various organisms, for
example in Rhodococcus sp. and Tsukamurella sp. growing on sunflower frying oil,
rapeseed oil or glyceryltrioleate (White et al. 2013; Ruggeri et al. 2009; Kügler et al.
2014) and in the marine Brachybacterium paraconglomeratum on oil seed cake, a
pressed mixture of the residues after oil extraction (Kiran et al. 2014). It can be
anticipated that the use of renewable material for the synthesis of added value
products such as biosurfactants is a growing trend in current and near future research.

6 Glycolipids Produced by Eukaryotes

The best known BSs from eukaryotes are the glycolipids from non-pathogenic
yeasts, a heterogeneous mixture of structurally diverse compounds that are produced
in relatively high yields (claimed to be as high as 400 g/L). Glycolipids from
Starmerella, Candida and Pseudozyma sp. are the most extensively studied eukary-
otic BSs with a wide range of applications (Roelants et al. 2014) and are currently the
most promising for competitive large scale industrial production. Sophorolipids
(SLs) are hydrophobic surfactants that comprise a hydrophilic disaccharide
sophorose (2-O-β-D-glucopyranosyl-D-glucopyranose) β-glycosidically linked to a
long chain hydroxyl fatty acid, most commonly C18:1. SLs are synthesised in a
variety of compounds with >40 structural isomers described in the literature (Van
Bogaert et al. 2007). SLs vary by degree of acetylation (mono-, di- or nonacetylated)
at C6

0 and C6
00, acidic (containing a free carboxylic group) or lactonic (forming a

macrocyclic lactone ring at C4
00) form (Fig. 1d), fatty acid length ranging between

C16 and C18 and saturation. All these structural variations can alter the physico-
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chemical properties of SLs (e.g., di-acetylated acidic SLs are more hydrophilic
compared to nonacetylated) which makes them suitable for different applications.

The complete biosynthetic gene cluster has been described in detail for
sophorolipids (SLs) in S. bombicola (Saerens et al. 2011a, b, c; Van Bogaert et al.
2013). Similar to the glycolipid produced by Pseudomonas sp. and Burkholderia the
fatty acid composition is to a certain degree regulated by the first enzyme in the SL
biosynthetic pathway, cytochrome p450 monooxygenase CYP52M1 which has been
shown to preferentially hydroxylate oleic acid (C18:1) at the terminal or sub-terminal
carbon (Huang et al. 2014; Saerens et al. 2015). The hydroxylated fatty acid is the
substrate for two UDP-glucosyltransferases (UGTA1 and UGTB1) which covalently
link two glucose molecules to produce acidic SLs (Saerens et al. 2011a, b, 2015).

Recently Ciesielska et al. (2016) characterised the lactonesterase responsible for
the esterification of the carboxyl group from the hydroxylated fatty acid to the
second glucose molecule producing lactonic sophorolipids. Recent advances in our
understanding of SL biosynthesis and regulation has enabled recombinant engineer-
ing to produce tailor made compositions of SLs for specific applications (Solaiman
et al. 2014) and also facilitated the discovery of novel sophorolipids from the
non-pathogenic yeasts Starmerella and Candida sp. (Kurtzman et al. 2010; Price
et al. 2012). Van Bogaert et al. 2016 have produced a novel bolaform SL from
engineered S. boimbicola that is deficient in both the lactonesterase and
acetyltransferase. The bolaform SLs are highly water soluble due to the presence
of two hydrophilic moieties compared to their nonacetylated hydrophobic counter-
parts. They have also produced several recombinant engineered strains that syn-
thesise specific compositions of SLs. The next step for SL production will be fine
tuning the production process for specifically engineered strains to produce yields
comparable or higher than native producers.

Mannosylerythritol lipids (MELs) are surface active glycolipids synthesised by a
variety of phylogenetically related basidiomycetous yeasts with Pseudozyma sp. and
Ustilago sp. being the most common producers. MELs are synthesised as a diverse
mixture of congeners differing in length of fatty acid chains, degree of saturation and
acetylation. MELs are classified by their acetylation at the C4 and C6 positions of the
mannose sugar group on the hydrophilic head (Fig. 1c). The number of acetyl groups
has a significant impact when considering the physico-chemical and self-assembly
properties of MELs, where the more hydrophobic di-acetylated MEL-A has a much
lower critical micelle concentration (CMC) compared to the more hydrophilic mono-
acetylated counter parts MEL-B and MEL-C (Yu et al. 2015). These significant
differences make MELs suitable for a wide range of applications (Morita et al. 2015),
for example MEL-A significantly increases the efficiency of gene transfection via
membrane fusion while MEL-B/MEL-C have no such effect (Inoh et al. 2010, 2011).

The biosynthetic pathway for mannosylerythritol lipids (MEL) production was
originally described in Ustilago maydis under nitrogen limiting conditions (Hewald
et al. 2006), with five MEL biosynthetic genes clustering together on a single
operon. Using comparative genomics Morita et al. (2014) have identified and
characterised the MEL biosynthetic gene cluster also in the phylogenetically related
yeast Pseudozyma antarctica. In contrast to SLs, the first step in MEL biosynthesis
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proceeds by the stereospecific mannosylation of erythritol catalysed by Emt1
(erythritol/mannose transferase), this is the substrate for the acyltransferases Mac1
and Mac2, which specifically acylate the mannose at positions C2 and C3. Similar to
all other biosurfactant biosynthetic pathways discussed here, MELs are
regioselectively acylated (at C2 and C3 on mannose) by the affinity of Mac1 for
short chain fatty acids (C2–C8) and Mac2 for medium to long chain fatty acids
(C10–C18) (Hewald et al. 2006).

Recently a number of genomes have been published relating to MEL in Pseudo-
zyma sp. including P. antarctica T-34 and JCM10317 (Morita et al. 2013a; Saika
et al. 2014), P. aphidis DSM70725 (Lorenz et al. 2014), and P. hubeiensis SY62
(Konishi et al. 2013). Similar to SL production, advances in our understanding of the
MEL biosynthetic pathway is paving the way for comparative genomics to identify
novel taxonomically related producers with unique structural variations (e.g., dia-
stereomer type of MEL-B biosynthesis in P. tsukubaensis) (Saika et al. 2016). Morita
et al. (2014) have published the transcriptomic profile of the MEL hyper-producer
P. antarctica providing fundamental insights into regulation of the MEL biosynthetic
cluster under specific inducing conditions (i.e., excess of hydrophobic substrates).
Combining the transcriptional expression profile of MEL biosynthetic genes with the
extracellular composition of MELs (e.g., mass spectrometry) will help elucidate the
metabolic state during production, this will be essential for developing a highly
efficient and tailored production process. Currently the glycolipids from
non-pathogenic yeasts offer the greatest potential for large scale production of
biosurfactants at an economic scale that could be competitive with current synthetic
production processes. Current advances in the metabolic engineering strategies for
these biosurfactants can lead to tailor made production pipelines where
biosurfactants with specific compositions and modifications will be produced spe-
cifically for the desired application. The future of such tailored pipelines will need to
be paralleled by efficient downstream recovery of the desired biosurfactants.

7 Applications of Biosurfactant-Enhanced (Bio)availability
of Hydrophobic Substrates

Numerous biotechnologies have been developed that are based on the capability of
biosurfactants to interact with hydrophobic substrates and cause phenomena such as
decrease of surface and interfacial tensions, solubilisation, dispersion, emulsifica-
tion, desorption and wetting. Applications of biosurfactants can cover a wide variety
of fields, with the main areas being environmental bioremediation, microemulsion-
based technologies and conversion of renewable resources.

Environmental Bioremediation Biosurfactants have been traditionally tested for
their activity to support and enhance microbial degradation of hydrocarbons and
hydrophobic pollutants. Being less toxic and more biodegradable than synthetic
surfactants offers important advantages for in-situ applications, thus biosurfactants
can be released with less risk in the environment. Moreover, the capability of natural
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communities of degrader microorganisms to produce biosurfactants can be exploited
directly in the natural environment via biostimulation techniques (Ławniczak et al.
2013). Marine oil spills have been successfully treated in lab-scale or mesocosm
experiments where crude oil degradation rates were enhanced through the supply of
exogenous rhamnolipids (Chen et al. 2013; Nikolopoulou et al. 2013; Tahseen et al.
2016) or consortia of indigenous microorganisms were stimulated to produce
biosurfactants such as rhamnolipids and sophorolipids (Antoniou et al. 2015).
Surfactin, because of its long fatty acid chain and hydrophobic amino acid ring,
has poorer water solubility, which limits its applications in water systems. However,
a surfactin-derivative fatty acyl-glutamate (FA-Glu), consisting of a β-hydroxy fatty
acid chain of C12–C17 linked to a single glutamic acid, was produced in an
engineered B. subtilis strain (Reznik et al. 2010) and was positively tested for use
in marine oil spills, showing much higher water-solubility and reduced toxicity
(Marti et al. 2014).

Being highly hydrophobic, when adsorbed onto soil particles, hydrocarbons,
chemicals and heavy metals are very resistant to removal. Enhanced removal of
such contaminants can be achieved via soil-washing techniques that more and more
often use biosurfactants (Lau et al. 2014). Lipopeptides from both Bacillus and
Pseudomonas strains have shown high efficiency of removal of crude oil (from 60%
to 90%) and heavy metals (>40% for cadmium and lead) when used as washing
agents (Singh and Cameotra 2013; Xia et al. 2014). A rhamnolipid solution similarly
worked well to remove petroleum hydrocarbons (>80%) and was found to further
support the biodegradation of organic compounds by a consortium of degrader
bacteria (Yan et al. 2011).

Microemulsion-Based Technologies Microemulsions are thermodynamically sta-
ble dispersions of oil, water and surfactants, and are highly desirable in applications
such as enhanced oil recovery (Elshafie et al. 2015), biodiesel formulation, drug
delivery and food and cosmetic products. Rhamnolipid biosurfactants have shown
good performance in generating glycerol-in-diesel microemulsions that are stable for
over 6 months, thus opening up the possibility to produce greener biofuels that have
reduced combustion emissions and also make use of an industrial inexpensive
by-product, i.e., glycerol (Leng et al. 2015). In addition, due to their biocompatibility
and low toxicity, biosurfactants are ideal candidates for pharmaceutical and cosmetic
applications. Both rhamnolipids and sophorolipids have proven to be effective in
producing lecithin-based microemulsions – having high affinity for the phospho-
lipids of cell membranes – with various oils. Microemulsions with isopropyl
myristate were stable over a wide range of temperatures (10–40 �C) and electrolyte
concentrations (0.9–4.0% w/v), which is very attractive for cosmetic and also drug
delivery applications (Nguyen et al. 2010; Rodrigues 2015).

Conversion of Renewable Resources Despite the substantial research and huge
number of reports about potential applications and benefits from the use of
biosurfactants, the commercialisation of these compounds remains at a very early
stage. One of the main constraints limiting the diffusion of biosurfactants is their
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high production costs. One strategy to overcome this problem is the use of inexpen-
sive waste material as substrate for the growth of biosurfactant-producing microor-
ganisms, with the additional important advantage that renewable resources can be
converted into high added value products (Makkar et al. 2011; Banat et al. 2014). In
this context a lot of research has been done in the last few years, and various waste
oils have been demonstrated to support effectively biosurfactant production. The
existing surplus of glycerol, for example, derived as co-product from the
oleochemical industry and biodiesel production in particular, makes it one of the
preferred substrates. However, it is always necessary to bear in mind that a low value
waste material rapidly acquires a commercial value once an application for it has
been discovered and a demand developed. The other problem with glycerol pro-
duced as a by-product from other processes is its variable purity and contamination
by other components. Glycerol has, however, been used to stimulate synthesis of
various types of biosurfactants at standard yields, including sophorolipids (over
40 g/L) in the yeast Starmerella bombicola ATCC2214, glycolipids (32.1 g/L) in
Ustilago maydis, mannosylerythritol lipids (16.3 g/L) in Pseudozyma antarctica
JCM 10317 (Nicol et al. 2012), rhamnolipids (in the range 1.0–8.5 g/L) in strains
of Pseudomonas aeruginosa (Henkel et al. 2012; Perfumo et al. 2013), and surfactin
lipopeptide (in the range 230–440 mg/L) in B. subtilis (de Faria et al. 2011; Sousa
et al. 2012). Olive oil mill waste is another abundant waste from the extraction of
olive oil that is of environmental concern due to the difficulty of further processing.
Recent work has shown that oil mill waste can be recycled and used as substrate to
produce both rhamnolipid and surfactin biosurfactants from Pseudomonas and
Bacillus respectively, and that considerably higher yields (299 mg/L and 25.5 mg/
L respectively) can be obtained when using a hydrolysed form of it (Moya-Ramírez
et al. 2015, 2016; Radzuan et al. 2017). A number of other inexpensive materials,
including frying oils and fats, and vegetable oils (e.g., rapeseed oil, sunflower oil,
soybean oil, canola oil, palm oil) have proven to be an attractive alternative paving
the way towards a cost-competitive and environmentally friendly production of
biosurfactants (Banat et al. 2014).

8 Current State and Research Needs

The state of our knowledge concerning the production of microbial biosurfactants
has now reached the stage where we can identify a number of key areas for future
research and development. One area that has already attracted some interest is the
expression of biosurfactant synthetic genes in a non-pathogenic heterologous host
organism. Achieving expression of the small number of genes directly involved in
the synthesis of, for example, the glycolipids from bacteria or yeasts is not partic-
ularly difficult to achieve. What is more difficult is to provide in the host organism a
metabolic environment able to provide the levels of precursors sufficient to achieve
high yields of the target biosurfactants.

Research on the production of biosurfactants is currently advancing strongly into
the area of gene expression studies during the growth cycle of the organism and this
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is providing important information on the regulation systems operating in these
organisms. These data have been valuable in determining how the fermentation
production of biosurfactants may be optimised since, although it is often considered
that fermentation substrate costs and downstream processing will be cost limiting
factors for production, in practice extended fermentation periods require high energy
inputs and can be a major cost for the production process. Therefore any reduction in
the fermentation duration will be an important step in developing an economic
production process. The understanding of how biosurfactant production can be
further optimised will depend on the use of metabolomic and systems approaches
to the whole problem.

One of the most positive aspects of microbial biosurfactant production is the fact
that, in most organisms, the final product is exported from the cells into the growth
medium making at least the first steps in separation and purification relatively
straightforward. Interestingly, however, we have little information on whether
there are specific transporter systems for each biosurfactant or whether general
transporter systems are employed. This knowledge will be important as we move
to heterologous expression systems so that we can ensure the products are effectively
exported from the cells in the same way that they are from the original producers.

The whole field of biosurfactants is an actively expanding one with many new
opportunities for both basic research and industrial exploitation.
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Abstract
Efficient biotransformations that involve toxic aromatic hydrocarbons and biore-
mediation of environmental sites polluted with these compounds rely on the
metabolic potential of microorganisms and their survival strategies to cope with
their deleterious effects. Biofilm formation is acknowledged as one of the main
colonization and persistence mechanisms of bacteria in the environment, provid-
ing protection against stress. Many bioremediation systems and bioreactors
commonly rely on pure culture or mixed community biofilms. Although reaction
parameters and overall population dynamics have been studied in some instances,
there is limited information on how toxic aromatic hydrocarbons influence the
process of biofilm development, the potentially associated tolerance mechanisms
and their interplay with other biofilm stress response mechanisms. In this chapter,
we briefly summarize the current information on this topic and present the
existing research gaps that could expand the biotechnological exploitation of
biofilms in this field.
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1 Introduction

In the environment, bacteria encounter a number of fluctuating factors, including
temperature, nutrient and water availability, and the presence of toxic molecules
produced in their abiotic and biotic surroundings or resulting from their own
metabolism. Survival in such unpredictable conditions requires a wide range of
adaptive responses. The acclimatization potential of bacteria relies on many different
aspects that include metabolic versatility, the capacity to acquire new genetic
information via horizontal transfer mediated by plasmids or other mobile elements,
and a variety of stress resistance mechanisms. Microorganisms able to combine all
these features for physiological/biochemical adaptation are better suited to coloniz-
ing changing niches. At the molecular level, bacterial responses rely on a combina-
tion of constitutive, basal elements acting as a first line of defense and the activation
of the expression of genes encoding products that deal with a given physicochemical
stress in response to environmental or cellular signals.

One of the key strategies for colonization and persistence in many different
environments is the ability to form biofilms. These multicellular communities
associated to solid surfaces offer protection against predation, stress, and the action
of biocides and thus are considered the predominant lifestyle for many bacterial
species in the environment. Bacteria growing as biofilms are surrounded by an
extracellular matrix with high water content and usually composed of proteins,
exopolysaccharides, and DNA (Costerton et al. 1995; Sutherland 2001). The com-
position of the biofilm matrix varies depending on the bacterial species and the
environmental conditions, and it is considered one of the main elements that
determine biofilm protection (Balcázar et al. 2015; Gambino and Cappitelli 2016).
Different studies have shown that bacteria growing as biofilms show increased
tolerance to a wide range of environmental challenges, such as antibiotics, metal
toxicity, acid exposure, or dehydration, among others. Whereas antibiotic resistance
in biofilms has received significant attention, given the obvious clinical implications,
the development of biofilms in the presence of toxic hydrocarbons and the poten-
tially associated tolerance mechanisms are much less characterized. However, this
knowledge would be of great interest in terms of biotechnological applications of
biofilms, such as remediation of sites contaminated with organic pollutants, the
development of biosensors, or biotransformation reactions that could render added
value products. The toxicity of compounds (substrates or products) can limit such
reactions and thus reduce their biotechnological potential. This is particularly rele-
vant in the case of biotransformations that involve toxic aromatic hydrocarbons
(toluene, xylenes, etc.) to produce aromatic organic acids or in the bioproduction of
hydroxylated aromatic compounds from carbohydrates or alcohols (Gosset 2009;
Vargas-Tah and Gosset 2015; Molina-Santiago et al. 2016). The toxicity of organic
solvents is directly related with the logarithm of their partitioning coefficient (log
Pow) in a defined octanol–water mixture (Sikkema et al. 1995). Compounds with a
log Pow value below 4, such as toluene or styrene, are highly toxic because they
accumulate in the cytoplasmic membrane, disorganizing its structure and altering its
functionality. This results in a loss of ions and metabolites, disruption of the pH and
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electron gradient, and eventually leads to cell death. Nonetheless, bacterial strains
(mainly from the genus Pseudomonas) capable of enduring the presence of signif-
icant amounts of toxic hydrocarbons have been isolated, and several tolerance
mechanisms have been reported (Segura et al. 1999, 2012; Ramos et al. 2015). In
this chapter, we will revise the current knowledge and present new information on
the role of biofilm formation in the persistence of Pseudomonas in the presence of
toxic hydrocarbons such as toluene.

2 Resistance Mechanisms to Toxic Aromatic Hydrocarbons

Many P. putida strains are able to grow in the presence of low concentrations of
aromatic hydrocarbons, but their survival is compromised at higher concentrations
of these compounds. However, a few P. putida strains have been found to tolerate
and grow in the presence of high concentrations of such chemicals, which would
cause the death of most other microorganisms. Well-studied examples of these
strains include P. putida DOT-T1E and S12 (Ramos et al. 1995; Weber et al.
1993). DOT-T1E was isolated from a wastewater treatment plant and is an efficient
degrader of benzene, ethylbenzene, and toluene, while S12 was isolated in an
enrichment experiment for styrene degrading bacteria from soil and water samples.
In these organisms, there are several levels of responses to toxic aromatic hydrocar-
bons that include structural alterations, active extrusion mechanisms, and general
stress and metabolic responses (Ramos et al. 2015). Membrane rigidity is increased
through cis-trans isomerization of unsaturated fatty acids and changes in cardiolipin
contents. A set of chaperones are expressed, thus limiting the impact on protein
misfolding or denaturation, and scavenging systems directed toward oxidative stress
are triggered, likely due to the interference of solvents with the electron transport
systems causing increased production of hydrogen peroxide and other reactive
oxygen species. There is also an increase in the metabolic rates, and the biodegra-
dation routes for aromatic hydrocarbons are activated, thus contributing to reduce the
concentration of the toxic compound while obtaining energy from it. However, the
key elements that determine the tolerance of a particular strain correspond to a set of
efflux pumps that are in general induced in the presence of the aromatic hydrocarbon
and actively remove it from the membrane (Isken and de Bont 1996; Duque et al.
2001). The high tolerance of P. putida DOT-T1E is for the most part due to the
TtgGHI efflux pump, which is encoded in a self-transmissible plasmid (Rodríguez-
Herva et al. 2007). Although two other chromosomally encoded pumps, TtgABC
and TtgDEF, also contribute to the resistance phenotype, mutations that inactivate
TtgGHI cause the cells to lose the ability to survive in the presence of high
concentrations of toluene (Rojas et al. 2001). The regulation of these tolerance
mechanisms relies on specific transcriptional repressors associated to each efflux
pump (TtgR, TtgT, and TtgV), capable of recognizing a range of molecules as
effectors to relieve repression, including in some cases antibiotics and certain
plant-derived flavonoids (Guazzaroni et al. 2005; Alguel et al. 2007; Espinosa-
Urgel et al. 2015).
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3 Toxic Hydrocarbons and Biofilms

Bioremediation systems designed for the removal of hydrocarbon pollution com-
monly rely on biofilms used for bioventing or biofiltration procedures. Several
studies have focused on aspects such as modeling and measuring biofilm
diffusion-reaction processes that direct the rate of hydrocarbon biodegradation,
both in saturated (i.e., submerged) and unsaturated (in direct contact with air)
systems (Fan et al. 1990; Alvarez et al. 1991; Holden et al. 1997), or the population
dynamics and efficiency of biofilms during biodegradation (Farhadian et al. 2008;
Amit et al. 2009). However, the influence of toxic hydrocarbons on the process of
biofilm development and the cellular responses in these conditions have received
relatively little attention. There has been some research done on the expression of
catabolic genes for aromatic hydrocarbons in biofilms, the metabolic relationships,
and the potential transfer of catabolic elements in biofilm communities during
hydrocarbon degradation, using mixed populations that included a P. putida strain
harboring derivatives of pWW0 (Christensen et al. 1998; Møller et al. 1998). This
117-kbp self-transmissible plasmid (also called TOL plasmid) carries catabolic and
regulatory genes responsible for the complete transformation of toluene into Krebs
cycle intermediates (Franklin et al. 1981), organized in two operons corresponding
to the upper (toluene to benzoate metabolism) and meta (benzoate catabolism to the
Krebs cycle) pathways. In those conditions, it was shown that the upper pathway was
uniformly induced in the presence of benzyl alcohol in pure culture and mixed
biofilms, whereas the meta pathway was only active in the mixed community,
revealing the importance of community level metabolic interactions (Møller et al.
1998) in biofilm development during hydrocarbon degradation. Rapid spread of
TOL-plasmid harboring bacteria was shown to take place in mixed biofilms growing
in the presence of benzyl alcohol, but horizontal conjugative transfer of the plasmid
seemed to occur with a rather low frequency (Christensen et al. 1998). Interestingly,
the presence of this plasmid has been reported to favor cell attachment and biofilm
formation of P. putida (D’Alvise et al. 2010). This effect was observed in the absence
of toluene or other aromatic hydrocarbons that could be substrates for catabolism
and was shown to be associated to an increase in the amount of extracellular DNA in
the biofilm matrix, a factor that in other microorganisms has been correlated with
stress tolerance (Svensson et al. 2014).

General stress responses with a role in tolerance to toxic hydrocarbons have also
been described to be relevant in biofilms. Thus, the chaperones DnaK and GroE,
which have been shown to be induced in response to toluene or butanol (Ramos et al.
2015), also play a role in surface attachment and biofilm formation in different
microorganisms (Lemos et al. 2001; Eaton et al. 2016). Similarly, oxidative stress
resistance mechanisms that are triggered by toxic hydrocarbons are increasingly
being revealed as key elements in the biofilm lifestyle of bacteria. For example,
several genes of the OxyR regulon are induced in P. putida in response to toluene
(Domínguez-Cuevas et al. 2006), and OxyR has been shown to be relevant for
biofilm formation and colonization of abiotic and biotic surfaces by Vibrio, Klebsi-
ella, and other microorganisms (Hennequin and Forestier 2009; Chung et al. 2015;
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Wang et al. 2016). Such oxidative stress responses should be therefore taken into
account when analyzing the design and performance of biofilm-based bioremedia-
tion strategies.

With respect to the efflux systems involved in toluene tolerance mentioned in the
previous section, they belong to the RND (“resistance, nodulation, and cell divi-
sion”) family of transporters, which are responsible for extrusion of a diversity of
compounds, including antimicrobials (Poole 2004). This family has been widely
studied because of their role in multidrug resistance in clinically relevant strains. An
increasing number of reports are providing evidences of the role of this type of efflux
pumps in the resistance of biofilm cells against antimicrobial compounds (Soto
2013; Buroni et al. 2014) and even in modulating the process of biofilm development
itself (Yoon et al. 2015; Sakhtah et al. 2016). Consistently, some of these pumps have
been shown to be preferentially expressed in biofilm populations (Zhang and Mah
2008). In the course of studies analyzing the influence of antimicrobials on bacterial
biofilms, it has become apparent that not only are biofilms more resistant to these
molecules than planktonic populations but also that sublethal concentrations of
certain antibiotics can promote biofilm formation, induce the expression of efflux
pumps, and select for mutants with increased efflux rates (Gilbert et al. 2002; Morita
et al. 2014). Although the efflux pumps more specifically dedicated to solvent
tolerance have not been investigated in detail in this context, it is worth mentioning
that exposure of bacterial cultures to subinhibitory concentrations of toluene in the
gas phase renders them more tolerant to high levels of the toxic hydrocarbon, as a
consequence of the derepression of the efflux pumps and the activation of stress
responses. This, and the relative promiscuity of their regulators in terms of effector
molecules (including plant-derived antimicrobials), makes it reasonable to think that
the Ttg pumps may play a role in biofilms under certain environmental conditions.

4 Influence of Toluene on P. putida Biofilms

Based on the above evidences, we have done preliminary work to test if the presence
of toxic organic compounds such as toluene influences biofilm formation and
persistence by three closely related P. putida strains: the highly tolerant DOT-T1E;
mt-2, which harbors the catabolic plasmid pWW0; and KT2440, a plasmid-free
derivative of mt-2 widely used as model organism in studies of biofilm formation. In
this strain, two large extracellular proteins, LapA (8682 amino acids) and LapF
(6310 amino acids), are the main adhesins required for biofilm formation in different
environmental conditions (Hinsa et al. 2003; Yousef-Coronado et al. 2008; Martí-
nez-Gil et al. 2010, 2014).

In the absence of stressor, mt-2 formed more robust biofilms than KT2440, as
previously observed (D’Alvise et al. 2010), whereas DOT-T1E showed limited
adhesion to solid surfaces compared to the other two strains (Fig. 1a). An in silico
analysis of extracellular matrix components based on the homology of this strain
with P. putida KT2440 revealed that DOT-T1E lacks most of the gene encoding
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LapA, rendering a 363 amino acid protein, and also has a shorter homolog of LapF,
which explains the poor adhesion characteristics of this strain.

When cultures were not preexposed to low concentrations of toluene in the gas
phase, addition of high concentrations of the compound to the medium limited
growth and consequently hampered biofilm formation. On the other hand, low
concentrations of the hydrocarbon (0.05% v/v) resulted in increased biofilm devel-
opment in all the strains (Fig. 1b), an effect that was observed in the tolerant strain
DOT-T1E at concentration to up to 0.1% v/v toluene (Fig. 1c). In preexposed
cultures, the most noticeable effect was that biofilms persisted after 24 h, while in
the absence of stressor, they had already dispersed, as it is known to happen in the
batch culture conditions used (Martínez-Gil et al. 2010). This could suggest that the
hydrocarbon may favor the sessile lifestyle, as a protective state against stress,
similarly to the effect of subinhibitory concentrations of antibiotics. Paradoxically,

Fig. 1 (a) Biofilm formation by strains mt-2, KT2440, and DOT-T1E in rich medium. Cultures
were incubated in flasks in rich medium at 30 �C under orbital shaking (40 rpm). Biomass attached
to the surface was stained with 1% crystal violet for 150, followed by washing with distilled water.
(b) Effect of toluene on biofilm formation: comparison between strains at 6 h of growth. The
biomass attached to the surface, relative to the control without toluene (= 1), was measured
spectrophotometrically after staining and solubilization of the dye with 10% acetic acid. (c) Details
on the effect of increasing concentrations of toluene on biofilm formation by the tolerant strain
DOT-T1E. The attached biomass was measured as above (Data in (b) and (c) correspond to
averages and standard deviations from two independent experiments with three replicas each)
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addition of toluene to biofilms of mt-2 and KT2440 pre-formed in the absence of
toluene caused accelerated detachment (Fig. 2). A similar but less pronounced effect
was observed for DOT-T1E although the limited attachment capacity of this strain in
the absence of stressor did not allow a detailed analysis. We interpret these data as
indicative that the presence of toluene from the early stages promotes attachment and
gives rise to biofilms that are structurally different (in terms of matrix composition
and probably hydrophobicity) from those produced under optimal growth condi-
tions, so that when already established, sessile populations are abruptly confronted
with the solvent, their matrix is not “prepared,” and the biofilm is disorganized. It is
worth noting that in P. putida, there are four known exopolysaccharides produced
that may have different roles and importance depending on the surface colonized and
the environmental conditions (Nielsen et al. 2011; Martínez-Gil et al. 2013).

5 Research Needs

Several lines of research deserve further exploration that could potentially lead to
optimized and expanded biotechnological uses of biofilms in relation with biodeg-
radation or biotransformation of toxic hydrocarbons. In the past two decades, there
have been significant advances in understanding the mechanisms of bacterial biofilm
formation and unveiling the resistance and tolerance strategies that microbes use to
cope with toxic aromatic hydrocarbons. There is also solid information on the
different parameters (kinetics, population dynamics, production rates) relevant to
biofilm bioreactors applied to hydrocarbon biodegradation. However, these three
(biofilm biology, tolerance mechanisms, and bioreactor performance) are still rather
isolated bodies of knowledge that need to be integrated for a full exploitation of
microbial capacities. Analyzing the expression and activity of tolerance mechanisms
such as efflux pumps and other stress responses, or of catabolic genes in biofilms
growing in close-to-real situations, would be important to model and predict the

Fig. 2 Effect of toluene on
biofilms of P. putida mt-2
pre-formed in the absence of
the hydrocarbon. Cultures
were grown in LB in tubes at
30 �C under orbital rotation
(40 rpm) for 4 h, and then
toluene (0.1% or 0.2%) was
added. The evolution of the
attached biomass in the
absence or presence of the
hydrocarbon was followed for
two more hours by direct
visual inspection and crystal
violet staining
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behavior of the systems and ultimately to improve biotransformations. There is also
little or no information on how the substrates and products of the desired reactions
can affect biofilm growth and persistence and hence may limit productivity. From a
more basic point of view, investigating the role and activity of tolerance mechanisms
in natural environments could offer new information on the natural compounds that
act as stressors and trigger these responses.

Finally, the preliminary data obtained with three closely related strains of
P. putida open intriguing evolutionary questions. Catabolic genes for toluene and
the most important element for tolerance to the compound, the TtgGHI pump, are
present in mobilizable plasmids, pWW0 and pGRT1, sharing some similar features
(Segura et al. 2014), but not combined into one, which one would predict to offer
increased advantages. On the other hand, it is noticeable that the most tolerant strain,
DOT-T1E, lacks the essential elements for robust biofilm formation present in mt-2
and its derivative KT2440. It is possible that the environmental conditions found by
each microorganism during their evolution (wastewater in the case of DOT-T1E and
soil of a planted orchard in the case of mt-2) have favored the selection of one or the
other as the most efficient survival mechanism, taking into account the energetic
burden of maintaining such big plasmids and the intact genes for large adhesins
(nearly 27 kb for lapA and 19 kb for lapF, not counting the genes involved in their
transport and regulation). Nonetheless, this information can open the way to con-
struct modified strains that carry all the relevant elements in the most compact
possible way and test their performance in biofilm bioreactors. Well-studied, non-
hazardous strains such as Pseudomonas putida KT2440, generally recognized as
safe, and for which many tools for genetic manipulation and gene expression are
available, can provide the background for such modifications and their future use in
the biotechnology industry.
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Abstract
The three most frequent sensing and signal transduction mechanisms in bacteria
are one- and two-component systems as well as chemosensory pathways, and
members of these families were found to be involved in the sensing of hydrocar-
bons. These systems were shown to modulate the expression of hydrocarbon
degradation pathways and efflux pumps as well as to mediate hydrocarbon
chemotaxis. Hydrocarbons are thought to cross the outer membrane via specific
pores and the inner membrane by diffusion. However, it still remains controver-
sial as to whether there are also active hydrocarbon uptake mechanisms.
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1 Introduction

Many hydrocarbons can be considered as “useful toxins”: On one hand they are toxic
to life, threatening bacterial survival, whereas at the same time many hydrocarbons
can be used as growth substrates, and the capacity to degrade them is an evolutionary
advantage enhancing the chances of survival. It is therefore essential that bacteria are
able to sense hydrocarbons and to use that information to generate specific
responses. Hydrocarbon-sensing mechanisms and signaling circuits were primarily
shown to alter the expression of hydrocarbon degradation pathways and efflux
pumps. In general, chemotaxis permits bacteria to approach compounds of interest,
which are in most of the cases C- and N-sources, as well as to escape form toxic
compounds. It is therefore not astonishing that mechanisms enabling hydrocarbon-
specific chemoattraction as well as chemorepellation have evolved. To understand
the physiological consequences of any class of compound, it is essential to establish
how these compounds penetrate the cell. However, as discussed in this section, the
current state of knowledge on how hydrocarbons enter the cell is still subject to
controversy and further studies are necessary to establish a general model.

2 Sensing and Signaling

Bacteria have evolved a series of different mechanisms to sense environmental
signals and to convert them into a cellular response. The most abundant systems
are one- and two-component systems as well as chemosensory signaling pathways
(Ulrich et al. 2005; Wuichet and Zhulin 2010). One-component systems represent
the most straightforward way of transcriptional regulation. These systems are typi-
cally composed of a single protein containing an effector-binding sensor domain and
a helix-turn-helix motif containing DNA-binding domain. Effector binding causes
conformational alterations that typically alter the affinity of the DNA-binding
domain for promoter DNA.

The basic units of a two-component system are the sensor kinase and the response
regulator (Zschiedrich et al. 2016). Effector binding to the sensor domain of the
kinase modulates its autophosphorylation activity, leading to changes in the trans-
phosphorylation rate to its cognate response regulator, which ultimately changes the
concentration of phosphorylated regulator. Two-component systems are from the
genetic (maintenance of two genes), metabolic (synthesis of two proteins), and
energetic (mechanism based on ATP hydrolysis) points of view more costly than
one-component systems. Since most sensor kinases possess an extracytoplasmic
sensor domain, the concomitant capacity to sense extracytosolic signals is thought to
be the advantage that compensates the cost-expensiveness of two-component sys-
tems. However, some two-component systems, like those for hydrocarbons (see
below), sense their effectors in the cytosol, and the advantage of such systems over
one-component systems remains to be established.

Chemosensory signaling cascades are sophisticated versions of two-component
systems where effector recognition is achieved through binding at chemoreceptors,
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which form complexes with the CheA histidine kinase (Bi and Lai 2015; Wuichet
and Zhulin 2010). Due to different mechanisms for pathway adaptation to an
existing compound concentration, chemosensory cascades permit to sense com-
pound gradients, which is the molecular basis for chemotaxis or the directed
movement of bacteria in compound gradients. Whereas the output of one- and
two-component systems is primarily at the level of transcriptional regulation,
chemosensory pathways, apart from mediating chemotaxis, were also found to
exert alternative cellular function or are associated with type IV pili-mediated
motility (Wuichet and Zhulin 2010).

3 One-Component Systems

The expression of many degradation pathways is controlled by one-component
systems. As reviewed in ▶Chap. 10, “One-Component Systems that Regulate the
Expression of Degradation Pathways for Aromatic Compounds” by Durante-
Rodríguez et al., regulators either act as activators or repressors. The authors also
show that one-component systems that are involved in the regulation of aromatics
degradation pathways belong to at least 11 different families of transcriptional
regulators.

As discussed in this volume, bacteria have evolved many different strategies to
gain resistance against the toxic effects of hydrocarbons. Among these mechanisms,
the active compound efflux appears to be the most important strategy (Ramos et al.
2015). The same strategy, based on root-nodulation-cell division (RND) efflux
pumps, that is used by bacteria to expulse antibiotics and to gain resistance
(Li et al. 2015) is also been used to expulse hydrocarbons (Ramos et al. 2015). In
this section data are reviewed indicating that the transcriptional control of pump
expression is mediated by the concerted action of global regulators, frequently
systems that respond to different stressors, as well as specific one-component
regulators with the capacity to sense the corresponding pump substrate. Many of
these specific regulators employ an effector mediated de-repression mechanism
where the protein is bound at the promoter preventing transcription in the absence
of effector. Binding of an effector to the repressor/DNA complex induces protein
dissociation enabling for transcription. A well-studied example is the control of the
promoter for the TtgGHI hydrocarbon efflux pump by hydrocarbon-sensitive tran-
scriptional regulator TtgV (Fig. 1a). Pumps as well as their cognate specific regula-
tors appear to share a broad ligand spectrum.

Hydrocarbons are compounds composed of hydrogen and carbon atoms. How-
ever, several closely related compound classes were found to be signals for
intercellular communication and quorum-sensing purposes. These compound clas-
ses include different fatty acids and derivatives as well as acyl-homoserine lactones.
As cell densities increase these signals accumulate and are recognized by quorum-
sensing regulators (one-component systems) that control the expression of genes,
whose products show activities that are beneficial when performed by groups of
bacteria acting in synchrony (Rutherford and Bassler 2012). In this section the
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different classes of hydrocarbon like quorum-sensing signaling molecules and their
cellular functions are reviewed.

4 Two-Component Systems

As mentioned above the expression of several degradation pathway operons is
mediated by one-component systems. In contrast, other degradation pathways are
controlled by two-component systems. A representative example is the transcrip-
tional control of the six different toluene degradation pathways that have so far been
identified (Parales et al. 2008). Whereas three of them are controlled by
one-component systems, the remaining three are controlled by two-component
systems that belong to the TodS/TodT-like family (Silva-Jimenez et al. 2012). The
reason for the use of different regulatory machineries for apparently the same
purpose is unclear. Hydrocarbon responsive one- and two-component systems
have in common that their effectors are sensed in the cytosol. In contrast to the
prototypal sensor kinase, which has a periplasmic sensor domain, members of the
TodS sensor kinase family lack transmembrane regions and are entirely located in
the cytosol. For the TodS sensor kinase it has been shown that aromatic hydrocar-
bons bind to the N-terminal PAS-domain, leading to a stimulation of the N-terminal
autokinase domain (Lacal et al. 2006) (Fig. 1b). The phosphorylgroups are then
transferred to an internal receiver domain and subsequently to the C-terminal
autokinase module prior to the phosphorylgroup transfer to the response regulator
(Busch et al. 2009). The physiological relevance of this phosphorelay as well as
potential ligands that may bind to the C-terminal PAS domain remain to be identi-
fied. Interestingly, the autokinase activity of TodS is modulated by agonists (for
example, toluene) and antagonists (for example, o-xylene) (Busch et al. 2007; Koh
et al. 2016). Since crude oil is basically an agonist/antagonist mixture, the action of
antagonists may account for the reduced pathway expression that has been shown to
limit biodegradation efficiency in situ.

�

Fig. 1 (continued) transcription. (b) Schematic view of the mechanism of action of TodS/TodT-like
two-component systems. Hydrocarbon binding to the sensor kinase triggers a number of phosphor-
ylation events increasing ultimately the phosphorylation state of the response regulator, which in
turn activates the expression of hydrocarbon degradation pathways. (c) Schematic view of a
chemosensory pathway responsible for the chemotaxis towards hydrocarbons. (d) Structure of the
FadL outer membrane protein (pdb ID: 1T1L) that enables fatty acid uptake. FadL homologues are
thought to permit hydrocarbon entry into the periplasm
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5 Chemoreceptor-Based Signaling

The ambivalent character of hydrocarbons is well reflected in the fact that attractant
as well as repellent responses have been reported. Repellent responses to phenol
involving several chemoreceptors were observed for E. coli (Pham and Parkinson
2011), whereas toluene, nitrobenzoate, and naphthalene degrading Pseudomonas
strains showed strong chemoattraction to these growth substrates (Grimm and
Harwood 1999; Iwaki et al. 2007; Lacal et al. 2011). In addition, chemotactic
responses to several other xenobiotics have been reported (Parales et al. 2015).

The mechanism of the prototypal chemotaxis receptor consists in the ligand
binding to a periplasmic sensor domain that generates molecular stimuli that ulti-
mately causes chemotaxis (Bi and Lai 2015). The mechanism of hydrocarbon
receptors has so far not been elucidated (Fig. 1c), but Pham and Parkinson showed
that the response to phenol is not initiated by its binding to the sensor domain, but
likely to be caused by the phenol-induced perturbation of the two transmembrane
regions of the receptor (Pham and Parkinson 2011). In line with this alternative
mechanism for hydrocarbon chemotaxis is the report on the identification of a
chemoreceptor that mediates responses to different aromatic compounds. However,
these compounds were not recognized by the sensor domain of this receptor, which
was found to bind several TCA cycle intermediates (Ni et al. 2013). The authors
propose several alternative mechanisms.

6 Hydrocarbon Uptake

Although of central importance, the mechanism by which hydrocarbons enter the
cell is still subject to controversy and the current knowledge will be reviewed in
▶Chap. 13, “Chemotaxis to Hydrocarbons” by Parales and Ditty. There is a
significant body of evidence showing that hydrocarbons cross the outer membrane
of Gram-negative bacteria via pores, similar to that shown in Fig. 1d. Hydrocarbons
are then thought to enter the cell by passive diffusion through the inner membrane.
As discussed in detail in the chapter, there are a number of reports showing active
hydrocarbon transport. However, most of these studies did not assess the possibility
that the cellular metabolization of hydrocarbons may create gradients that in turn
enhances their passive diffusion. In contrast to the limited knowledge available on
the hydrocarbon uptake, the central role of RND efflux pump in hydrocarbon export
has been well documented.

7 Research Needs

Among the main research needs in the field of hydrocarbon sensing and transport
are:
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1. Understand the effector promiscuity of hydrocarbon responsive two-component
systems. TodS-like sensor kinases show a significant promiscuity in ligand
recognition and the majority of compounds that are sensed by TodS and that
lead to its activation are not among the substrates of the corresponding degrada-
tion pathway. In addition, there are several compounds with antagonistic effects
on sensor kinase activity. The physiological relevance of both phenomena
remains to be established.

2. Understand how hydrocarbons enter the cell. Although it is generally accepted
that hydrocarbons enter the cells primarily by diffusion, it remains to be
established whether there are cases of active transport and which are the
corresponding transporters.

3. Understand how hydrocarbons activate chemoreceptors. The prototypal mecha-
nism of chemoreceptor activation consists in the either direct or periplasmic
binding protein mediated interaction of chemoeffectors with the chemoreceptor
sensor domain. However, there is also evidence that the dissolution of some
hydrocarbons in the cell membrane causes stimuli that are sensed via the trans-
membrane regions of the chemoreceptor, leading to its activation. It remains to be
established whether this corresponds to a general mechanism for hydrocarbons.

Acknowledgments We acknowledge financial support from FEDER funds and Fondo Social
Europeo through grants from the Junta de Andalucía (grant CVI-7335) and the Spanish Ministry
for Economy and Competitiveness (grants BIO2013-42297 and BIO2016-76779-P).

References

Bi S, Lai L (2015) Bacterial chemoreceptors and chemoeffectors. Cell Mol Life Sci 72(4):691–708
Busch A et al (2007) Bacterial sensor kinase TodS interacts with agonistic and antagonistic signals.

Proc Natl Acad Sci U S A 104(34):13774–13779
Busch A et al (2009) The sensor kinase TodS operates by a multiple step phosphorelay mechanism

involving two autokinase domains. J Biol Chem 284(16):10353–10360
Grimm AC, Harwood CS (1999) NahY, a catabolic plasmid-encoded receptor required for chemo-

taxis of Pseudomonas putida to the aromatic hydrocarbon naphthalene. J Bacteriol 181
(10):3310–3316

Iwaki H et al (2007) Characterization of a pseudomonad 2-nitrobenzoate nitroreductase and its
catabolic pathway-associated 2-hydroxylaminobenzoate mutase and a chemoreceptor involved
in 2-nitrobenzoate chemotaxis. J Bacteriol 189(9):3502–3514

Koh S et al (2016) Molecular insights into toluene sensing in the TodS/TodT signal transduction
system. J Biol Chem 291(16):8575–8590

Lacal J et al (2006) The TodS-TodT two-component regulatory system recognizes a wide range of
effectors and works with DNA-bending proteins. Proc Natl Acad Sci U S A 103(21):8191–8196

Lacal J et al (2011) Bacterial chemotaxis towards aromatic hydrocarbons in Pseudomonas. Environ
Microbiol 13(7):1733–1744

Li XZ, Plesiat P, Nikaido H (2015) The challenge of efflux-mediated antibiotic resistance in Gram-
negative bacteria. Clin Microbiol Rev 28(2):337–418

Ni B et al (2013) Comamonas testosteroni uses a chemoreceptor for tricarboxylic acid cycle
intermediates to trigger chemotactic responses towards aromatic compounds. Mol Microbiol
90(4):813–823

8 Sensing, Signaling, and Uptake: An Introduction 125



Parales RE et al (2008) Diversity of microbial toluene degradation pathways. Adv Appl Microbiol
64:1–73. 2 p following 264

Parales RE et al (2015) Bacterial chemotaxis to xenobiotic chemicals and naturally-occurring
analogs. Curr Opin Biotechnol 33:318–326

Pham HT, Parkinson JS (2011) Phenol sensing by Escherichia coli chemoreceptors: a nonclassical
mechanism. J Bacteriol 193(23):6597–6604

Ramos JL et al (2015) Mechanisms of solvent resistance mediated by interplay of cellular factors in
Pseudomonas putida. FEMS Microbiol Rev 39(4):555–566

Rutherford ST, Bassler BL (2012) Bacterial quorum sensing: its role in virulence and possibilities
for its control. Cold Spring Harb Perspect Med 2(11):1–26

Silva-Jimenez H et al (2012) Study of the TmoS/TmoT two-component system: towards the
functional characterization of the family of TodS/TodT like systems. Microb Biotechnol 5
(4):489–500

Ulrich LE, Koonin EV, Zhulin IB (2005) One-component systems dominate signal transduction in
prokaryotes. Trends Microbiol 13(2):52–56

Wuichet K, Zhulin IB (2010) Origins and diversification of a complex signal transduction system in
prokaryotes. Sci Signal 3(128):ra50

Zschiedrich CP, Keidel V, Szurmant H (2016) Molecular mechanisms of two-component signal
transduction. J Mol Biol 428(19):3752–3775

126 T. Krell



Bioinformatic, Molecular, and Genetic Tools
for Exploring Genome-Wide Responses to
Hydrocarbons

9

O. N. Reva, R. E. Pierneef, and B. Tümmler

Contents
1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 128

1.1 In Silico Analyses of Genes and Oligonucleotide Signatures . . . . . . . . . . . . . . . . . . . . . . . . 128
1.2 Omics Analyses of Cellular Constituents in Man-Made Standardized

Environments . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 130
2 Genetic and Metagenomic Tools for the Analysis of the Response of Microbial

Communities to Hydrocarbons in Artificial and Natural Habitats . . . . . . . . . . . . . . . . . . . . . . . . . 132
3 Research Needs . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 133
References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 133

Abstract
The response profiles of bacteria to hydrocarbons in the wild can be directly
assessed by high-throughput cDNA sequencing of metagenomes, tracking the
fate or metabolism of labeled cells in the microbial community or can be
indirectly inferred from the screening of mutant libraries for key genetic deter-
minants. Transcriptome, proteome, and metabolome data are collected from
homogeneous bacterial populations that are exposed to hydrocarbons under
strictly controlled culturing conditions.
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1 Introduction

The ability to degrade alkanes or hydrocarbons as a source of carbon and energy may
be highly beneficial to an organism. The omnipresence of these compounds in
conjunction with the high-energy content has been a driving force in the evolution
or acquisition of alkane-degrading mechanisms (Yakimov et al. 2007).

The analysis of the genome-wide responses of a microorganism to hydrocarbons
can be divided into two tasks. First, one should address the issue whether the
microorganism of interest is capable of metabolizing alkanes. This task is accom-
plished by data mining of genomic sequences (if available), homology-driven
cloning and sequencing, and straightforward in vitro tests of substrate degradation.
Second, any microorganism can be investigated in its global response to hydrocar-
bons by applying the current omics technologies. One should note, however, that the
global profiling of RNA transcripts, proteins, and metabolites will only yield mean-
ingful data if the bacteria are exposed to hydrocarbons in meticulously controlled
environments such as chemostats. If one wants to study the responses of microbial
communities to hydrocarbons in the wild, genetic or metagenomic approaches
should be pursued that are adapted to the particular habitat on a case-to-case basis.

1.1 In Silico Analyses of Genes and Oligonucleotide Signatures

Genes encoding enzymes for alkane degradation can be detected by the
criteria of protein sequence similarity, operon organization, and conserved protein
domains. An established tool is the BlastP algorithm (http://blast.ncbi.nlm.nih.gov/
Blast.cgi?PAGE=Proteins). Knowledge about the abundance of these genes is
catalogued in public databases such as BRENDA (http://www.brenda-enzymes.
info/) (Chang et al. 2015).

A more demanding task is the search for the promoters. Promoter sequences of
alkane degradation operons show rather weak homology that hinders their prima
facie identification. The promoter sequences may however be indirectly detected by
analysis of oligonucleotide composition. Promoter regions typically exhibit higher
DNA curvature, lower base-stacking energy, and are more rigid (Reva et al. 2008).
Consensus motifs of promoter regions may be identified by the MEME Suite
(http://meme-suite.org) (Bailey et al. 2015).

Horizontal gene transfer contributed to the spread of alkane metabolic activities
among γ-Proteobacteria. Besides the search for mobile genetic elements within or
adjacent the alkane degradation operons (van Beilen et al. 2001), evidence for
horizontal gene transfer is gained from the comparison of oligonucleotide composi-
tional biases between the gene cluster and the surrounding chromosomal sequences
by using tools such as the SeqWord Genomic Island Sniffer (Bezuidt et al. 2009).
Pre-identified genomic islands and horizontally transferred genes may also be
searched through records of the Predicted Genomic Islands Database (Pierneef
et al. 2015). In the Alcanivorax borkumensis SK2 genome, for example, the two
regions comprising alkB1 and alkB2 genes are as similar to each other in their
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tetranucleotide usage (TU) patterns as each of them is to Yersinia species (Fig. 1).
The two alk genes differ in their TU usage from the bulk sequence of A. borkumensis
indicating that the alkB1 and alkB2 genes were delivered to A. borkumensis from an
ancestor of the Yersinia lineage (Reva et al. 2008).

Alcanivorax borkumensis SK2, complete genome.
3,120,143

0.78 Mbp

1.56 Mbp

2.
34

 M
bp

n1_4mer:GRV/n1_4mer:RV

n0_4mer:PS

n0_4mer:D

GC-content

NC_008260

Selected loci;

AlkB1 AlkB2

Falsely selected rrn operons;

Fig. 1 Identified genomic islands in Alcanivorax borkumensis SK2, the paradigm of mesophilic
hydrocarbonoclastic bacteria. The genomic fragment [3,060,396–3,068,240] of A. borkumensis
SK2 encodes the gene cluster of the alkB1 regulator, alkB1, alkH1, alkH2, and alkJ. The alkane-1-
monooxygenase alkB2 gene is located in the horizontally transferred genomic region
[125,500–145,500]. The alkane degradation gene cluster is characterized by below-average GC
content and an atypical tetranucleotide usage depicted by peaks of the n0_4mer:D and the n1_4mer:
GRV/n1_4mer:RV lines (The figure was downloaded from the Pre_GI database (http://pregi.bi.up.
ac.za/index.php)).
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1.2 Omics Analyses of Cellular Constituents in Man-Made
Standardized Environments

Transcriptome, proteome, and metabolome analyses can generate comprehensive
quantitative profiles of the genome-wide response of a microorganism to hydrocar-
bons. All these omics technologies determine average values of bulk samples
containing millions of bacteria. Consequently the most meaningful data are pro-
duced from homogeneous bacterial populations with minimal variation of the
expression profiles of individual cells. To minimize spatiotemporal gradients, bac-
teria should be grown under carefully controlled conditions in batch cultures or –
better though – in chemostats. In the latter case, stationary cultures are perturbed by
the stimulus of interest, i.e., in this context the exposure to hydrocarbons. Experi-
ments in chemostats will yield reproducible and reliable quantitative data with low
statistical spread as it is requested for applications in systems biology or white
biotechnology.

With the advent of next-generation sequencing technologies, whole transcriptome
analysis by RNA sequencing (RNA-seq) has become the state of the art. The digital
RNA-seq datasets provide quantitative information about coding and noncoding
transcripts with single nucleotide precision in a strand-specific manner (Creecy and
Conway 2015; Hrdlickova et al. 2016). Often the most abundant ribosomal RNAs
(rRNAs) are of limited interest, and consequently the unwanted rRNAs are hybrid-
ized with biotinylated DNA or locked nucleic acid probes, followed by depletion
with streptavidin beads. After rRNA depletion the intact RNAs are reversely tran-
scribed, and the full-length cDNAs are fragmented because of the size limitation of
most sequencing platforms. The directionality of the RNA is captured by either the
attachment of different adapters to the 50 and 30 ends or by incorporation of dUTP
into the second strand of cDNA followed by adapter ligation and degradation of the
second strand with uracil DNA glycosylase. To identify transcription start sites, the
RNA pool is depleted from processed 50 monophosphate RNAs with 50

monophosphate-dependent terminator exonuclease. The remaining mRNAs with 50

triphosphate ends represent the primary products of transcription initiation.
The RNA sequence datasets are used to annotate the transcriptional units and to

quantify gene expression at the base count level. The relative transcript levels of
operons are calculated by averaging the base counts from the promoter to the
terminator locations. Attention should be paid to abrupt shifts of base counts
indicating alternative transcripts generated by promoter and terminator activities
within the operon. To study the influence of hydrocarbons on the bacterial RNA
expression profile, time-series experiments will typically require three to four bio-
logical replicates per time point.

Alternatively – although less and less frequently used by the scientific community
– global mRNA expression profiles may be obtained by the hybridization of bacterial
cDNA onto Gene chips that have each open reading frame of the genome
represented by either one long (50–70 mers) or numerous pairs of short comple-
mentary and single mismatch oligonucleotides (20–35 mers) (Dharmadi and
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Gonzalez 2004; Ness 2007). The experimental protocols comprise the RNA prepa-
ration from bacterial cells, cDNA synthesis, fragmentation, and labeling and the
hybridization of the cDNA preparation onto the microarray. After washing off
nonspecific binding, the hybridization signals are scanned and processed. Particular
care should be taken for the proper normalization of signals of gene probe sets and
the nontrivial identification of up- and downregulated genes. An acceptable rate of
false positive signals is calculated by permutation methods like The Significance
Analysis of Microarrays (SAM) (freely available at http://statweb.stanford.edu/
~tibs/SAM/).

In addition to global RNA expression profiling, the “ChlP-Seq” (Galagan et al.
2013; Myers et al. 2015) and “ChIP-chip” (Liu 2007) approaches may be applied to
map the binding and regulatory genomic sites of transcription factors in a global and
high-throughput fashion. The transcription factor is crosslinked with genomic DNA,
fragmented to approximately 500 bp, and immunoprecipitated with an antibody. The
coprecipitated DNA is sequenced or hybridized on a genome-spanning tiling micro-
array. In addition to identifying binding sites, correlation of ChIP-seq data with
expression data can reveal important information about bacterial regulons and
regulatory networks.

Considering the short average lifetime of a bacterial mRNA of less than 2 min, the
transcriptome will provide a snapshot of the global expression profile at that
particular point of time. The longer-living proteins visualize the cellular response
to a signal such as hydrocarbons in a broader time frame (Sabirova et al. 2006). With
the emergence of mass spectrometry (MS) in protein science and the availability of
complete genome sequences, bacterial proteomics has gone through a rapid devel-
opment. The application of gel-based and gel-free technologies, the analyses of
subcellular proteome fractions, and the use of multidimensional capillary HPLC
combined with MS/MS have allowed high-qualitative and quantitative coverage of
currently more than 60% of the theoretical bacterial proteome (Van Oudenhove and
Devreese 2013; Otto et al. 2014; Soufi and Macek 2015; Maaß and Becher 2016).

Metabolomics is the youngest omics discipline that analyzes metabolic profiles in
response to environmental compounds and signals such as hydrocarbons (Bargiela
et al. 2015). Metabolites are a chemically highly diverse group of compounds. Hence
the analysis of microbial metabolomes is a formidable challenge. Protocols need to
be more flexible than those for proteomics or transcriptomics. Gas chromatography,
liquid chromatography, or capillary electrophoresis are combined with numerous
MS methods (Putri et al. 2013). State-of-the-art metabolomics platforms detect more
than 1,000 different metabolites but only a minority of which may be identifiable
because the mass spectra of metabolites and their volatile derivatives often are not
known or not listed in the available spectral libraries. The whole interacting meta-
bolome is typically studied by in vivo perturbation experiments, that is, stimulus
response experiments using different setups and quantitative analytical approaches,
including dynamic carbon tracing (Vasilakou et al. 2016). In summary, meta-
bolomics is a young and vibrant scientific discipline with workflows that are just
being developed leaving still much room for improvement.
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2 Genetic and Metagenomic Tools for the Analysis
of the Response of Microbial Communities
to Hydrocarbons in Artificial and Natural Habitats

Omics technologies can differentiate the response of heterogeneous microbial com-
munities to hydrocarbons at the species or genus level. The constituents of the
community are resolved by either ribosomal DNA profiling (Yarza et al. 2014) or
by whole-metagenome shotgun sequencing (Segata et al. 2013; Garza and Dutilh
2015). Next, deep cDNA sequencing can reveal the metatranscriptome profile of the
population (Aylward et al. 2015; Huson et al. 2016). After removal of ambiguous
low-complexity reads from the dataset (protocol described by Losada et al. 2016),
the remaining reads are aligned to a microbial pangenome so that quantitative
transcript profiles of the community are evaluated at the level of the individual
gene and species.

As the next step, one may study the metabolic activity of the community. Stable
isotopes or radioisotopes can be incorporated into bacterial subpopulations (Neufeld
et al. 2007). Subsequent analysis of labeled biomarkers of subpopulations with
stable-isotope probing (DNA, RNA, or phospholipid-derived fatty acid) or of indi-
vidual cells with a combination of fluorescence in situ hybridization and micro-
autoradiography reveals linked phylogenetic and functional information about the
organisms that assimilated the compounds of interest such as hydrocarbons.

A complementary approach to the analysis of metabolic activities is the genome-
wide search for the key determinants of the bacterial response to hydrocarbons by
in vivo expression technology (IVET) (Rediers et al. 2005), signature-tagged muta-
genesis (STM) (Mazurkiewicz et al. 2006), differential display using arbitrarily
primed PCR (Fislage 1998), subtractive and differential hybridization (Ito and
Sakaki 1997), or selective capture of transcribed sequences (SCOTS) (Graham and
Clark-Curtiss 1999). We discuss the most widely used IVET and STM strategies.

IVET involves the construction of a conditionally compromised strain that is
mutated in a gene encoding an essential growth factor (egf). This mutant strain is
unable to grow in the environment under study. The second component of IVET is
the promoter trap, consisting of a promoterless egf gene and a transcriptionally
linked reporter gene (rep). Bacterial DNA is cloned randomly into the promoter
trap and integrated in the chromosome of the egf mutant strain. Only in strains that
carry a promoter active in the specified niche can the egfmutation be complemented.
After selection in this environment, bacteria are reisolated and spread on a general
growth medium that is suitable for monitoring reporter gene activity in vitro.
Accordingly, constitutive promoters are distinguished from promoters that are spe-
cifically induced in the wild. Colonies bearing the latter type of transcriptional fusion
are subjected to a second IVET screening to eliminate false positives.

STM is a mutation-based screening method that uses a population of isogenic
transposon mutants for the identification of essential genes by negative selection. A
pool of mutants can simultaneously be examined because they are differentiated by
unique DNA marker sequences, the “signature tags.” The pools of mutants are
exposed to the habitat of interest. One screens for mutants that are unable to survive
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or to grow because they are inactivated in a key gene for survival in this habitat of
interest. The beauty of the technology is an in vivo selection process done by the
habitat among a mixed population of mutants.

The investigation of heterogeneous microbial communities requires the spatio-
temporal resolution of the signals of individual cells. To visualize the growth and
decay of individual species in the population upon exposure to hydrocarbons, the
target organisms may be labeled with specific fluorescence markers, for example,
ribosomal ribonucleic acid-targeted oligonucleotide probes (Daims and Wagner
2007). Labeled cells are visualized by fluorescence microscopy and are quantified
by direct visual cell counting or by digital image analysis. The next step within the
foreseeable future will be the multi-omics profiling of single cells (Bock et al. 2016;
Kodzius and Gojobori 2016).

3 Research Needs

Most genome-wide assays provide averages across large numbers of cells, but recent
technological advances promise to overcome this limitation. Pioneering single-cell
assays are available but yet have only applied to a few model organisms or mam-
malian systems (Bock et al. 2016). When having these sophisticated methodologies
at hand, the genome-wide response of individual cells to hydrocarbons could be
resolved with currently inconceivable spatiotemporal resolution.

There are still substantial research needs within the omics and systems biology
fields. Genomics and transcriptomics have reached a mature state, but meta-
genomics, metatranscriptomics, proteomics, and particularly metabolomics still
require substantial improvements in protocols, software, and hardware.
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regulation appears to be the most common mechanism for control of gene
expression. Effector-specific transcriptional regulation of aromatic catabolic path-
ways depends on the performance of a specific regulator acting on a specific
promoter and responding to a specific effector signal. One-component regulatory
systems combine within the same cytosolic protein the effector-binding input
domain and a DNA-binding output domain. A great variety of one-component
regulatory systems can be classified within different families of prokaryotic
transcriptional regulators revealing a wide diversity in their evolutionary origins
and showing that a regulatory issue, i.e., having an operon induced in the
presence of a given aromatic compound, can be solved through different types
of regulators and mechanisms of transcriptional control in different bacteria. The
effector-specific regulation can be tightly fine-tuned by the action of certain
modulators and is, in turn, under control of overimposed mechanisms that
connect the metabolic and energetic status of the cell to the activity of the
individual catabolic clusters, leading to complex regulatory networks. Elucidat-
ing such regulatory networks will pave the way for a better understanding of the
regulatory intricacies that control microbial biodegradation of aromatic com-
pounds, which are key issues that should be taken into account for the rational
design of more efficient recombinant biodegraders, bacterial biosensors, and
biocatalysts for modern green chemistry.

1 Introduction

Aromatic compounds are the second most widely distributed class of organic
compounds in nature (Díaz et al. 2013). Although some of these compounds are
recalcitrant or toxic for the vast majority of the microorganisms, bacteria usually
have evolved biochemical and genetic information that allow them to use the
aromatic compounds as a sole carbon and energy sources (Lovley 2003). The
production of the multiple enzymes of pathways for the catabolism of aromatic
compounds is energetically expensive, and aromatic compounds are generally toxic
even to bacteria that can use them as growth substrates. Hence, complex regulatory
circuits that control the expression of the degradation pathways have evolved
(Lovley 2003; Cases and de Lorenzo 2005; Carmona et al. 2008; Díaz et al.
2013). Although regulation can be carried out at different levels (transcription,
translation, posttranslation), transcriptional regulation appears to be the most com-
mon mechanism for control of gene expression. Transcriptional regulation of aro-
matic catabolic pathways is not just dependent on the performance of a specific
regulator acting on a specific promoter and responding to a specific environmental
signal (effector-specific transcriptional regulation) but is also dependent on over-
imposed mechanisms that connect the metabolic and energetic status of the cell to
the activity of the individual catabolic clusters (Fig. 1) (Dı ́az and Prieto 2000; Tropel
and van der Meer 2004; Carmona et al. 2008; Díaz et al. 2013). In this chapter, we
will review the effector-specific transcriptional regulation involved in the catabolism
of aromatic compounds.
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2 Effector-Specific Transcriptional Regulators Involved
in the Catabolism of Aromatic Compounds: General
Features

Signal transduction in prokaryotes is conducted by two major regulatory systems, (i)
one-component systems and (ii) two-component systems. Two-component regula-
tory systems function as a result of phosphotransfer between two key proteins, a
sensor histidine kinase (input element) and a cytosolic response regulator (output
element). One-component systems combine within the same cytosolic protein the

SPECIFIC REGULATION

GLOBAL REGULATION
factorss , IHF, catabolite repression, (p)ppGpp…

Substrate
Intermediate

Gratuitous inducer

Regulatory module Catabolic module

P

Ri

Ra

E

A

Metabolic
flux 

Regulator Modulator Enzymes

mRNA

R2
E2

Cross-talk

Intermediates
TCA

Substrate

R

Antagonist

Fig. 1 Scheme of the regulatory network that controls the expression of genes responsible for the
catabolism of aromatic compounds. The effector-specific regulator can be either in its inactive
(Ri) or active and bound to DNA (Ra) forms. The interaction with the effector molecule
(E) determines the transition between both states, leading to derepression (as in case of a repressor)
or activation (as in case of an activator) of gene expression from the target promoter (P). Structural
analogues of the effector molecules may act as antagonists (A) preventing the action of the former.
Auxiliary regulators (modulator), that interact with the enzymatic machinery or some pathway
intermediates, may control the activation of the main regulator modifying its final regulatory output.
Additional regulatory loops based on cross-talk regulation of the target promoter by a different
regulator (R2) and effector (E2) couple can exist. The specific regulation is generally subjected to a
more global level of regulation dependent on the overall physiological state of the cell and that in
turn responds to the final metabolic flux derived from the funneling of the cognate aromatic
compound to the central metabolism (TCA)
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sensor input domain and a functional output domain. Small molecule-binding motifs
constitute the majority of the input domains, and helix-turn-helix (HTH)
DNA-binding motifs are the most common output domains (Ulrich et al. 2005). In
this chapter, however, we will focus only on one-component transcriptional regula-
tory systems that, in the presence of the inducer molecule (effector), assure the
production of the enzymes and transporters involved in the catabolism of aromatic
compounds either by activating (activator) or derepressing (repressor) their cognate
genes (Fig. 1).

The effector-specific regulator can be either in its inactive (Ri) or active and
bound to DNA (Ra) forms. The interaction with the effector molecule (E) determines
the transition between both states, leading to derepression (as in case of a repressor)
or activation (as in case of an activator) of gene expression from the
target promoter (P). Structural analogues of the effector molecules may act as
antagonists (A) preventing the action of the former. Auxiliary regulators (modula-
tor), that interact with the enzymatic machinery or some pathway intermediates, may
control the activation of the main regulator modifying its final regulatory output.
Additional regulatory loops based on cross-talk regulation of the target promoter by
a different regulator (R2) and effector (E2) couple can exist. The specific regulation
is generally subjected to a more global level of regulation dependent on the overall
physiological state of the cell and that in turn responds to the final metabolic flux
derived from the funneling of the cognate aromatic compound to the central metab-
olism (TCA).

Regulators that show similar domain architectures might be responsible for
different biological effects depending on the locations of their binding sites (operator
regions) in the cognate promoters. Thus, the same regulator can activate some genes
when it binds upstream of the RNA polymerase (RNAP)-binding sites while
repressing others when it binds downstream of such RNAP-binding regions. The
inducer molecule that activates the transcriptional regulator can be the pathway
substrate and/or a pathway intermediate or product, or some structural analogues
of the natural effector (gratuitous inducer) that may not themselves be a substrate for
the corresponding catabolic pathway (Fig. 1). Some specific regulators have more
than one effector-binding pockets, and the cognate effector molecules may have
peculiar synergistic effects on transcriptional activation (Manso et al. 2009). On the
contrary, efficient recognition of molecules (antagonists) that show structural simi-
larity to the inducers (agonists) by certain transcriptional regulators leads to a lack of
activation of the target promoter (Fig. 1), which may compromise an efficient
degradation response when bacteria are exposed to complex mixtures of aromatic
pollutants, some of which behave as agonists and other as antagonists (Silva-
Jiménez et al. 2011). To prevent the gratuitous induction by non-metabolizable
analogues or nonproductive intermediates, some regulatory proteins (modulators),
e.g., ThnY and PaaY (García et al. 2011; Fernández et al. 2013; Ledesma-García
et al. 2016), are coupled to the aromatic degradation enzymes in order to induce gene
expression when there is an efficient catabolic flux in the cell (Fig. 1).

Although both transcriptional activators and repressors have been shown to
regulate aromatic catabolic pathways, those pathways that use CoA-derived
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aromatic compounds are mainly controlled by transcriptional repressors that recog-
nize CoA-derived effector molecules (Sakamoto et al. 2011; Hirakawa et al. 2012;
Valderrama et al. 2012; Juárez et al. 2015). This observation may reflect that
repressors are generally preferred to control low-demand genes whose unspecific
transcription can decrease the overall fitness of the cell by spending valuable
resources, such as CoA and ATP, on futile processes (Sasson et al. 2012). In some
cases, the transcription factors control a set of different functionally related meta-
bolic clusters, e.g., the PhhR regulon that assures the homeostasis of aromatic amino
acids in Pseudomonas putida (Herrera et al. 2010).

The acquisition of specificity for a new inducer in a transcriptional regulator
requires a pre-existing regulator with a certain escape (responsiveness to
non-legitimate effectors or regulatory noise), upon which new specificity can be
built by several rounds of natural or artificial mutagenesis and selection. In fact,
regulators of microbial pathways for recent compounds (e.g., aromatic xenobiotics)
are not too specific for their substrates, which may reflect an ongoing evolution of as
yet not entirely optimized regulation in response to unusual nutrients (Cases and de
Lorenzo 2005). In Burkholderia sp. DNT, the regulation of the 2,4-dinitrotoluene
(DNT) degradation pathway is in an earlier stage of evolution since the NtdR
regulator still recognizes salicylate, an effector of its NagR-like ancestor, but does
not respond to 2,4-DNT. That a useless but still active transcriptional factor operates
along enzymes that have already evolved a new substrate specificity points to the fact
that the emergence of novel catalytic activities precedes the setting of a specific
regulatory device for their expression, not vice versa. This shades some light into the
chicken-and-the-egg dilemma between regulators and enzymes that recognize the
same compounds (de las Heras et al. 2011). The evolution of transcriptional regu-
lators has also been assessed by in vitro experimental evolution/selection setups. For
instance, the XylR regulator from P. putida was evolved first to an effector-
promiscuous variant and then to a more specific regulator where the natural response
to m-xylene was decreased and the nonnative acquired response to the synthetic
2,4-DNT was increased. The new XylR28 version may be used to develop more
efficient 2,4-DNT responsive reporter systems to engineer whole-cell biosensors for
explosives (de las Heras and de Lorenzo 2011). The promiscuity or specificity of
inducer recognition might be also tuned in a regulatory network just by changing the
promoter architecture and without requiring the evolution of new transcription
factors with altered inducer specificity, e.g., the 3-methylbenzoate-dependent induc-
tion of the ben operon for benzoate degradation by the BenR regulator (Silva-Rocha
and de Lorenzo 2012), or the participation of some global regulators in the activation
of certain promoters, e.g., the ppGpp�/DksA-independent co-stimulation of
the dmpR regulatory gene that controls phenol degradation (del Peso-Santos
et al. 2011) in P. putida.

Transcriptional regulators may form regulatory cascades that involve the inter-
play between two or more proteins controlling a pathway for the degradation of
aromatic compounds (Fig. 1). Although these circuits are mainly based on an
activation strategy, e.g., the XylR/XylS (Silva-Rocha et al. 2011), AadR/HbaR
(Egland and Harwood 2000), and PhcT/PhcR (Teramoto et al. 2001) regulatory
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pairs, there are also examples of cross regulation between two transcrip-
tional repressors that control subsequent steps in a catabolic pathway (Jiménez
et al. 2011). These regulatory networks may help to maintain the catabolic pathways
as an autonomous metabolic machinery that interacts only minimally with the central
carbon consumption routes of the host cells (orthogonality), thus facilitating a quick
spread of such degradation routes through the microbial population under suitable
environmental pressure (Silva-Rocha et al. 2011).

Cross regulation between different aromatic catabolic pathways may assure a
tight control of gene expression (Valderrama et al. 2012), prevent the expensive
expression of funneling pathways that produce the cognate compound used as
growth substrate (vertical regulation) (del Peso-Santos et al. 2006), or select for a
specific pathway when mixtures of substrates that are feeding into different path-
ways are provided as carbon source (Bleichrodt et al. 2010). Usually there is a
hierarchical use of aromatic compounds when bacteria grow in mixtures of these
carbon sources in the environment, e.g., benzoate is usually a preferred carbon
source over 4-hydroxybenzoate. Whereas the 4-hydroxybenzoate transport gene
(pcaK) has been proposed as the main target of the repression in Acinetobacter
baylyi (Brzostowicz et al. 2003) and P. putida (Cowles et al. 2000), the
4-hydroxybenzoate hydroxylase gene (pobA) is the key controlled element in
C. necator, being benzoate itself the molecule mediating the repression through a
possible interaction with the PobR regulator (Donoso et al. 2011; Pérez-Pantoja et al.
2015). Interestingly, the aromatic preference profile can change even between
closely related strains (Jõesaar et al. 2010). Nevertheless, there are, of course,
examples of simultaneous degradation of aromatic compound-containing mixtures,
including synergistic interactions as those described in Sagittula stellata where
increased growth rates were observed when cells were provided with benzoate/4-
hydroxybenzoate mixtures compared to cells grown singly with an equimolar
concentration of either substrate alone (Gulvik and Buchan 2013). Remarkably,
the recent observation that there is cross regulation between aerobic and anaerobic
degradation pathways could be an adaptive advantage for certain bacteria that thrive
in changing oxygen environments (Valderrama et al. 2012).

Most promoters in an environmental context are regulated as part of complex
circuits involving several global transcription factors (e.g., σ factors) (Fig. 1). In
bacteria, transcription factors are usually present at a few copies per cell, which
unavoidably leads to fluctuations in protein abundance and thus to cell heterogeneity
in isogenic cell populations. This means that individual cells in the population,
which may either exist in different growth phases and thus expressing different σ
factors or in the same growth phase but expressing different levels of transcription
factors, can activate transcription at the same promoter to different degrees. The
existence of subpopulations that express differentially certain catabolic pathways
can in turn favor the adaptation of the cell community to unpredictable environmen-
tal changes (Guantes et al. 2015).

One-component regulatory systems can be classified within different families of
prokaryotic transcriptional regulators based on the sequence and structure of the
DNA-binding motif of the output domains. Examples of regulators involved in
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controlling the expression of aromatic catabolic pathways reveal a wide diversity in
their evolutionary origins and show that a regulatory problem, i.e., having an operon
induced in the presence of a given aromatic compound, can be solved through
different types of regulators and mechanisms of transcriptional control in different
bacteria (Table 1). Moreover, this global view confirms that the regulatory networks
have an extraordinary degree of plasticity and adaptability, reinforcing the idea that
catabolic and regulatory genes in aromatic degradation pathways have evolved
independently (Cases and de Lorenzo 2005; Carmona et al. 2008).

Below, we briefly explain the general features of the different families of
one-component transcriptional regulators controlling the catabolism of aromatic
compounds, paying special attention to those examples that have been characterized
in the last 10 years. Other reviews on various aspects of the regulation of aromatic
degradation pathways have been previously published (Dı ́az and Prieto 2000; Tropel
and van der Meer 2004; Carmona et al. 2008). Two-component transcriptional
regulators are extensively discussed in a different chapter of this series.

3 Aromatic Compound Responsive Regulators of the LysR
Family

The LysR family of transcriptional regulators (LTTRs) represents the largest family
of bacterial transcription factors (Pareja et al. 2006; Maddocks and Oyston 2008),
and family members regulate the expression of a wide variety of biological functions
(Schell 1993; Tropel and van der Meer 2004; Maddocks and Oyston 2008). LTTRs
were firstly described as transcriptional activators; however, several LTTRs have
been shown to act as repressors (Jourlin-Castelli et al. 2000; Kim et al. 2003), and
some LTTRs, such as GltC, act both as activators and repressors (Picossi et al. 2007).

LTTRs controlling the catabolism of aromatic compounds are co-inducer-respon-
sive transcriptional regulators that have been described exclusively as activators
(Table 1) and that were associated initially with the classic β-ketoadipate pathway.
Some examples include CatR and ClcR involved in the degradation of catechol and
chlorocatechol, respectively, in P. putida (McFall et al. 1998); BenM/CatM and SalR
involved in benzoate and salicylate degradation, respectively, by the soil bacterium
Acinetobacter baylyi strain ADP1 (Collier et al. 1998; Jones et al. 2000;
Vaneechoutte et al. 2006); and PcaQ from Agrobacterium tumefaciens controlling
the conversion of protocatechuate into β-ketoadipate (Parke 1996) (Table 1). How-
ever, it is now evident that LTTRs control a broad spectrum of aromatic degradation
pathways (Table 1). For instance, HcaR regulates the expression of hca genes for the
initial catabolism of 3-phenylpropionic acid in E. coli K12 (Díaz et al. 1998), TsaR
regulates the tsa operon encoding the first steps in the degradation of p-
toluenesulfonate in Comamonas testosteroni T-2 (Tralau et al. 2003b), AphT con-
trols the meta-cleavage pathway of phenol degradation in Comamonas testosteroni
TA441 (Arai et al. 2000), and DntR activates the expression of the dnt genes for
2,4-DNT degradation in Burkholderia sp. DNT (de las Heras et al. 2011). Recently,
the DbdR protein from Thauera aromatica strain AR-1 was shown to control the
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expression of the genes involved in the 3,5-dihydroxybenzoate (alpha-resorcylate)
anaerobic degradation pathway, thus expanding the scope of LTTRs to the control of
the anaerobic metabolism of aromatic compounds (Molina-Fuentes et al. 2015).

LTTRs involved in the degradation of aromatic compounds typically activate
divergently transcribed catabolic promoters in response to inducers, usually inter-
mediates of the corresponding catabolic pathways, and they repress their own
synthesis (Schell 1993; Tropel and van der Meer 2004; Maddocks and Oyston
2008). This preference for an intermediate of the catabolic pathway rather than by
the initial substrate of the pathway has been suggested as a mechanism to avoid
gratuity expression. An unprecedented example of a regulatory system to prevent
gratuitous induction has been described for the tetralin biodegradation genes (thn) in
Sphingopyxis granuli strain TFA. ThnR is an LTTR that activates transcription in
response to tetralin, but its activity is under the control of ThnY (López-Sánchez
et al. 2009; García et al. 2011). ThnY is an iron-sulfur flavoprotein which, in the
absence of an efficient substrate acting as an electron sink, is reduced by the ThnA3
ferredoxin of the tetralin dioxygenase complex avoiding expression of the thn genes
irrespective of the ThnR activation by gratuitous inducers (Ledesma-García et al.
2016). This scenario occurs in the presence of an inducer molecule that is not a
substrate for the dioxygenase (deficient electron flux to the dioxygenase) or when the
concentration of the inducer is very low (Ledesma-García et al. 2016).

Aromatic compound responsive LTTRs bind within the target promoter, inde-
pendently of the presence of the inducer molecule, to a long sequence of approxi-
mately 50–60 bp which contains two distinct sites, RBS and ABS. RBS (recognition
binding site) is a high-affinity binding site centered at position �66 and
encompassing a characteristic inverted repeat motif including a T-N11-A consensus
sequence. ABS (activation binding site) is a low-affinity binding site with half-dyad
symmetry and located at positions �27 to �32. Type I LTTRs bind to ABS only in
the presence of the inducer molecule in contrast to type II LTTRs which bind ABS
irrespective of inducer. Based on this plasticity, the so-called sliding dimer model has
been proposed as the mechanism of activation of the target promoter by LTTRs. This
mechanism has been well studied in AtzR, an LTTR responsible for activation of the
atzDEF cyanuric acid utilization operon in Pseudomonas sp. ADP (Porrúa et al.
2007). According to this model, in the absence of inducer, a type I LTTR dimer binds
only the RBS site, while the ABS site is also occupied by a second dimer in type II
LTTRs, causing in both cases a DNA bending. A conformational change upon
inducer binding causes a shift from a more proximal ABS subside to a more distal
ABS subside in type II LTTRs or the occupancy of the ABS site by the second dimer
in type I LTTRs. In both cases, a relaxation of the DNA bending allows the formation
of an active complex with the RNAP leading to transcription activation (Tropel and
van der Meer 2004; Porrúa et al. 2007; Maddocks and Oyston 2008). However, an
activation mechanism based on bend induction rather than bend relaxation has been
found in LigR, an LTTR involved in regulation of the protocatechuatemeta-cleavage
pathway in Sphingobium sp. strain SYK-6 (Kamimura et al. 2010). Thus, the
mechanistic versatility of LTTRs is still far to be completely understood.
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LTTRs act as tetramers in its biologically active form; however, variable oligo-
meric states, ranging from monomers to homotetramers, are found when LTTRs are
in solution (Schell 1993, Tropel and van der Meer 2004; Maddocks and Oyston
2008). LTTRs display two domains, an N-terminal domain that contains a winged
helix-turn-helix (wHTH) motif for DNA binding and a C-terminal domain that
provides the effector-binding and multimerization functions. The three-dimensional
structures of the C-terminal domains of BenM and CatM have been determined and
were found to consist of nine α-helices and nine β-strands with Rossmann-like folds
(Ezezika et al. 2007). Other aromatic responsive LTTRs, such as DntR, appear to
have similar structure (Smirnova et al. 2004). The first full-length LTTR crystal
structure resolved was that of CbnR which controls the degradation of
chlorocatechols in Ralstonia eutropha NH9 (Ogawa et al. 1999; Muraoka et al.
2003). CbnR was crystallized as a tetramer consisting of two dimers. Each dimer is
composed by a short-form and an extended-form subunit (protomers), resulting in a
tetrameric molecule with asymmetrical ellipsoidal shape. The increasing number of
full-length LTTR structures resolved in the last years has contributed to a better
understanding of the structure-function relationships of this group of transcriptional
regulators (Monferrer et al. 2010). The protomers are composed of two domains, the
N-terminal domain which harbors the DNA-binding elements and a C-terminal
domain responsible of binding to inducer and connected by a large linker helix.
Two different conformations, extended and compact, were found in the protomers of
the asymmetric dimer (Monferrer et al. 2010). The full-length structure of DntR has
revealed that while apo-DntR maintains an inactive compact configuration in solu-
tion, the inducer-bound holo-DntR adopts an expanded conformation. These obser-
vations are consistent with the known shifting of LTTR DNA-binding sites upon
activation and the consequent relaxation in the bend of the promoter-operator region
DNA, thus strongly supporting the sliding dimer model of activation proposed for
LTTRs (Lerche et al. 2016).

4 Aromatic Compound Responsive Regulators of the NtrC
Family

NtrC-like regulators are activators of promoters that utilize the alternative sigma
factor σ54. The σ54 promoters display a particular architecture defined by a highly
conserved �12/�24 sequence recognized by the σ54-RNAP holoenzyme, upstream
activator sequences (UASs) situated more than 100 bp upstream the transcriptional
start site and that bind to the NtrC-like regulator, and a DNA intrinsic or protein-
induced curvature that promote the DNA looping required for the specific contact
between the activator and the σ54-RNAP subunit (Beck et al. 2007). Typically, NtrC-
like activators consist of three different domains: (i) an N-terminal regulatory
domain, (ii) a central domain responsible of multimerization into a hexamer and of
ATP-hydrolyzing (activating) activity, and (iii) a C-terminal DNA-binding domain.
Upon effector binding, NtrC regulators oligomerize and bind to the UAS. After the
loop formation and the contact between the activator and σ54-RNAP holoenzyme are
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established, the energy produced by ATP hydrolysis is invested in remodeling the
transcription complex from its closed configuration into an open transcriptionally
active form (Bush and Dixon 2012).

Several NtrC-like activators respond to aromatic compounds (Table 1), but the
best characterized are the XylR and DmpR proteins from Pseudomonas strains.
XylR is the transcriptional regulator of the upper operon controlled by the Pu
promoter and that encodes the upper route of the TOL catabolic pathway for toluene,
m-xylene, and p-xylene degradation in P. putida (Ramos et al. 1997, Galvão and de
Lorenzo 2006). The N-terminal domain of XylR generates an intramolecular repres-
sion on the central activating domain of the protein. Two additional domains
described in XylR are a Q-linker of 20 residues that might be involved in protein
oligomerization and a DNA-binding domain that shares similarity to that of the Fis
protein, a well-known global regulator (Garmendia and de Lorenzo 2000; O’Neill
2001). The binding to the N-terminal domain of XylR of a surprising variety of
alkylbenzene effectors (Galvão and de Lorenzo 2006) releases its repression on the
activating domain and enables the binding to the target promoter and ATP hydrolysis
(Perez-Martin and de Lorenzo 1995), which constitutes the molecular basis for the
activation of the σ54-dependent Pu promoter. The xylR gene is transcribed from the
Pr promoter, and XylR levels in the cell are negatively regulated at the transcrip-
tional level by a XylR self-repression that requires the participation of the IHF host
factor forming an unusual feed-forward regulatory loop (Guantes et al. 2015).
Moreover, XylR production is also subject of a complex posttranscriptional mech-
anism in which the so-called catabolic repressor control protein (Crc) acts as a
translational co-repressor along with the RNA-binding factor Hfq (Moreno et al.
2015). Recently it was shown that the levels of the global regulators IHF and Crc are
subject to growth phase-dependent control which in turn originates a bimodal regime
of Pu expression in exponential phase, where a fraction of the population remains
inactive at any one time after induction by m-xylene, and an unimodal response in
stationary phase, where the whole population is induced at comparable rates. These
results highlight the importance of cell physiology and internal composition and its
impact on phenotypic variability that may be advantageous in competitive environ-
mental settings (Guantes et al. 2015).

The ability of XylR to recognize several alkylbenzene compounds has been
exploited to develop biosensors for BTEX, the more abundant aromatic mixture in
the oil industry (Kim et al. 2005; de las Heras and de Lorenzo 2011). XylR was also
engineered using synthetic biology approaches to detect nitrotoluenes for bio-detection
of landmines (Garmendia et al. 2008; de las Heras and de Lorenzo 2011). Novel XylR
variants that allow the implementation of single Boolean logic operation were also
generated, and they can be used for biosensor development (Calles and Lorenzo 2013).

DmpR and PhlR are closely related NtrC-like regulators of aerobic phenol
catabolism in Pseudomonas (Table 1). DmpR has been extensively studied, and it
regulates the catabolism of phenols and methyl-phenols in Pseudomonas sp. strain
CF600 by controlling the transcription of the σ54-dependent Po promoter that drives
the expression of the catabolic dmp-operon (Shingler 2004; Gupta et al. 2012). The
nonoverlapping σ70-dependent promoter (Pr) controls the production of DmpR.
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Transcription-driven supercoiling arising from the σ54-promoter allows inter-
promoter communication that results in stimulation of the activity of the σ70-
promoter without it possessing a cognate binding site for the σ54-RNAP holoen-
zyme. This mode of control has the potential to be a prevalent, but hitherto
unappreciated, mechanism by which bacteria adjust promoter activity to gain appro-
priate transcriptional control (del Peso-Santos and Shingler 2016). Recently, it was
shown that the 50-leader region (50-LR) of the dmpR gene functions as a regulatory
hub to control DmpR levels by two distinct mechanisms. At the level of transcrip-
tion, inhibition of full-length transcripts was traced to an A-rich DNA-binding motif
located downstream of the Pr promoter. At the translational level, Hfq aids Crc to
bind to a catabolite activity motif overlapping the ribosome-binding site at the
mRNA facilitating the Crc-dependent repression in intact cells. Interestingly, the
entire 50-LR of dmpR is highly conserved in closely related phenolic catabolic
systems, suggesting a strong evolutionary pressure to maintain these regulatory
motifs as well as additional potential regulatory features that remain to be elucidated
(Madhushani et al. 2014).

Although the molecular architecture of DmpR is similar to that of XylR, they
show different effector specificities (Galvão and de Lorenzo 2006), and the residues
involved in effector recognition are confined to a stretch of 75 amino acids defined as
the effector-specifying region (Skarfstad et al. 2000). 3D models of XylR and DmpR
predicted structural features for shaping an effector-binding pocket and interaction
with the central domain (Suresh et al. 2010). Three other phenolic compound-
sensing NtrC-like regulators are those controlling the anaerobic degradation of
phenol in Thauera aromatica K172 and Aromatoleum aromaticum EbN1 (PdeR)
and the one involved in the anaerobic p-ethylphenol degradation in A. aromaticum
EbN1 (EtpR) (Table 1) (Breinig et al. 2000; Wöhlbrand et al. 2007; Büsing et al.
2015). All these five regulators share eight residues that may be involved in the
recognition of the phenolic moiety of the effector molecule (Büsing et al. 2015).

Other examples of regulators of the NtrC family are TbuT and TbmR, which
control toluene monooxygenase gene expression in two strains of Burkholderia
(Byrne and Olsen 1996; Leahy et al. 1997); TouR, which controls the degradation
of phenol and toluene in Pseudomonas stutzeri OX1 (Solera et al. 2004); and AreR,
which is involved in the aryl ester degradation pathway in Acinetobacter baylyiADP1
(Jones and Williams 2001) (Table 1). Cross talk regulation has been demonstrated
between XylR/DmpR and TbuT/TbmR for activation of their mutual promoters while
maintaining their inducer specificity (Leahy et al. 1997; Arenghi et al. 1999).

5 Aromatic Compound Responsive Regulators of the AraC/
XylS Family

Members of the AraC/XylS family have two structural domains, i.e., the C-terminal
DNA-binding domain and the N-terminal signaling domain, connected by a rela-
tively unstructured linker (Seedorff and Schleif 2011). The more variable N-terminal
region is responsible for cofactor binding and/or multimerization. The C-terminal
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domain includes two tetra-helical HTH DNA-binding motifs. One or both HTH
motifs bind DNA upstream, and sometimes downstream, of the target promoters
(Seedorff and Schleif 2011).

The AraC/XylS family members responsible for the control of the catabolism of
aromatic compounds are widely distributed in prokaryotes (Table 1). The XylS
protein is the best characterized AraC member that controls the expression of an
aromatic catabolic pathway. The pWW0-encoded XylS regulator mediates transcrip-
tional activation of the Pm promoter driving the expression of the meta-pathway
genes in P. putidamt-2, in response to 3-methylbenzoate (m-toluate) and benzoate as
inducers (Gallegos et al. 1993). In addition to its known influence favoring protein
dimerization, the effector is able to modify XylS conformation to trigger N-terminal
domain intramolecular derepression (Domínguez-Cuevas et al. 2008). It has been
suggested that the presence of the effector m-toluate triggers a cell response similar
to the heat-shock response (Marqués et al. 1999), which explains that XylS-mediated
transcription activation from the Pm promoter is driven by the σ32 heat-shock sigma
factor in the early exponential growth phase. Activation of Pm transcription is
achieved through a switch to the σ38 sigma factor when cultures reach the stationary
phase (Marqués et al. 1999). By using a recombinant XylS-CTD soluble monomeric
variant devoid of the N-terminal domain, it was shown that binding to Pm occurred
sequentially. Firstly, a XylS-CTD monomer binds to the proximal site overlapping
the RNAP-binding sequence to form complex I. This first event increased Pm
bending to 50 degrees and was followed by the binding of the second monomer,
which further increased the observed global curvature to 98 degrees (Domínguez-
Cuevas et al. 2010). Despite the lack of information about the structure of XylS,
mutagenesis studies have successfully generated regulators with altered inducer
specificity (Michán et al. 1992).

BenR is a XylS-like activator able to trigger the activity of Pben promoter by
recognition of benzoate as effector, allowing the expression of the ben operon that
encodes the benzoate dioxygenase which converts benzoate into catechol in
P. putida (Table 1) (Cowles et al. 2000). The N-terminal regions of BenR and
XylS share about 65% amino acid identity, and both regulators respond to benzoate
as an effector molecule (Cowles et al. 2000). The similarity also extends to their
C-terminal DNA-binding domains suggesting that cross activation of their target
promoters could take place. In fact, the ability of BenR to activate the Pm promoter
of the meta-cleavage pathway operon of the TOL catabolic plasmid in response to
benzoate has been described. Therefore, BenR behaves as an activator of benzoate
degradation via ortho-ring fission, as an activator of benzoate and methylbenzoate
degradation via meta-ring fission, and it is also involved in the benzoate-dependent
repression of 4-hydroxybenzoate degradation by controlling the expression of the
pcaK gene (encodes the 4-hydroxybenzoate transporter) in P. putida (Cowles et al.
2000). Although the cross activation of Pben by XylS had been previously shown
(Cowles et al. 2000; Domínguez-Cuevas et al. 2006), these studies were performed
using multicopy Pben-lacZ transcriptional fusions. In fact, any cross activation of
Pben promoter by XylS will cause a metabolic conflict during the degradation of m-
xylene because the produced 3-methylbenzoate could be channeled through the

10 One-Component Systems that Regulate the Expression of Degradation Pathways. . . 153



ortho-pathway and generate toxic dead-end metabolites. Recently, it was shown that
the natural expression ranges of XylS are insufficient to cause a significant cross
regulation of Pben if cells face either endogenous or exogenous 3-methylbenzoate.
This lack of cross regulation relies on the fact that the Pben promoter has evolved to
avoid a strong interaction with XylS, likely by lacking the A box in the proximal
operator. This scenario reveals how a simple genetic tinkering facilitates the recruit-
ment of catabolic pathways (the meta-pathway) in a host that harbors a non-fully
compatible metabolism (the ortho-pathway) and suggests strategies for orthogonal-
ization of new pathways implanted in a pre-existing metabolic chassis (Pérez-
Pantoja et al. 2015).

Some other examples of AraC/XylS family members involved in the control of
aromatic catabolic pathways (Table 1) are: PobR controls the p-hydroxybenzoate
hydroxylase in many bacteria (Quinn et al. 2001; Donoso et al. 2011); OxoS is
required for quinoline-dependent growth of P. putida 86 (Carl and Fetzner 2005);
AntR controls the expression of the antABC operon coding for anthranilate
1,2-dioxygenase as well as of the car operon involved in the conversion of carbazole
to anthranilate in P. resinovorans strain CA10 (Urata et al. 2004); HpaA regulates the
hpaBC operon of E. coli W, which produces the hydroxylase activity for the
catabolism of 4-hydroxyphenylacetic acid, in response to this aromatic acid,
3-hydroxyphenylacetic acid, or phenylacetic acid (Prieto and García 1994); IifR
activates de iif operon involved in the indole degradation in response to indole (Lin
et al. 2015); PheR activates the pheA2 promoter that controls phenol degradation
genes in Rhodococcus strains (Szőköl et al. 2014).

6 Aromatic Compound Responsive Regulators of the CRP/
FNR Family

CRP/FNR proteins stand out in responding to a broad spectrum of intracellular and
exogenous signals such as cAMP, anoxia, redox state, oxidative and nitrosative
stress, nitric oxide (NO), carbon monoxide (CO), 2-oxoglutarate, or temperature
(Körner et al. 2003). Within the CRP/FNR superfamily, functionally distinct tran-
scriptional regulators (both activators and repressors) have evolved based on a
common modular design. The N-terminal domain comprises a β-barrel, responsible
for ligand recognition, while the C-terminal domain possesses a four-stranded
wHTH motif for DNA binding. Both parts are connected by an α-helix frequently
implicated in protein dimerization (Townsend et al. 2014). To accomplish their roles,
CRP/FNR members might also have prosthetic groups such as an iron-sulfur group
or heme, designed for the interaction with oxygen, NO, or CO (Körner et al. 2003).
Regardless of the common structure, however, allosteric networks leading to the
regulator activation after ligand binding are diverse within the CRP-FNR superfam-
ily. There are reported cases of both negative (Townsend et al. 2014) and positive
(Levy et al. 2008) cooperativity for ligand binding, and also ligand-independent
regulators have been described (Agari et al. 2012). In the last case, regulator
abundance would determine the extent of the transcription regulation effect (Agari
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et al. 2010). The vast majority of FNR-regulated promoters contain a consensus
FNR-binding site centered around 41.5 bp upstream of the transcriptional start site,
and they are termed class II FNR-dependent promoters (Busby and Ebright 1999).

Among the functions of CRP/FNR proteins is that of regulating the expression
of metabolic pathways for the use of aromatic compounds (Table 1). Two of these
proteins, HbaR and AadR, have been described in the anaerobic catabolism of
aromatic compounds in Rhodopseudomonas palustris. HbaR regulates the anaer-
obic 4-hydroxybenzoate catabolism by activating the expression of the gene
encoding the first enzyme of the pathway (4-hydroxybenzoate-CoA ligase) in the
presence of the 4-HBA inducer (Egland and Harwood 2000). The expression of the
hbaR gene is, in turn, under oxygen control since it requires activation by AadR
under anaerobic conditions. Accordingly, AadR contains some of the essential
conserved Cys residues for iron-sulfur coordination as in the FNR protein
(Dispensa et al. 1992). AadR, together with the BadR protein (see below), also
modulates the expression of genes involved in the anaerobic metabolism of
benzoate and cyclohexanecarboxylate, thus representing an oxygen sensor that
regulates anaerobic catabolism of aromatic compounds in R. palustris (Dispensa
et al. 1992; Egland and Harwood 2000). At the top of this regulatory cascade is
another CRP/FNR family member, the FixJ regulator, that controls the expression
of the aadR gene (Rey and Harwood 2010).

In the β-proteobacterium Azoarcus sp. CIB, the AcpR protein is required for the
expression of the bzd and mbd genes that encode the central pathways for the
anaerobic catabolism of benzoate and 3-methylbenzoate, respectively (Table 1)
(Durante-Rodríguez et al. 2006; Juárez et al. 2012). AcpR favors the activation of
the PN promoter, which drives the expression of the bzd genes, in the absence of
oxygen through contacts with the σ70 and the α-subunit of the RNAP (Durante-
Rodríguez et al. 2006). Despite the predicted structural similarity between FNR and
AcpR, the two proteins do not have the same regulatory functions within the cell.
Thus, whereas in E. coli the lack of the FNR protein has a pleiotropic effect on the
expression of a moderate number of genes, the lack of AcpR in Azoarcus sp. CIB
does alter the ability to catabolize aromatic compounds through the benzoyl-CoA
pathway but does not affect the anaerobic growth on nonaromatic carbon sources. In
this sense, the physiological role of AcpR in Azoarcus would be equivalent to that of
AadR in R. palustris (Durante-Rodríguez et al. 2006).

In E. coli and Rhodococcus sp. TFB, CRP regulators have been reported to
mediate carbon catabolite repression of several aromatic acids and tetralin catabolic
pathways, respectively (Table 1) (Díaz et al. 2001; Torres et al. 2003; Tomás-
Gallardo et al. 2012). In contrast to CRP from E. coli that acts as an activator in
the absence of the preferred carbon source (glucose), CRP from Rhodococcus
sp. TFB acts as a repressor in the presence of the preferred carbon source. A third
CRP-type protein, GlxR, is also a global regulator that represents a central control
point in the Corynebacterium glutamicum response to different nutrient sources.
GlxR represses, among others, the genes for 3-hydroxybenzoate and gentisate
metabolism, and it responds to cAMP levels (Table 1) (Chao and Zhou 2014;
Townsend et al. 2014).
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A branch of the CRP-FNR family, CprK proteins, includes transcriptional regu-
lators that mediate the response to halogenated aromatic compounds in
dehalorespiration of different strains of Desulfitobacterium. CprK proteins activate
transcription from promoters containing a 14-bp inverted repeat (dehalobox) that
closely resembles the FNR-box (Pop et al. 2006). The unusually high occurrence of
CprK paralogs is likely to be correlated with the relatively large number of haloge-
nated compounds that these organisms can accept as terminal electron acceptors,
enabling a specific response by each regulator to a specific group of halogenated
compounds (Gabor et al. 2008). In Desulfitobacterium hafniense, for instance,
CprK1 induces expression of halorespiratory genes upon binding of o-chlorophenol
ligands and is reversibly inactivated by oxygen through disulfide bond formation
(Pop et al. 2006). Crystal structures of CprK1 in the ligand-free (both oxidation
states), ligand-bound (reduced), and DNA-bound states allowed a complete struc-
tural description of both redox-dependent and allosteric molecular rearrangements
(Levy et al. 2008).

7 Aromatic Compound Responsive Regulators of the IclR
Family

The IclR family is an extended type of prokaryotic transcription regulators (activa-
tors, repressors, and proteins with a dual role) that have been described to be
involved in the control of different bacterial processes (Krell et al. 2006; Molina-
Henares et al. 2006; Chao and Zhou 2013). The N-terminal domain of these
regulators comprises a wHTH DNA-binding motif responsible for its positioning
on target promoters as a dimer or as a pair of dimers. However, no clear consensus
exists on the architecture of DNA-binding sites within the IclR-targeted promoters
(Cheng et al. 2015). The C-terminal domain of IclR-like regulators is the effector-
binding domain and regulates subunit multimerization after recognition of the
effector molecule. In case of working as transcriptional activators, IclR proteins
bind to their target promoters in the absence of the effector molecule (DiMarco and
Ornston 1994; Gerischer et al. 1998; Guo and Houghton 1999; Torres et al. 2003),
but they need the inducer to recruit RNAP to the promoter (Guo and Houghton
1999). For IclR-negative regulators, transcription is prevented either by occluding
the RNAP-binding site or by destabilizing the open complex, and the presence of the
effector molecule abolishes that behavior (Yamamoto and Ishihama 2002).

An important number of IclR members regulate catabolic pathways for the
degradation of aromatic compounds (Table 1). In A. baylyi ADP1 the PobR and
PcaU proteins have been described to be indispensable for the induction of
4-hydroxybenzoate and protocatechuate metabolic pathways, respectively, and
both of them act as repressors of their own expression (DiMarco and Ornston
1994; Gerischer et al. 1998; Trautwein and Gerischer 2001). Interestingly, it is
known that PcaU acts on the promoter of the catabolic genes both as a transcriptional
activator, in the presence of the cognate inducer (protocatechuate), and as a repres-
sor, in the absence of the inducer (Popp et al. 2002). A homologue of PcaU, PcaR,
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exists in Pseudomonas putida, working in this case exclusively as activator of the
pca genes for protocatechuate degradation (Guo and Houghton 1999).

The MhpR protein is necessary for the induction of the genes responsible of
3-hydroxyphenylpropionic acid metabolism in E. coli. In contrast to most aromatic
compound responsive IclR-type regulators, the expression of mhpR from Pr pro-
moter is constitutive and independent of self-regulation. Moreover, MhpR seems to
be essential for recruiting a second activator, the global cAMP receptor protein
(CRP) regulator, to the cognate Pa catabolic promoter (Torres et al. 2003), a feature
that has not been reported for other IclR-type regulators. A MhpR-like protein
involved in 3-hydroxyphenylpropionic acid metabolism has also been described in
Comamonas testosteroni (Arai et al. 1999). Two other IclR-type activators, i.e.,
TphR and TsaQ for terephthalate and p-toluenesulfonate metabolism, respectively,
have been reported in C. testosteroni strains (Tralau et al. 2003a; Kasai et al. 2010).
The PbaR activator from Sphingobium wenxiniae JZ-1 T controls the degradation of
3-phenoxybenzoate and is the only IclR-type regulator so far described that binds
downstream to the translation start site of the regulated gene (Cheng et al. 2015).

In Gram-negative bacteria, most IclR-type regulators that control aromatic cata-
bolic pathways behave as transcriptional activators. Some exceptions are the HmgR
protein that controls homogentisate degradation in P. putida (Arias-Barrau et al.
2004) and the IphR regulator for isophthalate metabolism in C. testosteroni (Table 1)
(Fukuhara et al. 2009). In contrast, in Actinobacteria most IclR-type regulators
described behave as transcriptional repressors (Table 1), e.g., TsdR (γ-resorcylate
pathway), OphR (phthalate pathway), CatR (catechol pathway), and NpdR (2,4,6-
trinitrophenol pathway) in Rhodococcus strains (Nga et al. 2004; Veselý et al. 2007;
Choi et al. 2015; Kasai et al. 2015); and only one transcriptional activator, the GenR
regulator that controls the catabolism of 3-hydroxybenzoate and gentisate, was
reported in Corynebacterium glutamicum (Chao and Zhou 2013).

8 Aromatic Compound Responsive Regulators of the TetR
Family

The TetR family is well characterized and widely distributed in bacteria (Ramos
et al. 2005). The 3D structure of the prototype TetR reveals the existence of two
domains, a N-terminal domain which contains the tetra-helical HTH-DNA-binding
motif and a C-terminal domain involved in effector (tetracycline) binding (Orth et al.
2000). Members of the TetR family exhibit a high conservation of sequences for the
DNA-binding domain. The TetR family regulators are mostly repressors that bind
their operators, composed of 10–30-bp palindromic sequences, to repress the target
genes and are released from the DNAwhen bound to their cognate ligands (Ramos
et al. 2005).

Some TetR-type regulators involved in the regulation of aromatic catabolic
pathways have been described (Table 1). CymR is a transcriptional repressor
involved in the control of the gene expression for p-cymene (cym) and p-cumate
(cmt) degradation in P. putida F1 (Eaton 1997). The CymR protein is a dimer in
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solution, and it imposes its repressing effect by inhibiting RNAP access to the
promoter, being p-cumate the effector molecule that avoids binding of CymR to its
operator site (Eaton 1997). The PaaR protein is a transcriptional repressor of the paa
genes for phenylacetate degradation in Thermus thermophilus HB8. Phenylacetyl-
CoA is the effector molecule for effective transcriptional derepression (Sakamoto
et al. 2011). Moreover, it has been described a new regulator, PfmR, that weakly
cross regulated PaaR in vitro and that has an additional function in regulating the
fatty acid metabolism in strain HB8 (Agari et al. 2012). The X-ray crystal structure
of the N-terminal DNA-binding domain of PfmR and the nucleotide sequence of the
predicted PfmR-binding site are quite similar to those of the TetR family repressor
QacR from Staphylococcus aureus. Similar to QacR, two PfmR dimers bound per
target DNA. The center of the PfmR molecule contains a tunnellike pocket, which
may be the ligand-binding site of this regulator (Agari et al. 2012). PaaR is also the
repressor of the paa genes involved in phenylacetate catabolism, in Corynebacte-
rium glutamicum (Chen et al. 2012). An imperfect palindromic motif (5-
00-ACTNACCGNNCGNNCGGTNAGT-300, 22 bp) was identified in the upstream
regions of paa genes. In addition, GlxR-binding sites were found, and binding to
GlxR was confirmed. Therefore, phenylacetate catabolism in C. glutamicum is
regulated by the pathway-specific repressor PaaR, which responds to phenylacetyl-
CoA, and also likely by the global transcription regulator GlxR. By comparative
genomic analysis, orthologous PaaR regulons were identified in 57 species, includ-
ing species of Actinobacteria, Proteobacteria, and Flavobacteria that carry
phenylacetate utilization genes and operate by conserved binding motifs, suggesting
that PaaR-like regulation might commonly exist in these bacteria (Chen et al. 2012).
In this sense, PaaR-like proteins controlling the expression of paa genes for the
catabolism of phenylacetate have been also described in Burkholderia cenocepacia
(Yudistira et al. 2011) and proposed in Azoarcus strains (Mohamed et al. 2002). In
Streptomyces pristinaespiralis, PaaR is also involved in controlling the expression of
the paa genes and plays a positive role in the regulation of the biosynthesis of
pristinamycin I by affecting the levels of phenylacetyl-CoA as a supply of
L-phenylglycine, one of the seven amino acid precursors of this antibiotic (Zhao
et al. 2015).

HdnoR is a transcriptional repressor of the 6-hydroxy-D-nicotine oxidase, and it
is encoded on the catabolic plasmid pAO1 responsible for nicotine degradation in
Arthrobacter nicotinovorans (Sandu et al. 2003). The inducers 6-hydroxy-D-nico-
tine and 6-hydroxy-L-nicotine prevent the binding of HdnoR to its operator site
allowing the expression of the 6-hydroxy-D-nicotine oxidase (Sandu et al. 2003).
RolR may represent the first member of a new subfamily of TetR proteins involved
in resorcinol degradation in Corynebacterium glutamicum (Li et al. 2011), and it
shows generally low sequence similarities to other TetR family members, especially
at its C-terminal end (Li et al. 2011). A 29-bp operator rolO was located at the
intergenic region of rolR and the catabolic rolHMD genes, and it contains two
overlapping inverted repeats that are essential for RolR binding and repression of
both operons. The binding of RolR to rolO was avoided by resorcinol and
hydroxyquinol, which are the starting compounds of the resorcinol catabolic
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pathway, leading to the induction of rol genes (Li et al. 2012). A novel resorcinol-
inducible expression system based on the RolR regulator and the cognate promoter
fused with the operator (rolO) has been developed for Streptomyces and other
Actinobacteria (Horbal et al. 2014). NicS is a repressor that controls the expression
of the nicAB genes responsible for the conversion of nicotinic acid to
6-hydroxynicotinic acid in P. putida (Jiménez et al. 2011). Both aromatic heterocy-
cles behave as NicS inducers. Interestingly, the expression of nicS is under control of
a second regulator, NicR, that responds to 6-hydroxynicotinic acid, thus generating a
peculiar regulatory loop (see below) (Jiménez et al. 2011).

The MbdR protein is a transcriptional repressor of the mbd genes for
3-methylbenzoate degradation in Azoarcus sp. CIB (Juárez et al. 2015). The 3D
structure of MbdR revealed a conformation similar to that of other TetR family
transcriptional regulators. 3-Methylbenzoyl-CoA, the first intermediate of the cata-
bolic pathway, but not benzoyl-CoA, was shown to interact with MbdR and avoid
binding to the operator region at the target promoters, leading to derepression ofmbd
genes. These results highlight the importance of recruiting the MbdR-based regula-
tory circuit to evolve a distinct central catabolic pathway that is only induced for the
anaerobic degradation of aromatic compounds that generate 3-methylbenzoyl-CoA
as central intermediate (Juárez et al. 2015).

9 Aromatic Compound Responsive Regulators of the BzdR
Subfamily

The BzdR-like proteins (Table 1) constitute a new subfamily of aromatic transcrip-
tional regulators belonging to the widely distributed HTH-XRE family of transcrip-
tional regulators that includes the well-known Cro and cI lambda repressors. BzdR is
the transcriptional repressor of the bzd cluster responsible for the anaerobic catab-
olism of benzoate in Azoarcus strains (Barragán et al. 2005). The BzdR protein
exhibits two domains separated by a linker region, i.e., the N-terminal domain with a
tetra-helical HTH-DNA-binding motif similar to that of the lambda repressor and the
C-terminal domain similar to shikimate kinases (Barragán et al. 2005). Benzoyl-
CoA, the first intermediate of the anaerobic benzoate degradation pathway, is the
effector molecule of BzdR. Benzoyl-CoA interacts with the C-terminal domain of
BzdR and prevents the binding of this protein to the three operator regions of the
target PN promoter without affecting its oligomeric state. The linker region of BzdR
is required to transfer the conformational changes induced by benzoyl-CoA to the
DNA-binding domain. The predicted structures of the respective N- and C-terminal
domains could be fitted into a 3D reconstruction of the BzdR homodimer obtained
by electron microscopy (Durante-Rodríguez et al. 2010). BzdR has been proposed as
a model to study the evolution of transcriptional regulators. In this sense, an active
BzdR-like regulator was engineered by fusing the DNA-binding domain of BzdR to
the shikimate kinase I of E. coli, supporting the notion that an ancestral shikimate
kinase domain could have been involved in the evolutionary origin of BzdR
(Durante-Rodríguez et al. 2013). On the other hand, the C-terminal domain of
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BzdR has been fused to the N-terminal domain of CI protein of the lambda phage to
design a chimeric regulator, termed Qλ, able to reprogram the lytic/lysogenic lambda
phage decision according to the intracellular production of benzoyl-CoA in E. coli
(Durante-Rodríguez et al. 2016).

BoxR is a transcriptional repressor of the box genes involved in the aerobic hybrid
pathway to degrade benzoate via coenzyme A derivatives in bacteria (Valderrama
et al. 2012). The BoxR protein shows a significant sequence identity to BzdR. In
Azoarcus sp. CIB, the paralogous BoxR and BzdR regulators act synergistically to
assure a tight repression of the bzd and box genes in the absence of the common
intermediate and inducer molecule benzoyl-CoA. Moreover, the observed expres-
sion of the box genes under anaerobic conditions (Valderrama et al. 2012) may
constitute an alternative oxygen-scavenging mechanism when the cells face
low-oxygen tensions that could inactivate the highly oxygen-sensitive anaerobic
reductase and also a strategy to rapidly shift to the aerobic degradation if oxygen
levels become high.

10 Aromatic Compound Responsive Regulators of the GntR
Family

The proteins of the GntR superfamily are 239–254 amino acids long and share a
similar N-terminal wHTH DNA-binding domain. This output domain is coupled to
the C-terminal effector-binding and oligomerization domain that responds to a range
of stimuli in the form of different small molecules. The C-terminal domain imposes
steric constraints on the DNA-binding domain, hence influencing the HTHmotif and
thus playing an important role in regulation (Hoskisson and Rigali 2009, Suvorova
et al. 2015). The structural data show that FadR from E. coli and AraR from
B. subtilis bind as dimers to the target DNA through their N-terminal domains, but
only few base pairs are specifically recognized within the complex (van Aalten 2001,
Xu et al. 2001, Jain and Nair 2012).

There are some GntR family members related with aromatic catabolic pathways
(Table 1). Most of them behave as repressors in the absence of effector with the
exception of BphR1 (Orf0) of P. pseudoalcaligenes KF707 which acts as a repressor
of salicylate catabolic genes but activates its own expression and that of biphenyl
catabolic genes (Fujihara et al. 2006). The repressors PhcS and AphS regulate the
expression of the phenol degradation genes in Comamonas testosteroni strains R5
and TA441, respectively (Arai et al. 1999; Teramoto et al. 2001). The VanR protein
represses the vanillate demethylase (vanAB) genes in A. baylyi ADP1 and in diverse
Pseudomonas strains (Morawski et al. 2000). Expression of the vanAB operon is
repressed by VanR and induced by vanillate as well as, to a smaller degree, by its
reduced derivatives vanillin and vanillyl alcohol in Caulobacter crescentus
(Thanbichler et al. 2007). BphS controls the biphenyl degradation in Ralstonia
eutropha A5 (Mouz et al. 1999) and Pseudomonas sp. strain KKS102 (Ohtsubo
et al. 2001). CarRJ3 protein binds to two operator sequences (TtGTAGAACAA)
in the absence of its inducer, which was identified as 2-hydroxy-6-oxo-6-
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(200-aminophenyl)hexa-2,4-dienoate, an intermediate of the carbazole degradation
pathway, and represses the car operon in Janthinobacterium sp. 13 (Miyakoshi
et al. 2006).

PaaX-like regulators are transcriptional repressors that control phenylacetic acid
degradation gene clusters in several Proteobacteria (García et al. 2000; del Peso-
Santos et al. 2006). Since they are bigger and do not show a significant sequence
similarity with other members of the GntR family, they may constitute a new GntR
subfamily. The PaaX repressor from E. coli recognizes the operator palindromic
sequence (TGATTC-N26–28-GAATCa) (Ferrández et al. 2000; Galán et al. 2004;
Kim et al. 2004). Phenylacetyl-CoA specifically inhibited binding of PaaX to the
target sequences, confirming the first intermediate of the pathway as the true inducer
(Ferrández et al. 2000). Whereas the mechanism of repression of PaaX on the
regulatory Px and the catabolic Pz promoters involves competition with the RNAP
binding, the catabolic Pa promoter appears to be controlled by PaaX at a later stage
of the transcription initiation process (Fernández et al. 2013). The PaaX repressor
links the catabolism of aromatic compounds with the metabolism of penicillins since
it is also a repressor of the pac gene encoding the penicillin G acylase (Galán et al.
2004). A role for the PaaX regulator in repressing the expression of the sty genes for
the catabolism of styrene in Pseudomonas sp. Y2 has been reported, suggesting that
PaaX is a major regulatory protein in the phenylacetyl-CoA catabolon through its
response to the levels of this central metabolite (del Peso-Santos et al. 2006).
Crystallization and preliminary X-ray diffraction studies on some PaaX-like regula-
tors have been reported (Rojas-Altuve et al. 2011). In E. coli, the paaX gene is
co-transcribed with paaY, which encodes a thioesterase, forming a regulatory
operon. The PaaY protein is necessary for the efficient degradation of phenylacetate
in E. coli, and two different roles for this protein can be envisioned. At the metabolic
level, PaaY helps to prevent that phenylacetic acid catabolism might collapse cell
growth by hydrolyzing some CoA derivatives whose accumulation may lead to the
inhibition of the first steps of the paa pathway (Teufel et al. 2012). Moreover, PaaY
plays a second role by facilitating the induction of the paa genes likely by its
thioesterase activity that reduces the amount of some CoA-derived intermediate
(s) originated during the catabolism of PA and that may behave as antagonists of
the effect caused by the phenylacetyl-CoA inducer molecule on the PaaX repressor.
This regulatory function mediated by PaaY constitutes an additional regulatory
checkpoint that makes the circuit that controls the transcription of the paa genes
more complex than previously anticipated, and it could represent a general strategy
present in most bacterial paa gene clusters that also harbor the paaY gene (Fernández
et al. 2013).

MeqR2 is a PaaX-type transcriptional repressor involved in the regulation of the
genes responsible of quinaldine catabolism in Arthrobacter sp. strain Rue61a.
MeqR2 forms a dimer in solution and binds to a palindromic operator whose core
sequence (TGACGNNCGTcA) does not resemble that of PaaX operators. As some
other GntR family regulators, such as PaaX and FadR that bind CoA thioesters,
MeqR2 shows a high specificity for anthraniloyl-CoA, a downstream metabolite of
the Meq pathway for quinaldine degradation, as effector. A binding stoichiometry of
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one effector molecule per MeqR2 monomer and a high affinity (KD of 22 nM) were
determined (Niewerth et al. 2012).

11 Aromatic Compound Responsive Regulators of the MarR
Family

MarR-type regulators are relatively small proteins (148–196 amino acids), and their
3D structures reveal a common triangular shape with a wHTH-DNA-binding motif.
These transcription factors are typically homodimers and bind to palindromic DNA
operators located within the target promoters. In most cases, in the absence of ligand,
apo-MarR proteins bind to specific DNA operators, and upon ligand binding they
show diminished DNA affinity. Usually, MarR regulators are promiscuous and can
accommodate a variety of aromatic ligands with not very high affinity (Grove 2013;
Kim et al. 2016).

Some members of this family are involved in specific responses to aromatic
compounds (Table 1). HpaR is the transcriptional repressor of the
3,4-dihydroxyphenylacetate (homoprotocatechuate) hpa cluster of E. coli W. The
hpaR gene is located upstream and divergently oriented with respect to the catabolic
operon. HpaR negatively regulates not only the expression of the hpa-meta operon
but also its own expression, with homoprotocatechuate, 4-hydroxyphenylacetate,
and 3-hydroxyphenylacetate being the inducer molecules (Galán et al. 2003). Two
DNA operators, OPR1 and OPR2, have been identified in the intergenic region
located between the hpa-meta operon and the hpaR gene. The binding of HpaR to
OPR2 displays a clear cooperativity with OPR1 binding (Galán et al. 2003). The
CbaR repressor controls the cbaABC operon of plasmid pBRC60 required for
chlorobenzoate degradation in C. testosteroni BR60. 3-Chlorobenzoate and pro-
tocatechuate are effectors for CbaR, with their binding leading to derepression
(Providenti and Wyndham 2001). NbzR is a repressor that regulates the nbz operon
for aminophenol degradation encoded on plasmid pNB1 of P. putida HS12, but the
chemical inducer for the pathway has not yet been identified (Park and Kim 2001).

HcaR is the repressor of the hca genes responsible for hydroxycinnamates
degradation in A. baylyi ADP1, with hydroxycinnamoyl-CoA thioesters being the
effector molecules (Parke and Ornston 2003). The crystal structure of the apo-HcaR
protein was recently determined in complexes with hydroxycinnamates and a spe-
cific 23-bp palindromic DNA operator. HcaR appears to be a tetramer, a dimer of
dimers, in solution, and each dimer binds separate DNA-binding sites (hca1 and
hca2) using probably a DNA-loop formation mechanism that interferes with RNAP
binding. HcaR recognizes four different ligands, i.e., ferulate, p-coumarate, vanillin,
and 3,4-dihydroxybenzoate (which are substrate, intermediates, and products of
ferulic acid processing by hca gene products) using the same binding site and
rendering this repressor unproductive in recognizing a specific DNA target. These
studies are consistent with a mechanism of HcaR derepression based on stabilization
of a compact protein conformation that is unproductive in recognizing and binding a
specific DNA operator (Kim et al. 2016).
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CouR (FerC, FerR) regulates p-hydroxycinnamates (e.g., ferulate, p-coumarate)
catabolism in different bacteria such as Sphingobium sp. SYK-6 (Kasai et al.
2012), R. palustris (Hirakawa et al. 2012), P. fluorescens (Calisti et al. 2008),
and R. jostii RHA1 (Otani et al. 2015). In these repressors, DNA binding is
abolished by p-hydroxycinnamoyl-CoA, the first metabolite of the pathway, allo-
wing expression of the catabolic cou genes. Recent structural data with the CouR
protein from R. jostii RHA1 establish that the CouR dimer binds two p-coumaroyl-
CoA molecules in nonequivalent configuration, but this ligand binding did not lead
to a significant conformational change in the repressor. Interestingly, the anionic
bulky CoA moiety of p-hydroxycinnamoyl-CoA prevents the binding of DNA by
steric occlusion of key DNA-binding residues and charge repulsion of the DNA
backbone (Otani et al. 2015). In R. palustris, p-coumarate is not only a carbon
source but the precursor of an unusual acyl-homoserine lactone (HSL) quorum-
sensing signal, p-coumaroyl-HSL. A quantitative proteome and microarray study
suggested that at least 40 genes and their encoded proteins are upregulated during
growth on p-coumarate compared to succinate. Some of these genes are regulated
by p-coumaroyl-HSL and the transcription protein RpaR, and others are regulated
by CouR. In this bacterium, CouR controls not only the expression of couAB genes
for p-coumarate degradation but also transport systems that are likely involved
in the uptake of p-coumarate and structurally related compounds into cells
(Phattarasukol et al. 2012).

PcaV is a MarR family regulator that represses transcription of genes encoding
the central β-ketoadipate pathway in Streptomyces coelicolor. Structural data
revealed that PcaV binds the β-ketoadipate pathway substrate protocatechuate with
a high affinity and in a 1:1 stoichiometry, leading to a change in protein conforma-
tion incompatible with DNA binding. PcaV exhibits an unusually high degree of
ligand selectivity and is one of the few MarR homologues incapable of binding
salicylate. The Arg15 residue is critical for coordinating the protocatechuate ligand
and plays a key role in binding DNA, thus functioning as a gatekeeper residue for
regulating PcaV transcriptional activity (Davis et al. 2013).

GenR is a MarR-type transcriptional regulator that, in the absence of effectors,
represses the gen cluster encoding the gentisate pathway in Comamonas testosteroni
CNB-1. When effectors such as gentisate, 3-hydroxybenzoate, and benzoyl-CoA are
present, the GenR protein is released from its DNA-binding site, and the repression
of transcription is abolished. The finding that benzoyl-CoA can be recognized as
GenR effector explains why the gentisate dioxygenase was induced when CNB-1
grew on benzoate using the box aerobic hybrid pathway that activates benzoate to
benzoyl-CoA (Chen et al. 2014). IacR regulates negatively the iac genes responsible
for indole-3-acetate catabolism in Acinetobacter baumannii, being this aromatic acid
the potential effector that induces iac expression (Shu et al. 2015). BadR has been
recently reassigned as a repressor that controls the genes involved in cyclohexane-
carboxylate degradation in R. palustris. Some of these genes are also involved in
the anaerobic degradation of benzoate. 2-Ketocyclohexane-1-carboxyl-CoA, an
intermediate of cyclohexanecarboxylate degradation, interacts with BadR to abro-
gate repression (Hirakawa et al. 2015).
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In P. putida the NicR repressor controls three nicotinic acid inducible catabolic
operons, i.e., nicAB, encoding the upper pathway that converts nicotinic acid into
6-hydroxynicotinic acid, nicCDEFTP, and nicXR operons, responsible for channel-
ing the latter to the central metabolism, which are driven by the Pa, Pc, and Px
promoters, respectively (Jiménez et al. 2011). The nicR regulatory gene encodes a
MarR-like protein that represses the activity of the divergent Pc and Px promoters
being 6-hydroxynicotinic acid the inducer molecule. An additional gene, nicS, which
is associated to the nicAB genes in the genomes of different γ- and β-Proteobacteria,
encodes a TetR-like regulator that represses the activity of Pa in the absence of the
nicotinic/6-hydroxynicotinic acids as inducers. The nicotinic acid regulatory circuit
in P. putida has evolved an additional repression loop based on the NicR-dependent
cross regulation of the nicS gene, thus assuring a tight transcriptional control of the
catabolic genes that may prevent depletion of nicotinic acid (vitamin B3) when
needed for the synthesis of essential cofactors (Jiménez et al. 2011).

12 Aromatic Compound Responsive Regulators that Belong
to Other Families

BadM is a member of the Rrf2 family of transcription factors that acts as a repressor
of the bad genes involved in the anaerobic degradation of benzoate in R. palustris. In
vivo data suggest that benzoate- or benzoyl-CoA is the effector for BadM (Hirakawa
et al. 2015). Another aromatic compound responsive regulator of the Rrf2 family is
the BgeR protein that represses expression of the bamA gene encoding the hydrolase
for the ring-cleavage step during the anaerobic degradation of benzoate inGeobacter
bemidjiensis. It was suggested that BgeR plays a key role in regulating the genes
involved in the anaerobic degradation of aromatic compounds in Geobacter species
(Ueki 2011).

The PadR-type regulators contain a wHTH domain with about 80–90 residues
that is responsible for the binding to target DNA. The variable C-terminal domain in
PadR-like proteins is involved in dimerization through a leucine zipper-like struc-
ture. In Corynebacterium glutamicum the van operon involved in vanillate degrada-
tion is regulated by VanR, a PadR-type repressor. VanR forms a dimer and binds
cooperatively to two overlapping 24-bp inverted repeats of the target promoter,
being vanillate the effector molecule that avoids formation of the protein-DNA
complex. It is proposed that VanR-DNA complexes contain two VanR dimers at
the VanR operator (Morabbi Heravi et al. 2014).

13 Research Needs

While catabolism of aromatic compounds is relatively well conserved in different
organisms, gene regulation shows a wider diversity, and therefore, the whole under-
standing of the complex regulatory network that controls the expression of the genes
involved in a particular degradation pathway is a challenging task. A large number of
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aromatic sensing transcriptional regulator sequences have been deposited in data-
bases, but their structure and function remain unknown for most of them. On the
other hand, the available metagenomic libraries are a source of still unknown
aromatic regulators. Substrate-induced gene expression (SIGEX) is a promoter
trap method based on single-cell sorting of clones from a plasmid library using
flow cytometry, where transcriptional regulators are identified by the increased
expression of a downstream fluorescent reporter gene in the presence, but not in
the absence, of an inducing compound. Using SIGEX of a metagenomic library,
several transcriptional regulators with different compound specificities and induction
rates have been successfully identified (Uchiyama and Miyazaki 2013, Meier et al.
2015). However, SIGEX is limited in several important ways, e.g., distal location of
the regulators from the target promoters, library sizes, the substrate of a pathway is
not always the cognate inducer, etc., and there is a need for novel methods and
strategies for high-throughput screening of aromatic regulators.

A structural understanding of effector binding to a regulatory protein and the
molecular mechanisms by which ligands affect derepression/activation at the target
promoter is critical. Recent advances in identifying ligand-binding pockets in some
regulators may furnish a tool toward identifying the ligands for homologous regu-
lators for which the effector remains unknown. The biological role of antagonists
modulating the effect of the agonists (effectors) on the cognate regulators when
bacteria are exposed to complex mixtures of aromatic substrates should be also
addressed. The characterization of novel modulators that fine-tune the activation of
the specific regulators, e.g., by preventing gratuitous induction, requires further
studies. An obvious question still unanswered is why the regulatory proteins have
evolved so divergently despite regulating very similar pathways for degradation of
similar compounds.

The complex regulatory network underlying the hierarchical use of aromatic
compounds when bacteria grow in mixtures of these carbon sources in the environ-
ment needs to be unraveled. Moreover, the ecophysiological meaning of the diver-
sity found in the regulation of the hierarchical utilization of aromatic compounds
among closely related strains sharing ecological niches should be addressed. In this
sense, a more complete view of the molecular mechanisms underlying carbon
catabolite repression and, in general, other ways of global regulation that sense the
physiological status of the cell and overtake the effector-specific regulation of a
particular aromatic catabolic pathway should be explored further. Then, computa-
tional tools should be used to study the logic structure of the intricate regulatory
networks and to formalize it as a digital circuit by converting all known molecular
interactions into binary logic operations (logicome) (Silva-Rocha et al. 2011). The
integration of future regulatory models with the current genome-scale metabolic
models should be a further step for a more accurate in silico reconstruction of
bacterial metabolism. On the other hand, it is currently known that microbial
populations exploit metabolic diversification of single cells to achieve phenotypic
diversity and survive to unpredictable adverse changes in environmental conditions.
Studying the regulatory circuits that drive gene expression in individual cells is,
therefore, warranted.
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From a biotechnology point of view, the in vitro evolution or de novo synthesis of
new regulators exhibiting novel specificities and effector-binding affinities is an
interesting way to track the evolutionary roadmap of these proteins and to engineer
new synthetic regulatory circuits or to develop genetic traps to survey new enzy-
matic activities in metagenomic libraries.

In summary, a deeper understanding of the complex regulatory network that
controls aromatic metabolism will pave the way for the forward engineering of
bacteria as efficient biocatalysts for bioremediation of chemical waste and/or bio-
transformation to biofuels and renewable chemicals, for detection of toxic molecules
(biosensors), and for biomedical applications.
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Abstract
Efflux pumps were found to be the most efficient mechanism of hydrocarbon
tolerance in several bacterial strains resistant to solvents and other toxic chemicals.
This involves an energy-dependent process that ensures the active removal of toxic
compounds from the bacterial cytoplasm to the external medium. In order to
achieve the maximal response of the process, regulatory networks of RND efflux
pumps (resistance-nodulation-cell division family of bacterial transporters) are
complex and modulated by the simultaneous coordination of many transcription
factors in response to perturbations and cellular states. Several studies in the
literature report the identification and molecular characterization of regulatory
genes of RND efflux pumps, acting as global or specific regulators, activating or
repressing transcription. In this sense, the main objective of this chapter is to
provide a general view of the regulatory networks used by bacteria to modulate
the response to toxic hydrocarbons mediated by efflux pumps. We also explore
conceptual properties that remain conserved in different regulatory systems and
outline common principles of RND regulation in gram-negative bacteria.

1 Introduction

Bacteria have been exposed during evolution to aromatic hydrocarbons since they
have been present in the environment for millions of years as they are the products of
the natural pyrolysis of organic material (Dagley 1971). Additionally, different
natural toxic compounds with related structures (such toxins, secondary metabolites,
or antibiotics, to cite some) also have been part of the ambient to which microor-
ganisms have been exposed. One-ring aromatic compounds such as benzene,
xylenes, ethylbenzene, and toluene have a logPow (logarithm of the octanol/water
partition coefficient, normally used to quantify hydrophobicity) of 2.5–3.5 and are
thus toxic for microorganisms and other living cells because they partition prefer-
entially in the cytoplasmic membrane, disorganizing its structure and impairing vital
functions (Sikkema et al. 1995). In this context, microorganisms have developed
different strategies to detoxify or eliminate these compounds (Ramos et al. 2002).
Some strategies are directed to prevent the entrance of toxic compounds into the
cells, such as the rigidification of the cell membrane via alteration of the phospho-
lipid composition or alteration of the cell surface (Heipieper et al. 1992; Junker and
Ramos 1999). On the other hand, energy-dependent processes ensure the active
removal of recalcitrant compounds from the bacterial cytoplasm (or inner part of the
cytoplasmic membrane) to the external medium by using efflux pumps (Ramos et al.
2002). The latter mechanism was found to be the most efficient hydrocarbon
tolerance system in several strains resistant to solvents and other toxic chemicals
(Inoue et al. 1991; Isken and De Bont 1996; Aires et al. 1999). Both members of the
resistance-nodulation-cell division (RND) family of bacterial transporters and the
ATP-binding cassette (ABC) transporter family have been associated to hydrocarbon
tolerance (Kim et al. 1998; García et al. 2010).
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Several families of transcriptional regulators have been shown to be involved in
the regulation of RND efflux pumps conferring resistance to aromatic and aliphatic
hydrocarbons (Ramos et al. 2002; Terán et al. 2003). In addition, numerous exam-
ples in the literature report the identification and molecular characterization of these
regulatory genes, acting as global or specific regulators, activating or repressing
transcription. Therefore, in this chapter we provide a broad view of the complex
regulatory networks used by bacteria to modulate the response to toxic hydrocarbons
mediated by efflux pumps, with special emphasis in the common principles of the
regulatory systems most extensively studied in the literature.

2 Efflux Pumps that Increase Hydrocarbon Tolerance

Hydrocarbon compounds cover a vast number of molecules with different aromatic
and aliphatic structures, and some of these compounds are toxic to living organisms.
Environmentally the most significant are hydrocarbon alkanes, main components of
fossil fuels; organic solvents such as benzene, toluene, ethylbenzene, and xylenes
(BTEX) are the most harmful to microorganisms (Fillet et al. 2012). The main
mechanism used by microorganisms to overcome this toxicity is the efflux systems,
generally named multidrug resistance pumps (MDR pumps). Additionally, these
pumps are responsible for the extrusion of a broad range of compounds, such as
antibiotics, heavy metals, free fatty acids, and organic solvents (Jones et al. 2015).

Multidrug resistance efflux pumps are found in a large number of prokaryotic and
eukaryotic organisms. In bacteria, efflux pumps are prevalent in gram-negatives, and
they are classified into five families: (i) major facilitator superfamily (MFS), (ii) the
small multidrug resistance (SMR) family, (iii) the multidrug and toxic compound
extrusion (MATE) family, (iv) the resistance-nodulation-cell division (RND) super-
family, and (v) the ATP-binding cassette (ABC) superfamily. These pumps use
different energy sources. For instance, the RND, MSF, and SMR couple substrate
extrusion to proton-motive force; in other words, these pumps are dependent on the
pH gradient. Pumps belonging to the ABC superfamily use ATP hydrolysis as
energy source, whereas MATE pumps are driven by Na+/H+ for extrusion of
compounds (Putman et al. 2000).

The RNDmembers are the main efflux pumps involved in gram-negative bacteria
to provide hydrocarbon tolerance (Fernandes et al. 2003). These pumps consist of a
trimeric system: (i) an inner membrane transporter operating as an energy-dependent
pump, (ii) an outer membrane channel, and (iii) a membrane fusion protein. Several
examples in the literature showed the relevance of the RND transporters for the
tolerance to hydrocarbons (see the next section). Additionally, efflux pumps belong-
ing to the ABC superfamily involved in hydrocarbon tolerance mechanisms have
also been described in gram-negative bacteria. For instance, in Escherichia coli, the
MsbA pump is involved in the extrusion of isoprenoids, and its overexpression
increases two- to fourfold the extrusion of these molecules in a strain that produces
zeaxanthin, canthaxanthin, and β-carotene (Doshi et al. 2013). In Pseudomonas
putida DOT-T1E, although the TtgGHI efflux pump (RND family) is the main
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responsible for the high solvent tolerance of this strain, the TtgABC transporter
(ABC superfamily) is also involved in toluene tolerance (García et al. 2010).

Even though most of the studies related to hydrocarbon tolerance mediated by
efflux pumps were carried out in gram-negative bacteria, some studies show that
gram-positives such as strains belonging to the genera Staphylococcus, Bacillus,
Rhodococcus, and Arthrobacter have also developed similar mechanisms (Sardessai
and Bhosle 2002; Truong-Bolduc et al. 2014; Alnaseri et al. 2015). This is the case of
the pathogenic strain Staphylococcus aureus USA300. This bacterium colonizes
human skin and is the cause of some human infections that conduce to abscess
formation. When S. aureus USA300 is exposed to antimicrobial fatty acids on the
skin, an efflux pump named FarE promotes the extrusion of antimicrobial fatty acids,
conferring in this way tolerance to these compounds (Alnaseri et al. 2015). Addi-
tionally, the expression of FarE in S. aureus USA300 is strongly induced by the
presence of arachidonic and linoleic acids (Alnaseri et al. 2015). In general, these
findings demonstrated that efflux pumps are not only very relevant for the resistance
of microorganism to environmental injuries but also play major roles in the increase
in antibiotic resistance in clinically relevant strains.

3 Regulatory Networks Involved in Hydrocarbon
Efflux Pump

Regulatory networks of RND efflux pumps in bacteria are complex and modulated
by the simultaneous coordination of many transcription factors in response to
perturbations and cellular states. The combined analysis of some RND systems
belonging to E. coli, Salmonella sp., Pseudomonas aeruginosa, and P. putida
revealed that although the components of the RND regulatory system may differ
between phylogenetic groups, many conceptual properties remain conserved. In this
section of the chapter, we explore those properties and outline common principles of
RND regulation in gram-negative bacteria.

3.1 An Overview of HAE-RND Pumps in E. coli, Salmonella sp.,
and P. aeruginosa

In gram-negative bacteria, most of the multidrug resistance efflux pumps related to
hydrophobic and amphiphilic transport (e.g., antibiotics, biocides, and hydrocar-
bons) are from the hydrophobe-amphiphile efflux-1 (HAE1) subdivison of the RND
superfamily (Saier and Paulsen 2001). In E. coli, the best characterized HAE-RND
efflux pumps are the orthologues of the acriflavine resistance (Acr) group
(Ma et al. 1993): acrB-acrAB operon (Murakami et al. 2002, 2006; Das et al.
2007; Nikaido 2009; Pos 2009), acrD-single gene (Rosenberg et al. 2000; Nishino
and Yamaguchi 2001; Aires and Nikaido 2005), and acrF-acrEF operon (Ma et al.
1993; Nishino and Yamaguchi 2001; Lin et al. 2005). The acrAB operon, which
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encodes the AcrA membrane fusion protein (MFP) and the AcrB inner membrane
transporter (IMT), together with the tolC gene, which encodes for the outer mem-
brane protein (OMP), provides the three components of the RND pump (Ma et al.
1995). Those genes are induced by different types of stress (i.e., osmotic, ethanol, or
entrance into stationary phase) and are independently transcribed from the local
regulator AcrR (Ma et al. 1995, 1996). Furthermore, multiple studies have shown the
importance of MarA, SoxS, and Rob global regulators in the expression of acrAB/
tolC genes (Ma et al. 1995; Sulavik et al. 1995; Okusu et al. 1996; Tanaka et al.
1997; White et al. 1997; Alekshun and Levy 1999), suggesting a complex network
of regulatory signals for the induction of this system.

Analogous to the structure and regulation of its E. coli homolog, the Salmonella
sp. AcrAB-TolC system is controlled through several regulatory pathways, such as
AcrR, MarA, and SoxS (Koutsolioutsou et al. 2001; Randall and Woodward 2001;
Eaves et al. 2004; Li and Nikaido 2009; Zheng et al. 2009). A recent study also
showed that the expression level of the acrB, acrD, and/or acrF gene was increased
when one or multiple acr genes were deleted (Blair et al. 2015), and this observation
was similar to the situation found among the mex genes of P. aeruginosa (Li et al.
2000). Another gene locus, ramRA, that is widespread in Enterobacteriaceae except
E. coli, also significantly influences the expression of not only acrAB but also acrEF
and mdtABC in Salmonella (Li and Nikaido 2009; Zheng et al. 2009; Bailey et al.
2010; Baucheron et al. 2014). RamR is a TetR repressor and can be inhibited by
multiple agents (Yamasaki et al. 2013), allowing the expression of ramA that serves
as a small activator protein to the acrAB operon (Nikaido et al. 2008; Sun et al. 2011;
Lawler et al. 2013; Baucheron et al. 2014). A recent review also highlighted the role
of RamRA in the regulation of acrAB (Piddock 2014).

P. aeruginosa PAO1 has 12 RND efflux pumps described in its genome, and the
ones known as multidrug efflux (Mex) are homologs to the E. coli AcrAB. The
pattern of organization of themex genes is very similar to the one observed in E. coli,
consisting of one local regulator – like the MexT activator – upstream the mex pump
operon. However, in contrast to E. coli, the tripartite efflux pump genes are usually
clustered in a single operon. From the 12 RND systems, four have been already well
characterized due to their clinical importance: MexAB-OprM (Poole et al. 1993),
MexCD-OprJ (Poole et al. 1996a), MexEF-OprN (Köhler et al. 1997), and MexXY
(Mine et al. 1999). Among these, both MexAB-OprM and MexXY-OprM seemed to
contribute to the intrinsic multidrug and hydrocarbon resistance in wild-type
P. aeruginosa PAO1 (Li et al. 1995; Yoneyama et al. 1997; Aires et al. 1999; Masuda
et al. 2000; Morita et al. 2001). Whereas MexAB-OprM is a constitutive pump, the
MexXY pump is induced by subinhibitory concentrations of its substrates, such as
tetracycline and gentamicin (Masuda et al. 2000). The MexCD-OprJ and MexEF-
OprN pumps seem to be functional only in mutants of nfxB and nfxC, respectively,
and contribute to an increased resistance to many antimicrobial agents and organic
solvents (Hirai et al. 1987; Fukuda et al. 1995; Poole et al. 1996a; Köhler et al. 1997).
Furthermore, a complex network of global and local regulators (Li et al. 2015) controls
the expression levels of each Mex system in a dependent and coordinated way, as
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evidenced by the decreased expression of specific pumps in response to an increased
expression of other Mex paralogs in P. aeruginosa (Li et al. 2000).

3.2 General Genetic Architecture of RND Systems

As mentioned before, the RND genes are usually organized as clusters and found in
multiple paralogs in the genomes of gram-negative bacteria (Li and Nikaido 2004,
2009; Martinez et al. 2009; Nikaido 2011; Alvarez-Ortega et al. 2013; Li et al. 2015).
Examples for this are the Acr systems of E. coli (Anes et al. 2015), Mex systems of
P. aeruginosa (Schweizer 2003; Lister et al. 2009), and Ttg systems of P. putida
(Ramos et al. 2015). Each cluster is usually comprised by one local regulator
upstream the RND operon, being both divergently transcribed.

Adjacent transcription regulators (Aires et al. 1999) or two-component systems
(BrlR-SagS) tightly regulate the expression of the MDR operons in P. aeruginosa
(Gupta et al. 2013). Regulatory cross talks, in which local regulators can modify the
expression of distant operons, can be observed in the promiscuous regulators AcrS
(Hirakawa et al. 2008), MexT (Maseda et al. 2004; Uwate et al. 2013), and TtgV/
TtgT paralogs (Terán et al. 2007) from E. coli, P. aeruginosa, and P. putida,
respectively.

The genes encoding RND operons usually follow a particular transcriptional
order, being the membrane fusion protein (MFP) the first gene, followed by the
inner membrane transporter (IMT) and the outer membrane protein (OMP). In some
cases, the operon lacks the OMP gene, and the pump uses a protein that is encoded
by another operon (for instance, in the MexJK-OprM system of P. aeruginosa)
(Chuanchuen et al. 2002) or an independent gene (e.g., tolC in E. coli) (Nishino
et al. 2003). However, despite the degree of cluster fragmentation, genes composing
the same RND pump share the same transcription regulators (Li et al. 2015).

From an evolutionary perspective, the conservation of multiple RND operons in
gram-negative bacteria could be linked to an increase in their resilience against
environmental perturbations by functional redundancy (Girvan et al. 2005). Further-
more, as the substrate specificity among RND paralogs is not the same, which was
evidenced directly (Elkins and Nikaido 2002; Anes et al. 2015; Dreier and
Ruggerone 2015) or indirectly, by the study of interactions between effectors and
local regulators (Guazzaroni et al. 2005), the combination of specific stressors,
quorum-sensing molecules, and regulatory cross talks may act as context-dependent
molecular switches for the differential expression of RND systems (Maseda et al.
2004; Hirakawa et al. 2008; Martinez et al. 2009; Wong et al. 2014).

3.3 RND Regulatory Networks Are Multi-hierarchical

Accumulation of toxic organic solvents in the membrane can disrupt its structure,
allowing the leakage of macromolecules and the malfunction of membrane-
associated proteins (Segura et al. 2008). Thus, stressors (such as antibiotics, organic
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solvents, and hydrocarbons) are the key components for the first layer in the
regulatory network (Li et al. 2015). Furthermore, physiological markers for
growth-phase state and cellular density (such as quorum-sensing molecules) can
modulate the system, triggering essential processes as secretion of virulence factors
and biofilm formation (Rahmati et al. 2002; Martinez et al. 2009; Kim et al. 2014).

On a second layer of regulation, the activity of global regulators is modulated by
stressors (see Table 1) (Grkovic et al. 2002; Li and Nikaido 2009). In E. coli, those
regulators can be directly (e.g., Rob, CpxRA, PhoPQ, EvgAS) or indirectly activated
(e.g., antirepressors for MarR and SoxR), allowing the propagation of stress signals
inside the cell (Ma et al. 1995; Li and Nikaido 2004, 2009; Lennen et al. 2012; Li
et al. 2015). Cross talk in the same layer among global regulators is very common as
represented by the interactions between PhoPQ-EvgAS (Eguchi et al. 2011) and
SoxR/SoxS-MarRAB-Rob in E. coli and S. enterica (Duval and Lister 2013).

The third layer of the regulatory network is composed by local regulators of RND
operons (Table 1, Fig. 1) that can be modulated by global regulators and that directly
respond to ligands and various cellular states (Grkovic et al. 2002; Li et al. 2015).
Those ligands usually inhibit the activity of RND local repressors – as observed in
AcrR (Gu et al. 2008), RamRA (Baucheron et al. 2012), MexR (Schweizer 2003),
and TtgV (Guazzaroni et al. 2007a; Ramos et al. 2015) from E. coli, S. enterica,
P. aeruginosa, and P. putida, respectively – and promote the action of local activators
as seen in MexT and MexS from P. aeruginosa (Schweizer 2003). Moreover, in
P. aeruginosa an additional layer of protein antirepressors for local regulators –
ArmR for MexR (Starr et al. 2012) and ArmZ for MexZ (Hay et al. 2013) –
coordinates the expression of mexAB-oprM and mexXY-oprA RND genes.

As a final point, the combination of stressors, global activators, and local regu-
lators modulates a fourth layer in the system: the expression of RND efflux pumps
and the repression of the membrane porin genes related to the influx of toxic
compounds (e.g., OmpF porin in E. coli) (see Fig. 1). As presented before, cross
talk between local regulators and RND operons from different RND systems may
also occur, which depends on the nature of the substrate or cellular states. The
so-called bottom-up interactions (i.e., connections from a lower level of a hierarchy
or process to a higher one; see Fig. 1) are also found at local regulators modulating
the expression of global regulators, as seen in the repression of the SoxR/SoxS and
MarRAB systems by the AcrR repressor protein in E. coli (Li et al. 2015).

Additionally, posttranscriptional and posttranslational layers can be included into
this process when the effects of small RNAs and protein-protein interactions are
considered. In E. coli, the small RNA micF (regulated by the same transcription
factors controlling the acrAB operon) represses the translation of the OmpF porin
(Andersen and Delihas 1990; Delihas and Forst 2001), whereas the small RNA dsrA
represses the global repressor H-NS, acting as a molecular switch for the expression
of specific RND pumps (Nishino et al. 2011). Posttranslational regulation was
observed in the degradation of both MarA and SoxS proteins by the Lon protease
(Griffith et al. 2004) and in the sequestering of MarA by its cognate MarB in E. coli
(Nichols et al. 2011). In P. aeruginosa, modulation of MexR activity by ArmR (Starr
et al. 2012) is also regulated by protein-protein sequestering.
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4 Regulation of Efflux Pumps in P. putida DOT-T1E as a Case
of Study

P. putida DOT-T1E is a peculiar hydrocarbon-tolerant microorganism since it can
grow in the presence of unusually high concentrations of toxic and harmful com-
pounds such as aromatic hydrocarbons (Ramos et al. 1995, 2002). One remarkable
feature of this strain is its capacity of growing in a medium saturated with toluene,
being able to use this toxic hydrocarbon as a sole carbon and energy source through
the induction of the enzymes of the toluene dioxygenase (TOD) catabolic pathway
for the conversion of toluene into Krebs cycle intermediates (Zylstra and Gibson
1989). To survive the deleterious effects of the presence of aromatic hydrocarbons in
the cytoplasm, the coordinated expression of three RND efflux pumps, termed
TtgABC, TtgDEF, and TtgGHI, is of imperative importance (Ramos et al. 2015).
As previously cited, most of the regulatory genes that encode for proteins involved in
the control of the expression of the efflux pumps belonging to the RND family are
located adjacent to the structural genes of the pump, and generally the regulatory
gene is transcribed divergently from the efflux pump operon. Accordingly, the three
transcriptional repressors involved in the regulation of the pumps of the strain
DOT-T1E (called TtgR, TtgT, and TtgV, respectively) show a similar organization
(Segura et al. 2012).

Global Regulators

Local Regulators

RND Efflux Systems
Porin repression

Stressors and Physiological 
states

OMPs RNDs

Fig. 1 Schematic representation of the hierarchical regulatory network of RND efflux systems.
Stressors and cellular states compose the first layer in the system and modulate the activity of both
local and global regulators. Interactions within the same layer are represented by semicircles
(autoregulatory loops) and horizontal bidirectional arrows (cross talks between components).
The vertical arrows represent the direction of interactions between the hierarchical layers. The
output of the system, the coordinated efflux pump response, is represented by the dashed hammer
on the left (repression of OMPs expression) and the dashed arrow on the right (expression of RND
efflux pumps)
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4.1 Identification of the Efflux Pumps Involved in Solvent
Tolerance

The first efflux pump identified in P. putida DOT-T1E to be involved in solvent
tolerance was the TtgABC efflux pump (Ramos et al. 1998). Physiological experi-
ments done with a knockout mutant of the gene encoding for the inner membrane
pump component (the ttgB gene) suggested that this efflux pump was involved in the
noninduced intrinsic tolerance (Ramos et al. 1998). This mutant strain did not
withstand a sudden toluene shock (0.3% vol/vol), and only a small fraction of
cells (about 1 out of 105) survived the shock if preexposed to low toluene concen-
trations. On the basis of this observation, the existence of other efflux pump
(s) involved in toluene extrusion was postulated (Ramos et al. 1998).

Therefore, new studies were directed toward the identification of additional
molecular elements involved in the solvent tolerance phenomena of strain
DOT-T1E. To this end, Mosqueda and Ramos (2000) sequenced upstream from
the toluene dioxygenase (tod) operon of P. putida DOT-T1E and identified three
open reading frames (ttgDEF) that encode for the three components of an efflux
pump sharing homology with other efflux pumps of Pseudomonas. Sudden toluene
shock experiments were done with a knockout mutant of one of the constituents of
the pump (the ttgD gene) that showed the involvement of this efflux pump in solvent
tolerance (Mosqueda and Ramos 2000). However, studies of the expression of the
ttgDEF operon at the transcriptional level revealed that this pump was not expressed
during growth under normal laboratory conditions and demonstrated its inducible
character in the presence of aromatic hydrocarbons (Mosqueda and Ramos 2000). In
this case, toluene shock experiments with ttgD and ttgB knockout mutants showed
that there was still a significant fraction of cells that survived the shock if preexposed
to low toluene concentrations, pointing to the presence of yet another pump.

Finally, a third efflux pump (TtgGHI) was shown to complete the entire mecha-
nism of solvent tolerance in the strain DOT-T1E and was shown to be responsible for
the phenotype of high resistance, since this pump plays a major role in solvent
removal (Rojas et al. 2001). In contrast to knockout mutants of the other efflux
pumps that were still able to survive the toluene shock to different levels, a knockout
mutant of the TtgGHI efflux pump was unable to survive the toluene shock regard-
less of the growth conditions (Rojas et al. 2001), suggesting that this efflux pump is
involved in intrinsic as well as inducible resistance to organic solvents. Interestingly,
subsequent studies showed that the operon encoding for the structural genes of this
efflux pump and its regulator TtgV were located on the large self-transmissible
plasmid pGRT1 (Rodríguez-Herva et al. 2007).

4.2 Study of the Transcriptional Repressors Involved
in the Regulation of the Pumps

Regardless of the high amino acid sequence similarity of each of the efflux pumps
identified in strain DOT-T1E, the substrate profiles of the three toluene efflux pumps

11 Transcriptional Regulation of Hydrocarbon Efflux Pump Expression in. . . 189



seem to be different. Several in vivo and in vitro experiments showed that the TtgABC
pump recognizes a wide range of hydrocarbons, antibiotics, and secondary plant
metabolites (Duque et al. 2001; Rojas et al. 2001; Terán et al. 2006), whereas the
TtgDEF and TtgGHI pumps mainly efflux hydrocarbons (Rojas et al. 2001;
Guazzaroni et al. 2005). However, the complex response to hydrocarbon exposure is
only reached by the coordinated expression at transcriptional level of the chromosomal
(ttgABC and ttgDEF) and the plasmid-encoded ttgGHI operons (Ramos et al. 2015).

The transcriptional repressor TtgR (Terán et al. 2003), which belongs to the TetR
family, controls the expression of the operon ttgABC (Rojas et al. 2001), whereas the
IclR-type repressors TtgT and TtgV (both sharing 63% amino acid sequence iden-
tity) regulate the expression of operons for the other two pumps (Rojas et al. 2003;
Terán et al. 2007; Guazzaroni et al. 2007b).The three regulatory systems were widely
studied aiming to unravel the molecular bases involved in DNA-protein recognition
and effector modulation. By using several in vivo and in vitro approaches, including
biophysical techniques such as atomic force microscopy (AFM), isothermal titration
calorimetry (ITC), and analytical ultracentrifugation (AUC), it was possible to
establish important features of the molecular mechanisms related to
DNA-regulator interactions, effector-regulator interactions, and intramolecular sig-
nal transmission (Guazzaroni et al. 2005, 2007a, b; Terán et al. 2006, 2007).The
three repressor proteins function by the same ligand-induced derepression mecha-
nism. In the absence of effector molecules, they bind to the �10/�35 region of their
respective promoter thereby preventing transcriptional initiation by the RNA poly-
merase. In the presence of hydrocarbons (or other effector molecules) in the cyto-
plasm, binding of small effector molecules results in the release of the DNA-bound
repressor allowing RNA polymerase binding and consequent transcription of the
genes encoding the pump components (Rojas et al. 2003; Guazzaroni et al. 2004).

Remarkably, regulation of the two efflux pumps mainly involved in tolerance of
both aliphatic and aromatic hydrocarbons (i.e., TtgDEF and TtgGHI) was shown to
be cross regulated by TtgT and TtgV, with TtgV being predominant for both
operons (Terán et al. 2007). However, TtgT and TtgV have similar but not identical
effector profiles (Terán et al. 2007). In addition, it is important to highlight that the
regulatory activity of TtgT is only detectable in a TtgV-deficient background
(Terán et al. 2007). This latter molecular scenario could be feasibly reached in
nature in the case of the loss of the ttgV harboring plasmid pGRT1 that occurs
under nonselective environmental conditions. Moreover, in the presence of TtgT-
specific effectors, the chromosomally encoded TtgT repressor should gain a key
role in the modulation of the TtgDEF efflux pump expression. In this sense, authors
suggest that the presence of both proteins would allow the recognition of a wider
range of effector molecules than when only one of them was present, which certainly
represents an evolutionary advantage (Terán et al. 2007). Moreover, authors highlight
that this is an interesting example of evolution of a simple regulatory circuit into a more
complex network, as represented in Fig. 1, which reflects the ability of bacterial
regulatory systems to evolve in order to respond more efficiently to environmental
signals (Terán et al. 2007).
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5 Research Needs

Aromatic hydrocarbons have promoted the development of complex regulatory
networks aiming to enhance chances of survival in bacteria. In this sense, combina-
tion of different levels of transcriptional and posttranscriptional regulation allows a
fine modulation of the response of the system, involving efflux pumps and other
mechanisms of detoxification (Ramos et al. 2002).

A comparison between the regulatory networks of RND efflux pumps operating
in E. coli, Salmonella sp., P. aeruginosa, and P. putida allowed us to elucidate
common conceptual features that can be outlined: (i) RND genetic systems are
usually clustered and composed by a local regulator upstream the RND operon,
both divergently transcribed; (ii) multiple nonidentical copies of RND clusters can
be found in the genome of gram-negative bacteria as adaptive switches; (iii) RND
regulatory networks consist of multi-hierarchical and interconnected layers of
stressors, global regulators, local regulators, and target genes coding for RND efflux
pumps; (iv) regulatory cross talks are common, occurring horizontally (inside a
single regulation layer) and vertically (between layers); and (v) additional layers
can be included as posttranscriptional and posttranslational regulation, making the
regulatory network even more complex.

Although there are several works in literature reporting comprehensive studies on
transcriptional regulation of RND systems involved in hydrocarbon extrusion,
further systemic and comparative studies on RND regulatory networks should be
done. The latter should provide both, essential information regarding the intrinsic
logic of decision-making in bacteria and principles of design for the generation of
novel genetic circuits and functionalities that can be used in several fields, such as
synthetic biology or metabolic engineering (Khalil et al. 2012).
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Abstract
Many bacteria have been isolated in the past that are able to live on toxic aromatic
compounds as their sole carbon source. These strains are of great biotechnolog-
ical interest for bioremediation purposes, since aromatic compounds are compo-
nents of crude oil and are released, e.g., after a forest fire during the combustion of
cellulose and lignins. The degradation pathways involved in braking down these
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compounds are under tight transcriptional control. However, the mechanisms of
regulation differ significantly: some degradation routes are regulated by
one-component systems (OCS, transcriptional regulators), whereas other path-
ways are under the control of two-component systems (TCS). This chapter
summarizes knowledge available on the TCS-subfamily that is involved in
hydrocarbon degradation. The sensor histidine kinases (SHK) of this subfamily
differ significantly from a prototypal SHK in its subcellular localization, size, and
domain arrangement. We will focus on data available on the TodS/TodT and
TmoS/TmoT systems controlling toluene degradation, and the StyS/StyR system
regulating a styrene breakdown pathway. Interestingly, the former two systems
are controlled by the concerted action of agonists and antagonists, a fact that is of
great interest for the development of efficient bioremediation strategies. A phy-
logenetic sequence analysis indicates that TCSs with a domain arrangement
identical to TodS/TodT are predominantly found in strains of the β- and
γ-Proteobacteria that sense and degrade aromatic hydrocarbons or that are
involved in processes such as the nodulation, where polyaromatic hydrocarbons
(PAHs, flavonoids) are sensed by the TodS homolog NodV.

1 Introduction

Bacteria are continuously exposed to changing environmental conditions and hence
require efficient cellular responses to enable quick adaptation permitting survival in
harsh environments. TCSs play a major role in processing signals into virtually all
types of adaptive cellular control mechanisms (Galperin 2005; Mascher 2006; Krell
et al. 2010). However, little is known about the signaling molecules triggering those
responses and the underlying molecular processes. The elementary components of a
prototypal TCS are (see Fig. 1a): (i) a sensor histidine kinase (SHK) with a
periplasmic sensing and an intracellular phosphoaccepting/kinase domain and
(ii) a cognate response regulator (RR) composed of a signal receiver (REC) and an
output domain. The RR output domain predominantly regulates DNA transcription
but can equally show enzymatic activities or bind other proteins or RNA (Galperin
2010). The elementary molecule acting as a transmitter of a response to an incoming
signal is a phosphoryl group. In a prototypal TCS, signal binding to the SHK’s input
domain modulates the autophosphorylation activity of the kinase domain, which in
turn modulates the phosphoryl-group transfer to the cognate RR’s receiver domain
by a mechanism proposed by Casino et al. (2009, 2014). The RR’s output domain
usually possesses a helix-turn-helix (HTH) DNA-binding motif that mediates the
final response at the transcriptional level by binding to promotors.

Functional and genomic approaches of bacterial transduction systems carried out
by Galperin et al. (Galperin 2005) determined that the amount and complexity of
TCSs is directly proportional to the array of challenges microbes face. Thus, soil and
other free-living bacteria facing unstable milieus developed highly complex hybrid
systems. Here, we will discuss such bacteria involved in the degradation of xenobi-
otic compounds.
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Monocyclic aromatic compounds (benzene, toluene, ethylbenzene, xylenes,
BTEX) are recalcitrant petroleum derivatives and represent an important environ-
mental issue. A significant number of bacterial isolates from contaminated soils or
wastewater treatment plants are highly resistant to such aromatic hydrocarbons and
are able to metabolize them into Krebs cycle intermediates. These organisms have
been extensively studied in the field of bioremediation and the pathways described
for degradation of BTEX compounds are under control of either single transcrip-
tional regulators like XylS or XylR (OCS) or complex TCSs (Parales et al. 2008). It
is currently not well understood why some pathways are regulated by OCS whereas
other by TCSs. We will focus on the most extensively studied TCSs, which regulate
the toluene dioxygenase (TOD) pathway in Pseudomonas putida (TodS/TodT TCS)
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Fig. 1 Domain arrangement of a prototypal two-component system (a), the TodS/TodT system (b)
and its minimalistic version, Min-TodS/TodT (c). PAS, Per-Arnt-Sim type sensor domain; HisKA,
dimerization/phosphoacceptor domain; HATPase, histidine kinase catalytic domain; REC, response
regulator receiver domain; HTH, helix-turn-helix DNA-binding domain; P, phosphoryl group. The
phosphoryl group-accepting residues and the phosphor-transfer pathway of the TodS/TodT system
are indicated as established in Busch et al. (2009). The Min-TodS/TodT system was reported by
Silva-Jímenez et al. (2012b)
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(Lau et al. 1997), the anaerobic toluene degradation pathway in Thauera aromatica
(TutC/TutB TCS) (Coschigano and Young 1997) or the toluene-4-monooxygenase
pathway in Pseudomonas mendocina RK1 (TmoS/TmoT TCS) (Ramos-González
et al. 2002).

2 The TodS-TodT System

The enzymes responsible for the degradation of benzene, toluene, and ethylbenzene
are encoded by the tod pathway gene cluster, which was initially described in
P. putida F1 by the Gibson Lab (Zylstra et al. 1988; Zylstra and Gibson 1989).
Lau et al. (1997) later identified the TCS responsible for the tod pathway regulation,
the SHK TodS and the RR TodT, encoded by the todST operon. P. putida F1 was
unable to grow on toluene when either todS or todT genes were knocked out. Since
TCS activity is modulated by the level of phosphorylation in response to a signal, the
authors replaced in the TodT the conserved residue predicted to accept phosphoryl-
groups (Asp56) by an asparagine. As a result, the tod operon could not be activated
in the presence of toluene (Lau et al. 1997). Further experiments by the same authors
showed that purified and unphosphorylated TodT is able to bind to the PtodX
promoter of the tod operon. Considering the great potential of P. putida in bioreme-
diation strategies, these results motivated additional studies to understand the molec-
ular mechanism of tod pathway regulation.

2.1 TodS: Signal Sensing and Transfer Through Multiple Domains

In contrast to prototypal TCSs and as illustrated in Fig. 1a, TodS lacks transmem-
brane regions, is very large in size (almost 1,000 amino acids), and shows a complex
domain arrangement (Fig. 1b): the central response regulator receiver domain (REC)
is flanked on each side by a segment comprising a PAS sensor domain and an
ATPase/kinase module.

In their initial work on the TodS/TodT system, Lau et al. (1997) predicted TodS to
be composed of an N-terminal leucine zipper motif, followed by a SHK core, a REC
domain, an oxygen sensing domain and a second SHK core. However, more recent
homology-based predictions and results have led to a revision of the domain
arrangement to that shown in Fig. 1b, namely, PAS1-HK1-REC-PAS2-HK2 (Lacal
et al. 2006; Busch et al. 2007).

The Ramos lab initially took on the question of which compounds were able to
activate the tod operon expression. Using a PtodX-lacZ fusion they demonstrated that
the tod operon transcription is strongest induced by toluene and to a lower degree by
the other pathway substrates benzene and ethylbenzene (Lacal et al. 2006). Surpris-
ingly, a variety of differentially substituted monoaromatic compounds that are not
mineralized by the TOD pathway were also able to activate transcription from the
PtodX promotor.
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In contrast to prototypal SHKs, TodS was predicted to be a cytosolic, soluble
protein. Recombinantly produced TodS and TodT (Lacal et al. 2006) allowed
drawing a picture of the mechanism of action of this unusually complex TCS.
Initially, binding of the main TOD pathway substrate toluene to purified TodS was
tested by means of Isothermal Titration Calorimetry (ITC) (Krell 2008) and showed
that toluene binds to purified TodS with submicromolar affinity and 1:1 stoichiom-
etry (Lacal et al. 2006). In vitro autophosphorylation assays revealed that TodS has
basal autophosphorylation activity and that toluene increases phosphorylation levels
of TodS about fivefold. This increase in TodS activity is consequently translated into
higher transphosphorylation rates towards TodT (Lacal et al. 2006).

Two binding sites for toluene were plausible: PAS1 and/or PAS2. Truncated
versions of recombinant TodS (PAS1-HK1 and PAS2-HK2) were titrated with
toluene and binding was only observed for the N-terminal PAS1-HK1 construct,
suggesting that toluene binds to the PAS1 domain (Lacal et al. 2006). Single
mutations performed on full-length TodS of conserved residues likely to be involved
in the interaction with the effector were designed based on a homology model of the
PAS1 domain. ITC experiments performed with these mutants allowed to pinpoint
PAS1 as the toluene-binding domain (Busch et al. 2007). Furthermore, auto-
phosphorylation assays with both truncated TodS versions showed that toluene
stimulates autokinase activity of exclusively the HK1 domain (Busch et al. 2009).

Next, the in vivo effector profile determined with help of the PtodX-lacZ fusion
was assessed in vitro: both ITC and autophosphorylation assays were performed
with a wide array of aromatic compounds. One main conclusion was that only
monoaromatic compounds bound to the PAS1 pocket. Unexpectedly, some of
these compounds that bound tightly to purified TodS were unable to stimulate
PtodX expression in vivo (Busch et al. 2007). For example, the three xylene isomers
(ortho, meta, and para) bound to purified TodS with submicromolar affinities
in vitro (Busch et al. 2007), whereas only meta- and para-xylene, but not the
ortho-isomer, induced transcription from PtodX. Autophosphorylation assays proved
that ortho-xylene was unable to increase TodS autophosphorylation (Busch et al.
2007). In summary, there was as direct correlation between the level of auto-
phosphorylation of TodS and the transcription activity from PtodX but no correlation
between binding and any of the previous. The compounds that bound but did not
stimulate TodS autokinase activity were termed antagonists, whereas those that
bound TodS and stimulated tod operon expression were referred to as agonists.
Busch et al. (2007) showed that agonists and antagonists compete in vitro and
in vivo (Fig. 2) for binding at the PAS1 domain of TodS. PtodX expression was
measured in the presence of 1:1 and 1:5 agonist:antagonist mixtures, which revealed
that the presence of antagonists reduced the magnitude of agonist-mediated stimu-
lation. This indicates that antagonists are competitive inhibitors of PtodX expression.
This is a crucial fact to be taken into account in any bioremediation or biosensor
prospects, since any with hydrocarbons contaminated site (e.g., crude oil) is likely to
contain both, agonists and antagonist.

The so far mentioned experiments only associate a role in response to toluene to
the N-terminal PAS1-HK1 domains. Therefore, what is the role of the REC, PAS2,
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and HK2 domains? Busch et al. (2009) first addressed the question whether TodS
operates by an intramolecular phosphotransfer mechanism. Single mutations of the
predicted phosphoaccepting residues allowed establishing that TodS operates by a
phosphorelay mechanism as depicted in Fig. 1b (Busch et al. 2009). Phosphoryl
groups are transferred from HK1 via the REC to the C-terminal HK2 domain. As
previously mentioned, HK1 was unable to transphosphorylate TodT, with HK2
being the exclusive phosphodonor for TodT (Busch et al. 2009). This was confirmed
by the construction of a PAS1-HK2 prototype-like TodS (Min-TodS, Fig. 1c) (Silva-
Jímenez et al. 2012b) that was able to phosphorylate TodT. Min-TodS showed
similar binding affinities to both agonists and antagonist; however, the stimulation
of autophosphorylation by agonists was significantly reduced as compared to full-
length TodS. In addition, basal autophosphorylation levels of Min-TodS were much
higher, which is probably related to the lack of the REC domain, which was shown to
be essential to keep the dephosphorylation rate high and therefore the basal activity
of TodS low (Busch et al. 2009). These results point out the relevance of the REC
and HK2 in an efficient response of TodS to toluene. As to the role of PAS2, Lau
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Fig. 2 Effect of agonists and antagonists of the TodS/TodT system on PtodX expression. The initial
four columns are β-galactosidase measurements of PtodX expression in the presence of the agonist
toluene and the antagonists ortho-xylene, ortho-chlorotoluene and 1,2,3-trimethylbenzene (1,2,3-
TMB). All four compounds were found to bind with high affinities to purified TodS. The paired
columns represent β-galactosidase measurements in the presence of 1:1 and 1:5 mixtures of toluene
(agonist) with each of the three antagonists, respectively. This is a modified version of the figure
reproduced with permission from Busch et al. (2007)
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et al. (1997) pointed out that PAS2 shares some sequence similarities with the
oxygen sensing PAS domain of the FixL sensor kinase. Up to date, however, the
role of PAS2 remains to be established.

TCSs have separate input (SHK) and output (RR) domains and require ATP for
signal transmission, while a prototypal OCS is a direct fusion of an input with an
output domain that does not require ATP. It seems plausible that the high energy
costs involved in TCS-based regulation is largely compensated by the capacity to
sense environmental cues at the cell surface through their peri- or extracytoplasmic
sensor domain and to translate them into an adaptive response. In this context, the
existence of entirely cytosolic TCS, like TodS/TodT, is not well understood. The
advantage of cytosolic SHKs, as compared to prototypal transmembrane SHKs,
could be related to the fact that they show more complex domain arrangements,
including multiple sensor domains that may permit the sensing of additional cues
(Mascher 2006; Cheung and Hendrickson 2010; Preu et al. 2012). It has been
suggested that the response integration of several cytoplasmic and/or diffusible
external signal molecules in one single cytoplasmic protein could be, despite the
ATP consumption involved, an additional advantage over OCSs (Krell et al. 2009).
How and which additional signals are integrated into one regulatory response has
been recently addressed in the TodS/TodT system.

It has previously been shown that some complex kinases recognize different
quinones, which are indicators for the cellular redox state (Georgellis et al. 2001;
Bock and Gross 2002). The Krell group conducted autokinase assays with TodS in
the presence of different oxidative stress agents (Silva-Jímenez et al. 2014) and
concluded that menadione reduced the autokinase activity in vitro and gene expres-
sion from PtodX in vivo. When the sole, strictly conserved cysteine residue (Cys320)
in TodS was mutated, the kinase became insensitive to menadione. Since the
exposure of P. putida to toluene was shown to induce an oxidative stress
(Domínguez-Cuevas et al. 2006), menadione was proposed to downregulate TodS
activity in an internal feedback mechanism (Silva-Jímenez et al. 2014).

2.2 Mechanistic Insight into Agonist/Antagonist Recognition

The fact that agonists and antagonists compete for the same binding site at TodS and
its implications in PtodX activation (Busch et al. 2007), triggered additional efforts to
understand the underlying molecular differences upon either agonist or antagonist
binding to the PAS1 domain and its effect on autophosphorylation and transcription
activity. Koh et al. (2016) crystallized TodS PAS1 (residues 43–164) in the apo
conformation, as well as in complex with the agonist toluene or the antagonist 1,2,4-
trimethylbenzene.

All three structures show essentially very similar conformations with a canon-
ical PAS-fold: a five-stranded antiparallel β-sheet and three α-helices spanning
residues 45–149 (β2α3β3, Fig. 3) forming a hydrophobic ligand-binding pocket.
The main structural difference among the three structures lies within the signal
transfer region (STR, residues 150–163) of molecule B in the PAS1 dimer: the STR
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is located at the C-terminal end of the PAS fold and appears to be disordered in
both the apo- and the antagonist-bound forms. However, in the toluene bound form
(Fig. 3a), the STR adopts an α-helical structure (α4), which was postulated to be
the trigger for increased autophosphorylation activity of TodS at the HisKA/
ATPase core located proximal to the PAS1 domain. Koh et al. (2016) suggest
that Phe46 might be involved in signal transmission, since this residue undergoes
major changes depending on the nature of the bound ligand (see Fig. 3b). The PAS
structures were dimers and interestingly the agonist-induced formation of helix α4
was only observed in one (molecule B) of the two monomers, whereas helix α4 is
formed in molecule A in all three structures. This raises the question as to the
functionality or role of molecule Awithin the dimer: is molecule A responsible for
the basal autophosphorylation levels of TodS of the apo or antagonist-bound
forms, as reported previously (Lacal et al. 2006; Busch et al. 2007)? This
“standby” activity of TodS could allow quicker response to agonist binding,
triggering a fast increase in autophosphorylation levels only and readily when
molecule B forms the α4 helix.

a

        molecule A         molecule B

helix α4

helix α4

helix α4
helix α4

b

Phe46
Phe46

tol/1,2,3-TMB tol/1,2,3-TMB

Fig. 3 Structure of the PAS1 domain of TodS in apo-, agonist-, and antagonist bound form. (a)
Structure of the PAS1 dimer with bound agonist toluene (red). Crucial residues for toluene binding
are shown in stick conformation (cyan). (b) Superposed structures of PAS1 molecules A and B in
apo form (blue), in complex with the agonist toluene (green) and in complex with the antagonist
1,3,5-TMB (orange). Phe46, suggested to be the trigger for the conformational changes in the STR
is shown in stick mode, as well as the ligands toluene (green) and 1,3,5-TMB (orange)
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Koh et al. (2016) removed the potential dimerization domain for crystallization
purposes. However, the PAS1 domain crystallized as an artificial antiparallel face-to-
face dimer, which could simply be the optimal packing during crystal formation. In
order to assess the relevance of the dimeric conformation in terms of functionality,
the authors modeled the potential dimerization domain and mutated hydrophobic
residues potentially interacting between molecule A and B. All mutations abolished
TodS activity in the presence of toluene, suggesting these residues to be essential for
dimer stability and TodS functionality. Further experiments with SEC-MALS and
visualization of immunogold-labeled TodS via TEM reinforced the view of a native
dimeric conformation of TodS. These images, on the other hand also suggested
major ligand-dependent structural changes of the TodS dimer.

2.3 TodT Forms an Intricate Nucleoprotein Complex for PtodX
Promotor Activation

Investigations with recombinantly produced full-length TodT allowed to shed light
on the interaction of TodTwith the promotor PtodX, as depicted in Fig. 4: Monomeric,
unphosphorylated TodT binds with high affinity, positive cooperativity, and a
sequential manner to two pseudopalindromes (box 1 and box 2) and to one half-
palindrome (box 3) (Lacal et al. 2008a, b). Unfortunately, phosphorylated TodT
could not be studied due to the very low phosphorylation half-life. Initial data,
however, suggested that phosphorylation does not alter affinity in a significant
manner and protein phosphorylation was proposed to facilitate the recruitment of
the RNA polymerase.

As established for the OmpR promoter of Escherichia coli (Yoshida et al. 2006),
the model of positive cooperativity in the TodT-PtodX interaction was established as
follows using different promotor lengths and performing protein-DNA microcalori-
metric titrations (Lacal et al. 2008a): first, two TodT monomers bind with positive
cooperativity to the initial pseudopalindrome (box 1), which causes additional
cooperative effects leading to TodT binding at the vicinal pseudopalindrome (box 2)
and finally the half-palindrome (box 3) at elevated TodT concentrations. Higher-order
DNA structures (i.e., bending) and DNA-protein complexes are at the basis of many
regulatory processes, such as promotor activity control (Pérez-Martín et al. 1994).
Atomic force microscopy was used to evaluate the impact of increasing TodT con-
centrations on the structure of PtodX (Lacal et al. 2008a): at low TodT concentration
only slight DNA bending was observed, whereas at high TodT concentrations a DNA
hairpin bend was introduced between boxes 2 and 3. Most likely, protein binding at
box 3, which occurs at high concentrations, induces this bend.

Another regulatory checkpoint in TOD pathway function is the promotor of the
todST operon, PtodST. This promotor is under catabolite control, since glucose was
shown to significantly reduce PtodST activity (Busch et al. 2010). Thus, PtodX expres-
sion depends firstly on global regulatory mechanisms such as catabolite repression
and the impact of oxidative stress (menadione), followed by the presence of agonists/
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antagonists. Strikingly, as described above, only a few of the agonists are TOD
pathway substrates. In order to discern whether these unexpected features of TodS
apply to the family of TodS-like proteins or if they are TodS specific, further studies
on homologous systems were carried out that are described below.

BOX 1 BOX 2 BOX 3

[
T

o
d

T
]

REC

HTH

PtodX promotor

Fig. 4 Model of the sequential assembly of the TodT-PtodX promoter nucleoprotein complex. This
sequential and cooperative model has been established based on the data reported in Lacal et al.
(2008a, b). The PtodX promotor is composed of two pseudopalindromic boxes (BOX 1 and BOX 2)
and one half-palindromic BOX 3
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3 Other TodS-TodT–Like SHKs

Two other homologous systems to TodS/TodT have been extensively studied: The
TmoS/TmoT system, which regulates the TMO (toluene-monooxygenase) pathway
for toluene degradation and was first described in P. mendocina KR1 (Ramos-
González et al. 2002; Parales et al. 2008), and the StyS/StyR system for styrene
catabolism, first described in Pseudomonas flourescens ST and later in several
additional Pseudomonas sp. strains (Marconi et al. 1996; Velasco et al. 1998;
Panke et al. 1998).

3.1 The TmoS-TmoT System

TmoS/TmoT TCS is the closest described homologous system to TodS/TodT, with
about 85% protein sequence identity. In analogy to studies performed on TodS
(Lacal et al. 2006; Busch et al. 2007), purified TmoS was submitted to a screening
for possible effector molecules. Isothermal titration calorimetry assays showed that
TmoS equally recognized a wide range of aromatic hydrocarbons with affinities in
most cases higher than those observed for the corresponding ligands in TodS (Silva-
Jímenez et al. 2012a). In TmoS as well as in TodS, toluene was shown to be the
effector inducing highest promotor transcription activity. Interestingly, as for TodS,
TmoS effectors could also be classified as agonists and antagonists. The profile of
TmoS agonist/antagonist profile was almost identical to that of TodS. The physio-
logical relevance of the concerted action of agonists and antagonists in these systems
is not understood. An experiment where a P. putida DOT-T1E todST knockout
mutant was complemented by tmoST, showed that transcription of PtodX can be
mediated by TmoS/TmoT in the presence of toluene, revealing the possibility of
cross-regulation of these two catabolic pathways (Ramos-González et al. 2002).

3.2 The StyS-StyR System

The StyS-StyR TCS regulates the genes of the upper styrene catabolic pathway,
which converts styrene into phenylacetate (Velasco et al. 1998; O’Leary et al. 2001;
Santos et al. 2002). Phenylacetate is the substrate for the lower styrene catabolic
pathway and acts as a repressor of the upper pathway genes even in the presence of
styrene by preventing the expression of StyS and StyR (O’Leary et al. 2001).
However, the first intermediate of the lower pathway, phenylacetyl-CoA
(PA-CoA), inactivates the repressor of the Sty upper and lower pathways, PaaX
(del Peso-Santos et al. 2008). The first step of this lower degradation pathway is
catalyzed by the paaF-encoded phenylacetyl-coenzyme A ligase. Interestingly,
coregulation by PaaX provides a mechanism that integrates responses to both, a
pathway substrate (styrene, via the StyS/StyR regulatory system) and a pathway
intermediate (PA-CoA, through PaaX) for a rapid metabolic coupling of the upper
and lower pathways (del Peso-Santos et al. 2008). In addition, Pseudomonas
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sp. strain Y2 is unique in having three paaF genes, two located within two complete
copies of paa gene clusters and one copy (paaF2) forming part of the sty regulon
(upper pathway). PaaF2 is not subject to repression by PaaX (as PaaF and PaaF3)
and is regulated through StyR binding to a STY box (STY4) of the PpaaF2 promoter
to provide a system to accelerate and aid coupling of expression of the two enzyme
sets required for styrene catabolism.

Studies of the StyS/StyR TCS have been particularly focused on the RR StyR.
StyR alone was shown to suffice to initiate transcription of the upper pathway
(Panke et al. 1998). Phosphorylation of StyR by small molecular weight phospho-
ryl group-donors like acetylphosphate induces protein dimerization and increases
binding affinity to the PstyA promotor (Leoni et al. 2003). Moreover, dimeric StyR
binding to the target DNA is cooperative and it was suggested that the initial
binding of the RR to the PstyA promotor facilitates binding of the RR to additional,
lower-affinity sites (Leoni et al. 2003). Three pseudopalindromic StyR binding
sequences (STY1–3) and one IHF binding site (URE) were identified in the upper
pathway promoter PstyA. Phosphorylated StyR (StyR-P) was shown to act either as
an activator or as a repressor of upper pathway transcription (Leoni et al. 2005;
Rampioni et al. 2008). When grown on styrene as sole carbon source, PstyA
promotor activity is fully induced and StyR-P bound to the highest-affinity site
STY2 and IHF to the URE upstream of STY2, forming the so-called open
conformation (Rampioni et al. 2008). It is important to note that the URE overlaps
with the STY1 binding site, since when grown under catabolite repression condi-
tions (growth on styrene plus glucose), cellular levels of StyR-P increase and
STY1 can only be occupied by displacing IHF. This has a negative regulatory
effect on PstyA promotor expression, the nucleoprotein complex formed by PstyA
and StyR-P probably adopting a “closed conformation” not accessible to the
RNA-polymerase.

The three-dimensional structure of monomeric and unphosphorylated StyR has
been solved at 2.2 Å resolution. It is the only full-length protein structure solved up
to date in the family of TCS under review here (Fig. 5) (Milani et al. 2005). Like the
vast majority of RRs (Stock et al. 2000), StyR is composed of two domains: a
N-terminal regulatory domain and a C-terminal, DNA binding domain (Fig. 5).
However, the structure of StyR shows a distinct feature: a long and straight
α-helical Q-linker, which keeps the N and C-terminal domains 16 Å apart and
with no direct contact. This contrasts with the molecular structures of other full-
length RRs that are characterized by interdomain contacts and an essentially unstruc-
tured Q-linker region (Djordjevic et al. 1998; Maris et al. 2002). It was suggested
that this latter, more tightly packed conformation hinders the access of the
C-terminal domain to DNA and that only a hinge bending motion of the Q-linker
upon phosphorylation would enable DNA binding (Baikalov et al. 1996; Zhang et al.
2003). The fact that StyR is able to bind to its cognate promotor in an
unphosphorylated, however, “active-like” conformation supports the idea of the
Q-linker playing an essential role in DNA binding.

In other RRs, the helix analogous to helix α4 in StyR (Fig. 5) is involved in the
transition from an inactive (monomeric and unphosphorylated) to an active (dimeric
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and phosphorylated) state. Since this helix is unusually short in StyR, there might be
other, unidentified structural features involved in shifting from an “active-like” to an
“active” conformation.

In a more recent study, the SHK StyS has been functionally characterized
(O’Leary et al. 2014). Though with different approaches, some of the results were
in line with the studies performed on TodS: (1) PAS1 and HK2 are essential to trigger
a response in the presence of styrene, since there is complete loss of transcriptional
activity from PstyA in mutants lacking either of these domains; (2) transcription levels
were at par with wildtype StyS when either PAS2 or HK1 were deleted, suggesting a
nonessential role of PAS2 or HK1 as in the case of TodS. Interestingly, when the
mutant lacking only PAS1 was co-expressed with a membrane-embedded ABC
transporter StyE, the loss of transcription activity could be reverted and even
increased by 2.8 times with respect to wildtype StyS in the presence of styrene.
This suggests two different activation mechanisms via either PAS1 presumably in a
similar fashion as in TodS or the interaction with StyE, where the PAS1 domain
would be dispensable for activity. On the other hand, the authors observed that a
construct lacking the PAS2 and HK1 domains at the same time, failed to induce
transcription of the styABC genes, assuming that the overall structural arrangement
of StyS domains may be critical.

StyS and StyR from Pseudomonas sp. Y2 share >40% protein sequence identity
and the same domain arrangement with TodS and TodT, respectively. Since styrene
is also an agonist of TodS, but not a substrate for the TOD pathway, this regulatory
system may have been recruited independently and evolved to control different

HTH DNA-binding 
domain

Receptor 
domain

Asp55

N

C

Fig. 5 The three-dimensional
structure of the StyR response
regulator. The structure was
reported in Milani et al.
(2005) (PDB ID: 1YIO). The
phosphoryl-group acceptor
residue Asp55 on the REC
domain and helix α4, in other
RRs identified as crucial for
dimerization, as well as the
N- and C-terminal ends are
labeled
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catabolic pathways for the aerobic degradation of pathway-specific monoaromatic
compounds (Ramos-González et al. 2002).

3.3 The TutC/TutB and NodV/NodW Systems

Apart from the three systems discussed so far, other family members include the
TutC/TutB TCS that controls the anaerobic toluene degradation pathway in
T. aromatica (Coschigano and Young 1997), as well as a number of mostly
uncharacterized homologues from other hydrocarbon degrading bacteria like
Dechloromonas aromatica (Salinero et al. 2009) or Methylibium petroleiphilum
(Kane et al. 2007) that will be discussed below.

One homologous system though is not associated with anabolic pathways
degrading aromatic compounds: NodV/NodW (Göttfert et al. 1990; Loh et al.
1997) and its homolog NwsA/NwsB (Grob et al. 1993) of Bradyrhizobium
japonicum, a plant endosymbiont. The NodV/NodW TCS positively regulates nod
gene expression in response to a large variety of plant-produced polyphenolic signal
compounds, the isoflavones. These nod gene products encode the biosynthesis of
substituted lipo-chitin Nod signals that induce many of the early nodulation events in
the host. By analogy to the other systems described in this chapter, NodV (SHK) and
NodW (RR) most likely activate transcription via a series of phosphorylation steps in
response to plant signals. As for StyR, NodW can be phosphorylated in vitro by both
acetyl phosphate and its cognate SHK, NodV. Genistein, an isoflavone known to
induce the nod gene expression, is the only effector identified so far known to
promote phosphorylation of NodV, presumably via NodW (Loh et al. 1997).

3.4 Identification of Additional TodS/TodT-Like Systems
and Phylogenetic Distribution

The best-studied examples of TCSs with a TodS-like SHKs are all involved in
sensing aromatic hydrocarbons: StyR, TmoS, TutC, and NodV. To identify further
TodS homologues, we performed a BLAST analysis with TodS as search query. We
only took into account output sequences with exactly the same domain distribution
as TodS (see Fig. 1b) to build the phylogenetic tree shown in Fig. 6. The output
showed protein sequences found in organisms of the β- and γ-Proteobacteria
(as TodS, StyR, TmoS, and TutC), the most closely related classes within the phylum
of the Proteobacteria. In agreement with the lifestyle of the β-Proteobacteria – many
of them live in areas of anaerobic decomposition of organic matter – the output
sequences for these classes are mostly related to bacteria able to use polyaromatic
hydrocarbons (PAH) as nutrient source.

Although the class of the γ-Proteobacteria is the largest subgroup, mainly mem-
bers of the order Pseudomonadales are represented in the phylogenetic tree. Pseu-
domonas species are widely known for their capacity of living on monoaromatic
hydrocarbons. To this group belong the SHKs TodS, TmoS, and StyR. Thiotrix
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species, also represented in this group, live primarily in flowing water and grow on
sulfides. However, they are also present in activated sludge wastewater treatment
systems (Kim et al. 2002), where aromatic hydrocarbons are abundantly present
(Wu et al. 2013; Huang and Li 2014). Many species used for bioremediation
purposes related to toxic aromatic compounds, such as from the order of the
Pseudomonadales, have been isolated from such wastewater treatment plants
(Baggi et al. 1987; Ramos et al. 1995). However, TodS-like proteins in Thiotrix as
well as the other representatives of the γ-Proteobacteria Marinobacterium litorale
and Paraglaciecola agarilytica have yet to be explored.

Among the bacterial strains identified as bearing TodS-homologues within the
class of the β-Proteobacteria, most of them are established degraders of aromatic
compounds: Azoarcus tolulyticus is an anaerobic denitrifying toluene degrader
(Zhou et al. 1995), Comamonas badia was isolated from activated sludge and is

Fig. 6 Phylogenetic distribution of proteins with the same domain arrangement as the SHK TodS
from P. putida. Unrooted phylogenetic tree of protein sequences: the lengths of the branches
represent the amount of change estimated to have occurred between a pair of nodes; numbers on
branches represent the posterior probability, which is considered as the amount of time a single tree
is visited during the tree generation. The analysis was performed on the Phylogeny.fr platform
(Dereeper et al. 2010). Sequences were aligned with MUSCLE (v3.8.31) (Edgar 2004) configured
for highest accuracy. The phylogenetic tree was reconstructed using the Bayesian inference method
implemented in MrBayes (v3.2.3) (Huelsenbeck and Ronquist 2001) with number of substitution
types fixed to 6. Amino acid substitution was evaluated by a Poisson model and rates variation
across sites was fixed to “invgamma.” Four Markov Chain Monte Carlo (MCMC) chains were run
for 10,000 generations, sampling every ten generations, with the first 250 sampled trees discarded as
“burn-in.” Finally, a 50% majority rule consensus tree was constructed. Graphical representation
and edition were performed with TreeDyn (v198.3) (Chevenet et al. 2006)

12 The Family of Two-Component Systems That Regulate Hydrocarbon Degradation. . . 215



proven to degrade phenol (Felföldi et al. 2010), Cupriavidus necator metabolizes
dichlorphenols (Kumar et al. 2016),M. petroleiphilum degrades BTEX, among other
(Kane et al. 2007), and D. aromatica is able to anaerobically break down BTEX
(Salinero et al. 2009). Nitrosomonas AL212 is an ammonium-oxidizing bacterium
isolated from a wastewater treatment plant (Suwa et al. 2011), however, with no
proven capacity to degrade aromatic compounds.

The search for homologous systems showed that these systems are most likely
inherent to a very specific niche of organisms sensing mono- and polyaromatic
compounds, and there is in most cases evidence that they are not only able to
sense but also to degrade those aromatic compounds. Therefore, it seems plausible
that TodS/TodT-like proteins are likely to be involved in the regulation of pathways
degrading those alternative carbon sources.

4 Biotechnological Exploitation of TodS/TodT-Like Systems

Many mono- or polyaromatic hydrocarbons such as BTEX or chlorinated benzene
derivatives are classified as priority pollutants. The fact that the SHKs are able to
bind a broad array of these compounds has already triggered important efforts to
exploit these complex TCSs for biotechnological applications such as for protein-
based biosensors to effectively detect and monitor toxins in the environment or
wastewater treatment plants. For instance, the construction of a styrene biosensor has
been reported (Alonso et al. 2003). The most recent efforts though are based on the
TodS/TodT TCS of P. putida T-57 and DOT-T1E. Vangnai et al. (2012) engineered a
GFP-based double plasmid bioreporter system for anilins and chlorinated anilins
(CAs) in E. coli: a PtodX(T57):gfp and a Plac:todST(T57) fusion. They showed that, in
addition to the compounds described to interact with TodS in P. putida DOT-T1E,
anilin and several CAs are powerful inducers of PtodX(T57) transcriptional activity.
Hernández-Sánchez et al. (2016) used a similar experimental approach to detect
BTEX with a PtodX(DOT-T1E):gfp and a Pm:todST(DOT-T1E) fusion on one single
plasmid named pKST-1. The biosensor was validated in different environments such
as soil, fresh and marine water, being transferred into three different bacterial strains
that were isolated from these three different environments.

5 Research Needs

Future efforts will aim at miniaturizing biosensors in flow-cell based systems which
will allow the monitoring of bioremediation strategies and in situ detection of
contamination in a fast, quick, and economical way. The fact that the PAS1 domains
of the different TodS homologues are characterized by a broad ligand spectrum
offers the additional possibility of protein evolution to tailor the binding pocket to
recognize specific contaminants.

We learned as well that removing or impairing the REC domain throughmutation of
the phosphoraccepting residue very significantly increases the phosphorylation half-
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life (Busch et al. 2009), which could translate into more robust bioreporters with longer
signal periods of, e.g., GFP-coupled promotors. The action of antagonists is certainly a
handicap for the development of efficient bioremediation strategies. However, the
recent structure of the PAS1 domain and the involved conformational changes upon
agonist or antagonist binding (Koh et al. 2016) may provide a base for the development
of TodS derivatives that respond exclusively to agonists. A number of questions remain
on these systems and, clearly, additional structural information on interaction surfaces
between domains of the SHKs described and between SHKs and their cognate RRs
would aid in further optimizing signal sensing and signal stability through computa-
tional protein design approaches. Other questions concern the physiological reason of
there being antagonists or agonists that are not pathway substrates and whether the
complex phosphorelaymechanism is necessary for the interactionwith other regulatory
networks in the cell. Finally, although the phylogenetic distribution of TodS-like sensor
kinases seems relatively narrow, we believe exploring some of these yet
uncharacterized proteins might lead to the discovery of new signaling molecules with
potential environmental and consequently biotechnological impact.
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Abstract
Chemotaxis is the ability of organisms to move towards or away from chemical
gradients in the environment. Hydrocarbon compounds, which are sources of
carbon and energy for many bacterial species, have been shown to be
chemoattractants for specific organisms. While much is known about catabolic
pathways for the degradation of hydrocarbons and related compounds, less is
known about the molecular basis for chemotactic responses to these volatile and
toxic chemicals.
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1 Introduction

Chemotaxis is the active movement of cells along chemical gradients in the envi-
ronment. This behavioral response allows bacteria to move towards or away from
specific chemicals to locate an optimal environment for growth and survival. Che-
motaxis has been characterized in detail in the enteric bacterium Escherichia coli
(Parkinson et al. 2015). The chemotaxis machinery in E. coli consists of six
cytoplasmic chemotaxis proteins that transmit signals from four membrane-bound
methyl-accepting chemotaxis proteins (MCPs) to the flagellar motors (Fig. 1). Each

Fig. 1 Schematic diagram of the chemosensory signaling system of enteric bacteria. MCP dimers
with associated CheW and CheA proteins are shown in the presence (left) and absence of attractant
(right). Cells responding to a gradient of attractant will sense the attractant bound to the periplasmic
side of the cognate MCP and will continue swimming in the favorable direction due to the inability
of CheA to autophosphorylate. In the absence of CheA-P, CheY remains in the inactive
unphosphorylated state, and swimming behavior remains unchanged. Cells swimming down a
gradient of attractant will sense the decrease in attractant concentration due to decreased occupancy
of the MCPs. Under these conditions, the MCPs undergo a conformational change that is transmit-
ted across the cytoplasmic membrane and stimulates CheA kinase activity. CheA-P phosphorylates
CheY, which in its phosphorylated state binds to the FliM protein in the flagellar motor and causes a
change in the direction of flagellar rotation allowing the cell to randomly reorient and swim off in a
new direction. Dephosphorylation of CheY-P is accelerated by the CheZ phosphatase. Under all
conditions, the constitutive methyltransferase CheR methylates specific glutamyl residues on the
cytoplasmic side of the MCP. Methylated MCPs stimulate CheA autophosphorylation, thus reset-
ting the system such that further increases in attractant concentration can be detected. The
methylesterase, CheB, becomes active when it is phosphorylated by CheA-P. CheB-P competes
with CheR and removes methyl groups from the MCPs. CM cytoplasmic membrane
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MCP detects a specific set of chemicals via a periplasmic-sensing domain. Binding
of a chemoeffector (or a chemoeffector bound to a periplasmic-binding protein)
causes the MCP to undergo a conformational change that is transmitted across the
membrane to the cytoplasmic signaling domain. The signal is transmitted to the
flagella via CheW and the sensor histidine kinase CheA, which is capable of
phosphorylating the response regulator CheY. CheY-P controls swimming behavior
by binding to the flagellar switch to reverse the direction of flagellar rotation. This
signaling cascade results in directed movement toward or away from the source of
the attractant or repellent. Adaptation is mediated by methylation and demethylation
of specific glutamyl residues on the MCPs by the methyltransferase CheR and the
methylesterase CheB. Additional mechanisms of adaptation have been described for
diverse bacteria such as Bacillus, Rhodobacter, and Helicobacter (Roberts et al.
2010). Many chemotactic responses are metabolism-independent, that is, non-
metabolizable chemicals can serve as attractants and catabolic mutants remain
attracted to the same compounds as wild-type strains. E. coli and many other bacteria
also exhibit metabolism-dependent energy taxis responses (Alexandre 2010). These
responses commonly involve sensing by homologues of the MCP-like protein Aer
(Taylor 2007), and signaling via the conserved CheA-CheYphosphorylation cascade
(Alexandre 2010; Taylor et al. 2007). Based on studies in a variety of bacteria and
the analysis of numerous genome sequences, it appears that the fundamental char-
acteristics of chemotaxis and energy taxis signal transduction systems are conserved
among bacteria, although some variations are apparent (Armitage and Schmitt 1997;
Roberts et al. 2010; Szurmant and Ordal 2004; Wuichet and Zhulin 2010; Zhulin
2001). However, many nonenteric bacteria, particularly soil bacteria, have many
more chemoreceptors than E. coli (Krell et al. 2011; Matilla and Krell 2017).

Many hydrocarbon-degrading bacteria have sensory systems that allow cells to
detect and respond behaviorally to hydrocarbons and various chemical derivatives.
Several reports have suggested that chemotaxis may play a role in biodegradation by
bringing cells into contact with the chemicals being degraded (Gkorezis et al. 2016;
Hazen 1994; Hazen and Lopez-de-Victoria 1994; Krell et al. 2013; Lacal et al. 2013;
Pandey and Jain 2002; Parales and Harwood 2002; Parales et al. 2008; Pieper et al.
1996). However, bacteria capable of degrading hydrocarbons must maintain a
balance between acquiring sufficient hydrocarbon for growth and avoiding toxic
concentrations of the chemicals (Hanzel et al. 2012). Chemotaxis can result in
increased bioavailability of hydrocarbons (Krell et al. 2013; Pandey et al. 2009)
and may facilitate the transmission of catabolic plasmids in the environment
(Harwood and Ornston 1984). This chapter describes our current understanding of
both positive and negative chemotactic responses to hydrocarbons and related
compounds, as well as responses to metabolizable compounds via energy taxis.

2 Chemotaxis Assays

Bacteria sense and respond to chemical gradients and the result of this behavior is the
accumulation of cells near the source of an attractant. Several qualitative and
quantitative assays to measure bacterial chemotaxis are based on this fundamental
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characteristic of the chemotactic response. Some assays are particularly appropriate
for the analysis of hydrocarbon taxis while others are more difficult to use with
volatile chemicals.

Chemotaxis to metabolizable compounds present in soft agar growth media can
be visualized by using the soft agar swim plate assay (Adler 1973; Harwood et al.
1994). Cells are inoculated at the center of a Petri dish containing growth medium
solidified with a low concentration of agar (typically 0.3%), and the bacteria generate
a chemical concentration gradient as they degrade the attractant, which is a carbon
and energy source for the organism. Chemotaxis is visualized as a ring of growth that
moves toward the edge of the plate as cells swim through the agar following the self-
generated gradient of attractant (Fig. 2a). Only metabolizable compounds can be
tested as chemoattractants in this assay, and problems can arise when using volatile
attractants because the chemicals can evaporate and redissolve in the medium,
interfering with gradient formation.

The gradient plate assay is a variation of the soft agar swim plate assay in which
an agar plug serves as the source of the attractant (Pham and Parkinson 2011). The
cells grow on an alternative carbon source present throughout the soft agar as they
respond to the attractant diffusing from an agar plug (Fig. 2b). In this case, metab-
olism is not required to generate the gradient or for growth, so the response to
nonmetabolizable attractants can be evaluated.

Chemotaxis can also be visualized qualitatively with the agarose plug assay
(Yu and Alam 1997). In this assay, a drop of melted agarose containing the chemical
of interest is positioned between a microscope slide and a coverslip, and a suspen-
sion of motile cells surrounds the plug. The chemotactic response appears as cells
accumulate in a ring around the agarose plug, typically within a few minutes
(Fig. 2c). This assay is useful for testing responses to volatile compounds such as
hydrocarbons because the response is rapid and the chamber is almost completely
closed, thus limiting volatilization (Parales et al. 2000). The drop assay (Fahrner
et al. 1994; Grimm and Harwood 1997) has some similarities to the swim plate and
the agarose plug assays. In this case, cells are suspended in a viscous solution in a
small Petri dish and the attractant is dropped into the center of the cell suspension. A
gradient forms by diffusion and a ring of cells forms around the attractant within a
short period of time (~15 min). Growth is not required for either the agarose plug or
drop assay.

Chemotactic behavior can be measured either quantitatively or qualitatively using
the capillary assay (Adler 1973; Grimm and Harwood 1997). In this assay, cells
respond to a gradient of attractant diffusing out of a microcapillary tube into a
suspension of motile bacteria. Chemotactic cells respond by swimming up the
gradient and into the tube; the tube is then removed and the number of cells within
is enumerated. In the qualitative capillary assay, a solidifying agent such as agarose
is included in the capillary, preventing the cells from entering. This results in the
accumulation of a cloud of chemotactic cells near the mouth of the capillary, which
can be observed under low magnification (Fig. 2d). The qualitative capillary assay
works well with both poorly soluble and volatile compounds.
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Fig. 2 Examples of chemotaxis assay results. (a) Swim plate assay. Wild type (right) and a
generally nonchemotactic mutant (left) were stabbed into semi-solid agar (0.3%) medium
containing an attractant. This assay requires growth on the attractant(s) to generate the gradient.
The chemotaxis mutant (left) grows at the point of inoculation but does not form a ring of growth
that moves out from the point of inoculation. The wild-type strain (right) senses the gradient and
follows it, forming a large colony. (b) Gradient plate assay. Wild type (top) and a chemoreceptor
mutant (lower left) and a complemented mutant (lower right) were stabbed into semi-solid agar
(0.3%) medium containing glycerol as the carbon source. The attractant diffuses from the central
agar plug placed on the surface of the plate and therefore the assay does not require growth on the
attractant(s) to generate the gradient. The wild type and complemented mutant bias growth and
movement toward the source of the attractant, forming oblong colonies. The mutant that is unable to
sense the attractant forms a uniformly round colony. (c) Agarose plug assay. A solution of low
melting temperature agarose containing the attractant is allowed to solidify between a slide and
cover slip and motile bacterial cells suspended in buffer are introduced into the chamber. The
attractant diffuses into the suspension and the cells respond to the gradient of attractant forming a
ring of cells around the plug. Growth and metabolism are not required and a response is typically
seen within 5 min. Left, buffer control; right, plug contains attractant. The response is seen as a
white ring of cells accumulating at the optimum concentration of the attractant. (d) Modified
(qualitative) capillary assay. In this assay, attractant in crystal form or suspended in agarose diffuses
from a 1 μl capillary into a motile cell suspension. The cells sense the gradient of attractant and
accumulate at the tip of the capillary. The response typically takes place within 5–30 min, and does
not require attractant metabolism or cell growth. The response can be monitored under 20–40 X
magnification by dark field microscopy. Left, capillary contains buffer in agarose; right, capillary
contains an attractant in crystal form. The cells accumulating at the tip of the capillary in response to
the attractant appear as a white cloud

13 Chemotaxis to Hydrocarbons 225



Temporal assays are used to monitor the behavior of cells in suspension in
response to the addition of attractant. Quantitative assays can be carried out using
computer-assisted motion analysis (Harwood et al. 1989, 1990), which requires
dedicated software. Manual temporal assays that monitor adaptation of the bacteria
to the attractants either directly or following videotaping of cells can also provide
quantitative data (Parales 2004; Shioi et al. 1987).

3 Chemotaxis to Aromatic Hydrocarbons

The toluene-degrading strains P. putida F1, P. putida DOT-T1E, Ralstonia pickettii
PKO1, and Burkholderia vietnamiensis (formerly cepacia) G4 showed toluene-
inducible chemotactic responses to toluene (Lacal et al. 2011; Parales et al. 2000).
Benzene and ethylbenzene were also good chemoattractants for P. putida F1, which
can utilize both substrates as sole sources of carbon and energy. P. putida F1 was also
attracted to aromatic hydrocarbons that do not serve as growth substrates, including
isopropylbenzene and naphthalene (Parales et al. 2000). Mutants of P. putida F1 that
were unable to degrade toluene remained chemotactic to toluene, indicating that
toluene was directly detected as the attractant. Toluene catabolism and chemotaxis
are under the control of the same two-component regulatory system encoded by
todST in P. putida F1. Strains with mutations in either todS or todT were unable to
induce the tod catabolic operon (Lau et al. 1997) and did not respond to toluene in
chemotaxis assays (Parales et al. 2000). These results indicate that toluene chemo-
taxis and catabolism are genetically linked in P. putida F1, although the toluene
chemoreceptor in P. putida F1 has not yet been identified. However, two nearly
identical copies of a gene (mcpT) encoding a methyl-accepting chemotaxis protein
responsible for a strong chemotactic response to toluene, dubbed “hyper-
chemotaxis,” were identified on the pGRT1 megaplasmid in the solvent tolerant
strain P. putida DOT-T1E (Lacal et al. 2011). Inactivation of either copy eliminated
the strong chemotactic response to toluene but did not eliminate the response
completely. In addition, introduction of mcpT cloned on a multicopy vector into
P. putida KT2440, a strain normally incapable of toluene chemotaxis, resulted in a
strong positive taxis response to toluene. McpTwas also shown to be responsible for
a strong chemotactic response to crude oil (Krell et al. 2012).

Multiple studies have utilized microfluidic devices to study toluene chemotaxis in
a model system that better represents bacterial movement through natural aquifer
environments. Studies included the use of pore-scale microfluidic chambers to
model the dissolution of toluene and microorganisms with pore sizes equivalent to
those in sandy soil, the use of a convection-free microfluidic device to investigate
chemotactic sensitivity coefficients and chemotactic receptor constants to toluene,
and the use of a device to generate a convection-free gradient. In all cases, wild-type
P. putida F1 was found to accumulate at a greater concentration at the toluene/
aqueous interface relative to a nonchemotactic cheAmutant (Wang et al. 2012, 2015,
2016).
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P. putida G7, Pseudomonas sp. strain NCIB 9816–4, P. putida RKJ1, and
Ralstonia sp. strain U2 utilize naphthalene as a sole source of carbon and energy,
and all four strains have been reported to be chemotactic to naphthalene (Grimm and
Harwood 1997; Samanta and Jain 2000; Wood et al. 2006). The response to
naphthalene by these Pseudomonas strains requires the presence of the resident
naphthalene catabolic plasmid (Grimm and Harwood 1997; Samanta and Jain
2000). Naphthalene chemotaxis in strains G7 and NCIB 9816–4 is induced during
growth with naphthalene (Grimm and Harwood 1997). NahY, the chemoreceptor for
naphthalene in P. putida G7, is a MCP that is encoded downstream of the naphtha-
lene catabolic genes on the NAH7 catabolic plasmid. Inactivation of nahY resulted in
the loss of the chemotactic response to naphthalene (Grimm and Harwood 1999).
The chemotactic response of P. putida G7 to naphthalene was quantified (Marx and
Aitken 1999), and mathematical models describing chemotaxis to naphthalene were
developed based on this data (Marx and Aitken 1999; Marx and Aitken 2000b).
However, in contrast to aqueous phase naphthalene, the vapor phase form appeared
to be a chemorepellant rather than an attractant, which may influence the biodegra-
dation efficiency of chemotactic bacteria responding to volatile organic compounds
in environments where the bacteria are at air-water interfaces (Hanzel et al. 2010).

Experiments using wild-type P. putida G7, a nonmotile mutant, and a non-
chemotactic variant lacking nahY demonstrated that chemotaxis enhances biodegra-
dation in a heterogeneous system (Marx and Aitken 2000a). The same set of strains
was also used to show that chemotactic bacteria were more efficient at degradation of
naphthalene dissolved in a nonaqueous-phase liquid (Law and Aitken 2003). An
additional study demonstrated bacterial chemotaxis in water-saturated porous media
by evaluating chemotaxis of P. putida G7 to naphthalene in an environment of
packed glass beads (Pedit et al. 2002). P. putida G7 was also used as the model
microorganism to investigate residence time in a continuous-flow sand-packed
column with a uniform distribution of naphthalene. Wild-type G7 demonstrated a
threefold increase in column dispersion, and percent recovery was significantly
decreased relative to a chemotaxis mutant when transport was not influenced by
the presence of naphthalene (Adadevoh et al. 2016). A recent study also demon-
strated that the motile microorganism itself (in this case the eukaryotic ciliate
Tetrahymena pyriformis) could serve as a vehicle for mass transfer of polycyclic
aromatic hydrocarbons, where a 100-fold increase in benzopyrene distribution was
seen (Gilbert et al. 2014). These studies provide evidence that motile and chemo-
tactic microorganisms may be more effective for bioremediation applications, espe-
cially at sites where contaminants are unevenly distributed or adsorbed to soil
particles.

Chemotactic responses to naphthalene and larger polycyclic aromatic hydrocar-
bons (PAHs) were investigated with three Pseudomonas isolates obtained from coal-
tar-contaminated sites (Ortega-Calvo et al. 2003). All three strains grew on naph-
thalene; one (P. putida 10D) also grew on phenanthrene and pyrene. All were
chemotactic to naphthalene; however, P. putida 10D was also chemotactic to phen-
anthrene but not to pyrene. This strain also showed a repellent response to anthra-
cene, a three-ring PAH that did not serve as a growth substrate.
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Chemotaxis to biphenyl has been reported for biphenyl-degrading strains such as
Pseudomonas sp. strain B4 (Chávez et al. 2006; Gordillo et al. 2007). This strain was
chemotactic to biphenyl and monochlorobiphenyls, which serve as growth substrates
(Gordillo et al. 2007). The response to biphenyl and chlorobiphenyls did not require
induction. Pseudomonas sp. strain B4 also responded to benzoate, a growth substrate
and intermediate in biphenyl degradation, but not to 2- and 3-chlorobenzoates,
which accumulate following growth on 2- and 3-chlorobiphenyls. 3-Chlorobenzoate
was toxic to strain B4 and actually appeared to result in a slight repellent response.
Benzoate- or biphenyl-grown cells responded weakly to 4-chlorobenzoate, in con-
trast to glucose-grown cells, which did not respond. Similarly, Pseudomonas
pseudoalcaligenes KF707, a well-studied biphenyl and polychlorinated biphenyl
(PCB) degrader, also showed a constitutive chemotactic response to biphenyl.
However, chemotaxis to the biphenyl/PCB degradation intermediates benzoate,
and 2- and 3-chlorobenzoate was induced when KF707 cells were grown on either
benzoate or biphenyl (Tremaroli et al. 2010). Chemotaxis to biphenyl was also
reported for two other biphenyl-degrading strains, P. putida P106 and Rhodococcus
erythropolis NY05 (Wu et al. 2003). Biphenyl is also an attractant for naphthalene-
grown P. putida G7, although biphenyl is not a growth substrate for this strain. It is
likely that biphenyl is sensed by the NAH7 plasmid-encoded naphthalene chemore-
ceptor NahY in P. putida G7 (Grimm and Harwood 1997, 1999).

4 Chemotaxis to Linear Alkanes and Alkenes

A metagenomic and metatranscriptomic analysis following the Deepwater Horizon
spill in the Gulf of Mexico identified Oceanospirillales as dominant members of the
microbial community and that genes for alkane metabolism were highly expressed in
contaminated sediments (Mason et al. 2012). Synchrotron radiation-based Fourier
transform infrared spectromicroscopy suggesting that oil droplets were surrounded
by bacterial cells, and the expression of alkane degradation, motility, and chemotaxis
genes by Oceanospirillales cells were interpreted as evidence for bacterial chemo-
taxis to hydrocarbons in the plume.

Direct evidence of chemotaxis to hexadecane and hydrocarbons in gas oil
(a complex mixture of linear and aromatic hydrocarbons) was reported for a
Flavimonas oryzihabitans isolate that was obtained from gas oil-contaminated soil
(Lanfranconi et al. 2003). The isolate grew on tetradecane, pentadecane, hexa-
decane, and 2,6,10,14-tetramethyl pentadecane as sole carbon sources. Chemotactic
responses to gas oil and hexadecane were demonstrated using qualitative capillary
assays and agarose plug assays, but the chemoreceptor has not been identified. A
similar response to n-hexadecane by Pseudomonas synxantha LSH-70 was reported
(Meng et al. 2017). Chemotaxis to hexadecane may be common for hydrocarbon-
degrading bacteria, as unpublished data reported by Smits et al. indicated that
P. aeruginosa PAO1 was also capable of such a response (Smits et al. 2003). In
this study a gene designated tlpS, which is located downstream of the alkane
hydroxylase gene alkB1 on the P. aeruginosa PAO1 genome, was predicted to
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encode a MCP that may play a role in alkane chemotaxis (Smits et al. 2003).
Similarly, the alkN gene appears to encode a MCP that could be involved in alkane
chemotaxis in P. putida GPo1. The alkN gene is located in a cluster of genes for
alkane degradation on the OCT plasmid (van Beilen et al. 2001). Unfortunately,
P. putida GPo1 was not motile enough for chemotaxis assays (van Beilen et al.
2001).

In a more recent study, Pseudomonas sp. strain H, which was isolated from soil
contaminated with chlorophenols, was shown to be chemotactic towards n-hexa-
decane, 1-dodecene, 1-undecene, and kerosene, which are all capable of supporting
growth of the bacterium (Nisenbaum et al. 2013). The responses to these compounds
were constitutive, but the receptor(s) have not yet been identified.

Five bacterial isolates with antifungal activity (P. aeruginosa, Paenibacillus
jamilae, Brevibacillus brevis, Bacillus sonorensis, Providencia rettgeri) showed
positive chemotactic responses to long chain alkanes (C12–C28) present in banana
root extracts (Li et al. 2012). These potentially useful biocontrol strains, which were
obtained from a variety of agricultural soil samples, were capable of protecting
banana plants from Fusarium wilt. Their ability to sense and respond to long chain
alkanes present in banana root exudates may provide a colonization advantage in the
rhizosphere over nonchemotactic strains. Whether the bacteria are capable of using
the alkanes as growth substrates was not tested, and the receptor(s) mediating the
responses were not identified.

5 Chemotaxis to Nitroaromatic Compounds and Explosives

Nitroaromatic compounds are used as solvents and in the production of pesticides,
herbicides, dyes, explosives, and polymers (Spain et al. 2000). Ralstonia sp. SJ98
was isolated from pesticide-contaminated agricultural soil for the ability to grow on
4-nitrophenol (Samanta et al. 2000). The strain also grew on 4-nitrocatechol,
3-methyl-4-nitrophenol, and 2- and 4-nitrobenzoate, and was chemotactic to these
nitroaromatic growth substrates. It was also chemotactic to other structurally similar
nitroaromatic compounds that did not serve as growth substrates but were trans-
formed by strain SJ98 in the presence of an alternative substrate (Bhushan et al.
2000; Pandey et al. 2002; Samanta et al. 2000). In bench-scale experiments,
Ralstonia sp. SJ98 was capable of generating and following a gradient of
4-nitrophenol in soil and degrading it in the process, suggesting that this strain
could be useful for bioremediation of nitroaromatic contaminants in the field (Paul
et al. 2006). Strain SJ98 was also found to respond to chloronitrobenzoates and
chloronitrophenols that it is capable of completely degrading or cometabolizing, and
the response was inducible (Pandey et al. 2012). The observation that structurally
similar nonmetabolizable (chloro)nitroaromatic compounds do not serve as attrac-
tants for strain SJ98 pointed toward the possibility that the sensing mechanism
involved energy taxis, but clear responses to compounds that are transformed but
not completely degraded argues against this mechanism. Interestingly, the response
to chloronitroaromatic compounds was inhibited in the presence of nitroaromatic
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attractants, suggesting that the same receptor is used for sensing all (chloro)
nitroaromatic attractants (Pandey et al. 2012). Another isolate, Pseudomonas sp.
strain JHN, which is capable of degradation of 4-chloro-3-nitrophenol and partial
metabolism of 4-chloro-2-nitrophenol, was shown to be chemotactic to both com-
pounds (Arora and Bae 2014; Arora et al. 2014).

In contrast to the metabolism-dependent responses of Ralstonia sp. strain SJ98
and Pseudomonas sp. strain JHN to nitroaromatic compounds, chemotaxis toward p-
nitrophenol by Pseudomonas sp. strain WBC-3 was metabolism-independent and
constitutive. The strain also responded to the nitroaromatic compounds nitroben-
zene, nitrophenol, 2,6-dinitrophenol, as well as pentachlorophenol and the common
intermediates in aerobic aromatic compound catabolism catechol, salicylate,
4-hydroxybenzoate, gentisate, and protocatechuate (Zhang et al. 2008).

The 4-nitrotoluene (4NT) degrading strains P. putida TW3 (Rhys-Williams et al.
1993) and Pseudomonas sp. strain 4NT (Haigler and Spain 1993) have similar
chemotaxis systems for the detection of the 4NT degradation intermediate
4-nitrobenzoate (Parales 2004). The chemotactic response was induced by the
catabolic intermediate β-ketoadipate (Parales 2004), and based on this pattern of
induction, it is likely that a PcaY ortholog is responsible for the detection of
4-nitrobenzoate in these strains. PcaY was identified as a methyl-accepting chemo-
taxis protein from Pseudomonas putida F1 that mediates the response to a wide
range of substituted benzoates, including nitrobenzoates; aminobenzoates; hydrox-
ylated, methylated, and chlorinated benzoates; as well as vanillate, protocatechuate,
and the hydroaromatic compounds quinate and shikimate (Luu et al. 2015). In a
separate study, the methyl-accepting chemotaxis protein receptor NbaY was shown
to be required for chemotaxis to 2-nitrobenzoate in the 2-nitrobenzoate-degrading
strain Pseudomonas fluorescens KU-7 (Iwaki et al. 2007). There is, however, little
sequence similarity between the periplasmic ligand binding domains of PcaY
and NbaY.

The response of Acidovorax sp. strain JS42 to 2-nitrotoluene was found to result
from a combination of metabolism-independent chemotaxis directly to 2-nitrotoluene,
metabolism-dependent chemotaxis to the nitrite released during growth on
2-nitrotoluene and energy taxis in response to the catabolism of 2-nitrotoluene
(Rabinovitch-Deere and Parales 2012). Chemotaxis to mononitrotoluenes,
dinitrotoluenes, and 2,4,6-trinitrotoluene (TNT) by the 2,4-dinitrotoluene degrading
strains B. cepacia R34 and Burkholderia sp. strain DNT was reported (Leungsakul
et al. 2005). However, the response to nitroaromatics took up to 3 days to visualize,
whereas most chemotactic responses are observable in well under an hour with the
assay used. No nitroarene chemoreceptors were identified.

Clostridium sp. strain EDB2 is an obligate anaerobe that is chemotactic to the
cyclic nitramine explosives hexahydro-1,3,5-trinitro-1,3,5-triazine (RDX), octa-
hydro-1,3,5,7-tetranitro-1,3,5,7-tetrazocine (HMX), and 2,4,6,8,10,12-hexanitro-
2,4,6,8,10,12-hexaazaisowurtzitane (CL-20) (Bhushan et al. 2004). The strain trans-
formed RDX, HMX, and CL-20 to nitrite, nitrous oxide, formaldehyde, and formate.
Chemotactic responses to RDX, HMX, and CL-20 appeared to be due to the
detection of released nitrite rather than the explosives themselves. Previous studies
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demonstrated nitrate and/or nitrite chemotaxis by bacteria capable of anaerobic
respiration (Lee et al. 2002; Taylor et al. 1979). In most cases the response appears
to be due to energy taxis (Taylor and Zhulin 1999; Taylor et al. 1999) and not the
specific interaction of a chemoreceptor with nitrite. Clostridium sp. are generally not
capable of anaerobic respiration, and therefore it is not expected that strain EDB2
can use nitrite as an electron acceptor. At this time the receptor for the detection of
nitrite released from cyclic nitramine explosives is not known.

6 Chemotaxis to Chlorinated Hydrocarbons

As mentioned above, the biphenyl-degrading strain Pseudomonas sp. strain B4 is
chemotactic to 2-, 3-, and 4-chlorobiphenyl and also to 2,3-dichlorobiphenyl
(Gordillo et al. 2007), but chemotaxis to more highly chlorinated polychlorinated
biphenyls (PCBs) has not been reported. Chlorobenzoates are intermediates in the
degradation of PCBs and other chlorinated aromatic compounds. Although P. putida
PRS2000 cannot grow on chlorobenzoates, benzoate- or 4-hydroxybenzoate-grown
cells were attracted to 3- and 4-chlorobenzoate (Harwood 1989; Harwood et al.
1990). Similarly, P. putida F1 responded to 3- and 4-chlorobenzoate and the receptor
was identified as the methyl-accepting chemotaxis protein PcaY (Luu et al. 2015).

Interestingly, in Pseudomonas aeruginosa PAO1 the inorganic phosphate recep-
tor CtpL was found to be responsible for positive chemotaxis to the toxic pollutant
chloroaniline (Vangnai et al. 2013). CtpL also mediated responses to 3-chloroaniline,
3,4-dichloroaniline, benzoate, anthranilate, 4-aminobenzoate, 4-chloronitrobenzene,
catechol, and 4-chlorocatechol. Of these attractants, only benzoate, catechol, and
anthranilate serve as carbon and energy sources for strain PAO1 (Vangnai et al.
2013).

Chlorinated alkenes such as trichloroethylene (TCE), dichloroethylene (DCE),
and perchloroethylene (PCE) are used as solvents, degreasing agents, and cleaning
agents in dry cleaning, and they are common groundwater pollutants. Toluene-
grown P. putida F1 is attracted to TCE, cis-1,2-DCE, and PCE (Parales et al.
2000). P. putida F1 is unable to grow on these compounds, but toluene dioxygenase,
the enzyme that catalyzes the first step in toluene degradation, is capable of oxidizing
and detoxifying TCE (Li and Wackett 1992; Wackett and Gibson 1988). Analysis of
the chemotactic response of P. putida F1 to TCE in a packed column demonstrated
bacterial chemotaxis in porous media and provided evidence that chemotaxis is
relevant in a variety of environmental conditions and does not just occur in the
aqueous phase (Olson et al. 2004). However, use of live-dead staining during
chemotaxis plug assays revealed that exposure to high TCE, and to a lesser extent,
high toluene concentrations were toxic to P. putida F1 cells and resulted in signif-
icant cell death over the course of a 20-min assay (Singh and Olson 2010). These
findings highlight the importance of considering the toxicity of a pollutant to a
bacterial strain capable of its degradation in addition to the ability of the cells to
sense and respond to the toxic chemical. P. putida F1 was also used to detect
benzoate and acetate in a bench-scale aquifer model where sand and aqueous
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media were used to simulate ground water flow. The center of the wild-type F1
population plume was shown to accumulate approximately 0.74 cm and 0.4 cm
closer to the benzoate and acetate attractants, respectively, relative to a non-
chemotactic P. putida F1 cheA mutant. In addition, transverse dispersivity (disper-
sion perpendicular to the flow) of the wild-type strain was, on average, higher for
both the benzoate and acetate attractants relative to the mutant strain. The conclu-
sions from this study indicate that chemotaxis can play a role in the overall
improvement of bioremediation in aquifers (Strobel et al. 2011).

Similarly, o-xylene-grown P. stutzeri OX1 was shown to respond to TCE, DCE,
and PCE, as well as trans-1,2-DCE, 1,1-DCE, and vinyl chloride. Toluene-grown
P. putida F1 and B. vietnamiensis G4 were also attracted to additional chlorinated
ethenes (Vardar et al. 2005). Chlorinated alkenes do not serve as carbon and energy
sources for these bacteria, but toluene o-monooxygenase from B. vietnamiensisG4 is
capable of oxidizing TCE and DCE isomers (Shields and Francesconi 1996), and the
corresponding enzyme from P. stutzeri OX1 oxidizes TCE, PCE, and DCE isomers,
as well as chloroform (Chauhan et al. 1998; Ryoo et al. 2000). The genes encoding
the P. putida F1 toluene dioxygenase and B. vietnamiensis G4 toluene mono-
oxygenase are induced by TCE (Leahy et al. 1996). Together, these data suggest
that if an appropriate carbon and energy source were available, such chemotactic
strains could follow and detoxify a moving plume of chlorinated alkene-
contaminated groundwater. In contrast to the positive chemotactic responses of
these aerobic bacterial strains to TCE, motile anaerobic dechlorinating Geobacter
in the commercially available mixed culture KB-1™ showed no sign of chemotaxis
to TCE (Philips et al. 2014).

Pseudomonas stutzeri KC transforms and detoxifies carbon tetrachloride
(CT) under anoxic conditions using nitrate as a terminal electron acceptor (Criddle
et al. 1990; Dybas et al. 1995; Lewis et al. 2001). Motility and chemotaxis of P. stutzeri
KC to nitrate were shown to enhance bioremediation of CT by allowing cells to follow
the self-generated nitrate gradient in laboratory-scale groundwater-saturated aquifer
columns containing CT and nitrate (Witt et al. 1999). The authors concluded that the
cells’ ability to move toward higher concentrations of nitrate increased CT degradation
because the organism requires denitrifying conditions in order to transform CT. The
results of this study and a report demonstrating nitrate and acetate chemotaxis by
P. stutzeri KC in porous media support the proposal that chemotaxis enhances
biodegradation in the environment (Roush et al. 2006).

7 Chemotaxis to (Methyl)Phenols

P. putida harboring the (methyl)phenol (dmp) degradation pathway encoded on
pVI150 exhibited metabolism-dependent taxis to phenolic compounds (Sarand
et al. 2008). The response was mediated by the energy taxis transducer Aer2, a
membrane-anchored MCP-like protein that carries a PAS domain. Inactivation of
aer2 eliminated both aerotaxis and metabolism-dependent taxis to metabolizable
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phenols, succinate, and glucose. This was the first report to demonstrate direct
involvement of an energy taxis receptor in a tactic response to aromatic compounds.

In contrast, phenol, catechol, and a series of aromatic acids that serve as carbon and
energy sources as well as attractants forComamonas testosteroniCNB-1 are sensed by
a different form of metabolism-dependent chemotaxis. In this case, rather than binding
these chemicals directly, MCPs bind TCA cycle intermediates that are generated
during catabolism of the substrates (Huang et al. 2016; Ni et al. 2013; Ni et al. 2015).

Although it is unable to utilize phenol as a carbon source, E. coli has long been
known to sense phenol as both an attractant and a repellent via its canonical MCPs Tar
(senses phenol as an attractant), Tsr, Trg, and Tap (senses phenol as a repellent) (Imae
et al. 1987; Yamamoto et al. 1990). An alternative mechanism of sensing phenol by
Tsr and Tar that does not involve binding to the periplasmic ligand-binding domain of
an MCP was also reported (Pham and Parkinson 2011). The analysis of a series of
hybrid and mutant receptors suggested that phenol entry into the cytoplasmic mem-
brane perturbs the transmembrane helices of the MCPs, and the signal is then
transduced to the flagella via the standard chemotaxis signaling pathway.

8 Repellent Responses

Hydrophobic hydrocarbons and related chemicals can accumulate in cellular mem-
branes, causing a loss of membrane integrity and dissipation of membrane potential
(Sikkema et al. 1995). Negative chemotactic responses (repellent responses) allow
motile bacteria to avoid environments with toxic concentrations of these chemicals.
In fact, it appears that some bacteria may be capable of exhibiting both positive and
negative responses to potentially toxic chemicals depending on the concentration.
For example, although P. putida F1 exhibits an inducible positive response to
toluene, a constitutive repellent response to high concentrations of toluene was
observed (Parales et al. 2000).

Negative chemotaxis has been reported for several marine pseudomonads in
response to chloroform, toluene, and benzene (Young and Mitchell 1973). In
addition, P. aeruginosa displayed repellent responses to TCE, PCE, 1,1,1-
trichloroethane (TCA), chloroform, and dichloromethane (Shitashiro et al. 2003).
The repellent response to TCE and chloroform required the Cluster I chemotaxis
genes cheYZABW as well as cheR, and the three MCP-encoding genes pctA, B, and C
(Shitashiro et al. 2005). PctA, PctB, and PctC also mediate positive responses to
amino acids (Taguchi et al. 1997).

9 Conclusions and Research Needs

Many bacteria have chemotactic responses that allow them to detect and respond
behaviorally to hydrocarbons. As a number of studies have demonstrated, chemo-
taxis may help overcome mass transfer limitations by bringing the biodegradative
organisms to sorbed hydrocarbons. The ability of specific bacteria to actively sense
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and respond to hydrocarbon substrates provides a competitive advantage when
concentrations of these compounds are limiting due to low bioavailability. In
addition, the ability of an organism to sense and follow a gradient of a particular
chemical or class of chemicals that it is unable to degrade could bring it into close
contact with other organisms carrying relevant transmissible catabolic plasmids for
the degradation of these chemicals. In this way, chemotaxis could stimulate the
dissemination of catabolic plasmids among environmental bacteria, and hence could
enhance the biodegradative capacity of the population.

Although many bacteria that utilize hydrocarbons are also capable of detecting these
chemicals, relatively few receptors have been identified to date. Of those that have been
identified, some are encoded on catabolic plasmids and others on the chromosome. In
addition, receptor genes are frequently located near genes that code for the degradation
of the molecule of interest, which is different from E. coli, where the receptor genes are
located in or near operons devoted to chemotaxis and motility functions. The genetic
context of receptor genes on catabolic plasmids or in operons with the catabolic genes
suggests that chemotaxis may play an important role in biodegradation. In many cases,
chemotactic responses to hydrocarbons are inducible, and in some cases the response is
metabolism dependent and involves the participation of an energy taxis receptor. These
findings indicate that chemotaxis to hydrocarbons can be linked genetically, physiolog-
ically, and/or bioenergetically to metabolism. Regardless of the mechanism, either
through sensing the cellular energy state, a catabolic intermediate, or the presence of a
hydrocarbonmolecule itself in the environment, the end result is useful to the bacteria by
bringing them into contact with useful sources of carbon and energy.

Because of the inherent toxicity of hydrocarbons, a relatively narrow range of
hydrocarbon concentrations is tolerated by most microorganisms (Sikkema et al.
1995). Because hydrocarbons are known to alter membrane structure and dissipate the
pH gradient across the membrane, cells must carefully control the level of hydrocarbons
to which they are exposed. Therefore, it seems plausible that some bacteria may have
evolved both attractant and repellent responses to hydrocarbons in order to access
optimal concentrations for growth and limit exposure to damaging concentrations.

While many hydrocarbon substrates have been identified as attractants for a
number of bacterial species, additional work is needed to elucidate the molecular
basis of hydrocarbon sensing.
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Abstract
Hydrocarbons are simple organic compounds, containing only carbon and hydro-
gen, but despite their simplicity, they are common contaminants in our environ-
ment. This and the risks they pose to human health require remediation strategies.
The decomposition of hydrocarbons by microorganisms into less or nontoxic
simpler substances has been under study for many years and important advances
have been made in this field. Interestingly, cell adherence and surface hydropho-
bicity, biosurfactant production, motility, and chemotaxis processes are bacterial
abilities that reduce the distance between the microorganisms and solid sub-
strates, enhancing bioavailability. Particularly, chemotaxis may enable
hydrocarbon-utilizing bacteria to actively seek new substrates once they are
depleted in a given contaminated area increasing their bioavailability and bio-
degradation. This chapter recapitulates major advances in the potential of hydro-
carbon chemotaxis to increase bioavailability and biodegradation efficiency.
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1 Introduction

Soil contamination by hydrocarbons (such as anthropogenic organic chemicals,
AOCs) is increasing across the globe due to heavy dependence on petroleum as a
major source of energy. For instance, since 2010, over 3300 incidents of crude oil
and liquefied natural gas leaks have occurred on US pipelines, releasing over seven
million gallons of crude according to the Pipeline and Hazardous Materials Safety
Administration (www.phmsa.dot.gov/). Also, motor oils such as diesel or jet fuel
contaminate the natural environment with hydrocarbon. Hydrocarbons can spread
horizontally on the groundwater surface thereby causing extensive groundwater
contamination, whereas in the oceans, oil extraction activities, and the natural
seeps associated to them, have increased the production, shipping, and use of oil.
As a result of these activities, the exposure of soil and freshwater to oil urge for the
need to find ways to decontaminate these areas. These hydrocarbon pollutants may
persist for long periods of time causing disruptions of natural equilibrium between
the living species and their natural environment, and they represent a real hazard for
humans. Indeed, hydrocarbon components that belong to the family of carcinogens
and neurotoxic organic pollutants can enter the human food chain (Gibson and
Parales 2000; Das and Chandran 2011).

There are physical and chemical remediation techniques to remove hydrocarbons
including in situ soil vapor extraction, in situ steam injection vapor extraction, and
excavation (Abioye 2011). However, because of the high economic cost of physi-
cochemical strategies, the biological tools for remediation of these persistent pollut-
ants is a promising option (Bisht et al. 2015). Selecting the most appropriate strategy
to treat a specific site can be guided by considering the amenability of the pollutant to
biological transformation to less toxic products, its accessibility for biotransforma-
tion or bioavailability, and bioactivity (Dua et al. 2002). Some other benefits of using
bioremediation to fight hydrocarbons include the acceleration of the natural clean-up
process and the possibility to treat the contaminants in place. On the other hand, one
of the reasons for the lacking efficiency of biodegradation processes is the limited
bioavailability of the target compounds. Also, optimal degradation of pollutants
trapped in regions of low hydraulic conductivity and permeability remains an issue
(Adadevoh et al. 2016). In this context, research over the last decade has shown that
chemotaxis increases hydrocarbon bioavailability, which was found to have a
beneficial role in bioremediation. Chemotaxis may also increase the bacterial resi-
dence time within the pollutant vicinity, potentially long enough for complete
contaminant biodegradation (Duffy et al. 1997; Wang et al. 2012).

Chemotaxis is the oriented movement toward (positive chemotaxis) or away
(negative chemotaxis) from a particular chemical gradient allowing microorganisms
to locate to more advantageous niches for their growth and survival (Pandey and Jain
2002; Parales and Harwood 2002; Alexandre et al. 2004; Ford and Harvey 2007).
The ability to modulate movement direction is the outcome of controlled changes in
the direction of flagellar rotation, and it is mediated by chemoreceptors that sense
chemoeffectors by a specific receptor–ligand interaction that in turn activates intra-
cellular signaling cascades (Lacal et al. 2010). The specificity of a chemotactic
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response is determined by the chemoreceptor that is typically composed of a
periplasmatic ligand-binding region and a cytosolic signaling domain (Bi and Lai
2015). Some studies have shown that the increased number of chemoreceptors in
many free-living bacteria enables them to respond to a wider range of compounds,
including hydrocarbons, as compared to enterobacteria, suggesting their potential to
detect and chemotax toward a wide variety of different hydrocarbons (Sampedro
et al. 2015). Therefore, chemotaxis is a selective advantage to the bacteria for
guiding them to sense and locate pollutants that are present in the environment.
Chemotaxis may play an important role in terrestrial ecosystems (Alexandre et al.
2004; Ford et al. 2007), and it has been demonstrated to enhance bioremediation in
order to evaluate its impact in natural systems (Samanta et al. 2000; Scow and Hicks
2005; Wang et al. 2015). Because of the ability of bacteria to locate and degrade
hydrocarbons, such bacteria have a selective advantage to survive and grow in
various contaminated sites and, as a consequence, reduce the pollutants in these
areas (Grimm and Harwood 1997; Samanta et al. 2000; Pandey and Jain 2002;
Parales and Harwood 2002; Law and Aitken 2003; Harms and Wick 2006). There-
fore, chemotaxis may be a key factor for achieving more efficient bioremediation
(Pandey and Jain 2002; Ford and Harvey 2007; Pandey et al. 2009).

Many different bacterial strains exhibit positive chemotaxis in the presence of
hydrocarbons, which they also degrade (Grimm and Harwood 1997; Hawkins and
Harwood 2002; Law and Aitken 2003; Bhushan et al. 2000; Parales et al. 2000;
Samanta et al. 2000). Chemoattraction was observed towards biphenyl, benzoic acid
and chlorobenzoic acids (Tremaroli et al. 2010), toluene and its derivatives (Parales
et al. 2000; Lacal et al. 2011), naphthalene and its derivatives (Grimm and Harwood
1997; Lacal et al. 2011), nitroaromatics (Iwaki et al. 2007), chloroaromatics (Gordillo
et al. 2007), chloronitroaromatics (Pandey et al. 2012), aminoaromatics (Parales
2004), explosives (Leungsakul et al. 2005), aliphatic hydrocarbons (Lanfranconi
et al. 2003), and herbicides (Liu and Parales 2009). Similarly, given the toxic potential
of most pollutants, some bacteria have also evolved chemorepellent responses. Bac-
terial repellence has been reported, for example, to hydrogen peroxide, hypochlorite,
and N-chlorotaurine (Benov and Fridovich 1996) and the polycyclic aromatic hydro-
carbons (PAHs) anthracene and pyrene (Ortega-Calvo et al. 2003). Some chemicals
can even be chemoattractants for one bacterial species and be repellent for another
(Parales et al. 2000; Shitashiro et al. 2005; Vardar et al. 2005). For instance, Pseudo-
monas aeruginosa is repelled by trichloroethylene (TCE), whereas it serves as a
chemoattractant for Pseudomonas putida F1 (Singh and Olson 2010). The physical
state of the chemical also appears to influence the type of response, because it was
shown that the naphthalene degrader Pseudomonas putida G7 was repelled by
naphthalene in the vapor phase, whereas it was attracted when the compound was
dissolved in the aqueous phase (Hanzel et al. 2010). In the light of such results, one
has to keep in mind that an observed chemotaxis phenotype can be the result of the
action of several, potential antagonistic chemoreceptors that differ in their sensitivity
to a given compound. These evidences suggest that understanding how these
different chemotactic responses are orchestrated may be important to enhance
bacteria-contaminant contacts to potentiate its biodegradation.
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2 Most Common Contaminant Hydrocarbons

Hydrocarbons are a heterogeneous group (Fig. 1). Lighter hydrocarbons (i.e., less
than 16 carbon atoms) tend to be more mobile due to greater solubility, greater
volatility, and lower organic partitioning coefficients. Heavier hydrocarbons,
referred to as polycyclic aromatic hydrocarbons (PAHs), typically tend to adsorb
into the organic fraction of soil having higher toxicity and being more persistent in
the environment. Chemotaxis is a relevant mobilizing factor for PAH-degrading
rhizosphere bacteria, including moderately hydrophobic PAHs, such as phenan-
threne, anthracene, and pyrene (Ortega-Calvo et al. 2003). Chemotaxis may be
particularly important for the degradation of the most hydrophobic PAHs, such as
benzopyrene. More recently, a study found that the biodegradation of PAHs present
in fuel containing nonaqueous-phase liquid (NAPLs) was slow and followed zero-
order kinetics, indicating bioavailability restrictions (Tejeda-Agredano et al. 2011).
The best example of chemotaxis-enhanced bioavailability (and biodegradation) of a
PAH relates to the capacity of Pseudomonas putida G7 to degrade naphthalene, and
several studies have focused on this strain as a model microorganism (Fig. 1). Using
a heterogeneous aqueous system under a slow-diffusion regime, the rate of biodeg-
radation of naphthalene by P. putida G7 was found to exceed the predictions from a
model based on diffusion-limited biodegradation (Marx and Aitken 2000). This
indicated that bacterial movement through chemotaxis was faster than substrate
mass transfer within the aqueous phase, thus enhancing the rate of substrate acqui-
sition. A subsequent study that also used chemotactic and nonchemotactic strains of
P. putida G7 clearly demonstrated that chemotaxis increased naphthalene degrada-
tion when the compound is present in a nonaqueous-phase liquid (Law et al. 2003).
On the other hand, no chemotactic bacteria have so far been described with more
hydrophobic pollutants, such as high-molecular-mass PAHs.

Another group of frequent hydrocarbon contaminants is the total petroleum
hydrocarbons (TPH). TPHs are a mix of several hundred individual hydrocarbon
chemicals. This petroleum-based hydrocarbon mixture includes benzene, toluene,
xylenes, and naphthalene among many other chemicals (Fig. 1). In certain instances,
TPH can be encountered as a phase-separated liquid, which, due to its buoyancy,
floats on the surface of the water-table. Commonly, phase separated TPH is referred
to as light nonaqueous-phase liquid (LNAPL). A fraction of TPH will also be
dissolved into the groundwater or trapped as vapors within the soil “pore-space” in
the unsaturated zone. The exact split between phases is linked to the original
composition of the source, geological and hydrogeological conditions, and the age
since the spillage occurred. Light nonaqueous-phase liquids (NAPLs) are also
organic liquids such as fuel oil and gasoline, always associated with human activity,
that do not dissolve in water and are frequently found in polluted sites causing severe
environmental and health hazards, representing a great challenge for the remediation
of contaminated soils and sediments (Lekmine et al. 2017).

Trichloroethene or trichloroethylene (TCE) has become a widespread groundwa-
ter pollutant, as a result of its extensive use as a solvent in industry (Fig. 1).
Remediation of aquifers contaminated with this chemical is challenging, since
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TCE forms dense nonaqueous-phase liquids (DNAPL) in the subsoil. Bioremedia-
tion can be used to clean up such contaminations, as several anaerobic bacteria grow
with the reductive dechlorination of TCE to cisdichloroethene (cis-DCE). It has been
shown that the reductive TCE dechlorination enhances the dissolution of the chlo-
rinated ethene DNAPL which, as a consequence, reduces its remediation time (Yang
and McCarty 2002). Dechlorination in a contaminated aquifer can be slow or

Benzene Toluene Naphthalene

Hexadecane Ethylene Trichloroethylene

Chemoa�ractant
hydrocarbons Chemotac�c strains Reference

Benzene Pseudomonas putida F1 Parales et al. 2000

Toluene

Burkholderia cepacia G4
Pseudomonas putida DOT-T1E
Pseudomonas putida F1
Ralstonia pickettii PKO1

Parales et al. 2000
Lacal et al. 2011
Parales et al. 2000
Parales et al. 2000

Naphthalene
Bacillus circulans
Pseudomonas putida DOT-T1E
Pseudomonas putida G7

Bisht et al. 2010
Lacal et al. 2011
Law and Aitken 2006

Hexadecane Flavimonas oryzihabitans
Pseudomonas synxantha LSH-7

Lanfranconi et al. 2003
Meng et al. 2017

Ethylene Pseudomonas aeruginosa PA01 Kim et al. 2007

Trichloroethylene
Pseudomonas aeruginosa PA01
Pseudomonas putida F1

Kim et al. 2006
Parales et al. 2000

Fig. 1 Structures of different biodegradable hydrocarbons that were shown to be chemoattractants.
This figure illustrates that chemotaxis has evolved to a wide array of different hydrocarbons
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inexistent and, in such cases, bioaugmentation, i.e., the injection of a dechlorinating
culture, can initiate bio-enhanced DNAPL dissolution (Adamson et al. 2003; Sleep
et al. 2006). Microbial migration towards a DNAPL could increase the migration
towards a DNAPL, whereas negative chemotaxis could prevent the exposure to the
toxic TCE concentrations adjacent to a TCE DNAPL, eventually accelerating the
bioaugmentation of DNAPL source zones (Ford and Harvey, 2007). Chemotaxis
towards TCE was also observed for the aerobe Pseudomonas putida F1, which
metabolically converts TCE (Parales et al. 2000). Among the anaerobic contaminant
degraders, motility was observed for several perchloroethene (PCE) and TCE
dechlorinating bacteria, including Geobacterlovleyi SZ (Sung et al. 2006; Philips
et al. 2012).

Hydrophobic organic compounds (HOCs) are common contaminants in soils and
sediments including aromatic compounds in petroleum and fuel residue. For hydro-
phobic organic compounds, sorption is a critical process controlling the fate of these
chemicals in groundwater (Oen et al. 2012). HOCs are nearly insoluble in the water
phase and their degradation by microorganisms occurs at the interface with water
(Mounier et al. 2014). Also, motile microorganisms can therefore function as
effective HOC carriers under diffusive conditions which might significantly enhance
HOC bioavailability (Gilbert et al. 2014). There is recent experimental evidence that
ciliated protozoa can function as fast transport vehicles for hydrophobic organic
chemicals. The unique adaptation of microorganisms to move by self-propulsion
through aqueous medium makes them effective carriers for HOCs in diffusive
boundary layers. Even when only a small fraction of a hydrophobic chemical is
bound to a microbial carrier, cotransport with motile microorganisms can signifi-
cantly enhance the mass transfer of HOCs when transport is diffusion-limited. There
is thus increasing body of evidence that some microorganisms beyond their well-
known role as contaminant degraders also play an important role in transporting and
distributing contaminants (Gilbert et al. 2014).

3 Chemotactic Bacteria

In a significant number of cases, the physiological relevance of chemoattraction to
pollutants lies in the fact that these compounds serve as carbon and energy sources.
This may be exemplified by the chemotaxis towards toluene or naphthalene by
Pseudomonas putida DOT-T1E and G7, respectively (Tsuda and Iino 1990;
Mosqueda et al. 1999). Chemotaxis of Pseudomonas putida towards hydrocarbons
is perhaps the most studied system (Fig. 2) and a good example to illustrate the link
between chemotaxis and biodegradation of hydrocarbons (Parales et al. 2000), with
the promise of being a candidate system to tackle groundwater contamination
problems. In the two-naphthalene degrading bacteria Pseudomonas sp. strain
NCIB 9816–4 and P. putida G7 (Grimm and Harwood 1997), previous growth of
cells in biphenyl-containing media induced chemotaxis toward biphenyl. In contrast,
chemotaxis of Pseudomonas sp. B4 toward biphenyl is not induced by previous
growth in this substrate. Interestingly, it was reported that the nonmetabolizable
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3- and 4-chlorobenzoate are attractants to P. putida PRS2000 previously grown on
benzoate or 4-hydroxybenzoate (Harwood et al. 1990). P. putida DOT-T1E is able to
degrade only benzene, toluene, and ethylbenzene (Fig. 2). However, the ligand
spectrum of McpT was found to be large; most McpT ligands are not pathway
substrates and the relevance of chemotaxis to these compounds is not clear. It can be
hypothesized that the advantages of McpT-mediated taxis to pathway substrates
outweighs the consequences of taxis to compounds that do not represent an apparent
benefit, which hence caused the maintenance of such broad range hydrocarbon
receptors during evolution. The physiological relevance of chemoattraction to com-
pounds that do not serve as growth substrates is not fully understood.

Positive chemotaxis along contaminant gradients overcomes the mass-transfer
limitations that impede the bioremediation process and increases the bioavailability
of soil contaminants, as it improves the contact between degrader organisms and
patchy contaminants (Fig. 3). In saturated systems, chemotaxis may be important for
the access of bacteria to heterogeneously distributed contaminations (Velasco-Casal
et al. 2008). Bioavailability for biodegradation may be very different from bioavail-
ability for toxic effects, although the bioaccessible pool for both effects may be
identical (Semple et al. 2007). Although chemotaxis requires at least some solubility
of the target chemical (Ortega-Calvo et al. 2003), it is theoretically possible that also
poorly soluble contaminants cause chemotaxis via their gas-phase distribution at
very low concentrations when present in unsaturated porous media (Nijland and
Burgess 2010). In such habitats, chemotactic swimming along continuous networks
such as fungal mycelia (Furuno et al. 2010) may become important. Also, vapor-
phase chemical gradients influence the chemotactic dispersal and the spatiotemporal

None or very weak chemotaxis

Benzene, styrene, p-xylene, 
p-nitrotoluene

Moderate chemotaxis

Benzene derivatives
chlorobenzene, nitrobenzene, 
ethylbenzene, fluorobenzene, 
benzonitrile

Toluene derivatives
p-ethyltoluene, p-chlorotoluene, 
p-bromotoluene

Hyperchemotaxis

Benzene derivatives
propylbenzene, butylbenzene

Toluene and singly substituted derivatives
toluene, o-xylene, m-xylene, o-iodotoluene,
m-iodotoluene, p-iodotoluene, o-toluidine,
m-toluidine, p-toluidine, o-chlorotoluene, 
m-chlorotoluene, m-bromotoluene, 
m-fluorotoluene, p-fluorotoluene,
o-fluorotoluene, m-nitrotoluene,
o-nitrotoluene

Multiply substituted benzene derivatives
1,2,4-trimethylbenzene,
1,3,5-trimethylbenzene, 2,3-dimethylphenol

Biaromatics
naphthalene, 1,2,3,4-tetrahidronaphthalene

Fig. 2 Chemotaxis phenotype of the organic-solvent tolerant Pseudomonas putida DOT-T1E
strain towards aromatic hydrocarbons. Highlighted in bold are the compounds that also serve for
growth (Data were taken from Lacal et al. 2011)
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distribution of contaminant degrading bacteria. Air-exposed bacteria become
increasingly important for the biodegradation of vapor-phase contaminants in tech-
nical filters as well as in the phyllosphere (Sandhu et al. 2007). Chemotactic
dispersal hence can affect the dynamics of microbial ecosystems and the ecology
of contaminant biodegradation (Nijland and Burgess 2010).

Chemotaxis enhances the mixing of bacteria with contaminant sources in
low-permeability regions, which may not be readily accessible by advection and
dispersion alone. The accumulation of chemotactic bacteria around the contaminated
sources within the low-permeability region is expected to increase contaminant
consumption. That and the increase in the growth rate due to hydrocarbon consump-
tion are expected to accelerate the biodegradation process (Wang et al. 2016). Many
studies have demonstrated the importance of chemotaxis towards hydrocarbons under
various circumstances and in recent years more quantitative analyses have been
undertaken to measure the two essential parameters that characterize the chemotaxis
of bioremediation bacteria: the chemotactic sensitivity coefficient x0 [m2/s] and the
chemotactic receptor constant Kc[mol/L]. The chemotactic sensitivity coefficient
represents the directed bacterial movement resulting from the chemotactic response,
and the chemotactic receptor constant represents the bacterial propensity to bind the
chemoattractant to its chemotactic receptors (Ford and Harvey 2007). Capturing
reliable values of these two chemotaxis parameters is essential to improve the effi-
ciency of bioremediation. Indeed, a new methodology based on the chemotactic
sensitivity coefficient (x0) and chemotactic receptor constant (Kc) serves to enrich
the current database of chemotaxis parameters (Wang et al. 2015).

The major evolutionary driving force for chemotactic movements is considered to
be the capacity to access compounds that serve as carbon/energy sources or electron
acceptors. This statement is based on data for taxis towards common nontoxic carbon
sources like sugars, amino acids, or Krebs cycle intermediates but appears to apply
also to taxis towards toxic biodegradable compounds. The observation that many

Biodegradation of hydrocarbonsBioavailability

Soil

Aliphatic hydrocarbons

Primary/Secondary
alcohol

Aromatic hydrocarbons

Catechol

Acetyl CoA

Cell biomass

Attack by oxygenases

Chemotaxis

Fig. 3 Chemotaxis and its capacity to increase the bioavailability and biodegradation efficiency of
hydrocarbons. Hydrocarbon properties, such as molecular structure and toxicity, and microbial
characteristics including gene regulation, metabolic flexibility, and tolerance determine the biore-
mediation performance
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biodegrading bacteria show tactic behaviors towards the cognate biodegradation
substrate combined with the observation that specific pollutant chemoreceptors are
colocalized on plasmids harboring pollutant degradation plasmids, strongly suggest a
link between biodegradation and taxis. There is now a significant body of experimen-
tal information available that documents the beneficial effect of taxis on bioavailabil-
ity. This knowledge may form the basis for a rational engineering to optimize the
performance of pollutant-degrading microbial populations (Krell et al. 2011, 2013).

4 Biodegradation

In the context of bioremediation, chemotaxis may work to enhance bacterial resi-
dence times in zones of contamination, thereby improving treatment (Fig. 3).
Chemotaxis could enhance the mass transfer of bacteria to the source of contamina-
tion, allowing for better pollutant accessibility and, concomitantly, increased con-
taminant biodegradation. There is a natural link between chemotaxis and
biodegradation by showing the inducible nature of the chemotactic response and
the occurrence of a common regulation of chemoreceptor and biodegradation genes.
Coordinated regulation of bacterial chemotaxis to many xenobiotic compounds and
their respective mineralization and/or transformation indicates that this phenomenon
might be an integral feature of degradation. Indeed, with enhanced bacterial migra-
tion toward the attractant as a result of chemotaxis, the rate of attractant degradation
is increased on close to in situ conditions in contaminated soil and in a reconstituted
bench-scale microcosm and under laboratory conditions. It has also been shown that
bacterial motility and transport can be controlled through a suitable choice of
chemical effectors (Velasco-Casal et al. 2008; Jimenez-Sanchez et al. 2012).

Bhushan et al. (2004) studied the biodegradation of cyclic nitramine explosives that
are hydrophobic pollutants with very low water solubility. In sediment and soil
environments, they are often attached to solid surfaces and/or trapped in pores and
are distributed heterogeneously in aqueous environments. Interestingly, biotransfor-
mation reactions by the anaerobic bacterium Clostridium sp. EDB2 that led to the
production of NO2 caused a chemotactic behavior that in turn was found to increase
the biodegradation rate. In this case, it is not chemotaxis to the pollutant perse but to a
derived metabolite, NO2, which caused the chemotactic response. Another study
revealed the link between chemotaxis and degradation of various nitroaromatic com-
pounds (Samanta et al. 2000). Other studies have attributed a role for chemotaxis in
directing bacterial migration towards contaminants in natural porous media under
groundwater flow conditions (Wang et al. 2016). Furthermore, deposition of chemo-
tactic bacteria during transport in porous media was investigated as well (Velasco-
Casal et al. 2008; Jimenez-Sanchez et al. 2012). These studies concluded that bacteria
chemotactic to naphthalene or to salicylate (the latter is an intermediate of naphthalene
degradation) are deposited to a lesser extent in porous media than the control strain,
which was devoid of chemotactic movement. Taken this information together, it can be
concluded that there is a significant link between chemotaxis and the degradation of

14 The Potential of Hydrocarbon Chemotaxis to Increase Bioavailability and. . . 249



pollutants. This is consistent with the notion that an optimization of the chemotactic
movement has the potential to increase the degradation efficiency (Lacal et al. 2013).

A particular way of bioremediation is rhizoremediation, or the decontamination of
polluted soils by the plant rhizosphere. The high levels of microbial biomass associ-
ated with the rhizosphere, the carbon turnover caused by root exudates and their
microbial utilization as cosubstrates for the cometabolism of PAHs and chemotaxis,
as well as the migration of dissolved contaminants within the soil matrix as a result of
interactions with DOM are all positive factors that promote the bioavailability of these
PAHs. Identification of mutants defective in colonization and survival in the rhizo-
sphere has provided some important insight into the processes involved in rhizosphere
colonization, such as the implication of chemotaxis, movement toward and attachment
to the roots. In particular, PAH-polluted soil, positive chemotaxis towards PAHs,
bacterial components such as LPS, and root exudates may play a stimulatory role in
biodegradation due to the existence of a favorable niche for microorganisms around
the plant root. There are studies that have determined an enhanced PAH biodegrada-
tion rate and an enrichment of PAH-degrading bacteria in the rhizosphere (Miya and
Firestone 2000; Binet et al. 2000). Rhizoremediation provides ways to increase the
bioavailability of PAHs in a low-risk manner through different mechanisms. Plant
rhizospheres could be effective in promoting the bioavailability of PAHs in contam-
inated soils that have previously undergone extensive bioremediation but that still
contain inacceptable PAH levels (Ortega-Calvo et al. 2003).

5 Research Needs

Limited mechanistic information exists on bacterial activity and dispersal in the
unsaturated zone of subsurface as well as on the precise molecular mechanisms
underlying the chemotactic response. Complete understanding of these mechanisms
would help to engineer chemotactic hydrocarbon degraders. Further research is
necessary to elucidate the potential relevance of chemoattraction towards pollutants
that are not metabolized. In addition, there is only limited knowledge available on
the dispersal of air-water interface-associated microbes under the influence of vapor-
phase contaminant gradients, as they likely exist in the capillary fringe of contam-
inated aquifers. Understanding how microorganisms move and adjust themselves to
environmental cues is integral to the understanding of the complexity of microbial
communities. Therefore, in the future, it will be important to work with both,
genetically modified laboratory strains as well as newly isolated microbes and to
observe them in the context of structured communities to fully appreciate their
developmental and degradation potentials.
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Abstract
Many bacteria communicate with each other through the action of diffusible
signal molecules, a process that has been termed quorum sensing (QS). QS acts
to regulate diverse processes in different bacteria, to include the formation of
biofilms, cellular differentiation, synthesis of antibiotics and other secondary
metabolites, and the production of virulence factors in pathogens. Many bacteria
use amphiphilic lipids of different chemical classes as signal molecules. N-acyl
homoserine lactones, cis-2-unsaturated fatty acids, methyl esters of hydroxylated
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fatty acids, and tridecanone derivatives have been described in different Gram-
negative organisms and gamma-butyrolactones in Gram-positive streptomycetes.
A diverse range of mechanisms for perception and transduction of these signals
has been described. Here we review these different signals, their mode of
biosynthesis, and transduction pathways before going on to discuss interference
of QS as a strategy for the control of bacterial disease.

1 Introduction

Many bacteria communicate with each other through the action of diffusible signal
molecules. Such cell-cell communication allows organisms to monitor aspects of
their environment such as population density, a process that has been termed quorum
sensing (QS). The elevated levels of signal concentration resulting from a higher
local population density lead to activation of specific QS-regulated functions. Other
growth conditions such as confinement to particular niches in which diffusion may
be limited or exposure to conditions that affect signal production or stability can also
affect the local concentration of signal molecules. The term QS is now used to
describe cell-cell signaling in this range of different contexts (Platt and Fuqua 2010).
QS allows a colony or group of organisms to act in a coordinated fashion to regulate
diverse processes such as the formation of biofilms, cellular differentiation, synthesis
of antibiotics and other secondary metabolites, and the production of virulence
factors in pathogenic bacteria. The signal molecules synthesized by bacteria belong
to a wide range of chemical classes to include amphiphilic lipids as well as peptides
and carbohydrate derivatives. Multiple systems using different types of signal can
often occur within a single organism. Equally, a diverse range of mechanisms for
signal perception and transduction has been described.

As noted above, different amphiphilic lipids have been shown to act as bacterial
cell-to-cell signals (Fig. 1). Indeed the most common signal molecules found in
Gram-negative bacteria are the N-acyl homoserine lactones (N-AHLs) (Waters and
Bassler 2005). The plant pathogen Ralstonia solanacearum has an additional sig-
naling system mediated by methyl esters of 3-OH palmitic or myristic acids (Kai
et al. 2015). Gram-negative bacteria from the order Xanthomonadales, which
includes important plant and human pathogens, utilize cis-unsaturated fatty acids
of the DSF (diffusible signal factor) family as signals (Ryan et al. 2015), whereas
Vibrio cholerae utilizes (S)-3-hydroxytridecan-4-one (Higgins et al. 2007).
Although many Gram-positive bacteria use amino acids or modified peptides as
signals, actinomycetes such as Streptomyces species use gamma-butyrolactones
(GBLs) (Takano 2006). In this overview, we will discuss each of these lipid-based
signals, the pathways for their synthesis and turnover, and the signal transduction
pathways that lead to specific alteration in bacterial behavior. We will go on to briefly
discuss interference of QS as a strategy for the control of disease as part of a
consideration of outstanding research questions. The reader is also directed to
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several other reviews in this area that focus on particular signaling systems, strate-
gies for interference, or their applications in synthetic biology (Deng et al. 2011;
LaSarre and Federle 2013; Biarnes-Carrera et al. 2015).

2 N-AHL-Mediated Signaling

N-AHLs comprise an invariant homoserine lactone ring attached to a fatty acid
residue through an amide bond (see Fig. 1). The fatty acid moieties differ in chain
length from 4 to 18 carbons, some can be unsaturated and often occur with hydroxy
or keto groups at position 3 (Ng and Bassler 2009). These signals were first
described in the marine bioluminescent bacterium Vibrio fischeri (now Photo-
bacterium fischeri) in which QS regulates light production. A new class of N-AHL
first described in Rhodopseudomonas palustris has p-coumaric acid instead of a fatty
acid (Schaefer et al. 2008) but will not be considered further here.

COOH

COOH

COOH

COOH

DSF, 11-Methyl-cis- dodecenoic acid from Xanthomonas
campestris

BDSF, cis dodecenoic acid, first identified in Burkholderia
cenocepacia

CDSF, Cis,cis-11-methyldodeca-2,5-dienoic acid first 
identified in Burkholderia spp. and in Xanthomonas oryzae

12-Me-tetradecanoic acid, tentatively identified as DSF 
in Xylella fastidiosa

3-oxo C6 HSL from Pectobacterium carotovorum, 
Pseudomonas syringae

COOCH3

OH
3-hydroxy palmitic acid methyl ester from Ralstonia
solanacearum

Generic structure for N-acyl homoserine lactone
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C4 HSL from Pseudomonas aeruginosa

3-oxo C12 HSL, Pseudomonas aeruginosa
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CAI-1, (S)-3-hydroxytridecan-4-one first identified in
Vibrio cholerae

O O
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A factor from Streptomyces griseus

Fig. 1 Bacterial signal molecules belong to a range of different chemical classes to include
amphiphilic lipids

15 Amphiphilic Lipids, Signaling Molecules, and Quorum Sensing 257



2.1 The Archetypal LuxIR QS System

The archetypal N-AHL QS system comprises two proteins belonging to the LuxI and
LuxR families, respectively (Fuqua et al. 2001; Whitehead et al. 2001; Ng and
Bassler 2009; Fig. 2). N-AHLs are synthesized by cytoplasmic LuxI family proteins
using S-adenosyl methionine and a fatty acyl-acyl carrier protein (fatty acyl-ACP) as
substrates. The reaction generates the N-AHL and 50-methylthioadenosine as prod-
ucts. LuxI proteins do not have a strict substrate specificity and will generate a range
of N-AHLs with fatty acid substituents of similar chain length or additional substi-
tution. The precise mode of action of several LuxI family proteins has been
described (Pappas et al. 2004). After synthesis, the signal can move across the
bacterial membranes and accumulates both intra- and extracellularly in proportion
to cell number. It is not clear whether movement across the cytoplasmic membrane
requires facilitation by transporter proteins.

The sensing of the N-AHL signal is mediated by a transcriptional regulator of the
LuxR family. These proteins comprise two domains: an amino-terminal region
involved in N-AHL binding and a C-terminal domain implicated in DNA binding
(Pappas et al. 2004). Preferential binding of a particular N-AHL by its cognate LuxR
family protein ensures a good degree of specificity in signal transduction and in most
cases results in the formation of homodimers. These complexes can then bind at
specific promoter DNA sequences called lux boxes affecting the expression of target
QS-regulated genes.

The luxI and luxR genes are in most cases linked within the bacterial genome. Some
organisms have several LuxI family proteins that direct the synthesis of N-AHL signal
molecules sometimes with diverse acyl moieties. Each of these LuxI proteins has an
associated LuxR protein, and the different LuxI/R systems usually interact extensively
and are hierarchically organized. The best studied of these hierarchical systems is
probably that of Pseudomonas aeruginosa (Jimenez et al. 2012). This organism has
two N- AHL-QS systems, the Las and Rhl systems. LasI directs the synthesis of N-
(3-oxo-dodecanoyl)-L-homoserine lactone (3-oxo-C12-HSL) which interacts with

LuxR

luxIOther target genes

LuxI

LuxR

Fig. 2 The archetypal N-
AHL signaling system.
N-AHLs are synthesized by a
protein of the LuxI family and
sensed by a LuxR family
transcriptional regulator. N-
AHL binding by LuxR
enhances binding to the
promoters of target genes that
can include luxI, leading to
positive feedback in signal
synthesis
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LasR and activates target promoters. RhlI directs the synthesis of N-(butanoyl)-L-
homoserine lactone (C4-HSL) which interacts with the cognate regulator RhlR, thus
activating its gene promoters. The Las and Rhl systems are connected and regulate the
production of multiple virulence factors such as rhamnolipid, elastase, and pyocyanin
production as well as biofilm formation (Jimenez et al. 2012).

The LasIR and RhlIR system also regulate the synthesis of PQS, (for Pseudomo-
nas quinolone signal; 2-heptyl-3-hydroxy-4 (1H)-quinolone) and its precursor
2-heptyl-3-hydroxy-4(1H)-hydroxyquinolone (HHQ). Both PQS and HHQ act as
QS signals in Pseudomonas aeruginosa, whereas other species of Pseudomonas and
Burkholderia species do not synthesize PQS but use HHQ as a QS signal.

2.2 LuxMN Is a Second QS System

A second pathway of N-AHL-dependent QS that is distinct from LuxIR has been
described in Vibrio harveyi (Waters and Bassler 2005). In this organism, synthesis of
N-AHL (specifically 3-hydroxy butanoyl-homoserine lactone; 3-OH-BHL) is cata-
lyzed by LuxM, which is unrelated to LuxI and sensed by a periplasmic loop of LuxN,
a histidine kinase in the cytoplasmic membrane. This pathway acts in concert with two
other QS pathways mediated by CAI-I, which in V. harveyi is (Z )-3-aminoundecan-4-
one (see below) and AI-2, a furanosyl borate diester, to activate bioluminescence and
inhibit exopolysaccharide production and type III secretion at high cell density. Each
pathway involves a different histidine kinase, but they converge at the cytoplasmic
phosphotransfer protein LuxU. This protein can exchange phosphoryl groups with the
σ54 -dependent activator LuxO. At low cell density, signal concentration is low, and
LuxN acts as a kinase resulting in autophosphorylation. The phosphoryl group is then
transferred via LuxU to LuxO. This leads to activation of synthesis of small RNA
species that together with the protein Hfq inhibit the transcription of luxR, which
encodes an activator of bioluminescence (hence light is not produced) (Fig. 3).

At high cell density, the 3-hydroxy butanoyl-homoserine lactone, AI-2, and
CAI-1 signal molecules are produced at a high level and interact with their cognate
sensors. (In the case of AI-2, the signal binds to LuxP, a periplasmic protein that is
associated with the sensor kinase LuxQ.) These interactions convert the sensor
proteins (LuxN, LuxQ, and CqsS) from kinases to phosphatases, resulting in loss
of phosphoryl groups from LuxU and LuxO. Consequently LuxO is inactivated, the
small RNAs are not synthesized, and LuxR synthesis can proceed. This allows the
LuxR transcriptional activator (which is unrelated to LuxR of Vibrio fischeri) to
activate expression of bioluminescence genes.

2.3 Enzymatic Degradation of N-AHL Signals

A number of enzymes capable of degradation of N-AHL signals have been described
(LaSarre and Federle 2013). The two principal classes are acylases that release the
fatty acid from the homoserine moiety by hydrolysis and lactonases that open the
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homoserine lactone ring. A cytochrome P450 oxidoreductase from Bacillus mega-
terium can also act to oxidize N-AHLs at the ω-1, ω-2, or ω-3 position, as a first step
to their further degradation (Chowdhary et al. 2007). These quorum-quenching
enzymes can have diverse roles within the producing organisms. They may be
involved in degradation of signals within a species, so that the organism is no longer
subject to QS control. In contrast, they may also be involved in competition with
other bacteria, where the enzymes degrade the N-AHL signals of the competitor to
provide an advantage to the producing organism. There is a substantial interest in
engineering the use of such enzymes in the control of bacterial disease. The first
description of such quorum quenching was the expression of the lactonase AiiA in
tobacco and potato to control of symptoms caused by Erwinia carotovora (now
Pectobacterium carotovorum) (Dong et al. 2001). The expression of AiiA reduced
the maceration symptoms which are normally caused by extracellular enzymes
(pectinases and cellulases) that are under QS control. Further examples are discussed
by LaSarre and Federle (2013).

3 DSF-Mediated Signaling

Cell-cell signals of the DSF (diffusible signal factor) family are cis-2-unsaturated
fatty acids of different chain lengths and branching (Fig. 1). The first of these to be
described was 11-methyl-cis-2-dodecenoic acid (which was named DSF) from the
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CAI-1

Virulence factors
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LuxS
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sRNA
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AI-2
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3-OH-BHL

P

P
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Fig. 3 QS circuitry in Vibrio harveyi. The major QS signals in Vibrio harveyi are CAI-1, which is
(S)-3-hydroxytridecan-4-one, AI-2, a furanosyl borate diester, and 3-OH butanoyl homoserine
lactone (3-OH-BHL). Synthesis of CAI-1 requires CqsA, whereas signal perception and transduc-
tion require the sensor kinase CqsS. These signaling pathways act in concert to repress virulence
factor synthesis and promote bioluminescence when the cognate signals are present, an action
mediated by the LuxR regulator. All three systems act via the LuxU phosphotransfer protein and the
σ54 - dependent activator LuxO to modulate luxR expression. A “P” next to an arrow indicates the
transfer of phosphoryl groups (see text for details)
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plant pathogen Xanthomonas campestris (Barber et al. 1997; Wang et al. 2004; Ryan
et al. 2015). The cis-unsaturated double bond at the 2 position is a key structural
feature for the signaling and regulatory activities; trans isomers and saturated
derivatives have little or no activity (Wang et al. 2004). Different family members
have been described in Burkholderia cenocepacia (cis-2-dodecenoic acid; BDSF),
Pseudomonas aeruginosa (cis-2-decenoic acid), Xylella fastidiosa (cis-2-tetra-
decenoic acid; XfDSF), and Xanthomonas oryzae (cis,cis-11 methyldodeca-2,5-
dienoic acid; CDSF) (Fig. 1).

3.1 The Rpf Proteins and DSF Signaling in Xanthomonads

In Xanthomonas, the synthesis and perception of the DSF signal require products of
genes within the rpf cluster (for regulation of pathogenicity factors) (Barber et al.
1997; Slater et al. 2000). DSF signaling in Xanthomonas positively regulates the
synthesis of multiple virulence factors including extracellular enzymes and extra-
cellular polysaccharides but negatively regulates biofilm formation/aggregation. The
synthesis of DSF is totally dependent on RpfF, which has amino acid sequence
relatedness to enoyl CoA hydratase and is a member of the crotonase superfamily of
proteins (Barber et al. 1997). The rpfF gene is downstream of and transcriptionally
linked to rpfB, which encodes a long chain fatty acyl CoA ligase, although rpfF also
has its own promoter. RpfB does not have a role in DSF synthesis but rather in DSF
turnover (see below).

The sensing and transduction of the DSF signal in Xanthomonas depend upon a
two-component regulatory system encoded by the rpfGHC operon, which is adjacent
to rpfF but convergently transcribed (Ryan et al. 2015). RpfC is a complex sensor
kinase comprising an N-terminal membrane-associated sensory input domain, histi-
dine kinase and histidine kinase acceptor (HisKA) domains, a CheY-like receiver
(REC) domain, and a C-terminal histidine phosphotransfer (HPT) domain. The
RpfG regulator comprises a REC domain and an HD-GYP domain, which is a
phosphodiesterase involved in degradation of the second messenger cyclic
di-GMP (Ryan et al. 2015). RpfH is a novel protein with four transmembrane helices
that has amino acid sequence similarity to the sensory input domain of RpfC but no
known function (Slater et al. 2000). DSF signal transduction is believed to involve
autophosphorylation of RpfC, followed by phosphorelay and finally phosphotransfer
to the REC domain of the RpfG regulator. Phosphorylation of RpfG leads to its
activation as a cyclic di-GMP phosphodiesterase and consequent alterations in the
level of cyclic di-GMP in the cell, which influences the synthesis of virulence factors
by diverse mechanisms (Ryan et al. 2015). A simplified scheme is shown in Fig. 4a.
RpfC acts to positively regulate synthesis of virulence factors, but to negatively
regulate DSF synthesis (Slater et al. 2000; Wang et al. 2004), although this requires
neither phosphorelay nor involvement of RpfG (reviewed in He and Zhang 2008).

Genome sequencing indicates the presence of a largely conserved rpf gene cluster
in all xanthomonads as well as in Stenotrophomonas spp. some of which are
opportunistic human pathogens. The rpfH gene is not fully conserved however.
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Furthermore a role for DSF signaling in the virulence of a number of these other
bacteria has now been described.

Some of these organisms have an alternate sensor for DSF called RpfS, a histidine
kinase that is predicted to be cytoplasmic and recognizes DSF through an N-terminal
PAS sensor domain (An et al. 2014). RpfS is not widely conserved, however, and has
been considered accessory to the core pathway in DSF transduction involving RpfGC.

3.2 A Second Core Pathway of DSF Signaling

A second core pathway in DSF family signal transduction was first identified in
Burkholderia. The synthesis of the Burkholderia signal (BDSF) depends on a
homolog of RpfF, but in this case signal perception depends upon RpfR, a protein
with PAS, GGDEF, and EAL domains (Deng et al. 2012; Fig. 4b). GGDEF and EAL
domains are implicated in the synthesis and degradation, respectively, of the second
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RpfG RpfF

DSF

C-di-GMP GMP

Virulence factors

RpfR
RpfF

BDSF

C-di-GMP pGpG

Virulence factors
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b

P

Fig. 4 Two “core” pathways
of signaling involving DSF
family signals are exemplified
by Xanthomonas and
Burkholderia species (a, b,
respectively). In both cases,
the DSF signal is synthesized
by an RpfF homolog and is
linked to the turnover of the
second messenger cyclic
di-GMP. In xanthomonads
(a), signal perception involves
the sensor kinase RpfC and
two-component regulator
RpfG, which is an HD-GYP
domain cyclic di-GMP
phosphodiesterase. A “P” next
to the arrow indicates the
transfer of phosphoryl groups.
In Burkholderia (b) signal
sensing involves RpfR, a
cytoplasmic GGDEF-EAL
domain protein implicated in
cyclic di-GMP degradation
(see text for details)
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messenger cyclic di-GMP (Römling et al. 2013). In vitro, RpfR exhibits cyclic
di-GMP phosphodiesterase activity that is modulated by binding of BDSF to the
N-terminal PAS domain (Deng et al. 2012). The rpfF and rpfR genes are adjacent
and convergently transcribed. The RpfR-RpfF system is widely conserved not only
in Burkholderia species but also in bacteria from related genera such as
Achromobacter and unrelated Enterobacteriaceae including Enterobacter,
Cronobacter, Yersinia, and Serratia (Deng et al. 2012). Recently it has been reported
that the RpfFR system of Cronobacter regulates a diverse range of functions
(Suppiger et al. 2016). A second sensing system for BDSF in B. cenocepacia
involves BCAM0227, a complex sensor kinase that is not a homolog of RpfC of
Xanthomonas (McCarthy et al. 2010). However unlike RpfR, BCAM0227 is
restricted to B. cenocepacia suggesting that it is an accessory sensor. Notably the
two “core” pathways exemplified by RpfFR in B. cenocepacia and RpfFGC in
X. campestris both link sensing of a DSF family signal to cyclic di-GMP turnover,
but the mechanisms are completely different.

P. aeruginosa produces cis-2-decenoic acid (Fig. 1), a factor that can induce
dispersion of biofilms produced by P. aeruginosa as well as other bacteria (Davies
and Marques 2009). The enzyme responsible for the synthesis of cis-2-decenoic acid
is an RpfF homolog called DspI (Amari et al. 2013). The dspI gene is located in a
cluster of genes encoding enzymes implicated in fatty acid metabolism.
P. aeruginosa does not have an rpfF-rpfC-rpfG or rpfF-rpfR gene cluster, and the
identity of the sensor for this signal is not known. Homologs of DspI occur in over
ten Pseudomonas species.

3.3 RpfF and Signal Synthesis

In vitro studies of the RpfF homolog from B. cenocepacia have shown that it is a
bifunctional crotonase having both desaturase and thioesterase activity (Bi et al. 2012).
This B. cenocepacia enzyme acts upon 3-hydroxylated fatty acyl-ACP, an intermedi-
ate of fatty acid biosynthesis, to produce BDSF (Bi et al. 2012). The Xanthomonas
RpfF enzyme also exhibits activity as a broad specificity thioesterase and desaturase
in vitro. RpfF is the only member of the crotonase superfamily with both desaturase
and thioesterase activity. A model for the action of RpfF is that the enzyme first works
as a dehydratase to convert 3-hydroxydodecanoyl-ACP to cis-2-dodecenoyl-ACP and
then as a thioesterase to release free BDSF (cis-2-dodecenoic acid). RpfF can generate
free saturated fatty acids from any fatty acyl-ACP substrate through its thioesterase
activity. The synthesis of BDSF in the in vitro assay requires the addition of an
exogenous acyl-ACP synthetase to reverse the thioesterase reaction. It is unclear
how the two actions of dehydratase and thiosterase are coordinated in vivo to produce
BDSF (Bi et al. 2012). The dual nature of RpfF is consistent with observations that
mutation of rpfF affects the appearance in culture supernatants of saturated fatty acids
as well as unsaturated fatty acids of the DSF family.

In vivo, individual bacteria can produce multiple DSF family signals that are all
dependent on RpfF for their synthesis (see, e.g., He et al. 2010; Zhou et al. 2015a). This
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suggests that the enzyme does not have a strict specificity for a particular substrate. The
available evidence suggests that the pattern of signals produced is not regulated by
differences in specificity of different RpfF synthases but rather by the supply of different
substrates. Consistent with this contention, in X. oryzae pv. oryzae, the rice pathogen
produces three signals (DSF, BDSF, CDSF) with different time courses during growth
and are present in different ratios depending on the culture medium (He et al. 2010). The
substrate for DSF synthesis in vivo must be 11-methyl-3-hydroxydodecanoyl-ACP, with
the 11-methyl substitution derived from leucine via the branched chain fatty acid
synthetic pathway (Bi et al. 2012; Zhou et al. 2015a). Recent work has identified
minor signals of the DSF family in Xanthomonas including cis-9-methyl-2-dodecenoic
acid and cis-10-methyl-2-dodecenoic acid, where the 10-methyl substitution is probably
derived from isoleucine (Deng et al. 2015; Zhou et al. 2015a).

Whether production of multiple DSF family signals by one organism has any
biological relevance is unclear. For example, there are no reports that different
signals induce different responses in the producing organisms. However the systems
for sensing DSF family signals within a particular organism appear to be attuned to
the major signal produced by that organism. For example, Xanthomonas and Xylella
fastidiosa generate cis-11-methyl-dodecenoic acid and cis-2-tetradecenoic acid,
respectively, as major signals, each is more responsive to its own signal than the
heterologous one (Beaulieu et al. 2013).

3.4 RpfB and Signal Degradation

Although RpfB was originally thought to be involved in DSF synthesis, more recent
work has established that it has a different role, acting in the mobilization of
(saturated) free fatty acids generated by the thioesterase action of RpfF and in the
degradation of DSF (Bi et al. 2014). Work in Xanthomonas has shown that RpfB,
which is a predicted fatty acid CoA ligase, activates free saturated fatty acids
allowing their use in phospholipid biosynthesis. In this way RpfB counteracts the
thioesterase activity of RpfF. Although RpfB has little activity against BDSF or DSF
in vitro (Bi et al. 2014; Zhou et al. 2015b), Xanthomonas cells can degrade
exogenous DSF, and RpfB has a role in this process (Zhou et al. 2015b). It is
suggested that in vivo, the substrate specificity of RpfB can be modulated by
additional factors (cofactors, salts, or metals) or by an alteration in conformation
which could conceivably involve interactions with other protein (Zhou et al. 2015b).

4 Gamma-Butyrolactone-Mediated Signaling

Gamma-butyrolactones (GBLs) have been identified as signaling molecules in
Actinobacteria and principally in Streptomyces species (Takano 2006; Polkade
et al. 2016). GBL signaling within different streptomycetes acts to regulate morpho-
logical differentiation and antibiotic production (Takano 2006). The first such
molecule described was the autoregulatory factor or A-factor (2-isocapryloyl-3R-
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hydroxymethyl-gamma-butyrolactone) from Streptomyces griseus (Fig. 1). A-factor
regulates streptomycin production and sporulation. The determination of the struc-
ture of a number of GBLs involved in signaling shows that these share the 3R-
hydroxymethyl-gamma-butyrolactone moiety but differ in the length, branching,
and stereochemistry of the fatty acid side chain which in general is specific for
each species (Polkade et al. 2016). Nevertheless most of these molecules regulate the
production of different antibiotics.

Different GBL signaling circuits occur in different Streptomyces species (Biarnes-
Carrera et al. 2015). In S. griseus, A-factor synthesis is catalyzed by AfsA, and signal
recognition involves ArpA, a repressor of the TetR family. Binding of the A-factor to
the ArpA homodimer causes its release from the promoter of adpA, which encodes a
master regulator of streptomycin synthesis and morphological differentiation
(Fig. 5). The genes encoding the synthase and receptor for A-factor (afsA and
arpA, respectively) are separated by 100 kb in the genome. This contrasts with
what is seen in other Streptomyces species such as S. coelicolor, where the genes
encoding the synthase and receptor are divergently transcribed and have overlapping
promoters (Biarnes-Carrera et al. 2015).

The proposed synthetic mechanism of A-factor synthesis by AfsA involves
8-methyl-3-oxononanoyl-acyl carrier protein and dihydroxyacetone phosphate
(DHAP) as substrates (Kato et al. 2007). Beta-ketoacyl transfer to the hydroxyl
group of DHAP catalyzed by AfsA produces 8-methyl-3-oxononanoyl-DHAP
ester as a product. This ester is nonenzymatically converted to a butenolide
phosphate by intramolecular aldol condensation. The butenolide phosphate is
then reduced by BprA that was encoded just downstream of afsA. The phosphate
group on the resultant butanolide is finally removed by a phosphatase, resulting in
formation of A-factor. The 8-methyl-3-oxononanoyl-DHAP ester is also converted
to A-factor by a second pathway. In this scheme, the phosphate group on the ester

AdpA

ArpA

Morphological 
differentiation,
Streptomycin 
biosynthesis

AfsA
ArpA

Fig. 5 A-factor (Gamma-butyrolactone) signaling in Streptomyces griseus. A-factor synthesis is
catalyzed by AfsA, and signal recognition involves ArpA, a repressor of the TetR family. Binding of
the A-factor to the ArpA homodimer causes its release from the promoter of adpA, which encodes a
master regulator of streptomycin synthesis and morphological differentiation (see text for details)
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is first removed by a phosphatase, and the dephosphorylated product is converted
nonenzymatically to a butenolide. Reduction of this butenolide by a reductase
(different from BprA) generates A-factor. The ability of cloned afsA to direct
production of an A-factor activity in Escherichia coli (Kato et al. 2007) suggests
that AfsA is the key enzyme for the biosynthesis of GBLs and that the reductase
(s) and phosphatase(s) are commonly present in bacteria and hence are not specific
for A-factor biosynthesis.

As outlined above, the organization of genes involved in GBL signaling is
different within different Streptomyces genomes. For example, in S. coelicolor, the
gene encoding the receptor (scbR) is divergently transcribed from scbA, which
encodes the synthase (Takano et al. 2001). Furthermore, the promoters of the two
genes overlap, indicating the possible occurrence of transcriptional interference.
Such an organization may be required to allow tight regulation of synthesis of
prodigiosin and actinorhodin at relatively low GBL concentration.

5 Other Lipid-Based QS Systems

5.1 Hydroxylated Fatty Acid Esters in Ralstonia

The plant pathogen Ralstonia solanacearum produces the fatty acid esters 3-OH
palmitic acid methyl ester (3-OH PAME) and (R)-methyl 3-hydroxymyristate [(R)-3-
OH MAME] as QS signals (Clough et al. 1997; Kai et al. 2015). 3-OH PAME was
originally detected in strain AW1 (Clough et al. 1997) but is not found in other
strains that produce (R)-3-OH MAME instead (Kai et al. 2015). QS mediated by
these molecules acts to regulate the synthesis of extracellular enzymes, extracellular
polysaccharides, and secondary metabolites called ralfuranones, all which are viru-
lence factors. The signals are synthesized by the methyltransferase PhcB, using
S-adenosyl methionine and the 3-hydroxylated fatty acid-ACP as substrates. Signal
sensing and transduction involve the membrane-associated histidine kinase PhcS
and the two-component regulator PhcR. Interaction of PhcR and the transcriptional
regulator PhcA acts to regulate virulence factor synthesis. The available evidence
suggests marked differences in mechanistic detail between the AW1 strain, which
responds to 3-OH PAME, and strains that respond to (R)-3-OH MAME. In the
former, it is proposed that in the absence of signal, PhcS acts to phosphorylate PhcR
thus negatively regulating PhcA. The presence of a threshold level of 3-OH PAME
reduces the kinase activity of PhcS, so that PhcR becomes dephosphorylated thus
relieving repression of PhcA. By contrast, in strains that respond to (R)-3-OH
MAME, it is proposed that sensing of the signal leads to activation of auto-
phosphorylation and phosphotransfer to PhcR. Phosphorylated PhcR is suggested
to activate PhcA although the mechanism remains obscure. Intriguingly, the phylo-
genetic trees of the Phc proteins from R. solanacearum strains were divided into two
groups, according to their QS signal types: (R)-3-OH MAME or (R)-3-OH PAME.
An added complexity is that in the AW1 strain, PhcA also regulates an N-AHL-based
QS system called SolIR (Whitehead et al. 2001).
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5.2 (S)-3-hydroxytridecan-4-one in Vibrio cholerae

The major QS signal in Vibrio cholerae designated CAI-1 has been identified as (S)-
3-hydroxytridecan-4-one (Higgins et al. 2007). This CAI-1-mediated system works
in concert with a QS system mediated by AI-2 (a furanosyl borate diester) to regulate
biofilm formation and virulence factor production. Synthesis of CAI-1 requires
CqsA, whereas signal perception and transduction require the sensor kinase CqsS.
This signaling system influences the phosphorylation level of LuxU and LuxO,
which are also involved in AI-2 signaling. These signaling pathways act in concert
to repress virulence factor synthesis and promote biofilm formation when the
cognate signals are present (Fig. 6). These effects are exerted through an influence
on transcription of the HapR regulator, which occurs in an analogous fashion to that
described above for LuxR regulation in Vibrio harveyi.

CqsA uses S-adenosyl methionine and decanoyl-CoA to produce 3-aminotridec-
2-en-4-one, a reaction that depends upon pyridoxal phosphate as a cofactor (Wei
et al. 2011). 3-aminotridec-2-en-4-one is converted to CAI-1 in two steps: sponta-
neous conversion to tridecane-3,4-dione followed by an enzyme-catalyzed conver-
sion to CAI-1. Intriguingly, the CAI-1 signal produced by V. harveyi has been
isolated as the CqsS ligand and identified as (Z )-3-aminoundecan-4-one (Ng et al.
2011). V. harveyi CqsA and CqsS are extremely selective for the production and
detection, respectively, of this molecule, whereas the V. cholerae CqsA/CqsS can
produce and sense both (Z )-3-aminoundecan-4-one and (S)-3-hydroxytridecan-4-
one (Ng et al. 2011).
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Fig. 6 QS circuitry in Vibrio cholerae. The major QS signals in Vibrio cholerae are CAI-1, which
is (S)-3-hydroxytridecan-4-one and AI-2, a furanosyl borate diester. Synthesis of CAI-1 requires
CqsA, whereas signal perception and transduction require the sensor kinase CqsS. This signaling
system influences the phosphorylation level of LuxU and LuxO, which are also involved in AI-2
signaling. A “P” next to an arrow indicates the transfer of phosphoryl groups These signaling
pathways act in concert to repress virulence factor synthesis and promote biofilm formation when
the cognate signals are present, an action mediated by the HapR regulator (see text for details)
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The examples discussed above (summarized in Table 1) deal with QS within
individual organisms. In the next section we will consider the role of these molecules
in interspecies and inter-kingdom signaling.

6 Interspecies and Inter-kingdom Signaling

It is now appreciated that many bacteria occur in polymicrobial communities; many
human diseases are polymicrobial in nature (Short et al. 2014). Interactions between
organisms in such communities can be mediated by a number of factors, to include
the same signals that individual bacteria use for QS. The possibility of interplay
between species that utilize the same class of QS signal is evident. However some
bacteria can sense signals that they do not themselves synthesize, a process that has
been termed eavesdropping. Such interspecies signaling can act to influence bacte-
rial behavior, including biofilm formation and antibiotic tolerance, reflecting the
impact that interspecies signaling may have on the efficacy of antibiotic therapies. It
is anticipated that research in the next few years will reveal more of these
mechanisms.

The next few years should also see an expansion of understanding of the role of
QS signals in inter-kingdom signaling. This can occur between bacteria and
microbes such as yeast, plants, or mammalian cells. For example, QS signals can
act to inhibit morphological transitions in the dimorphic fungus Candida albicans

Table 1 A summary of lipid signaling molecules in bacteria, together with signal synthases and
their substrates and components involved in signal perception and transduction

Signal molecule Synthase Substrates Sensor

N-acyl
homoserine
lactone

LuxI
family
protein

S-adenosyl methionine
and fatty acyl-ACP

LuxR, transcriptional regulator

N-acyl
homoserine
lactone

LuxM ? LuxN histidine kinase

Cis-2-
unsaturated
fatty acid (DSF
family)

RpfF 3-OH fatty acyl-ACP RpfC histidine kinase
(Xanthomonas) or RpfR GGDEF-
EAL domain containing protein
(Burkholderia)

A-factor
(a gamma-
butyrolactone)

AfsA 8-methyl-3-
oxononanoyl-ACP and
dihydroxyacetone
phosphate

ArpA transcriptional repressor

CAI-1 (Vibrio
cholerae)

CqsA S-adenosyl methionine
and decanoyl-CoA

CqsS histidine kinase

CAI-1 (Vibrio
harveyi)

CqsA S-adenosyl methionine
and octanoyl-CoA

CqsS histidine kinase

3-OH-PAME PhcB S-adenosyl methionine
and 3-OH palmitoyl-
ACP

PhcS histidine kinase
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(Hogan et al. 2004; Boon et al. 2008), can trigger or modulate host defense responses
in both mammalian and plant cells (Teplitski et al. 2011; Schenk et al. 2014), and in
some cases can act as virulence factors in their own right (Cooley et al. 2008).

7 Research Needs

Since QS acts in regulation of biofilm formation, antibiotic tolerance, and virulence
factor synthesis in many pathogenic bacteria, interference with QS has received a great
deal of attention as a route toward reducing the virulence of pathogens or making them
more susceptible to existing antibiotics. Inhibition of QS could be effected at several
steps: inhibition of signal synthesis, signal sequestration, signal degradation by
enzymes (quorum quenching), or the inhibition of signal perception and transduction
by small molecules. It has been proposed that since small molecule QS inhibitors
would not kill bacterial cells, the target organisms would not develop resistance,
although this view has been recently challenged (García-Contreras et al. 2016).

The determination of the structure of different signal synthases may further the
rational design of inhibitors of their action. Currently a number of structures of LuxI
family N-AHL synthases have been described; there is some information for DSF
synthases of the RpfF family and a report on the structure CqsA.

In the field of quorum-quenching enzymes, interest has been largely focused on
those degrading N-AHLs. Some work on degradation of DSF family signals has
been reported, where a role for RpfB in Xanthomonas and CarAB in Pseudomonas
has been indicated, although mechanistic details are sketchy. Strains that can degrade
DSF can reduce severity of disease symptoms caused by Xanthomonas in brassica
when applied to the leaves (Newman et al. 2008). Overexpression of QS signals
causing pathogen confusion has also been suggested as a route to disease control
(Fray et al. 1999; Mae et al. 2001). Accordingly, expression of RpfF in grape and
citrus can reduce virulence and symptom production by Xylella fastidiosa and
Xanthomonas citri pv. citri, respectively (Caserta et al. 2014; Lindow et al. 2014).
Deployment of such methods (transgenic plants, strains with enhanced capacity for
production or degradation of QS signals) in agriculture must take into account the
broader issues of environmental impact, including beneficial plant-microbe
interactions.

In addition to inhibition of signal synthesis, the identification of small molecule
inhibitors of key steps in signal sensing and transduction may define lead com-
pounds for new drugs (Curtis et al. 2014). Such compounds have been identified by
screening libraries of structural analogues of inter- and intracellular signal molecules
for action against particular signaling components or by screening of much larger
libraries of chemical compounds. As indicated above, these molecules may not act as
antibiotics per se but rather as inhibitors of virulence factor synthesis or potentiators
of antibiotic action.

Finally the definition of elements of QS circuitry may have applications in
synthetic biology (see, e.g., Wu et al. 2014; Biarnes-Carrera et al. 2015). In many
nonpathogens, QS acts to regulate the synthesis of important secondary metabolites.
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N-AHL- and GBL-based circuitry may find applications in the field of synthetic
biology in approaches for tight control and improved production of important and
valuable microbial products.
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Abstract
Mechanisms of intercellular communication as a function of population density
exist in many bacteria. These signaling circuits are based on the release of
diffusible molecules to the extracellular medium and their detection and subse-
quent alteration of global gene expression above certain concentration thresholds.
Fatty acids are structural parts of different signal molecules, such as acyl homo-
serine lactones, where the length and modifications of the acyl side chains play a
role as determinants of signal specificity. Yet, fatty acids and fatty acid derivatives
are increasingly being reported as intra- and interspecies cell-cell communication
signals and also mediate interactions of bacteria with other organisms. These
signals appear to be particularly relevant in plant-associated bacteria, but are also
present in other microorganisms, and could offer a chance to develop new
strategies to combat pathogens.
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1 Introduction

It is increasingly evident that bacteria are highly interactive and social organisms
capable of displaying cooperative traits and coordinated behavior. Collectively and
coordinately, bacteria act far more efficiently than they could as single cells. Thus,
responses at the population level endow a species with additional mechanisms of
adaptation. Fuqua et al. (1994) introduced the term “quorum sensing” (QS) to
describe a process of sophisticated cell-to-cell communication that bacteria employ
to monitor population density and to change their gene expression and behavior
accordingly. Essentially, bacteria actively “talk” to one another, using chemical
signals as information units. QS is based on the production of small diffusible
molecules that bacteria release into their environment, the extracellular accumulation
of which is related to the population density of the producing organisms. These
signaling molecules can be detected by bacteria, and in this way, individual cells can
sense the local density of bacteria, thus allowing the population as a whole to initiate
a concerted action once a minimal threshold stimulatory concentration (“quorum”)
has been reached (Whitehead et al. 2001; Miller and Bassler 2001; Fuqua and
Greenberg 2002; Bassler and Losick 2006).

Extensive research on QS has led to the identification of an increasing – and
surely still incomplete – number of structurally diverse chemical signals. Most QS
signals are either small (<1000 Da) organic molecules or peptides with 5–20 amino
acids (Lazazzera 2001; Williams 2007), some of which interact with receptors at the
cell surface, while others act following internalization. Representative microbial QS
signals include N-acyl homoserine lactones (AHLs), where the acyl chain ranges
from C4 to C18; structural analogs of AHLs, such as p-coumaric acid homoserine
lactones and γ-butyrolactones, 2-alkyl-4-quinolones (AQs), certain fatty acids and
fatty acid methyl esters, furanosyl diesters, and linear, modified, or cyclic peptides.
Besides being responsible for QS responses in a single-species population, at least
several of these signals have also been shown to mediate interspecies and
interkingdom communication (Williams 2007; Pacheco and Sperandio 2009; Ven-
turi and Fuqua 2013). Also, molecular mimics produced by plants and interfering
with bacterial signaling have been described (Gao et al. 2003; Corral-Lugo et al.
2016). In this chapter, the role of fatty acids as chemical signals per se and as
constituents of other QS signal molecules will be briefly revised.

Holding back gene expression before the quorum is achieved is thought to be
primordial to QS’s biological functions in many organisms. One hypothesis is that QS
enables bacteria to coordinate activities so they can operate in groups. In this respect, QS
is attracting significant interest from the perspective of social evolution, fitness, and the
benefits at the population level associated with costly cooperative behaviors (Diggle
et al. 2007a). Inhibiting gene expression when population density is low could serve this
purpose, for example, by delaying virulence factor production until enough cells amass
to produce effective levels (Rumbaugh et al. 2000, 2009). Restrained gene expression
may also benefit groups by enabling coordinated stealth attack during infection (Winzer
and Williams 2001; Fuqua and Greenberg 2002). This may be an advantage because
QS-controlled factors would be hidden until a large force assembles.
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Other situations where bacteria employ diffusible chemical signals have been
described. In complex environments, for example, the size of the quorum is not
fixed but will vary according to the relative rates of production and loss of signal
molecule, which depend on many naturally fluctuating environmental parameters.
Factors influencing the chemical gradients of QS molecules, such as local flow and
diffusion rates, can determine their accumulation and concentration and thereby the
expression of QS-regulated phenotypes. It is also possible for a single bacterial cell to
switch from the “non-quorate” to the “quorate” state as has been observed for
Staphylococcus aureus trapped within an endosome in endothelial cells (Qazi et al.
2001). Consequently, quorum sensing cannot be defined simply in terms of cell
population density, and some researchers have proposed new theories, each empha-
sizing different adaptive functions, for the QS process. In this way, QS can also be
considered in the context of “diffusion sensing” (DS) or “compartment sensing”
(CS) or even “efficiency sensing” (ES), where the signal molecule supplies informa-
tion with respect to the local environment and spatial distribution of the cells rather
than, or as well as, cell population density (Redfield 2002; Hense et al. 2007).
Therefore, benefits of QS gene regulation do not only require that bacteria engage
in group or social activities. According to these ideas, QS signals are also used to
gauge the rate at which secreted products would be lost by diffusion and flow. The
expression threshold of QS could also serve this function by enabling bacteria to
conserve energy for exoproduct synthesis until conditions permit signal (and hence
exoproduct) accumulation. Thus, restrained gene expression in pre-quorum conditions
is critical to the postulated benefits of QS for bacterial groups and individual cells.

2 Fatty Acids in AHL Signaling Systems

The chemical structure of the first AHL signal was unveiled more than 2 decades ago
(Eberhard et al. 1981) from the luminous marine bacterium Vibrio fischeri, whose
QS system had been the first to be identified (Nealson and Hastings 1979). These
bacteria live in the light organs of the Hawaiian squid Euprymna scolopes and
produce luminescence, which helps the animal to mask its shadow by counter
illumination and to escape from predators. In return, the bacteria benefit from
nutrients and shelter from their host. Interestingly, bioluminescence is exhibited by
the bacteria when they proliferate and achieve high number, thus, only when they are
in the symbiotic mode of life and not in the free-living state.

Regulation of bioluminescence in V. fischeri is mediated by a QS system that
involves two key components: luxI, the gene encoding the AHL synthase enzyme
which produces the N-(3-oxohexanoyl)-L-homoserine lactone (3-oxo-C6-HSL) sig-
naling molecule (Eberhard et al. 1981), and the cytoplasmic autoinducer receptor/
DNA-binding transcriptional activator (Engebrecht et al. 1983) encoded by luxR. At
low cell densities, the bacterial signal synthase (LuxI) constitutively produces basal
amounts of 3-oxo-C6-HSL, which immediately diffuses in and out of the cell into the
surrounding environment, and increases in concentration with increasing cell density.
Once a critical threshold concentration of this signal molecule has been reached, it
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can bind the regulatory protein LuxR inside the cell, and the LuxR/3-oxo-C6-HSL
complex then binds to its target promoter, activating transcription of theluxICDABEG
operon (Stevens et al. 1994). An interesting feature of this system is that luxI is a
target for the LuxR-AHL complex. Thus, activation of the QS cascade results in
increased expression of the LuxI synthase, leading to the production of more AHLs.
This acts as a positive feedback loop and significantly amplifies the QS effect.
Therefore, the process was originally called autoinduction, and consequently the
QS signal molecules are also referred to as “autoinducers” (Miller and Bassler 2001).

Similar QS networks involving AHLs as autoinducer signals have been described
in a large number of Gram-negative proteobacteria including Agrobacterium spp.,
Rhizobium spp., Pseudomonas spp., Brucella spp., and Vibrio spp. AHLs are
components of QS systems implicated in biofilm formation (Rice et al. 2005),
pathogenicity (mutants that are defective in QS are usually avirulent or significantly
reduced in virulence) (Camara et al. 2002), plant-microbial interactions (Cha et al.
1998), swarming motility (Daniels et al. 2004), conjugation (Whitehead et al. 2001),
and growth inhibition (Gonzalez and Marketon 2003).

Thus, proteins of the LuxI and LuxR families constitute the canonical QS circuits in
many bacteria (Fig. 1). The conserved homoserine lactone ring moiety of AHLs is
linked to a fatty acid side chain that varies in length (Fig. 1). AHL signals with side
chains ranging from 4 to 18 carbon atoms have been described (Whitehead et al. 2001).
Variability also exists in the third carbon position of the acyl chain, where a hydrogen,
hydroxyl, or oxo-substitution can be found. Unsaturated chains have been also identi-
fied (Von Bodman et al. 2003), as well as non-fatty acid substituents (Schaefer et al.
2008). The variations in the fatty acid chain of AHL indicate that each LuxI-type protein

Fig. 1 Sample structures of fatty acid-containing signal molecules of the AHL (C6-HSL;
3-oxo-C12-HLS) and quinolone (PQS) families. The structure of the plant-derived AHL mimic
rosmarinic acid is also shown
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possesses an acyl-binding pocket that precisely fits a particular side-chain moiety. The
structures and amino-acid sequences of different LuxR homologs also vary consider-
ably, with acyl-binding pockets that until recently were thought to allow each LuxR to
bind and be activated specifically by its cognate signal. Hence, these structural features
would determine the specificity in signal production, perception, and response. In fact,
with the exception of Pseudomonas aeruginosa and several other bacteria that produce
more than one AHLmolecule, a particular bacterial species characteristically produces a
specific AHL variant and responds only to AHLs within a certain size range and/or
modification in their side chains. However, some LuxR homologs have been found to
recognize and bind more than one AHL molecule. This flexibility may be the basis for
cross-talk phenomena between different bacterial species and interkingdom signaling.
Recently, theP. aeruginosa LuxR homolog RhlR, which responds to C4-HSL produced
by the bacterium, has been shown to recognize also the plant secondary metabolite
rosmarinic acid ((R)-O-(3,4-dihydroxycinnamoyl)-3-(3,4-dihydroxyphenyl)lactic acid),
even with higher affinity than its cognate AHL (Corral-Lugo et al. 2016). Despite their
structural differences (Fig. 1), rosmarinic acid acts as a mimic of C4-HSL, both in vitro
and in vivo, causing similar cellular responses as the bacterial QS system.

Although in most cases AHLs are synthesized from S-adenosyl methionine
(SAM) and particular acyl carrier proteins by LuxI-type enzymes (Parsek et al.
1999), a different class of AHL synthases has also been found in the genus Vibrio:
LuxM and AinS. Despite their lack of homology with the LuxI family, these
enzymes catalyze AHL formation from the same substrates as the LuxI proteins
(Milton et al. 2001). A third potential AHL synthase, HdtS, was described in
Pseudomonas fluorescens F113. HdtS is related to the lysophosphatidic acid
acyltransferase protein family, and at present it is not clear whether HdtS is really
involved in AHL production (Laue et al. 2000; Cullinane et al. 2005), although
evidence suggests that AHLs may be produced as by-products of the reaction carried
out by HdtS.

One question that still is requires detailed study is how AHLs are released by
producing cells and detected and incorporated into receiving cells of the same or
different species. The general notion is that short-chain AHLs are able to diffuse
freely across the bacterial cell envelope, whereas long-chain AHLs would need to
be transported, both in and out of the cell. In P. aeruginosa, the multidrug efflux
pump MexA-MexB-OprM is involved in active export of 3-oxo-C12-HSL (Pear-
son et al. 1999), but the uptake mechanism of long-chain AHLs is still unclear in
many cases, since the outer membrane is an effective barrier against diffusion of
long-chain fatty acids and likely structurally similar molecules. Recently, the fatty
acid transporter FadL of Sinorhizobium meliloti was found to participate in detec-
tion and transport of long-chain AHLs (3-oxo-C16:1- and 3-oxo-C14-HSLs), but
not of AHLs with shorter acyl chains (Krol and Becker 2014). This, and the
previously mentioned flexibility shown for some LuxR homologs in terms of
signal molecule binding, could indicate that fatty acids determine the specificity
of the response not only through the interaction with the transcriptional regulator
but also, and perhaps even more importantly, at the level of recognition by
internalization systems.
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3 Fatty Acids and the Pseudomonas Quinolone Signal (PQS)

Besides AHLs, the 2-alkyl-4-quinolone signals (AQ) also contain fatty acids in their
structure (Fig. 1). This family of molecules was first chemically identified for the
antimicrobial activity of many of its members (Hays et al. 1945). Although more
than 50 different AQs are known to be produced by Pseudomonas aeruginosa, only
some of them function as QS signals, being the two major 2-heptyl-3-hydroxy-4-
quinolone (“Pseudomonas quinolone signal,” PQS) and its immediate precursor
2-heptyl-4-quinolone (HHQ). Other important AQs produced by this organism are
the 2-nonyl-4-quinolone (NHQ) and the 2-heptyl-4-quinolone N-oxide (HHQNO).
AQs such as PQS are synthesized from anthranilate and fatty acid biosynthesis
derivatives as precursors. AQs are more restricted in bacteria than AHLs and have
so far only been detected in P. aeruginosa and certain Burkholderia and Alteromonas
species (Diggle et al. 2006). Besides its role in cell-to-cell communication, PQS has
also been studied for its relevance in other biologically important functions, includ-
ing antibiotic activity, oxidative stress response, and iron homeostasis. PQS exhibits
iron-chelating properties at physiological pH, being able to act as an iron trap rather
than a siderophore (Diggle et al. 2007b).

The genes controlling AQ biosynthesis and signal transduction are arranged in the
pqsABCDE operon, which is under the positive control of the transcriptional regu-
lator PqsR (MvfR) and negatively regulated by RhlR (Gallagher et al. 2002). In turn,
PqsR shows positive control by LasR and negative regulation by RhlR, thus
indicating that quinolone signaling is finely tuned by the AHL QS cascade of
P. aeruginosa. The pqsABCD gene products are responsible for the conversion of
anthranilate into HHQ, which is in turn oxidized to PQS by the action of PqsH, a
predicted monooxygenase coded by pqsH, a gene located downstream of the pqs
cluster. PQS and HHQ both function as autoinducers since they can both trigger the
expression of the pqsA promoter in a PqsR-dependent manner. The first four genes of
the pqsABCDE operon are responsible for HHQ biosynthesis, while pqsE is
involved in AQs response (Déziel et al. 2004; Farrow et al. 2008; Yu et al. 2009).
PQS has been shown to interfere with biofilm formation, swarming motility, and iron
uptake by Pseudomonas putida, which does not produce this signal molecule but
shows altered gene expression in response to it (Fernández-Piñar et al. 2011).

4 Rhamnolipids

Rhamnolipids are a complex group of extracellular tensoactive glycolipids
produced by different bacterial species. They were first identified in
Pseudomonas aeruginosa as biosurfactants that consist in a mix of rhamnose-
bound alkyl chains, the di-rhamnolipidsα-L-rhamnopyranosyl-α-L-rhamnopyra-
nosyl-β-hydroxydecanoyl-β-hydroxydecanoate (Rha-Rha-C10-C10) and α-L-
rhamnopyranosyl-α-L-rhamnopyranosyl-β-hydroxydecanoate (Rha-Rha-C10),
and their mono-rhamnolipid congeners Rha-C10-C10 and Rha-C10 (Soberón-
Chávez et al. 2005). A variety of rhamnolipid molecules with varying length in
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their alkyl chains have later been reported in Pseudomonas and Burkholderia
strains. The structural diversity, origins, and roles of different rhamnolipids have
been thoroughly reviewed by Abdel-Mawgoud et al. (2010). Rhamnolipid pro-
duction depends on environmental conditions and is a sequential process where
the acyltransferase RhlA participates in the synthesis of 3-(3-hydroxyalk-
anoyloxy) alkanoic acids (HAA), to which TDP-rhamnose is transferred by
RhlB. A second rhamnosyltransferase, RhlC, then transfers the rhamnosyl group
to mono-rhamnolipids to form di-rhamnolipids. Transcription of both the rhlAB
operon and ofrhlC is positively regulated by the Rhl QS system in P. aeruginosa.

Although strictly speaking they probably cannot be considered signaling mole-
cules, rhamnolipids are part of a complex regulatory network that involves QS, and
they influence collective behaviors such as swarming motility and biofilm develop-
ment (Dobler et al. 2016). Hence, rhamnolipids have received significant interest as
potential modulators of multicellular lifestyles of bacterial pathogens. These mole-
cules are involved in maintaining the architecture of P. aeruginosa biofilms by
preventing attachment of incoming cells to the water channels of mature biofilms
(Davey et al. 2003), and it has been reported that alterations in rhamnolipid produc-
tion can also alter the synthesis of exopolysaccharides and thus modulate biofilm
development (Wang et al. 2014).

5 Fatty Acids and Fatty Acid Derivatives as Signals

In different bacteria, fatty acids and modified fatty acids can function as cell-cell
communication signals (Fig. 2). The first example was discovered in the plant
pathogen Xanthomonas campestris pv. campestris and initially called “diffusible
signal factor,” DSF. The chemical structure of DSF was later identified as the
unsaturated fatty acid cis-11-methyl-2-dodecenoic acid (Wang et al. 2004). In this
QS system, DSF biosynthesis is modulated by a posttranslational autoinduction
mechanism that involves rpfF and rpfB, encoding an enoyl-CoA hydratase and a
long-chain fatty acyl-CoA ligase, respectively. Detection of DSF involves the sensor
RpfC, which transduces the QS signal to its cognate response regulator, RpfG,
through a conserved phosphorelay mechanism. Activated RpfG functions as a
phosphodiesterase, degrading the second messenger cyclic diguanylate
(c-di-GMP) to GMP. It has been shown that the DSF system is coupled to intracel-
lular regulatory networks through c-di-GMP and the global regulator Clp (Tao et al.
2010). Genomic and genetic analyses show that the DSF QS signaling pathway
regulates different biological functions including virulence, biofilm dispersal and
formation, and ecological competence, thus playing key roles in the ecology of the
organisms that produce them (Ham 2013).

Fatty acid signal molecules of the DSF family have been reported in different
plant pathogens such as in several other Xanthomonas species, including X. oryzae
pv. oryzae, X. axonopodis pv. citri (He and Zhang 2008; He et al. 2010), and Xylella
fastidiosa (Chatterjee et al. 2008). This bacterium colonizes the xylem of plants,
attaching and forming biofilms on the vessel walls that in susceptible plants such as
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grape can expand and grow as big as to occlude the xylem and block water transport.
X. fastidiosa produces 12-methyl-tetradecanoic acid as cell-cell communication
signal. Interestingly, a mutant in rpfF, the gene responsible for the synthesis of the
signal, showed increased colonization and spread through the plant and formed
larger colonies (Chatterjee et al. 2008). This has led to the idea that accumulation
of 12-methyl-tetradecanoic acid in this bacterium is a means to restrain virulence
activities within host plants and serves rather as an adaptation mechanism for the
endophytic lifestyle of this bacterium. This contrasts with the role of DSF in
Xanthomonas, where it exerts a positive role on virulence and pathogenicity. It is
worth mentioning that transgenic plants expressing rpfF have been produced and
shown to be able to “confuse” invading pathogens, thus showing the potential of QS
control and manipulation as a method to fight plant diseases (Lindow et al. 2014).

Although the DSF system seemed at first to be a hallmark of plant pathogenic
bacteria, evidence is accumulating that DSF-type fatty acid signals constitute a broad
family of cell-cell communication signals, which are widespread among Gram-
negative bacteria and can function in intra- and interspecific signaling. DSF and
other structural derivatives have been identified in Stenotrophomonas maltophilia
and in Burkholderia species (Fouhy et al. 2007; Deng et al. 2010). In P. aeruginosa,
the synthesis and release of cis-2-decenoic acid to the extracellular medium was
found to inhibit biofilm formation by different bacteria (Davies and Marques 2009).
Furthermore, it has been reported that cis-2-decenoic acid promotes the reversion of
persister to metabolically active cells in biofilms (Marques et al. 2014). All this

Fig. 2 DSF (cis-11-methyl-2-dodecenoic acid) and DSF-like fatty acid signals identified in
different bacteria. The structure of the fungal molecule farnesol is also included
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makes it a potentially useful molecule in clinical treatment and removal of patho-
genic biofilms (Marques et al. 2015).

Fatty acids and fatty acid-related molecules have been shown to participate in
other interspecies and interkingdom signaling processes (Ryan et al. 2008, 2015).
The plant beneficial bacterium P. putida KT2440 produces and responds to fatty
acids between 12 and 14 carbons in length, which have also been identified in plant
root exudates. These fatty acids induce expression of a gene that is involved in seed
and root colonization and thus could be a means for plants to “attract” beneficial
bacteria. Tetradecanoic acid was also found in fractions of cell-free supernatants of
P. aeruginosa cultures that induced expression of the same gene (Fernández-Piñar
et al. 2012).

Fatty acid-related signaling might show a close connection to other QS circuits. It
is worth noting that enzymes involved in the turnover of AHL molecules in one
species, or produced by competing species as “quorum quenching” mechanisms,
include lactonases that disrupt the lactone ring and acylases, which release the fatty
acid side chain. Thus, it may be that some instances of fatty acid-mediated commu-
nication function as a “post-quorum” signaling system. In the example mentioned
above, the response of P. putida to P. aeruginosa extracts was diminished in a mutant
in pvdQ, a gene encoding an acylase (Fernández-Piñar et al. 2012), suggesting that
this activity can contribute to fatty acid signaling as a by-product of AHL systems.
Interplay between QS systems has been described in the interaction between Can-
dida albicans and Pseudomonas aeruginosa. C. albicans and other fungi produce
the fatty acid-related molecules farnesol (3,7,11-trimethyl-2,6,10-dodecatrienol),
dodecanol, and 3(R)-hydroxy-tetradecanoic acid as QS signals (Singh and Del
Poeta 2011; Albuquerque and Casadevall 2012). Farnesol produced by C. albicans
induces the production of quinolones in P. aeruginosa in a LasR-independent
manner (Cugini et al. 2010). On the other hand, DSF-like molecules of bacterial
origin have an influence on C. albicans morphogenesis (Boon et al. 2008; Vílchez
et al. 2010).

6 Research Needs

Traditionally considered only from the point of view of structural elements relevant
for the buildup of cellular membranes, fatty acids are revealing themselves as a
complex and intriguing class of biological signals that participate in bacterial
communication and in cross-kingdom interactions. While the number and diversity
of molecules identified keeps increasing, their precise roles in these interactions, the
population responses they control, and the mechanisms regulating their production
and involved in their detection are still far from being fully explored. This knowl-
edge, combined with further studies that tackle the potential manipulation of fatty
acid signaling, would contribute to understand the basis of virulence and host-
bacteria interactions; it may provide new approaches to prevent and combat biofilms
and persistent infections and could even open the way to develop strategies to
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promote beneficial interactions between organisms, such as selective combinations
of plants and plant growth-promoting bacteria.
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Abstract
Hydrocarbon compounds are known to passively diffuse across bacterial cyto-
plasmic membranes, and this may be the primary mechanism of hydrocarbon
entry into most bacteria. The participation of active transport systems has been
suggested in some bacterial strains, but solid evidence for active transport of
hydrocarbons is currently lacking. In contrast, many active transport systems
have been identified for the energy-dependent uptake of aromatic acids in both
Gram-negative and Gram-positive bacteria. In addition, Gram-negative bacteria
often harbor specific inducible outer membrane channels that allow entry of
various aromatic hydrocarbon substrates.
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1 Introduction

A particularly intriguing question about the utilization of hydrocarbons by microor-
ganisms as sources of carbon and energy is how these cells manage the problem of
growth with a toxic compound. Because hydrocarbons are highly hydrophobic and
lipophilic molecules, they are capable of unregulated entry into cells through the
cytoplasmic membrane and can cause intracellular toxicity (reviewed in Sikkema
et al. (1995)). Therefore, cells that utilize these toxic molecules must acquire
sufficient amounts of hydrocarbons to allow growth but must somehow limit their
intracellular concentrations to sub-toxic levels.

In Gram-negative cells, the outer membrane provides a significant barrier to
hydrocarbon entry (reviewed in Nikaido (2003)). Structurally, the outer membrane
is very different from the cytoplasmic membrane, primarily due to the presence of
lipopolysaccharide (LPS) in the outer leaflet. The outer membrane prevents the
diffusion of molecules due to low fluidity of the tightly packed saturated fatty
acids and strong lateral molecular interactions between LPS molecules. The poly-
anionic lipid of the LPS is further stabilized by divalent cations. These features make
the outer membrane an extremely efficient permeability barrier for Gram-negative
cells. Passage of substrates across the outer membrane is accomplished via non-
specific porins and specific outer membrane protein channels, which are necessary
for the entry of nutrients (Fig. 1). Porins typically have substrate preferences based
on the size and charge of the molecules (Nikaido 2003).

The cytoplasmic membrane provides a critical permeability barrier to polar and
charged molecules, but hydrophobic compounds such as hydrocarbons can readily
penetrate the lipid bilayer (Sikkema et al. 1995). At this time, there is no definitive
answer to the question of whether specific transport systems for active uptake of
hydrocarbons across bacterial cytoplasmic membranes exist. General arguments for
the absence of hydrocarbon transporters are as follows: (1) the hydrophobic nature of
hydrocarbons is expected to allow these molecules to permeate the cytoplasmic
membrane, (2) hydrocarbon transport mutants have not been isolated, (3) genes
encoding cytoplasmic transport proteins have not been identified in known gene
clusters for hydrocarbon catabolism, and (4) expression and functional activity of
genes for (substituted) hydrocarbon degradation in E. coli and other heterologous
hosts do not require the introduction of transport genes, indicating that hydrocarbons
gain entry into cells without expression of specific heterologous transport proteins.
However, most of these generalizations are based on the absence of data rather than
on any solid empirical evidence.

Due to the differences in cytoplasmic and outer membrane structures, there are
potentially different requirements for the presence of transport mechanisms for
hydrocarbons. Unfortunately, relatively few studies have been undertaken to char-
acterize hydrocarbon uptake by bacteria across either membrane, and the available
studies seem to present conflicting evidence. In contrast, several types of active
transport systems for uptake of aromatic acids, which share some of the properties of
aromatic hydrocarbons, have been identified. The purpose of this chapter is to review
our current understanding of hydrocarbon uptake by bacterial cells, and we also
provide a summary of the known transporters for aromatic acids.
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2 Hydrocarbon Transport Across the Outer Membrane
of Gram-Negative Bacteria

The outer membrane of Gram-negative bacteria provides an effective permeability
barrier, and all substrates must enter the Gram-negative cell through outer membrane
channels (Nikaido 2003). Substrate-specific channels of the FadL family are wide-
spread in Gram-negative bacteria and appear to be involved in the uptake of a variety
of hydrophobic substrates across the outer membrane (van den Berg 2010a). For
example, several bacterial hydrocarbon degradation gene clusters have been found to
contain a gene that encodes a putative outer membrane protein with homology to
FadL, an outer membrane protein that is required for long chain fatty acid transport
across the outer membrane in E. coli (Black 1991; DiRusso and Black 2004; van den
Berg 2005). Crystal structures of FadL demonstrated that it is a monomeric β-barrel
comprised of 14 antiparallel β-strands (van den Berg et al. 2004). It has low- and
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Fig. 1 Cartoon of the Gram-negative bacterial cell envelope. The outer membrane serves as an
extremely efficient permeability barrier to the diffusion of aromatic molecules. Based on our current
understanding of hydrocarbon transport, cells have either specific (e.g., TodX or OmpW) or
nonspecific outer membrane channels to allow passage of hydrocarbons across the outer membrane
into the periplasm, either by (1) lateral diffusion through the barrel wall into the lipid bilayer or
(2) through both the LPS and phospholipid leaflets via the channel. Once in the periplasm,
hydrocarbons do not need transport proteins for passage across the cytoplasmic membrane.
Aromatic acids are also most likely facilitated across the outer membrane via specific or nonspecific
porins. Once in the periplasm, MFS, ABC, and tripartite transporters have been shown to enable
accumulation of aromatic acids in the cytoplasm. Some bacteria also have specific or nonspecific
efflux pumps to reduce hydrocarbon concentrations within the cell and prevent toxic effects. See the
text for additional details on these various transport mechanisms
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high-affinity binding sites for fatty acids, and a channel that allows these ligands to
enter the periplasmic space. Available evidence suggests that the FadL homologs
TodX, TbuX, TmoX, XylN, and StyE function as channels that allow aromatic
hydrocarbons such as toluene, m-xylene, and styrene to cross the outer membrane
(Fig. 1). In the toluene-degrading strain P. putida F1, todX is the first gene in the tod
operon (Wang et al. 1995). This toluene-inducible operon encodes all of the enzymes
required for toluene degradation in this organism (Lau et al. 1994; Menn et al. 1991;
Wang et al. 1995; Zylstra and Gibson 1989). When expressed in E. coli, TodX
localized to the outer membrane, and a todX mutant of P. putida F1 had a decreased
growth rate on low levels of toluene (Wang et al. 1995). Together, these data
suggested that TodX facilitates entry of toluene into the periplasm of the cell
(Wang et al. 1995). At higher toluene concentrations, toluene can efficiently cross
the outer membrane in the absence of TodX, presumably through nonspecific
channels or porins.

Several other todX homologs have been identified in various hydrocarbon degra-
dation gene clusters. For example, in Ralstonia pickettii PKO1, which grows on
toluene using a toluene 3-monooxygenase-mediated pathway (Olsen et al. 1994), the
TodX homolog TbuX (34% amino acid identity) was shown to be required for toluene
utilization and induction of the toluene degradation genes. Based on sequence analy-
sis, TbuX was predicted to be an outer membrane protein and was postulated to
facilitate passage of toluene across the outer membrane (Kahng et al. 2000). The xylN
gene is another todX homolog. It is the last gene in the TOL pathway upper operon (for
toluene and xylene degradation), and its product shares 38% amino acid identity with
TodX (Kasai et al. 2001). XylN was localized to the outer membrane of wild-type
P. putida carrying the TOL plasmid, and inactivation of xylN resulted in a reduced
growth rate on m-xylene provided in the vapor phase. In contrast, when m-xylene was
added directly to the medium, the xylN mutant entered the exponential growth phase
almost immediately, while the wild type had a ~40 h lag phase. Together these data
indicate that XylN allows m-xylene to cross the outer membrane and makes the cell
sensitive to m-xylene at high concentrations. In contrast, in P. putida CA-3, the StyE
protein was required for growth of the strain on the aromatic hydrocarbon styrene
(Mooney et al. 2006). StyE was localized to the outer membrane of P. putidaCA-3 and
was proposed to facilitate the transport of styrene across the outer membrane. Other
putative outer membrane hydrocarbon transporters (e.g., CymD, CumH, TmoX) were
identified based on sequence analysis and gene location within characterized aromatic
hydrocarbon catabolic operons (Eaton 1997; Eaton and Timmis 1986; Habe et al.
1996; Ramos-Gonzalez et al. 2002). The structures of TodX and TbuX indicate that
like FadL, they are 14-stranded β-barrel proteins with an internal hydrophobic channel
that allows binding and passage of specific hydrophobic substrates (Hearn et al. 2008).
Recent evidence suggests a “lateral transport” mechanism (Fig. 1) in which the
hydrophobic substrate enters the channel in order to cross the outer LPS layer and
exits through a pore in the channel wall into the outer membrane rather than being
directly released into the periplasm (van den Berg 2010b).

The alkane-degrading Pseudomonas putida strains GPo1 and P1 carry alkL genes
in alkane degradation gene clusters (van Beilen et al. 1994, 2001). The alkL gene
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encodes an outer membrane protein with homology to the Vibrio cholerae OmpW
outer membrane protein of unknown function (van Beilen et al. 1992). AlkL has
been proposed to be involved in uptake of alkane substrates; however, the deletion of
alkL did not affect the metabolism of alkanes (van Beilen et al. 1994). In contrast,
deletion of ompW from the naphthalene-degrading strain Pseudomonas fluorescens
Uper-1 resulted in a mutant that was unable to grow on naphthalene (Neher and
Lueking 2009). The ompW gene, which was identified in a subtractive hybridization
analysis and localized to a large plasmid required for growth on naphthalene, was
proposed to encode an outer membrane porin for uptake of hydrophobic substrates.
The mutation, however, was generated by a transposon insertion, and complemen-
tation was not reported, so it is unclear if the phenotype was due solely to inactiva-
tion of ompW or if the insertion also affected expression of naphthalene catabolic
genes. OmpW is ~90% identical at the amino acid level to its counterpart in E. coli.
The eight-stranded beta-barrel structure of OmpW from E. coli has a hydrophobic
channel, suggesting that members of the OmpW/AlkL family function in the trans-
port of hydrophobic molecules (Hearn et al. 2009; Hong et al. 2006). In the case of
both FadL and OmpW/AlkL family proteins, the mechanism of hydrophobic sub-
strate transport appears to be by lateral diffusion through the barrel wall into the lipid
bilayer (Hearn et al. 2009; van den Berg 2010a, b).

3 Hydrocarbon Transport Across the Cytoplasmic Membrane

A study of naphthalene uptake by P. putida PpG1 concluded that naphthalene
entered cells by passive diffusion across the cytoplasmic membrane based on several
lines of evidence. Induction of P. putida PpG1 cells was not required for naphthalene
accumulation, indicating that the production of a specific protein was not required
for this process. In addition, various inhibitors of ATP synthesis, or PMF generation,
had no effect on naphthalene uptake, and naphthalene uptake was not saturable
(Bateman et al. 1986). In contrast to these results, it was reported that naphthalene
uptake by Pseudomonas fluorescens Uper-1 may involve an active transport system
(Whitman et al. 1998). This study demonstrated that naphthalene transport only
occurred in the wild-type naphthalene-degrading strain; a mutant defective in the
first enzyme in the naphthalene degradation pathway was incapable of naphthalene
uptake. However, the transport assays were carried out over a period of hours rather
than minutes, and significant growth and metabolism of 14C-naphthalene were
occurring during this period. Therefore, the results of this study remain inconclusive
because it is not possible to separate uptake from metabolism under these conditions.
In another study, although biphenyl uptake was inducible and required an energized
cytoplasmic membrane, the process was shown to be driven by biphenyl metabolism
(Master et al. 2005). Biphenyl uptake by the biphenyl degraders Burkholderia
xenovorans LB400 (formerly Burkholderia sp. LB400) and Pseudomonas
sp. strain Cam-1 was completely inhibited when cells were treated with ionophores
that dissipate the proton gradient across the cytoplasmic membrane. However, a
mutant that was blocked in the first step in biphenyl catabolism was unable to
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transport biphenyl. The authors therefore concluded that biphenyl uptake was a
passive process that was driven by biphenyl catabolism in the wild-type strain
(Master et al. 2005).

Bugg et al. demonstrated that phenanthrene entry into cells by passive diffusion
was counteracted by an active efflux system in P. fluorescens LP6a (Bugg et al.
2000). In contrast, two reports have suggested that phenanthrene is actively trans-
ported by the Gram-positive isolates Mycobacterium sp. strain RJGII-135 (Miyata
et al. 2004) and Arthrobacter sp. strain Sphe3 (Kallimanis et al. 2007). In both
strains, phenanthrene appeared to enter uninduced cells by passive diffusion; how-
ever, induced cells showed saturable, energy-dependent phenanthrene uptake.
Kinetic analyses suggested that phenanthrene is specifically bound to induce Myco-
bacterium sp. strain RJGII-135 cells (Miyata et al. 2004). In both studies, the
bacteria were actively metabolizing phenanthrene; in fact essentially all of the
14C-phenanthrene taken up by Mycobacterium sp. strain RJGII-135 was converted
to metabolites within a minute. Therefore, the contribution of metabolism to the
measured uptake cannot be ruled out, and further studies with catabolic mutants
and/or the identification of specific transport proteins will be necessary to confirm
whether active transport of phenanthrene is occurring. Energy-dependent uptake of
14C- fluoranthene was also demonstrated in Rhodococcus sp. strain BAP-1, but again
the strain was actively metabolizing fluoranthene and releasing 14CO2 (Li et al.
2014).

A Gram-positive strain, Rhodococcus erythropolis S+14He, which grows on
linear alkanes, was reported to actively and selectively transport n-hexadecane
(Kim et al. 2002); similarly hexadecane uptake by Pseudomonas aeruginosa
PG201 was shown to be energy dependent (Beal and Betts 2000). However, as in
the other studies, cells were both accumulating and metabolizing the compounds
during the assays. More importantly, no transport proteins for hydrocarbon uptake
have been identified to date in any of these hydrocarbon-degrading bacteria. One
study did identify a putative ABC transport system that was induced by n-tetra-
decane (Noda et al. 2003). When the hcuABC genes in P. aeruginosa were
inactivated by random insertion of a transposon carrying desulfurization genes, the
recombinant strain was able to desulfurize dibenzothiophene in aqueous culture but
not in a two-phase system with the substrate in n-tetradecane. However, it seems
equally likely that the hcuABC genes encode a tetradecane-inducible efflux pump
that may prevent accumulation of toxic levels of hydrocarbons from the oil phase
(see Sect. 6 below).

4 Transport of Aromatic Acids Across the Cytoplasmic
Membrane

While aromatic acids are not considered to be hydrocarbons, which by definition
contain only carbon and hydrogen atoms, aromatic acids have many of the same
properties as aromatic hydrocarbons. Due to the low pKa values of the carboxylic
acid groups on aromatic acids (generally in the 4–5 range), at neutral pH the
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carboxylic acid group tends to be protonated, and as a result these molecules are
hydrophobic, have relatively low aqueous solubility, and tend to partition into
biological membranes, causing membrane damage and cellular toxicity. Interest-
ingly, although specific cytoplasmic transporters for aromatic hydrocarbons appear
to be rare, transporters for aromatic acids are quite common in bacteria, and genes
encoding such proteins are often colocalized with genes for aromatic acid
catabolism.

Early evidence for the transport of aromatic acids (Allende et al. 1993;
Groenewegen et al. 1990; Higgins and Mandelstam 1972) was further supported
during an investigation of chemotaxis to 4-hydroxybenzoate by P. putida PRS2000
in which a transporter for an aromatic acid (PcaK) was identified (Harwood et al.
1994). PcaK, which is responsible for uptake of 4-hydroxybenzoate and pro-
tocatechuate, is an integral membrane protein that is a member of the major
facilitatory superfamily (MFS) (Pao et al. 1998; Saier et al. 1999). PcaK was not
required for growth on 4-hydroxybenzoate, but growth rates of a pcaK mutant were
slower at high pH (pH 8.1) when less of the 4-hydroxybenzoate is protonated
(Harwood et al. 1994). In the absence of PcaK, 4-hydroxybenzoate enters
P. putida PRS2000 cells by simple diffusion, and a concentration gradient is
maintained by metabolism of 4-hydroxybenzoate via the β-ketoadipate pathway
(Harwood and Parales 1996). When PcaK is produced in cells, 4-hydroxybenzoate
accumulates to saturating levels even in catabolic mutants or heterologous hosts that
are unable to metabolize 4-hydroxybenzoate (Nichols and Harwood 1997). In the
environment, transport of 4-hydroxybenzoate is therefore likely to be important
when concentrations of 4-hydroxybenzoate are low or when the pH is above neutral.

PcaK was also shown to be required for chemotaxis to 4-hydroxybenzoate
(Harwood et al. 1994), and mutations in PcaK that decreased 4-hydroxybenzoate
transport also decreased chemotaxis to 4-hydroxybenzoate (Ditty and Harwood
1999, 2002). The function of PcaK in the chemotactic response to
4-hydroxybenzoate was unclear until recently. Several hypotheses had been
suggested, including PcaK playing a direct role as a membrane-bound chemorecep-
tor, its interaction with a membrane-bound methyl-accepting chemotaxis protein
(MCP) during 4-hydroxybenzoate transport, or detection of 4-hydroxybenzoate by a
cytoplasmic chemoreceptor once 4-hydroxybenzoate was transported into the cell
(Ditty and Harwood 1999; Harwood et al. 1994). However, PcaK was shown to play
an indirect role in chemotaxis following the identification of a MCP (PcaY) that
senses 4-hydroxybenzoate and related aromatic acids in P. putida F1 (Luu et al.
2015). It was found that pcaY expression was coordinately controlled with genes of
the pca regulon, which includes pcaK and genes for 4-hydroxybenzoate catabolism.
PcaK was shown to facilitate 4-hydroxybenzoate chemotaxis by allowing sufficient
4-hydroxybenzoate to enter cells such that the inducer β-ketoadipate
(an intermediate in 4-hydroxybenzoate catabolism) built up to a concentration that
was detected by the transcriptional activator PcaR, which then allowed induction of
the pcaY gene (Luu et al. 2015).

MFS transporters transport small molecules via uniport, symport, or antiport
mechanisms and use the membrane potential as an energy source. PcaK is a member
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of the aromatic acid:H+ symporter (AAHS) subfamily of MFS transporters
(Harwood et al. 1994; Nichols and Harwood 1997; Pao et al. 1998). Since the
identification of PcaK, several aromatic acid transporters that utilize symport with
the proton motive force for substrate accumulation have been identified (Saier 2006).
Some have been functionally characterized, but many have been inferred as trans-
porters for specific substrates based on sequence comparisons and the location of the
encoding gene in a catabolic operon. In Acinetobacter baylyi ADP1 (formerly
Acinetobacter calcoaceticus ADP1), VanK and PcaK have overlapping specificity
for 4-hydroxybenzoate and protocatechuate uptake. The inactivation of both vanK
and pcaK severely decreased the ability of this strain to grow on protocatechuate;
however, single mutants had no growth defect (D’Argenio et al. 1999). BenK
mediates benzoate uptake in Acinetobacter baylyi ADP1 (Collier et al. 1997;
Vaneechoutte et al. 2006), and TfdK was shown to transport 2,4-dichlorophenoxy-
acetate (2,4-D) in R. eutropha JMP134 (Leveau et al. 1998), but neither transporter
was essential for growth of the host organism under standard laboratory conditions.
OphD from B. cepacia ATCC 17616 mediated uptake of phthalate (benzene
1,2-dicarboxylate) when expressed in E. coli (Chang and Zylstra 1999), MhbT
from Klebsiella pneumoniaeM5a1 and P. putida PAW340 was shown to specifically
transport 3-hydroxybenzoate (Xu et al. 2012a), and MhpT and HpbX from E. coli
K12 and E. coli W were demonstrated to transport 3-(3-hydroxyphenyl)propionic
acid and 4-hydroxyphenylacetate, respectively (Prieto and García 1997; Xu et al.
2013). Additional putative aromatic acid MFS transporters have been identified in
various Proteobacteria based on the location of their genes in catabolic operons.
Some examples include HcaT, a putative transporter for 3-phenylpropionic acid
in E. coli (Díaz et al. 1998), MhbT homologs that were found in Burkholderia
xenovorans LB400 (Romero-Silva et al. 2013), and CadK, a homolog of
TfdK that presumably transports 2,4-D in a Bradyrhizobium isolate (Kitagawa
et al. 2002).

MFS transporters for aromatic acids have also been identified in Gram-positive
organisms. GenK was shown to be an MFS transporter for gentisate in Corynebac-
terium glutamicum (Xu et al. 2012b), and the transport functions of VanK (vanillate),
PcaK (4-hydroxybenzoate and protocatechuate), and BenK (benzoate) homologs
were demonstrated in the same organism (Chaudhry et al. 2007). Other putative
MFS transporters in Gram-positive aromatic acid degraders have been identified
based on their sequence and gene context, including a BenK homolog in
Rhodococcus sp. strain RHA1 (Barnes et al. 1997) and HppK, which was predicted
to transport 3-(3-hydroxyphenyl)propionic acid in Rhodococcus globerulus PWD1
(Kitagawa et al. 2001).

Although most of the identified aromatic acid transporters are members of the
MFS, additional aromatic acid transporters outside this superfamily have been
documented. For example, in Rhodococcus sp. strain RHA1, the patDABC genes
encode an ABC transporter that mediates transport of phthalate and mono-
alkylphthalate esters (Hara et al. 2010). Subsequently, solute-binding protein com-
ponents of ABC transporters that presumably transport phenylpropanoids and
structurally related compounds in Rhodopseudomonas palustris were identified by
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bioinformatic searches followed by binding and structural analyses (Tan et al. 2013).
Finally, identification of a putative terephthalate binding protein gene (tphC) in the
catabolic operon for terephthalate degradation in Comamonas sp. strain E6 led to the
demonstration of terephthalate uptake by a tripartite aromatic acid transporter com-
posed of TpiA, TpiB, and TphC, which was essential for growth of the strain on
terephthalate (Hosaka et al. 2013).

5 Other Mechanisms to Enhance Hydrocarbon Acquisition

Bacteria have developed various strategies to enhance the uptake of hydrophobic
substrates such as hydrocarbons. These adaptations seem to increase the solubility of
poorly accessible hydrocarbons or bring bacteria into direct physical contact with the
substrates, thereby contributing to more efficient uptake and metabolism of these
hydrophobic substrates.

For example, many hydrocarbon-degrading strains, particularly pseudomonads,
produce rhamnolipids, which are biosurfactants that improve the bioavailability of
poorly soluble hydrocarbon substrates (Kiran et al. 2016). P. aeruginosa PG201 was
shown to be more efficient at hexadecane uptake than a mutant incapable of
producing rhamnolipids (Beal and Betts 2000). Evidence for a species-specific
energy-dependent rhamnolipid-facilitated uptake system for hexadecane was
reported for P. aeruginosa UG2 (Noordman and Janssen 2002). Strain UG2 was
also capable of controlling attachment to hydrocarbon substrates and had an active
efflux system (see below) to prevent accumulation of toxic concentrations of hydro-
carbons. Addition of rhamnolipids to bacterial cultures has also been shown to
decrease the toxicity of certain aromatic compounds (in this case phenol and
chlorophenols), presumably by sequestering the toxic molecules in rhamnolipid
micelles (Chrzanowski et al. 2009).

Hydrocarbons elicit many physiological changes in bacteria, including alterations
to the cell envelope that affect membrane fluidity and permeability by varying the
ratios of saturated/unsaturated and cis/trans fatty acids (Ramos et al. 2015). In
addition, specific changes to the outer cell surface have been reported. For example,
Mycobacterium sp. LB501T has been shown to attach to anthracene crystals, which
are poorly soluble in aqueous solution, and form biofilms. The organism changes its
cell surface properties when grown with anthracene in order to bind more efficiently
to hydrophobic surfaces (Wick et al. 2002). Similarly, P. putida ATCC17514 was
shown to adhere to solid polycyclic aromatic hydrocarbons (fluorene and phenan-
threne), and it also produced more exopolysaccharide when grown with phenan-
threne (Rodrigues et al. 2005). Cells of the alkane-degrading strain P. aeruginosa
PG201 were more hydrophobic when grown with n-hexadecane than with glucose
(Beal and Betts 2000). Another alkane degrader, Rhodococcus erythropolis S+14He,
was highly hydrophobic and adhered to n-hexadecane when grown in liquid medium
(Kim et al. 2002). This strain, as well as other alkane degraders, has been shown to
accumulate alkane substrates in internal membrane-bound inclusions (Kim et al.
2002; Scott and Finnerty 1976). Extracellular structures termed nanopods, which are
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strings of outer membrane vesicles enclosed in a protein sheath, have been impli-
cated in facilitating phenanthrene degradation by Delftia acidovorans CS1-4 (Shetty
et al. 2011; Shetty and Hickey 2014). Nanopod formation was induced by phenan-
threne, and mutants unable to form nanopods had extended lag times on phenan-
threne compared to the wild type. The nanopod-negative mutants also accumulated
colored metabolites during growth in the presence of phenanthrene (Shetty and
Hickey 2014). However, phenanthrene uptake by the wild-type and mutant strains
was not significantly different, indicating that these structures are not directly
involved in substrate transport. Current evidence suggests that the nanopods may
function to retain phenanthrene intermediates that are secreted into outer membrane
vesicles (Shetty and Hickey 2014).

6 Hydrocarbon Efflux Pumps

Hydrocarbon-degrading bacteria must balance substrate acquisition with inherent
hydrocarbon toxicity. To deal with this problem, many hydrocarbon-degrading
bacteria have both specific and nonspecific efflux pumps (Fig. 1) to expel excess
solvent from within cells (Ramos et al. 2002; Ramos et al. 2015). The solvent efflux
pumps that have been described to date are members of the resistance-nodulation-
cell division (RND) family of transporters (Saier and Paulsen 2001). These pumps
function in direct opposition to entry of hydrocarbons into cells and are presumed to
limit the accumulation of solvents to tolerable levels, thus reducing membrane
toxicity (Sikkema et al. 1995). Efflux pumps for toluene, phenanthrene, and anthra-
cene have been described, suggesting that efflux pumps for toxic aromatic hydro-
carbons may be widely distributed (Bugg et al. 2000; Kieboom et al. 1998; Phoenix
et al. 2003; Ramos et al. 1998; Rojas et al. 2001). Genes encoding three-component
pumps have been identified in several strains of P. putida, including the highly
solvent-resistant strains P. putida S12 and DOT-T1E. Mutations in the genes
encoding efflux pumps resulted in reduced solvent resistance (reviewed in Ramos
et al. (2002)).

A different series of studies demonstrated that phenanthrene entered cells by
passive diffusion but was actively extruded by the chromosomally encoded
EmhABC efflux system in P. fluorescens LP6a (Adebusuyi et al. 2012; Bugg et al.
2000). The efflux system was selective for phenanthrene, anthracene, and
fluoranthene and selected antibiotics, but it did not pump out naphthalene (Bugg
et al. 2000; Hearn et al. 2003). Interestingly, mutants lacking the efflux system grew
more efficiently on phenanthrene than the wild-type strain (Adebusuyi et al. 2012). It
therefore appears that the EmhABC efflux system functions to maintain sub-toxic
levels of various toxic chemicals within the cell, but its presence is counterproduc-
tive when phenanthrene is the sole carbon source, at least under laboratory
conditions.

Further details about the mechanisms mediating solvent tolerance are presented in
▶Chap. 23, “Extrusion Pumps for Hydrocarbons: An Efficient Evolutionary Strat-
egy to Confer Resistance to Hydrocarbons.”
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7 Research Needs

Although genes and proteins have been identified for passage of hydrocarbons
across the outer membrane, there is still relatively little compelling evidence for
active transport of hydrocarbons across the cytoplasmic membrane. These studies
are particularly difficult due to the volatile nature of hydrocarbons and the profi-
ciency of these molecules to adsorb to plastic and glassware. The available studies
provide conflicting data, although strain-to-strain or substrate-to-substrate differ-
ences are certainly possible. More importantly, most experiments reported to date
that claim active transport of hydrocarbons have failed to clearly separate transport
from metabolism. Thus careful studies with specific catabolic mutants must be
undertaken in order to study transport in the absence of metabolism.

In aqueous solution, hydrocarbons preferentially partition into cell mem-
branes. Therefore, it seems energetically and physiologically counterproductive
to maintain active transport mechanisms that expend energy to accumulate
chemicals that can freely pass through membranes and accumulate to potentially
toxic levels. In fact, many cells expend energy to export excess hydrocarbons
using efflux pumps in order to minimize the toxic effects of these chemicals. It is
interesting that no specific genes or proteins have been identified and demon-
strated to play a role in hydrocarbon transport across the cytoplasmic membrane.
It seems likely that such genes would be located near the catabolic gene clusters
(much like aromatic hydrocarbon outer membrane channel encoding genes and
aromatic acid transport genes) and would therefore have been identified through
bioinformatic searches. With the gigabases of genome and catabolic plasmid
sequences currently available, it is noteworthy that such genes have not been
found.

In no other metabolic situation is there such a fine line between substrate
availability and toxicity. The essential functions of the cytoplasmic membrane in
energy generation and maintenance, regulation of internal cellular pH, solute trans-
port, and signaling can be disrupted by the accumulation of hydrocarbons in the
bilayer. Various hydrocarbons have been shown to alter the membrane structure,
causing leakage of ions and macromolecules, impairment of ATP synthesis, dissi-
pation of the pH gradient across the membrane, and inability to control internal pH
(reviewed in Sikkema et al. (1995)). Hydrocarbons are generally poorly soluble in
aqueous liquids, and studies have shown that microbes are capable of utilizing
hydrocarbons only when they are dissolved in the aqueous phase (Wodzinski and
Bertolini 1972; Wodzinski and Coyle 1974). In some cases, the low bioavailability
of hydrocarbons results in the rate of metabolism exceeding the rate of hydrocarbon
entry into cells, thus limiting the growth rate but also preventing toxicity (Volkering
et al. 1992). Maintaining mechanisms for both hydrocarbon entry and efflux may
modulate the delicate balance between uptake and toxicity.

The absence of conclusive evidence for hydrocarbon transport across the cyto-
plasmic membrane does not mean that such active transport mechanisms do not
exist, but perhaps they are rare and only required under certain conditions. However,
the definitive studies to determine if cytoplasmic transport proteins are required for
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hydrocarbon accumulation will necessitate the isolation of transport mutants and the
identification of specific genes and proteins that are required for the process.
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Abstract
The biodegradation of hydrocarbons in the environment is often slow due to
restricted bioavailability. Research performed during the last 20 years has shown
possible pathways to increase the bioavailability of hydrocarbons without neces-
sarily increasing the risk to the environment. Pollutant solubilization through
(bio)surfactants, microbial transport, and attachment to pollutant interfaces can
increase bioavailability, which translates into an enhancement of biodegradation
rates. These strategies can not only be integrated into optimized bioremediation
protocols that lead to lower decontamination endpoints in soils and sediments but
also help to improve biodegradation in other environmental contexts, such as
wastewater treatment and natural attenuation.
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1 Introduction

With our deep knowledge of how hydrocarbons undergo biodegradation in the
environment, it is not surprising that the application of biological technologies to
the treatment of hydrocarbon pollution is well established. For example, of the
16 polycyclic aromatic hydrocarbons (PAHs) listed by the US Environmental
Protection Agency (US-EPA) as priority pollutants, those with a molecular weight
of up to 202 g/mol, including the high-molecular-weight PAHs pyrene and
fluoranthene can be degraded microbially through growth-linked aerobic reactions,
while the rest of the PAHs in that list, such as benzo[a]pyrene, are susceptible to
cometabolic removal (Niqui-Arroyo et al. 2011). These reactions are the basis of a
variety of approaches applied to biologically treated soils contaminated with hydro-
carbons, which include landfarming, composting, bioreactor treatments, and
phytoremediation (Ortega-Calvo et al. 2013). However, the benefits derived from
the biodegradation of these chemicals are also accompanied by the uncertainties that
surround the use of biological treatment when the bioavailability of these chemicals
remains unpredictable. The current poor predictability of endpoints associated with
the bioremediation of hydrocarbons is a large limitation when evaluating its viability
for treating contaminated soils and sediments.

Three questions must be addressed when incorporating bioavailability science
into bioremediation: (1) What is meant by “bioavailability?” (2) How should it be
measured? and (3) Is it possible to increase bioavailability without enhancing
environmental risks of the pollutants? In this chapter, we examine from an environ-
mental perspective the potential of bioavailability-promoting strategies to enhance
the microbial biodegradation of hydrocarbons. Therefore, the focus will be on
mechanisms that eventually allow the integration of a bioavailability-efficient tech-
nology into current bioremediation practices.

2 The State of the Art in Bioavailability Science

2.1 The Bioavailability Concept

Over the last 30 years, numerous publications have discussed the concepts and
definitions of bioavailability of organic chemicals. These have been summarized
recently in the context of risk assessment and regulation (Ortega-Calvo et al. 2015)
and are illustrated in Fig. 1. The main schools of thought consider bioavailability
(focusing on the aqueous or dissolved contaminant), bioaccessibility (incorporating
the rapidly desorbing contaminant in the exposure), and chemical activity (deter-
mining the potential of the dissolved contaminant for biological effects). Using the
same framework, the figure places these different schools (Ehlers and Luthy 2003;
Semple et al. 2004; Reichenberg and Mayer 2006) that have dissected bioavailability
into the different processes that are involved (A to E), the dissimilar endpoints
(bioaccessibility and chemical activity), and the different methodologies (desorption
extraction, passive sampling, and biological tests). Each of these processes,
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endpoints, and methods has been considered differently in a wide variety of bio-
availability scenarios. Depending on the processes investigated, bioavailability can
be examined through chemical activity (by including the processes B, C, and D) or
bioaccessibility measurements which incorporate to B–D the time-dependent release
of the contaminant from the soil/sediment. Depending on the biological complexity,
the passage of the contaminant molecule across the cell membrane (process D) may
represent multiple stages within a given organism before the site of biological
response is reached (process E).

Chemical and biological approaches can be used to measure the bioavailability of
organic chemicals. The results of infinite sink methods using Tenax and cyclodextrin
extraction are currently used to predict toxicity and biodegradation and are in the
process of being standardized. The results of these methods represent and define
what is referred to as the rapidly desorbing fraction. The second complementary
approach is the use of passive sampling to determine the freely dissolved concen-
tration as a measure of the chemical activity of organic chemicals in soils and
sediments. This approach proposes that chemical activity drives bioavailability
(Fig. 1). Finally, several (mostly standardized by the International Organization for
Standardization and the Organization for Economic Cooperation and Development)
ecotoxicological test methods are available to determine bioavailability in the soil
and sediment compartments to invertebrates, plants, and microorganisms (Ortega-
Calvo et al. 2015).

Fig. 1 Overview of scientific concepts of the bioavailability of organic chemicals (Reproduced
with permission from Ortega-Calvo et al. 2015)
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2.2 Strategies to Enhance Bioavailability for Biodegradation

Several strategies can act on bioavailability processes to enhance the microbial
degradation of hydrocarbons (Fig. 2). Enhanced phase exchange (represented in
the figure by the surfactant action – process A), microbial mobilization (represented
by a band of chemotactic bacteria attracted by a chemical gradient inside a capillary
– process B), and attachment to interfaces, that allows the direct acquisition of the
soil/sediment-associated contaminant (process C), can increase bioavailability to
hydrocarbon-degrading microorganisms and, therefore, biodegradation. In Fig. 2,
process D represents the pollutant uptake by the microbial cells, necessary for
biodegradation processing (process E), what may involve the mineralization of the
chemical and the incorporation of substrate carbon into biochemical components and
metabolites.

In a bioremediation context, these strategies should be integrated in such a way
that the risks to the environment are minimized, such as the modulation of pollutant
release relative to the actual biodegradation potential; the use of environmentally
acceptable agents, such as (bio)surfactants, microorganisms, and plants; and the
application of treatment methods requiring minimal handling of the polluted soil or
sediment. A conservative approach is needed, because in some circumstances,
bioremediation may even increase the risks of the pollutants (Ortega-Calvo et al.
2013). Polluted soils and sediments treated by bioremediation may increase their

Fig. 2 Strategies to influence bioavailability processes (A to E, as described in Fig. 1), in
connection with the microbial degradation of hydrocarbons
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toxic potential, due to the release of sorbed hydrocarbons and the formation of toxic
metabolites, although prolonged treatments may help to minimize these risks. This
knowledge has also implications in other environmental contexts where the lack of
biodegradation plays a relevant role in the persistence of hydrocarbons, such as
wastewater treatment and natural attenuation (Niqui-Arroyo et al. 2011).

3 Enhanced Pollutant Phase Exchange

The positive effects of promoting the phase exchange of hydrocarbons on their
biodegradation in soil have been known for some time (Ortega-Calvo et al. 1995).
For example, surfactants can increase the biodegradation rates of hydrocarbons that
desorb slowly from soils (process A in Fig. 2). In general, nonionic surfactants are
the most frequently used types of surfactants in biodegradation studies, mainly
because they are uncharged, which minimizes any eventual toxic effects (Martín
et al. 2014). In a study focused on the bioavailability of slow desorption hydrocar-
bons, the nonionic surfactant Brij 35 was applied to a soil originating directly from a
site polluted by creosote and a soil from a manufactured gas plant (MGP) that had
been treated by bioremediation (Bueno-Montes et al. 2011). In the creosote-polluted
soil, biodegradation was inhibited by the surfactant, but biodegradation in the
bioremediated MGP soil, which was enriched in slow desorption hydrocarbons,
was enhanced. The different outcomes were likely a consequence of the balance of
two effects, namely an increase in the bioaccessibility of the chemicals and an
enhancement of the consumption rate of other PAHs present in the soil at the same
time, yielding subsequent competition effects. Therefore, the selective use of sur-
factants in soils enriched in hydrocarbons that desorb slowly would not only avoid
the inhibition of biodegradation through competition mechanisms. This strategy
would also allow for the reduction of risks associated with an increased chemical
activity and toxicity of the hydrocarbons and metabolites as a result of solubilization,
at concentrations in excess of the metabolic potential of the microorganisms. Other
advantages of this different way of surfactant action may relate to the biodegradable
nature of the surfactant, which is obviously necessary to minimize environmental
impacts. The use of a surfactant involves eventual increases in nutrient and oxygen
demands, which would be less important when pollutant loads are attenuated and
less bioaccessible, as well as the decrease in concentration of surfactant after
extended biodegradation periods, when it is required to solubilize the slow desorp-
tion hydrocarbons. However, the use of surfactants in environmental remediation
may be potentially risky because they may be toxic and diminish the soil quality,
leading to the need for other economic considerations. As a result, it may potentially
be better to use biosurfactants or other naturally occurring stimulants.

Electrokinetics can also be successfully employed to enhance the bioavailability
of hydrocarbons, particularly for the surfactant-assisted bioremediation of soils that
are rich in clay fractions and/or aged contaminants (Niqui-Arroyo et al. 2006; Niqui-
Arroyo and Ortega-Calvo 2007, 2010). These studies made use of the surfactant Brij

18 Strategies to Increase Bioavailability and Uptake of Hydrocarbons 307



35 to optimize the process performance. The residual concentrations of the total
biodegradable PAHs remaining after bioremediation in soil slurries were twofold
lower in electrokinetically pretreated soils than in untreated soils (Niqui-Arroyo and
Ortega-Calvo 2010). It is conceivable that physicochemical changes produced in
polluted soil particles that were exposed to electric fields may promote the bioavail-
ability of these PAHs, thus improving the bioremediation performance. The appli-
cation of an electric field to the soil in the presence of the surfactant, through the
electroosmotic flow that was consequently generated, enhanced the bioavailability of
the PAHs by changing their desorption kinetics. The development of an electroos-
motic flow through soil aggregates could probably have caused an increase in the
rate of slow desorption (Shi et al. 2008). The induced physical and chemical changes
could have resulted in the mobility of the pollutant fraction entrapped within the soil
nanopores and/or strongly sorbed to black carbon.

Microbial and plant biosurfactants, if properly managed, are also able to improve
bioremediation performance through an enhanced phase exchange. Many different
surface-active compounds synthesized by a wide variety of microorganisms, such as
Pseudomonas, Bacillus, Acinetobacter, and Mycobacterium, have been identified
(Banat et al. 2010). The exact physiological roles of microbial surfactants are
apparently not restricted to the solubilization of hydrophobic carbon sources, as
surfactants can also be produced when the microorganisms are grown with water-
soluble substrates, such as glucose. These biosurfactants are important in a number
of ecological processes and have been linked to microbial adhesion, antagonistic
effects toward other microorganisms, heavy metal sequestration, and cell-cell com-
munication. Although the production of biosurfactants is not universal among all
microbes, their effect on the bioavailability of hydrocarbons in the natural environ-
ment causes these agents to be an important factor that should be considered when
optimizing bioremediation. Indeed, rhamnolipid biosurfactants can dissolve pure,
solid PAHs, such as phenanthrene, thus increasing their rate of biodegradation
(Garcia-Junco et al. 2001, 2003; Resina-Pelfort et al. 2003), and enhance the
desorption and biodegradation of slowly desorbing and aged pyrene present in soil
(Congiu and Ortega-Calvo 2014; Congiu et al. 2015).

In addition to biosurfactants, there is a wide variety of other natural organic
compounds derived from either microbes or plants that can potentially increase the
bioavailability of hydrocarbons. For example, cyclodextrins (Garon et al. 2004) and
unsaturated fatty acids (Yi and Crowley 2007) have been proposed to stimulate the
biodegradation of PAHs in soil through this mechanism. The bioavailability of
hydrocarbons can be enhanced by the general capacity of dissolved organic matter
(DOM) to mobilize hydrophobic chemicals (Tejeda-Agredano et al. 2013). This
enhancement can occur through a variety of process: (1) enhanced desorption
(Haderlein et al. 2001), (2) direct access to DOM-sorbed PAHs due to the physical
association of bacteria and DOM (Ortega-Calvo and Saiz-Jimenez 1998), and
(3) increased diffusional flux through unstirred boundary layers around bacterial
cells (Haftka et al. 2008), similarly to the enhanced uptake of cadmium by spinach
plantlets originated from seed germination in the presence of labile metal complexes
(Degryse et al. 2006). However, DOM can also inhibit biodegradation in exposure
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scenarios governed by a low chemical activity of the pollutants, by preventing the
bacterial attachment to the hydrocarbon source (Tejeda-Agredano et al. 2014).

4 Microbial Mobilization

The bioavailability of hydrocarbons can be increased not only by mobilizing the
pollutants but also by promoting the dispersal of microorganisms throughout the
polluted matrix, to have a better access to the released contaminant (process B in
Fig. 2). However, movement of pollutant-degrading microorganisms in porous
media is often restricted by their high deposition rates and adhesion to soil surfaces
(Ortega-Calvo et al. 1999; Lahlou et al. 2000). To this end, chemotactic mobilization
of flagellated bacteria has gained attention in bioremediation (Marx and Aitken
2000; Krell et al. 2013). A technological innovation based on this concept makes
use of the mobilization potential of pollutant-degrading microorganisms from rhi-
zospheres, with chemotactic responses demonstrated toward moderately hydropho-
bic PAHs, such as phenanthrene, anthracene, and pyrene, and are able to move
chemotactically at speeds of approximately 1 mm/min (Ortega-Calvo et al. 2003). It
has also been shown in later research that motility and transport of hydrocarbon-
degrading bacteria can be controlled through a suitable choice of chemical effectors,
including carbon sources and nanomaterials (Velasco-Casal et al. 2008; Ortega-
Calvo et al. 2011; Jimenez-Sanchez et al. 2012, 2015). In well-controlled column
systems, we assessed the influence of different effectors on the deposition of a
chemotactic, naphthalene-degrading bacterial species, Pseudomonas putida G7, in
selected porous environments (sand, forest soil, and clay aggregates). Cellular
deposition, however, was concomitantly dependent on the cellular motility (hyper-
motility, attraction, or repulsion), the sorption of the effector to the column packing
material, and the resulting pore-water concentration. For example, an exposure of the
cells to salicylate and naphthalene induced a smooth movement with few accelera-
tion events and positive taxis, while cells exposed to silver nanoparticles (AgNPs)
exhibited tortuous movement and repulsion. Although glucose was metabolized by
strain G7, it did not cause any attraction, but it induced the cells to go into a
hypermotile mode, characterized by a high frequency of acceleration events, a
high swimming speed (>60 μm s�1), and a high tortuosity in the trajectories. The
chemically induced motility behaviors demonstrated a distinct affinity of cells for
sand particles in batch assays, resulting in the development of breakthrough curves
in percolation column experiments. Salicylate and naphthalene significantly reduced
the deposition of G7 cells in the column experiments, while glucose and AgNPs
enhanced the attachment and caused a blocking of the filter, which resulted in
a progressive decrease in deposition. This work was later extended to show distinc-
tive tactic behaviors and mobilization as a result from exposure to zero-valent iron
nanoparticles (Ortega-Calvo et al. 2016) and chemoeffector-containing DOM
(Jimenez-Sanchez et al. 2015).

Another approach for facilitated microbial dispersal, in connection with
hydrocarbon-polluted scenarios, is based on bacterial/oomycete interactions
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(Sungthong et al. 2015, 2016). Our results show that zoospores can act as ecolog-
ical amplifiers of fungal and oomycete actions extending the concept of “mycelial
pathways” for dispersal of pollutant-degrading bacteria (Kohlmeier et al. 2005;
Furuno et al. 2010). This strategy may be of relevance for nonflagellated bacterial
PAH degraders, such asMycobacterium species, which may constitute a significant
fraction of the functional microbiome in PAH-polluted environments (Uyttebroek
et al. 2006a). Although these bacteria seem to be less well transported through
mycelial pathways than self-propelled bacteria (Kohlmeier et al. 2005), the
absence of motility is, in relative terms, a positive factor for the biomobilization
caused by zoospores. This can be explained by the link of this mobilization mode
with flow dynamics. The thrust force created by zoospore swimming mobilizes
more efficiently immotile bacteria than actively swimming bacteria. Besides,
flagellated (and therefore chemotactically active) bacterial groups, such as Pseu-
domonas and Achromobacter, can be dispersed through their own chemotactic
navigation along mycelial pathways (Furuno et al. 2010), but they could also be
biomobilized by zoospores at the cell growth phases when flagellar motility is
limited or not existing.

5 Microbial Attachment

Microorganisms can also increase the bioavailability of hydrocarbons when in direct
contact with the pollutant source through attachment (Fig. 2, process C), thereby
enabling biodegradation to occur, or even to proceed more rapidly (Ortega-Calvo
and Alexander 1994; Garcia-Junco et al. 2003; Uyttebroek et al. 2006b; Tejeda-
Agredano et al. 2011; Zhang et al. 2016). A feasible strategy to enhance bioavail-
ability is, therefore, to promote the growth and activity of attached bacteria. The
main goal of the study focused on PAHs present in nonaqueous-phase liquids or
NAPLs (Tejeda-Agredano et al. 2011) was to target the potential nutritional limita-
tions of microorganisms to enhance the biodegradation of PAHs at the interface
between the NAPL and the water phase. The results indicated that the biodegradation
of PAHs by bacterial cells attached to NAPLs can be limited by nutrient availability
as a result of the simultaneous consumption of PAHs within the NAPLs, but this
limitation can be overcome by the addition of an oleophilic biostimulant that act as
an interface fertilizer, by providing nutrients to attached bacteria, thus promoting
bioavailability.

Bacteria attached to hydrocarbon/water interfaces can access to, theoretically
unaccessible, submicrometer pores through proliferation and penetration (Akbari
and Ghoshal 2015; Akbari et al. 2016). In a series of studies with the hexadecane-
degrading, immotile bacterium Dietzia maris, Ghoshal et al. determined that the
hydrocarbon remained non-bioavailable when it was separated from bacteria by
membranes with pores that were 3 μm or smaller. Given the size of individual
cells (0.9 μm), their strong tendency to form aggregates (6.0 μm), and the need for
attachment to the hydrocarbon phase as a prerequisite for biodegradation of this
sparingly soluble compound, the cause for this poor bioavailability was the lack of
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physical contact between the hydrocarbon phase and the bacterial aggregates
(Akbari and Ghoshal 2015). However, during growth in hexadecane-wetted mem-
branes, morphological changes of attached cells allowed the penetration in the
membranes through pores that were smaller than the cell size (Akbari et al. 2016).
Authors postulated that this penetration was caused by physical forces imposed by
growth, colony extension, and biosurfactant production. In this way, bacterial
translocation and passage through the pores allowed the mineralization of
14C–labeled hexadecane that was separated from the filter by an aqueous phase.
Therefore, bacterial plasticity may not only play a role in the attachment and
colonization of distant, separate phase hydrocarbons located in submicron porosities
(process C in Fig. 2) but also in the biodegradation of the dissolved fractions of the
chemicals which are only available through diffusion and transport through these
small pores (process B).

6 Research Needs

Bioavailability was recognized as a research priority in bioremediation as early as
25 years ago (Alexander 1991). Over these years, significant advancements have
been made to understand how pollutant phase exchange, microbial mobilization, and
cell attachment to interfaces affects bioavailability during biodegradation of organic
chemicals and, particularly, hydrocarbons. In spite of these advancements, signifi-
cant gaps of knowledge exist between bioavailability science and bioremediation.
Still today, it is difficult to predict bioavailability of hydrocarbons, for example,
solely on the basis of basic parameters such as organic matter, black carbon or clay
contents of a given soil or sediment, and the physicochemical constants of the
chemicals (such as solubility in water and octanol-water or organic-carbon based
distribution coefficients). This limitation even remains with improved assessments
through determinations of chemical activity and bioaccessibility. This uncertainty
not only applies to biodegradability in natural environments but also to engineered
systems where bioavailability-promoting strategies are implemented. Therefore,
research is needed to provide a solid link among chemical activity, bioaccessibility,
and biodegradation of hydrocarbons. A main research need is also to understand
how biological networks react in situ to sustainable, bioavailability-promoting
approaches involving biostimulants, specialized microorganisms, and plants for an
enhanced pollutant carbon turnover. The findings achieved with simple laboratory or
microcosm systems need to be translated to field operations, and this scale-up faces
serious difficulties, given the complexity of intra- and interspecific biological inter-
actions occurring in polluted sites. The assessment of possible risks, such as
increases in compound toxicity due to bioremediation, should be also part of future
research.
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Abstract
In order to cope with heterogeneous environments mycelial fungi have developed
a unique network-based growth form. Unlike bacteria, hyphae efficiently spread
in heterogeneous habitats such as soil, penetrate air-water interfaces and cross
over air-filled pores. Here we discuss the prevalent role of the mycosphere (i.e.,
the microhabitat that surrounds fungal hyphae and mycelia) as a hotspot for the
degradation of organic contaminants. We highlight the impact of hyphal networks
on the transport of chemicals and bacteria and discuss its effects on contaminant
availability and degradation. Given the ubiquity and length of hyphae, we
propose that the mycosphere is a hotspot for contaminant transformation and
attenuation in soil.
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1 Introduction

Fungi exist on Earth since 600 million years, occur in nearly every habitat and
typically develop a branched and spatially extensive network called mycelium. By
forming a major fraction of the soil microbial biomass they are cornerstone of the
terrestrial carbon and nutrient cycling by driving the degradation of wood or plant
leaf polymeric constituents (Kendrick 2000). High fungal abundance and diversity
of up to 300 taxa per 0.25 g of soil (Taylor and Sinsabaugh 2015) are for instance
found in moist, aerobic terrestrial habitats containing complex organic carbon. Fungi
are also central to the degradation of anthropogenic contaminants in aquatic and
terrestrial ecosystems (Harms et al. 2011). Due to a high surface-to-volume-ratio and
extensive fractal structures, fungal mycelia take up nutrients and energy sources
efficiently and significantly influence the structure and microbial diversity of the
surrounding soil via physical, biological and biochemical processes. They also share
their microhabitats with bacteria. Warmink and van Elsas (2008), for instance,
showed that the bacterial abundance in the mycosphere can be significantly elevated
and exhibit distinct diversity as compared to neighbouring bulk soil. Mycelia also
provide networks for efficient extra-hyphal dispersal of otherwise immobilised
bacteria (‘fungal highways’ (Kohlmeier et al. 2005)) or allow hyphal transport of
nutrients, contaminants and water (‘fungal pipelines’, (Furuno et al. 2012)) in
structurally and chemically heterogeneous soil habitats. Similar to the management
of goods and people (‘logistics’) in human societies, contaminant-degrading eco-
systems need to allow sufficient dispersal of degrading microorganisms or to provide
appropriate fluxes of matter and energy to and between degrading microbes (‘micro-
bial logistics’ (Fester et al. 2014)). Unlike most bacteria, many fungi tend to oxidize
hydrophobic organics co-metabolically by the use of extracellular enzymes, which
remain active even at conditions not allowing for bacterial growth. Complementary
to previous reviews on the fungal bioremediation (Harms et al. 2011), ecology (e.g.,
(Taylor and Sinsabaugh 2015; van der Heijden et al. 2008)) or biochemical versa-
tility (Baldrian 2008; Ullrich and Hofrichter 2007; Hofrichter et al. 2010), we outline
here briefly major characteristics that make fungi and their mycosphere particularly
suitable for handling (e.g., hydrocarbon) contamination (Fig. 1).

2 Fungi Cope with Heterogeneous and Contaminated
Environments

An often overlooked aspect in the biodegradation of contaminants is the spatially
extensive physical structure of fungal mycelia. Fungi embody up to 75% of the
subsurface microbial biomass and their hyphae create fractal mycelial networks of
102 to 104 m length per g of topsoil (Ritz and Young 2004). Fungi further penetrate
micro-aggregates by wedge-shaped hyphae, disperse the soil and thereby allow
maximal pervasion and contact with contaminants and other resources. Many hyphae
expose small hydrophobic proteins, so-called hydrophobins (Wessels 1997) that allow
a rupture of water-air interfaces permitting growth in the pores between soil
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aggregates (Wosten et al. 1999). The combination of an adaptive mycelial morphol-
ogy in response to heterogeneous environmental conditions and a bi-directional
cytoplasmic streaming enables an effective mycelial maintenance (Boddy et al.
2010) and foraging strategy (Nakagaki et al. 2004). It further enables to link growth
of feeder hyphae in optimal environments with explorative hyphal expansion to
areas of possibly poor nutrient conditions. The challenges that these competing
demands place on the network organisation, are similar to those of man-made
infrastructure or logistic networks (Tero et al. 2010). Mycelial lifestyle may also
explain why many fungi tolerate extreme environmental conditions
(e.g., temperatures of �5 to +60 �C; pH of 1–9) or grow at low water activity such
as 0.65, or in the presence of 0.2% of oxygen (for a review cf. Cantrell 2017). Less
information, however, is available on the ability of fungi to cope with contaminated
environments. Although fungal communities and their biodegradation potential have
often been analysed in contaminated habitats (e.g., (Harms et al. 2011)), there are
only few reported comparisons between contaminated and uncontaminated reference
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Fig. 1 Main drivers of the microbial transformation of contaminants in the mycosphere, i.e., the
microhabitat that surrounds fungal hyphae and mycelia
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sites. Existing data on the influence of organic contaminants on fungal diversity and
biomass in terrestrial environments are still fragmentary and may not allow for
generalisations (Harms et al. 2016), all the more since only a small part of all fungal
diversity is known at present. Recent studies indicate that the type and concentration
of organic contaminants such oil hydrocarbons may influence the fungal diversity as
well as their functional redundancy or abundance (e.g., (Bourdel et al. 2016; Stefani
et al. 2015; Ferrari et al. 2011)).

3 Fungi Transform Complex Contaminants Even at Low
Concentrations

Fungi facilitate the decomposition, sequestration, and production of organic matter.
Thereby they often uncouple biomass production from contaminant transformation
by attacking complex compounds with a range of extracellular, relatively unspecific,
radical generating oxidoreductases under aerobic conditions. Anaerobic fungal
pollutant breakdown, however, has also been reported (Russell et al. 2011). With
their enzymes, many fungi are able to transform a large range of organic pollut-
ants, including complex and unusual chemical structures such, for example, those
found in pharmaceuticals or personal care products. Most fungal contaminant
degraders belong to the phyla Ascomycota and Basidiomycota and the subphylum
Mucoromycotina. Bacteria on the other hand, transform chemicals by specific
biochemical pathways and are able to use varying terminal electron acceptors.
Unlike the unspecific fungal enzymes, specific degradation pathways of bacteria
may not be expressed for chemicals of either complex chemical structures or
chemicals present at low concentrations. Bacterial degradative pathways may solely
evolve if they lead to a selective benefit for the encoding organisms. In contrast to
fungi, bacteria rely on a positive feedback loop between contaminant uptake and
formation of their biomass for efficient decontamination. Torneman et al. (2008) for
instance, showed that the phospholipid fatty acid (PLFA)-inferred abundances of
bacteria in soil positively correlated with polycyclic aromatic hydrocarbons (PAH)
concentration gradients, whereas fungal and actinomycete PLFA markers were
lowered in PAH hotspots (Torneman et al. 2008). Given that the contaminant is
readily available, it hence appears that the nutritional strategies differing between
many bacteria and fungi make bacteria benefit more from a readily bioavailable input
of the contaminant’s carbon. At oligotrophic conditions as typically found in soils,
plant root exudates, however, can be a major driver of co-metabolic fungal degra-
dation. Mycorrhiza, a symbiotic association between a fungus and the roots of
vascular host plants, rely on photosynthates (that form up to 30% of a host plant’s
net carbon fixation) in exchange of transfer of mineral nutrients to its symbiont.
Although commonly termed as ‘phytoremediation’ the degradation of contaminants
in presence of plants hence is to be regarded as a result of the rhizosphere ecosystem
and rather depends on the functional stability and the metabolic and physical
interactions of a large range of organisms including bacteria, fungi, and plants
(El Amrani et al. 2015; Fester et al. 2014).
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4 Fungi Promote Contaminant Accessibility
and Bioavailability

The accessibility and availability of a contaminant to degrader microorganisms
(‘bioavailability’) are central factors in the biodegradation (Johnsen et al. 2005) of
any chemical. In contrast to mycelial fungi that employ unspecific exo-enzymes and
uncouple biomass formation from contaminant degradation, low matter and energy
fluxes to bacterial degrader cells exist, when (i) contaminant concentrations are very
low (e.g., micropollutants), (ii) contaminants are bound to matrices (e.g., poorly
water soluble hydrocarbons), (iii) contaminants contain very little energy
(e.g., highly oxidized chemicals) or (iv) contaminants cannot be transformed by
the specific bacterial degradative pathways. Fungal exo-enzymatic transformation
may also render hydrophobic compounds more water soluble and allow the transfer
of more hydrophilic and more bioavailable metabolites to catabolically interacting
bacteria in the hyphosphere (Johnsen et al. 2005); i.e., may allow for microbial
kleptoparasitism (Johnston et al. 2016). Fungal hyphae have also been found to grow
into soil pores with a diameter as little as 2 μm or to mobilise a wide range of PAH by
vesicle-bound cytoplasmic transport (Furuno et al. 2012). By doing so, they increase
the accessibility and availability of soil-bound chemicals to degrader bacteria
(Schamfuss et al. 2013). Moreover, mycelia act as ‘fungal highways’ and allow for
effective dispersal of a wide range of bacteria (Kohlmeier et al. 2005; Pion et al.
2013; Warmink and van Elsas 2009). The fungal foraging of a contaminated soil for
resources combined with bacterial migration along hyphae (Furuno et al. 2010;
Nazir et al. 2010) may promote the (random or tactic) access of migrator bacteria
to new soil habitats (Furuno et al. 2010; Nazir et al. 2010). In order to maintain their
extending networks, mycelia exhibit a highly polarised internal cellular organization
to allow cytoplasmic transport of nutrients and carbon over distances of centimetres
(Darrah et al. 2006) between spatially separated source and sink regions (Bebber
et al. 2007; Heaton et al. 2012). The velocity of such cytoplasmic streaming typically
ranges from 0.1 to 600 μm min�1 (Ross 1976; Suelmann et al. 1997) depending on
the type of organism, its physiological state and the location within the mycelium.
Not much is known about the translocation in non-mycorrhizal fungi of substances
other than nutrients. It appears likely that the mycelial lifestyle of fungi has also
consequences for their exposure to chemicals contaminating their habitats. Uptake of
contaminants by fungi has been reported for various chemicals including organic
pollutants. Verdin et al. (2005), for instance, showed that the uptake of PAH into
a fungal mycelium is passive and that PAH are accumulated in lipid vesicles.
Time lapse video micrographs of the oomycete Pythium ultimum demonstrated a
translocation of phenanthrene (PHE) by cytoplasmic streaming at an average veloc-
ity of 13 � 9 μm min�1 resulting in estimated PHE transport rates of �
0.02–1.1 pmol (� 4–200 pg) of PHE per hypha per hour over a distance of 1 cm
(Furuno et al. 2012). The significance for the ecology of contaminant biodegradation
might be illustrated by the fact that these masses correspond to 12 - 600 times the dry
weight of a typical bacterium (� 0.3 pg). Quantification of solute movement and
predictive simulation models further showed that the intravacuolar transport forms a
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functionally important transport pathway over distances of millimetres up to
centimetres and may influence the bioavailability and biodegradation of contami-
nants (Banitz et al. 2013; Schamfuss et al. 2013). Simulation modelling demon-
strates that fungus-mediated bacterial dispersal can considerably improve the
bioavailability of organic pollutants under in heterogeneous habitats typical for
unsaturated soils (Banitz et al. 2011a, b).

5 Fungi Create Functional Habitats for Bacterial
Contaminant Degradation

Bacteria in soil often face conditions that are suboptimal for contaminant degrada-
tion. Low contaminant bioavailability, the lack of nutrients or predation pressure
may put stress on bacteria that they must meet in order to survive and remain active.
Bacteria and fungi co-inhabit and interact in a wide variety of soil environments and
microhabitats (Nazir et al. 2010) and many bacterial-fungal interactions (BFI) can
take place in the mycosphere. Both, bacteria and fungi may compete therein for the
same substrates and depending on the organisms and the specific conditions, BFI
may be either ecologically neutral, competitive or cooperative (Ul Haq et al. 2014)
and range in quality from apparently random physical interactions to specific
commensal or symbiotic associations (Frey-Klett et al. 2011). Bacteria may thereby
influence fungal development and spore production by mycophagy; i.e., bacterial
lysis of fungal hyphae or the extracellular biotrophy of fungal products, such as low
molecular weight peptides, organic acids (e.g., oxalic, citric, acetic and amino acids),
sugars or sugar alcohols that are secreted as waste products, metal-mobilising
or antimicrobial compounds (Leveau and Preston 2008). Extracellular biotrophy (i.e.,
feeding on a living host organism without killing it) may also be an effective
bacterial strategy to obtain nutrients and carbon while migrating along hyphae in the
mycosphere (Banitz et al. 2013). Mycophagous activity, however, may also be
beneficial for fungi; e.g., in situations, where fungiphilic bacteria provide specific
nutrients or degrade antifungal toxins in exchange of fungal products. From such
examples it becomes clear that BFI may also have profound consequences on the
physiology, life cycles, and survival of contaminant degrading mycosphere micro-
organisms. Fungi respond to environmental resource heterogeneity by transloca-
ting nutrient resources between different parts of their mycelium. Mycelia thereby
may not only promote efficient contaminant degradation by (i) translocation of
bacteria and nutrients, but simultaneously also by (ii) redistributing water from
wet to dry habitats and shaping suitable local matric potentials for improved fungal
carbon mineralisation (Guhr et al. 2015; Worrich et al. 2017), or by (iii) sustaining
the degradation capacity of microbial ecosystems at low osmotic and matric poten-
tials (Worrich et al. 2016). The physical structure of mycelia further enables efficient
foraging and shaping of prey populations and nutrient and carbon turnover in
heterogeneous environments (Otto et al. 2016). Recent experimental and theoretical
studies have shown that hyphae promote bacterial horizontal gene transfer (HGT) by
enabling preferential contact of spatially distinct bacteria; i.e., hyphae may act as
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focal point for the evolution of bacterial diversity and their potential to degrade
contaminants (Berthold et al. 2016; Zhang et al. 2014).

6 Research Needs

Numerous studies have shown that bacterial communities associated with fungal
hyphae display fungi-specific differences in composition. This suggests that bacteria
are under selection and develop traits that give them a competitive advantage in the
mycosphere (Leveau and Preston 2008). Hence, detailed knowledge of functional
co-occurrence of bacteria and fungi in contaminated habitats is needed. Despite the
rising interest in BFI over the last ten years, there is only limited knowledge on the
bacterial fungal ‘meta-organism’ (Olsson et al. 2016) and its metabolic interaction in
the degradation of complex (emerging pollutants) or pollutants at low concentrations
(micropollutants). Even less is known on their interactions in complex constructed
and natural ecosystems at larger scales. Given the fact that at present more than
135 million unique chemical substances http://support.cas.org/content/chemical-sub
stances and complex chemical mixtures are available that potentially end up in
natural habitats, the prediction of their fate as a prerequisite for the management of
environmental pollutants remains demanding. This task will be facilitated by ‘omics’
(metagenomics, metatranscriptomics, metaproteomics and metabolomics), stable
isotope and chemical microscopy (e.g., ToF- or NanoSIMS) approaches that will
portrait the genomic potential and functional interactions of fungi and co-occurring
bacteria at given environmental habitats and conditions. Such knowledge will be
needed to predict and model the spatio-temporal functional stability of bacterial-
fungal associations under multiple stresses at all scales and to develop novel
attenuation approaches based on ecological theory and principles. The utilisation
of plants for the alimentation of mycorrhizal or other fungi in the mycorrhizosphere
of terrestrial and water plants thereby seems to be a promising tool for enhanced
natural attenuation of hydrophobic and emerging contaminants even at low
concentrations.

Acknowledgements This work contributes to the research topic Chemicals in the Environment
(CITE) within the research program Terrestrial Environment of the Helmholtz Association.

References

Baldrian P (2008) Wood-inhabiting ligninolytic basidiomycetes in soils: ecology and constraints for
applicability in bioremediation. Fun Ecol 1:4–12

Banitz T, Fetzer I, Johst K, Wick LY, Harms H, Frank K (2011a) Assessing biodegradation benefits
from dispersal networks. Ecol Model 222:2552–2560

Banitz T, Wick LY, Fetzer I, Frank K, Harms H, Johst K (2011b) Dispersal networks for enhancing
bacterial degradation in heterogeneous environments. Environ Pollut 159:2781–2788

19 The Mycosphere as a Hotspot for the Biotransformation of Contaminants in. . . 321

http://support.cas.org/content/chemical-substances
http://support.cas.org/content/chemical-substances


Banitz T, Johst K, Wick LY, Schamfuss S, Harms H, Frank K (2013) Highways versus pipelines:
contributions of two fungal transport mechanisms to efficient bioremediation. Environ
Microbiol Rep 5:211–218

Bebber DP, Hynes J, Darrah PR, Boddy L, Fricker MD (2007) Biological solutions to transport
network design. Proc R Soc B Biol Sci 274:2307–2315

Berthold T, Centler F, Hubschmann T, Remer R, Thullner M, Harms H et al (2016) Mycelia as a
focal point for horizontal gene transfer among soil bacteria. Sci Rep 6:8

Boddy L, Wood J, Redman E, Hynes J, Fricker MD (2010) Fungal network responses to grazing.
Fungal Genet Biol 47:522–530

Bourdel G, Roy-Bolduc A, St-Arnaud M, Hijri M (2016) Concentration of petroleum-
hydrocarbon contamination shapes fungal endophytic community structure in plant roots.
Front Microbiol 7:11

Cantrell SA (2017) Fungi in extreme and stressful environments. In: Dighton J, White JF (eds) The
fungal community : its organization and role in the ecosystem, 4th revised edn. CRC Press, Boca
Raton, pp 459–469

Darrah PR, Tlalka M, Ashford A, Watkinson SC, Fricker MD (2006) The vacuole system is a
significant intracellular pathway for longitudinal solute transport in basidiomycete fungi.
Eukaryot Cell 5:1111–1125

El Amrani A, Dumas AS, Wick LY, Yergeau E, Berthome R (2015) “Omics” insights into PAH
degradation toward improved green remediation biotechnologies. Environ Sci Technol
49:11281–11291

Ferrari BC, Zhang CD, Dorst J (2011) Recovering greater fungal diversity from pristine and diesel
fuel contaminated sub-Antarctic soil through cultivation using both a high and a low nutrient
media approach. Front Microbiol 2:14

Fester T, Giebler J, Wick LY, Schlosser D, Kastner M (2014) Plant-microbe interactions as drivers
of ecosystem functions relevant for the biodegradation of organic contaminants. Curr Opin
Biotechnol 27:168–175

Frey-Klett P, Burlinson P, Deveau A, Barret M, Tarkka M, Sarniguet A (2011) Bacterial-fungal
interactions: hyphens between agricultural, clinical, environmental, and food microbiologists.
Microbiol Mol Biol Rev 75:583–609

Furuno S, Pazolt K, Rabe C, Neu TR, Harms H, Wick LY (2010) Fungal mycelia allow chemotactic
dispersal of polycyclic aromatic hydrocarbon-degrading bacteria in water-unsaturated systems.
Environ Microbiol 12:1391–1398

Furuno S, Foss S, Wild E, Jones KC, Semple KT, Harms H et al (2012) Mycelia promote active
transport and spatial dispersion of polycyclic aromatic hydrocarbons. Environ Sci Technol
46:5463–5470

Guhr A, Borken W, Spohn M, Matzner E (2015) Redistribution of soil water by a saprotrophic
fungus enhances carbon mineralization. Proc Natl Acad Sci U S A 112:14647–14651

Harms H, Schlosser D, Wick LY (2011) Untapped potential: exploiting fungi in bioremediation of
hazardous chemicals. Nat Rev Microbiol 9:177–192

Harms H, Wick LY, Schlosser D (2016) The fungal community in organically polluted systems. In:
John Dighton JFW (ed) The fungal community: its organization and role in the ecosystem,
4th edn. RC Press, Boca Raton

Heaton L, Obara B, Grau V, Jones N, Nakagaki T, Boddy L et al (2012) Analysis of fungal
networks. Fungal Biol Rev 26:12–29

van der HeijdenMGA, Bardgett RD, van Straalen NM (2008) The unseen majority: soil microbes as
drivers of plant diversity and productivity in terrestrial ecosystems. Ecol Lett 11:296–310

Hofrichter M, Ullrich R, Pecyna MJ, Liers C, Lundell T (2010) New and classic families of secreted
fungal heme peroxidases. Appl Microbiol Biotechnol 87:871–897

Johnsen AR, Wick LY, Harms H (2005) Principles of microbial PAH-degradation in soil. Environ
Pollut 133:71–84

Johnston SR, Boddy L, Weightman AJ (2016) Bacteria in decomposing wood and their interactions
with wood-decay fungi. FEMS Microbiol Ecol 92:12

322 L. Y. Wick and H. Harms



Kendrick B. 2000. The Fifth Kingdom. 3rd edn. Newburyport, MA: Focus Publishing
Kohlmeier S, Smits THM, Ford RM, Keel C, Harms H, Wick LY (2005) Taking the fungal

highway: mobilization of pollutant-degrading bacteria by fungi. Environ Sci Technol
39:4640–4646

Leveau JHJ, Preston GM (2008) Bacterial mycophagy: definition and diagnosis of a unique
bacterial-fungal interaction. New Phytol 177:859–876

Nakagaki T, Kobayashi R, Nishiura Y, Ueda T (2004) Obtaining multiple separate food sources:
behavioural intelligence in the Physarum plasmodium. Proc R Soc B Biol Sci 271:2305–2310

Nazir R, Warmink JA, Boersma H, van Elsas JD (2010) Mechanisms that promote bacterial fitness
in fungal-affected soil microhabitats. FEMS Microbiol Ecol 71:169–185

Olsson S, Bonfante P, Pawlowska TE (2016) Ecologey and evolution of fungal-bacterial interac-
tions. In: Dighton J, White JF, Oudemans P (eds) The fungal community: its organization and
tole in the ecosystem. 4th revised ed. CRC Press, Boca Raton, FL. 2017

Otto S, Bruni EP, Harms H, Wick LY (2016) Catch me if you can: dispersal and foraging of
Bdellovibrio bacteriovorus 109J along mycelia. ISME J 11:386

Pion M, Bshary R, Bindschedler S, Filippidou S, Wick LY, Job D et al (2013) Gains of bacterial
flagellar motility in a fungal world. Appl Environ Microbiol 79:6862–6867

Ritz K, Young IM (2004) Interactions between soil structure and fungi. Mycologist 18:52–59
Ross IK (1976) Nuclear migration rates in coprinus-congregatus – new record. Mycologia

68:418–422
Russell JR, Huang J, Anand P, Kucera K, Sandoval AG, Dantzler KW et al (2011) Biodegradation

of polyester polyurethane by endophytic fungi. Appl Environ Microbiol 77:6076–6084
Schamfuss S, Neu TR, van der Meer JR, Tecon R, Harms H, Wick LY (2013) Impact of mycelia on

the accessibility of fluorene to PAH-degrading bacteria. Environ Sci Technol 47:6908–6915
Stefani FOP, Bell TH, Marchand C, de la Providencia IE, El Yassimi A, St-Arnaud M et al (2015)

Culture-dependent and -independent methods capture different microbial community fractions
in hydrocarbon-contaminated soils. PLoS One 10:16

Suelmann R, Sievers N, Fischer R (1997) Nuclear traffic in fungal hyphae: in vivo study of nuclear
migration and positioning in Aspergillus nidulans. Mol Microbiol 25:757–769

Taylor DL, Sinsabaugh RL (2015) The soil fungi: occurrence, phylogeny and ecology. In:
Paul EA (ed) Soil microbiology, ecology and biochemistry. Elsevier, Amsterdam, pp 77–109

Tero A, Takagi S, Saigusa T, Ito K, Bebber DP, Fricker MD et al (2010) Rules for biologically
inspired adaptive network design. Science 327:439–442

Torneman N, Yang XH, Baath E, Bengtsson G (2008) Spatial covariation of microbial community
composition and polycyclic aromatic hydrocarbon concentration in a creosote-polluted soil.
Environ Toxicol Chem 27:1039–1046

Ul Haq I, Zhang MZ, Yang P, van Elsas JD (2014) The interactions of bacteria with fungi in soil:
emerging concepts. In: Sariaslani S, Gadd GM (eds) Advances in applied microbiology, vol 89.
Elsevier/Academic, San Diego, pp 185–215

Ullrich R, Hofrichter M (2007) Enzymatic hydroxylation of aromatic compounds. Cell Mol Life Sci
64:271–293

Verdin A, Sahraoui ALH, Newsam R, Robinson G, Durand R (2005) Polycyclic aromatic hydro-
carbons storage by Fusarium solani in intracellular lipid vesicles. Environ Pollut 133:283–291

Warmink JA, van Elsas JD (2008) Selection of bacterial populations in the mycosphere of Laccaria
proxima: is type III secretion involved? ISME J 2:887–900

Warmink JA, van Elsas JD (2009) Migratory response of soil bacteria to Lyophyllum sp strain
Karsten in soil microcosms. Appl Environ Microbiol 75:2820–2830

Wessels JGH (1997) Hydrophobins: proteins that change the nature of the fungal surface. In:
Poole RK (ed) Advances in microbial physiology, vol 38. Academic/Elsevier, London, pp
1–45

Worrich A, Konig S, Miltner A, Banitz T, Centler F, Frank K et al (2016) Mycelium-like networks
increase bacterial dispersal, growth, and biodegradation in a model ecosystem at various water
potentials. Appl Environ Microbiol 82:2902–2908

19 The Mycosphere as a Hotspot for the Biotransformation of Contaminants in. . . 323



Worrich A, Stryhanyuk H, Musat N, König S, Banitz T, Centler F, Frank K, Thullner M, Harms H,
Richnow HH, Miltner A, Kästner M, Wick LY (2017) Mycelium-mediated transfer of water and
nutrients stimulates bacterial activity in dry and oligotrophic environments. Nat. Commun.
8:15472

Wosten HAB, van Wetter MA, Lugones LG, van der Mei HC, Busscher HJ, Wessels JGH (1999)
How a fungus escapes the water to grow into the air. Curr Biol 9:85–88

Zhang MZ, Silva M, Maryam CD, van Elsas JD (2014) The mycosphere constitutes an arena for
horizontal gene transfer with strong evolutionary implications for bacterial-fungal interactions.
FEMS Microbiol Ecol 89:516–526

324 L. Y. Wick and H. Harms



Part III

Problems of Solventogenicity, Solvent
Tolerance



Problems of Solventogenicity, Solvent
Tolerance: An Introduction 20
Miguel A. Matilla

Contents
1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 328
2 Mechanisms of Solvent Tolerance in Bacteria: An Overview . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 329
3 Catabolism of Toxic Organic Solvents . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 331
4 Research Needs . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 332
References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 333

Abstract
Many organic solvents are toxic to prokaryotic and eukaryotic organisms. This
general toxicity mainly derives from their ability to preferentially partition into
cell membranes, a process that finally can impair their normal functioning.
However, multiple microorganisms have evolved different strategies to overcome
the effects of toxicity. Thus, the mechanisms of tolerance in Gram-negative
bacteria are the result of a multifactorial process that involves a set of changes
at both physiological and gene expression levels. These changes include the
alteration in the composition of cell membranes to reduce their permeability,
the activation of general stress responses, or the induction of efflux pumps and
catabolic pathways. The evaluation of these solvent tolerance strategies may lay
the basis for the development of effective in situ and ex situ bacteria-based
biodegradation strategies.
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1 Introduction

Organic solvents are a compound class characterized by an extraordinary diversity of
chemical structures, including alcohols, esters, ketones, or hydrocarbons (Nicolaou
et al. 2010). Many of these solvents are extremely toxic to microorganisms, plants,
animals, and humans. Among these chemicals, organic and inorganic hydrocarbons
are within the most common solvents, and the current “Cellular Ecophysiology:
Problems of Solventogenicity, Solvent Tolerance” section will mainly cover differ-
ent aspects of the resistance mechanisms of microorganisms to this structurally
diverse group of chemical products.

Hydrocarbons can be classified as saturated, unsaturated, and aromatic com-
pounds (reviewed in this Encyclopedia by Wilkes and Schwarzbauer). In nature,
hydrocarbons mainly occur as a result of multiple biosynthetic activities and geo-
chemical processes (Abbasian et al. 2015). Thus, they are the main components of
petroleum crude oils and, consequently, very abundant in geological systems.
Importantly, our petroleum-based society demands increasing amounts of crude oil
for energy supply and the production of raw materials. Furthermore, the increase in
the social necessities for certain agrochemicals, pharmaceuticals, and polymers has
promoted the production of multiple solvents, and hydrocarbons such as benzene,
toluene, or xylenes are some of the most globally produced chemicals (Segura et al.
2012; Abbasian et al. 2015). Unfortunately, and as a consequence of these anthro-
pogenic activities, solvent contaminants are reaching the biosphere due to leaks
during crude oil extraction, storage, transportation, industrial accidents, or evapora-
tion. As a result, these pollutants are frequently found in soils and river water,
groundwater, and seawater, mainly in the proximity of production factories and
petroleum refineries. Therefore, the biological treatment of contaminated areas and
residues is a promising strategy for the removal of solvent contaminants. Within the
candidate biological treatments, bioremediation uses microorganisms for the in situ
or ex situ conversion of toxic chemicals into neutral or less toxic compounds
(de Lorenzo 2008; Zhao and Poh 2008; Nicolaou et al. 2010; Ramos et al. 2011).

The effectiveness of the natural biodegradation of pollutants (a process known as
natural attenuation) is a reflection of the persistence of these contaminants in the
environment. The persistence of organic solvents in nature highly depends on their
physicochemical properties, including their hydrophobicity and the presence of
functional groups (e.g., epoxides and aldehydes, among others), properties that
may confer toxicity to the chemical. However, in general, hydrocarbons are consid-
ered highly recalcitrant to degradation due to their high hydrophobicity. Thus,
problems derived from the toxicity of hydrophobic solvents mainly result from
their ability to partition into biological membranes, which subsequently causes an
unspecific increase in their fluidity and permeability (reviewed in this volume by
Heipieper and Martínez, ▶Chap. 21, “Toxicity of Hydrocarbons to Microorgan-
isms”). In addition to this unspecific toxicity, different transcriptomic, proteomic,
and metabolomic approaches allowed determining the involvement of some toxic
hydrocarbons in the damage of biological molecules such as proteins, DNA, and
RNA (Nicolaou et al. 2010; Ramos et al. 2015). As a consequence, the antimicrobial
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activity of these solvents is the main cause for their low biodegradation rates.
However, multiple microorganisms have acquired different strategies that allow
them to protect themselves against toxic hydrocarbons (Fig. 1). This is reflected in
the different microbial diversity and community composition found when comparing
polluted and non-polluted field samples. Thus, the concentration and diversity of
hydrocarbons in contaminated areas shape the composition of bacterial communities
by favoring the presence of highly resistant and biodegradative microbial strains
(Bargiela et al. 2015; Acosta-González and Marqués 2016). Importantly, “omics”
approaches revealed an increased expression of genes involved in the degradation of
toxic hydrocarbons in situ in contaminated areas (Lamendella et al. 2014). However,
and contrary to what was initially anticipated, no correlation was observed between
the tolerance to toxic solvents and the catabolic abilities of microorganisms to
degrade these solvents (Mosqueda et al. 1999; Ramos et al. 2015). What is therefore
the main benefit derived from the microbial catabolism of toxic hydrocarbons?
Multiple microorganisms can use toxic solvents as sources of carbon and energy, a
process that may allow them to proliferate in environments where energy and carbon
sources are scarce. This is somehow reflected in the chemotactic behavior that some
solvent-tolerant bacterial strains show toward toxic hydrocarbons (Grimm and
Harwood 1999; Gordillo et al. 2007; Lacal et al. 2011). Chemotaxis represents an
important energy cost for microbial cells, and such energetic investment can be
explained for the increased capacity of chemotactic microorganisms in order to gain
access to additional nutritional sources (see ▶Chap. 22, “Genetics of Sensing,
Accessing, and Exploiting Hydrocarbons” reviewed in this volume by Matilla et al.).

2 Mechanisms of Solvent Tolerance in Bacteria: An Overview

The accumulation of organic solvents in cell membranes leads to an increase in their
fluidity and to multiple structural changes. These changes may result in the loss of
ions and solutes, as well as modifications in the electric potential (which will prevent
the correct functioning of the membrane) and intracellular pH, alterations that can
finally cause growth inhibition and ultimately cell death (Sikkema et al. 1995). To
compensate these potentially lethal alterations, bacteria have developed different
mechanisms that allow them to adapt to environmental challenges (Fig. 1). Within
these membrane-protective mechanisms, bacteria can respond by decreasing the
fluidity and permeability of their membranes by altering: (i) the saturated/unsatu-
rated fatty acid ratio, (ii) the length of acyl chains, and (iii) the head groups of
phospholipids (see ▶Chap. 24, “Membrane Composition and Modifications in
Response to Aromatic Hydrocarbons in Gram-Negative Bacteria” reviewed in this
volume by Ortega et al.). Additionally, in the early 1990s, an additional adaptive
mechanism was identified in two strains of Vibrio and Pseudomonas genera
(Okuyama et al. 1991; Heipieper et al. 1992). This mechanism was based on the
ability of the enzyme cis-trans isomerase to convert cis- to trans-unsaturated fatty
acids which results in an increased rigidity of cell membranes (reviewed in this
volume by Heipieper et al. ▶Chap. 25, “Cis–Trans Isomerase of Unsaturated Fatty
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Acids: An Immediate Bacterial Adaptive Mechanism to Cope with Emerging Mem-
brane Perturbation Caused by Toxic Hydrocarbons”).

The reduction in the permeability of cell membranes does not entirely prevent the
cellular entrance of solvents, and different alternative tolerance mechanisms have
been identified. Thus, the induction of DNA repair systems and the expression of
diverse chaperons that contribute to the stabilization and correct folding of proteins
are well-known bacterial responses associated to the presence of organic solvents
(Segura et al. 2005; Dominguez-Cuevas et al. 2006; Wijte et al. 2011). However, the
most effective and widespread mechanism for solvent tolerance in Gram-negative
bacteria lies in the extrusion of solvents by efflux systems. Thus, the implication of
ABC (ATP-binding cassette) transporters and RND (resistance-nodulation-division)
efflux pumps in solvent tolerance has been clearly demonstrated (Nikaido and
Takatsuka 2009; Segura et al. 2012; Ramos et al. 2015). The physiological role of
RND pumps has been associated with the extrusion of intracellularly produced
compounds and the protection against toxic compounds present in the environment
(e.g., antibiotics, chemotherapeutic agents, heavy metals, and solvents). Therefore,
these efflux systems have been shown to improve the fitness and survival of bacteria
in the solvent-polluted environments. In this volume (▶Chap. 23, “Extrusion Pumps
for Hydrocarbons: An Efficient Evolutionary Strategy to Confer Resistance to
Hydrocarbons” by Fernandez et al.), Fernández and coworkers reviewed the current
knowledge in the regulation of the expression of genes encoding RND efflux pumps,

Fig. 1 Overview of the main solvent tolerance mechanisms described in Gram-negative bacteria
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besides updating the molecular insights into how toxic hydrocarbons are extruded by
RND resistance transporters.

It is worth mentioning that some of the above resistance mechanisms (especially
the extrusion of solvents by RND efflux pumps) are energetically expensive, and
several transcriptomic and proteomic studies revealed an increased expression of
proteins involved in the energy generation in the presence of the toxic hydrocarbon.
This response will overcome the high energy demands as a result of the exposure to
solvents (Segura et al. 2005; Domínguez-Cuevas et al. 2006; Volkers et al. 2006;
Wijte et al. 2011).

3 Catabolism of Toxic Organic Solvents

Although many environmental microorganisms have been shown to efficiently
catabolize organic solvents, the development of new sequencing technologies and
genomics tools has revealed the extraordinary genetic potential to degrade toxic
hydrocarbons of multiple uncharacterized microorganisms. The mineralization of
such compounds finally results in the decrease of the environmental concentration of
the solvent and favors the survival of the microorganism in polluted environments.
However, this catabolic-mediated mechanism of resistance has only been shown to
be effective when the concentration of the toxic compound is low enough to allow
the normal metabolism of the microorganism (Segura et al. 2014).

A major challenge that solvent-degrading microorganisms have to face is the
reduced solubility of many hydrocarbons. Thus, in addition to their extraordinary
catabolic diversity, microorganisms have also evolved effective strategies to gain
access to poorly bioavailable solvents. Some of these adaptive mechanisms include
the secretion of biosurfactants and the alteration of the physicochemical properties of
their cell surfaces. These strategies will facilitate the interaction between the microor-
ganisms and the hydrophobic substrates (reviewed in this volume by Heipieper et al.,
▶Chap. 26, “Surface Properties and Cellular Energetics of Bacteria in Response to the
Presence of Hydrocarbons”).

The catabolic genes responsible for the degradation of multiple toxic solvents
such as toluene, xylene, naphthalene, phenol, or nitrobenzene have been described
in detail (Yen and Serdar 1988; Powlowski and Shingler 1994; Greated et al. 2002;
Ma et al. 2007; Parales et al. 2008). Generally, the first step(s) for the intracellular
degradation of these organic solvents is mediated by oxygenases and peroxidases,
while different peripheral degradation pathways will enable their conversion into
intermediates of the central metabolism (Abbasian et al. 2015; Varjani 2017). The
enzymes involved in the degradation of such solvents are frequently organized in
transcriptional units, and in general, the expression of these operons is only
activated by the presence of an inducer (e.g., the substrate of the respective
catabolic pathway). Furthermore, many of these catabolic genes are either associ-
ated to mobile elements or encoded in conjugative plasmids, therefore allowing
bacteria to rapidly gain new catabolic capabilities through horizontal gene transfer
(Segura et al. 2014). Two of the most characterized catabolic systems at both the
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catabolic and regulatory levels are the toluene (TOL) and toluene dioxygenase
(TOD) degradation pathways, involved in the degradation of toluene and xylenes
to Krebs cycle intermediates (Mosqueda et al. 1999; Parales et al. 2008; Segura
et al. 2014). The expression of the catabolic genes is often tightly regulated as an
effective strategy to adjust their metabolism to the elevated energetic cost of
solvent degradation. As an example, the expression of TOL and TOD catabolic
pathways is activated in the presence of their respective substrates in a regulatory
process mediated by one- (i.e., XylS and XylR) and two-component (i.e., TodS/
TodT) systems, respectively (see ▶Chap. 22, “Genetics of Sensing, Accessing,
and Exploiting Hydrocarbons” reviewed in this volume by Matilla et al.).

4 Research Needs

Since the beginning of the Industrial Revolution, increasing amounts of contami-
nants have been released into the environment, resulting in the contamination of
terrestrial and aquatic ecosystems. Different chemical and physical approaches (i.e.,
coal agglomeration, chemical oxidation, thermal and ultrasonic desorption, among
others) have been employed to remove these pollutants (Agarwal and Liu 2015).
However, in situ and ex situ bioremediation offers an environmentally friendly,
versatile, and cost-effective alternative (Varjani 2017).

Although plants and fungi possess good remediation capabilities, bacteria have
been shown to be the most active biodegraders (de Lorenzo 2008). Bioremedia-
tion exploits naturally derived microorganisms as effective agents for the bio-
logical degradation/detoxification of environmental contaminants. Thus, bacteria
belonging to the genera Acinetobacter, Arthrobacter, Azoarcus, Brevibacterium,
Flavobacterium, Marinobacter, Micrococcus, Pseudomonas, Stenotrophomonas,
and Vibrio were reported to be efficient hydrocarbon degraders. Importantly, the
proportion of hydrocarbon-degrading microorganisms in polluted ecosystems was
found to be up to 100 times higher as compared with non-polluted environments
(Varjani 2017). Thus, the isolation of microorganisms from contaminated areas will,
in principle, result in a higher rate of success in the isolation of microorganisms with
the desired degradation capabilities. Nevertheless, many of the efforts made in the
isolation of microbial biodegraders have been focused on the investigation of genes
involved in the catabolism of the contaminants, and more attention needs to be paid
to the biodegradation effectiveness of these newly isolated microorganisms (Cases
and de Lorenzo 2005; Abbasian et al. 2016).

The rates of biodegradation of solvents are affected by multiple parameters,
including the chemical properties of the pollutants and environmental conditions
(i.e., temperature, pH, salinity, oxygen). Therefore, it is not abnormal that multiple
studies have reported the increased efficiency in the biodegradation capabilities of
bacterial consortia as compared with the individual strains (Ghazali et al. 2004;
Deppe et al. 2005; Varjani and Upasani 2013; Varjani 2017). With the development
of the high-throughput isolation and screening methods, together with
new-generation “omics” tools, future research will allow the identification of novel
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microorganisms with broader range of biodegradation abilities. This investigation
will lay the groundwork for the development of efficient microbial consortia with
improved biodegradation capabilities. Additionally, synthetic biology strategies can
be used to engineer genetically modified microorganisms with increase biodegrada-
tion abilities (de Lorenzo 2008). For this purpose, researchers have access to
multiple databases with information on bacterial genomes (https://www.ncbi.nlm.
nih.gov/genome/) and microbial biocatalytic reactions/biodegradation pathways
(University of Minnesota Biocatalysis/Biodegradation Database; http://umbbd.msi.
umn.edu).
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Abstract
Several classes of organic compounds are toxic for living organisms as they
accumulate in and disrupt cell membranes. In these cases, the dose-dependent
toxicity of a compound correlates with the logarithm of its partition coefficient
between octanol and water (logP). Substances with a logP value between 1 and
5 are, in general, toxic for whole cells. Therefore, toxic effects of hydrocarbons
on microorganisms can cause problems in bioremediation of highly contami-
nated sites. The toxic effect of most hydrocarbons is caused by general, non-
specific effects on membrane fluidity due to their accumulation in the lipid
bilayer. Only exceptions are hydrocarbons with specific chemically active
functional groups such as aldehydes and epoxides that show an additional
chemical toxicity.

Most compounds with a higher hydrophobicity than logP of 4 such as
e.g., alkanes, PAHs, and biphenyl(s) have very low water solubility, thus their
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bioavailability is too low to show a toxic effect. By combining the logP value
with the water solubility of a compound the maximum membrane concentration
(MMC) of a compound can be calculated. By using this parameter it is possible to
predict the potential toxicity even of unknown hydrocarbons.

1 Introduction

The high persistence of organic pollutants in many contaminated sites such as soils
or aquifers can be caused by two major physico–chemical properties of hydrocar-
bons, namely the low bioavailability (not accessible for microbial degradation) as
well as the very high toxicity of several classes of organic hydrocarbons. Espe-
cially monoaromatic compounds (e.g., BTEX and phenols), n-alkanols and
terpeniols are known to be very toxic not only to humans, animals and plants but
also to microorganisms that are capable to degrade them. Therefore, environments
contaminated with high, bacteriostatic concentrations of such compounds cannot
be effectively bioremediated due to the inhibitory effects of the pollutants on the
microbiota.

In addition, the toxicity of organic solvents plays also a role in the biotechnolog-
ical production of fine chemicals in whole cell biotransformations (Schmid et al.
2001). During the production of such fine chemicals using microorganisms as
biocatalysts, organic solvents applied in form of a second phase work as a source
for toxic water immiscible substrates as well as a sink for synthesized products (Leon
et al. 1998; Salter and Kell 1995). Such reaction system allows a much higher
volume specific productivity enabling the economically sound synthesis using
whole cell biocatalysis. However, problems resulting from the toxicity of hydropho-
bic organic solvents for whole cells are still an important drawback for the applica-
tion of these compounds in biocatalysis (Salter and Kell 1995). Thus, the toxicity of
organic solvents plays an important role in environmental microbiology as well as in
the biotechnological application of microorganisms. Therefore, a systematic knowl-
edge of the toxicity of existing but also of emerging chemicals that are planned to be
released in the environment is of fundamental importance.

2 General Toxicity of Hydrocarbons on Microorganisms

Several classes of organic compounds are toxic for living organisms as they accu-
mulate in and disrupt cell membranes. In these cases, the toxicity of a compound
correlates with the logarithm of its partition coefficient between octanol and water
(logP). Substances with a logP value between 1 and 5 are, in general, toxic for whole
cells (Liu et al. 1982). Such toxic hydrocarbons can only be degraded at low rate and
consequently stay often as persistent pollutants in the environment. Therefore, toxic
effects of hydrocarbons on microorganisms can cause problems in bioremediation,
waste gas and wastewater treatment (Sikkema et al. 1995).
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Most microorganisms tolerate water-miscible solvents such as lower alcohols and
acids. On the other hand, it has been established that very lipophilic natural solvents
including some hydrocarbons are not toxic for whole cells. However, many of the
organic solvents used in petrochemical operations occupy a position between the
water-soluble alcohols and acids and the lipophilic compounds. For example, sol-
vents of mediate hydrophobicity like aromatic solvents are very toxic to cells.
Compounds like alcohols, aromatics, phenols or terpeniols, have been widely used
as antimicrobial agents. They have been applied as food preservatives, disinfectants,
tools for the permeabilization of cells and also narcotic agents (Heipieper et al. 1991;
Sikkema et al. 1992).

The antimicrobial action of several classes of organic hydrocarbons on different
microorganisms was tested in a number of systematic investigations (Heipieper et al.
1995; Ingram 1977; Kabelitz et al. 2003; Liu et al. 1982; Sikkema et al. 1994). All
showed a correlation between hydrophobicity (logP) and toxicity. It should be
emphasized that the toxic effects of solvents, and their dose-response relationships,
were found to be similar for a variety of microorganisms. Thus, the toxicity of most
hydrophobic organic hydrocarbons is caused by general, nonspecific effects on
membrane fluidity due to their accumulation in the lipid bilayer, and no specific
chemical reactions are associated with these toxic effects (Cabral 1991; Ferrante
et al. 1995; Liu et al. 1982; Saito et al. 1994). However, not all bacteria show the
same sensitivity towards a certain organic compound. A first systematic investiga-
tion of the toxicity of hydrocarbons belonging to the classes of (chlorinated) phenols,
BTEX and n-alkanols was carried out for anaerobic bacteria. For all tested com-
pounds the anaerobic bacteria were about three-times more sensitive than often
tested aerobic strains (Duldhardt et al. 2007). Figure 1 shows as an example the
relations found for Thauera aromatica and Pseudomonas putida.

The correlations shown in Fig. 1 are valid for compounds that are known of being
only membrane active and thus have only the so-called narcotic effect. Compounds
with additional functional groups such as e.g., aldehydes, epoxides, nitro-groups are
usually much more toxic than predicted by the above described calculations because
next to their membrane toxicity they also show an additional and specific chemical
toxicity.

On the other hand, only uncharged molecules are able to enter the lipid bilayer of
the membrane. The carboxylic groups of most organic acids are present, at physio-
logical pH values, in their dissociated-charged form. This is the reason why com-
pounds such as benzoic acid and its derivatives but also herbicides such as 2,4-D can
be added in very high amounts to microbial cells without causing any toxic effect
(Cabral et al. 2003).

Another problem especially of complex aromatic compounds but also of certain
alkanes is the very high toxicity of intermediates that accumulate during the biodeg-
radation of these compounds (Blasco et al. 1995; Camara et al. 2004). Also here,
2,4-D is an important example as during its degradation the first degradation interme-
diate 2,4-dichlorophenol can accumulate which is known to be an extremely toxic
compound (Cabral et al. 2003; Heipieper et al. 1995). The same effect was observed
for the accumulation of 1-octanol as toxic intermediate during the degradation of
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n-octane (Chen et al. 1995a, b). At least for laboratory experiments this should
always be taken into consideration.

3 Hydrocarbons in Membranes

The major reason why hydrocarbons are toxic to microbial cells is due to their
preferential partitioning into membranes causing an increase in the fluidity of the
membrane that leads to its non-specific permeabilization. The accumulation of the
solvent toluene into bacterial membranes could be made visible by electron micros-
copy (Aono et al. 1994). These results demonstrate that the membrane is the main
target of the toxic effect. This of course does not rule out additional sides of toxic
action as they may be caused by the specific properties of a molecule. A systematic
relationship exists between the logP value of compounds and their partitioning in a
membrane-buffer system (Sikkema et al. 1994). The absolute values of partition
coefficients are approximately eight-times lower in membranes than in octanol.
Therefore, the logP value of a compound can be taken to calculate its partitioning
in the membrane by using the following equilibration from Sikkema et al. (Sikkema
et al. 1994):

logPM=B ¼ 0:97 � logPO=W � 0:64

Hence, the logP value is a suitable parameter which describes the accumulation
of these solvents in membranes. However, in addition to hydrophobicity, the

Fig. 1 Correlation between the hydrophobicity, given as the logP value of different hydrocarbons
and growth inhibition of anaerobically grown Thauera aromatica K172 (•) and Pseudomonas
putida as a representative of aerobic bacteria (O). Growth inhibition is presented as the EC
50 concentrations
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molecular structure of a compound also influences its membrane solubility.
Amphipathic molecules will dissolve relatively well in membranes, as their struc-
ture is similar to the one of the phospholipids in the membranes. Consequently,
amphiphatic compounds such as chlorinated phenols or alkanols are known to be
the most toxic substances. This explains the high toxicity of aromatic structures
with hydrophilic substituents, particularly phenols. Additionally, the composition
of the membrane also influences the partitioning of a compound into it (Weber and de
Bont 1996). The composition of membranes regarding the phospholipid fatty acids
plays a major role in toxicity as well as in adaptation. So far, this has only been
demonstrated with artificial membranes. As an example the partition coefficient
of lindane is for instance 50 times higher in liposomes of dimyristoylphosphate
(C14:0) than in liposomes of distearoylphosphatidylcholine (C18:0) (Antunes-Madeira
and Madeira 1989).

Although no individual analytical technique is able to determine fully the effects
of solvents on a membrane, several mechanisms of the membrane toxicity have been
reported. Most important, the accumulation of organic solvents leads to a
non-specific permeabilization of the cell membranes. In Escherichia coli, it was
observed that potassium ions and ATP are released after treatment with phenol
(Heipieper et al. 1991). In the case of toluene the leakage from the cell of macro-
molecules like phospholipids, proteins or even RNA, could be demonstrated. This
permeabilization is due to considerable damages of the cytoplasmic membrane,
whereas the outer membrane is still intact. Another kind of effect has been observed
with the solvent tetraline, which increased the proton permeability in artificial
membranes (Heipieper et al. 1994). Also solvents could produced a passive flux of
protons and other ions across the membrane (Sikkema et al. 1994). This flux of ions
dissipates the proton motive force (Δp), and affects both the proton gradient (ΔpH)
and the electrical potential (Δψ) (Sikkema et al. 1994).

Therefore, the second mechanism of the membrane toxicity of organic solvents is
to diminish the energy status of the cell. The effect of solvents on the energy
transduction of membranes was tested in liposomes reconstituted with cytochrome
c oxidase, as proton motive force generating mechanism. The presence of the solvent
tetraline caused a decrease on both, the proton gradient ΔpH and the electrical
potential ΔΨ with 80% and 50%, respectively (Sikkema et al. 1994). In the same
study it was established that the dose-response curves for all solvents tested were
very similar if the dissolved membrane concentration of the solvent is considered to
be the dose. A similar effect on ΔpH and ΔΨ could be observed on intact cells
(Sikkema et al. 1992).

The decrease of the proton motive force is not the only reason for lower energy
levels of cells in the presence of organic solvents. Additionally, the presence of
solvents leads to an impaired ATP synthesis, due to a partial inhibition of the ATPase
activity and other proteins engaged in the energy transducing process (Uribe et al.
1990). The accumulation of solvents into a membrane also affects the function of
other proteins embedded in the membrane. For example, in Saccharomyces
cerevisiae toluene leads to an inhibition of the proton-potassium translocation
(Uribe et al. 1985).
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A further important aspect of the membrane structure, the fluidity which is
defined as the reciprocal of viscosity, is also affected by organic solvents (Sikkema
et al. 1994). The effect of organic solvents on the fluidity was measured by use of
fluorescent probes. The probe 1,6-diphenyl-1,3,5 hexatriene (DPH), partitions into
the inner parts of cell membranes while a trimethylamine derivative of this com-
pound (TMA-DPH) anchors its hydrophilic group in the headgroup region of the
bilayers. Solvents partitioning into the membrane will affect the polarization of the
probe located at the site entered by the solvent. Several solvents with a logP between
1 and 5 affected the polarization of both probes (Sikkema et al. 1994). Thus, the
whole membrane was fluidized. An increased fluidity of membranes results in
changes in stability, structure and interactions within the membrane.

Membrane active compounds can affect the hydration characteristics of the
membrane surface and the thickness of the membrane. One technique to investigate
the swelling of the membrane is the use of liposomes labeled with the fluorescent
fatty acid, octadecyl rhodamine β-chloride. An expansion of the membrane will lead
to a dilution of the fluorescent probe in the membrane, which can be recorded as a
reduction in fluorescent self-quenching. Swelling of the membrane is monitored by
plotting relative fluorescence against the amount of solvent added to the liposomes
(Sikkema et al. 1994). For all solvents tested the surface area of the membranes
increases constantly up to a concentration of 0.5 μmol mg�1 of solvent in the
membrane. At that concentration, the maximum increase in the membrane swelling
was reached. This maximum level corresponds with approximately one solvent
molecule per two phospholipid molecules.

It can be concluded that once a solvent has dissolved in a membrane, it will
disturb the integrity of the membrane and hence its function as a barrier, as matrix for
enzymes and as energy transducer. Figure 2 shows a scheme of these toxic actions of
hydrocarbons on cell membranes that, in bacteriostatic concentrations, cause growth
inhibition or, at very high bacteriotoxic concentrations, to cell lysis. For membranes
of living cells these effects are difficult to quantify due to the complexity and
heterogeneous nature of the protein-containing bilayer.

4 Maximal Membrane Concentration Allows Prediction
of Toxicity

It is important to note that the relation between toxicity and hydrophobicity is only
valid until a certain logP value, generally around logP of 4. At higher hydrophobicity
a second important parameter of organic compounds plays a role, namely the water
solubility or bioavailability. Compounds that are very hydrophobic like e.g., alkanes,
PAHs, and biphenyl(s) do not have a toxic effect because of their extremely low
water solubility which of course correlates as well with their hydrophobicity. Due to
the low water solubility these compounds are not bioavailable enough to reach a
certain concentration in the membrane. This relation can be used by predicting the
toxicity of hydrocarbons simply by combining the logP value with the water
solubility in order to calculate the so-called maximum membrane concentration
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(MMC) of a compound (de Bont 1998). The solvent’s membrane concentration
depends on the concentration of solvent in the water phase, the partitioning of the
solvent from the water phase into the membrane, and the ratio of the volumes of the
two liquid phases. Thus, by using the equation describing the correlation between
the logP value of a solvent and its partitioning between membrane and buffer
(Sikkema et al. 1994) it is possible to calculate the actual as well as the maximum
concentration of a solvent in a membrane if its concentration in the water phase is
known (de Bont 1998; Neumann et al. 2005; Sikkema et al. 1994). These calcula-
tions were performed with several alkanols and toluene as reference compound and
are summarized in Table 1.

Using the calculated MMC also the potential toxicity of a compound to micro-
organisms can be predicted. A direct relation between the concentrations of organic
compounds in the membrane and their toxic concentrations (e.g., their EC50,
Effective Concentration inhibiting 50% of cell growth) was also described
(Heipieper et al. 1995). In general, the calculated actual concentration in the mem-
brane necessary for an EC50 effect was nearly the same for all compounds tested and
ranged around 200 mM (Heipieper et al. 1995). These results support the idea that
the toxic effects of organic solvents are independent from the structural features of
the molecules, but are strongly related to their ability to accumulate in the membrane
(Heipieper et al. 1994). Thus, the MMC needs to be higher than 200 mM to cause
toxic effects of the cells.

Fig. 2 Scheme of the toxic actions of hydrocarbons to cell membranes
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For the group of the well-investigated n-alkanols the observed relations may be
easier to explain. The higher the chain length of an alkanol, the higher is its
hydrophobicity and thus its tendency to accumulate preferentially in membranes.
However, as water solubility decreases with increasing chain length, a compound

Table 1 Relation between partitioning of several hydrocarbons which are important chemical
pollutants in octanol/water (logP), membrane/buffer, water solubility and the maximum concentra-
tion in the membrane

Organic
compound

logPo/w
a

(mM)
logPm/b

b

(mM) Pm/b
b Solubilityc MMCd Toxicity

1-Butanol 0.89 0.21 1.60 9,701.0 1,586 +

1-Hexanol 1.87 1.17 14.80 56.9 841 +

1-Octanol 2.92 2.19 154.90 3.8 588 +

1-Decanol 3.97 3.21 1,621.80 0.23 379 +

1-Dodecanol 5.02 4.23 16,982.40 0.015 254 +

1-Tetradecanol 6.07 5.25 177,827.90 0.0008 142 �
Phenol 1.45 0.77 5.84 880.0 5,140 +

4-Chlorophenol 2.40 1.69 48.75 186.7 9,102 +

2,4-
Dichlorophenol

3.20 2.46 291.07 27.6 8,034 +

2,4,5-
Trichlorophenol

4.05 3.29 1,943.12 6.1 11,795 +

2,3,4,5-
Tetrachlorophenol

4.59 3.81 6,490.83 0.12 779 +

Pentachlorophenol 5.12 4.33 21,203.13 0.05 1,060 +

Benzene 2.13 1.43 26.67 23.0 614 +

Toluene 2.48 1.77 58.29 6.3 367 +

Styrene 2.94 2.21 162.85 2.95 480 +

Ethylbenzene 3.03 2.30 199.11 1.6 319 +

p-Xylene 3.17 2.43 272.21 1.2 327 +

Naphthalene 3.30 2.56 363.92 0.240 87 �
Acenaphtylene 3.94 3.18 1519.85 0.100 152 �
Fluorene 4.18 3.41 2,597.77 0.010 26 �
Phenanthrene 4.46 3.69 4,855.12 0.006 29 �
Biphenyl 3.98 3.22 1,661.88 0.045 75 �
PCE 2.96 2.23 170.29 1.200 204 �
TCE 2.47 1.76 57.00 7.070 403 +

cis-DCE 1.86 1.16 14.59 50.824 742 +

n-Hexane 3.29 2.55 355.88 0.150 53 �
cyclo-Hexane 3.50 2.76 568.85 0.500 284 +

n-Octane 4.55 3.77 5,936.08 0.0058 34 �
n-Decane 5.61 4.80 63,343.20 0.00035 22 �
alogP octanol/water provided by http://chem.sis.nlm.nih.gov/chemidplus/
blogP membrane/buffer and P membrane/buffer calculated according to Sikkema et al. (1994)
cSolubility in H2O (mg/l) at 25�C were provided by http://chem.sis.nlm.nih.gov/chemidplus/
dMMC = maximum membrane concentration calculated according to de Bont (de Bont 1998) and
Neumann et al. (2005)
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such as dodecanol will not reach a high membrane concentration and is therefore not
toxic to an organism. That is the difference with e.g., alkanols as well as other
organic compounds in a logP range of 1–4, which are extremely toxic: because they
are relatively water soluble and still partition well into the membrane. As a result, the
actual membrane concentration of these solvents will be too high (Neumann et al.
2005, 2006). Thus, this calculation method is a useful tool to predict whether a
certain hydrocarbon is potentially toxic to a bacterium or whether the bacterium is
able to tolerate high-saturating concentrations of it, like in the case of most alkanes
and PAHs. This method could be possibly used to predict potential toxicity of
emerging compounds, when specific chemical reactive groups are not present in
the molecule.
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Abstract
Hydrocarbons abound in the environment and microorganisms are often capable
of detecting, assimilating, and degrading these normally recalcitrant molecules. In
order to achieve this, bacteria have developed specific sensor proteins and
adaptive mechanisms. In the presence of hydrocarbons, the bacterial adaptive
response is modulated at the transcriptional and post-transcriptional levels by
one- and two-component regulatory systems, global regulators, and DNA-binding
proteins. The expressed gene products are then able to degrade the molecules and
often take advantage of the stored energy imparted by the physicochemical
properties of the hydrocarbon structure. The response of regulators to the pres-
ence of hydrocarbons such as toluene in the environment allows initiation or
inhibition of transcription, so that the rate of synthesis of metabolically important
gene products is adaptively modulated. Microorganisms which mount the most
appropriate physiological adaptation are then able to proliferate in the changing
environment. Here, we give an overview of the bacterial chemotactic responses
towards hydrocarbons and the adaptive regulation of catabolic pathways respon-
sible for the degradation of aromatic hydrocarbons. The use of microorganisms
with biodegradative capabilities offers an environmentally friendly alternative for
the treatment of hydrocarbon-contaminated environments.

1 Introduction

Hydrocarbons are organic compounds that are used as an extraordinary source of
energy and employed in the manufacture of drugs, explosives, and raw materials.
Based on the bonding between carbons and the nature of the backbone of the carbon
chain, they can be classified as aliphatic (i.e., alkanes, alkenes, alkynes), alicyclics,
and aromatic compounds. Aromatic hydrocarbons (AHC) possess a large resonance
energy that is reflected in a high thermodynamic stability which manifests itself in
chemical properties very different from those observed for aliphatic hydrocarbons.
AHC are ubiquitous and abundant in nature. In fact, the benzene ring is one of the
most widely distributed chemical units in natural environments (Dagley 1981).
Although the origin of AHC is controversial, it is commonly accepted that they
mainly derive from the natural pyrolysis of organic compounds (Gibson and Sub-
ramanian 1984). However, a substantial quantity of AHC found in the environment
is of human origin and mainly derived from crude oil. Thus, compounds such
as benzene, ethylbenzene, toluene, styrene, and xylenes have been widely used
in industry and are among the most produced industrial chemicals worldwide
(Segura et al. 2012). Additionally, polycyclic aromatic compounds are often the
starting material in the production of agrochemicals (pesticides, herbicides, and
fertilizers), polymers, pharmaceuticals, explosives, and a multitude of other every-
day products. These man-made AHC are serious contaminants that have been
frequently released into the environment causing a serious impact on ecosystems
and human health since many of them are toxins, carcinogens, and mutagens

346 M. A. Matilla et al.



(Pohanish 2011). Unfortunately, plants and animals have none or limited capabilities
to degrade these aromatic compounds. However, multiple microorganisms, mainly
aerobic and anaerobic bacteria and fungi, have evolved the capacity to tolerate and
degrade these compounds (Fuchs et al. 2011; Ramos et al. 2015). Due to the current
social and political interest in pollution, global environment, and climate change,
increasing attention is being devoted to the isolation and characterization of micro-
organisms that are able to thrive on these hydrocarbons, which may permit the
development of bioremediation strategies (Ramos et al. 2010, 2015; Fuentes et al.
2014).

Different studies showed that there is not an apparent correlation between the
tolerance of toxic hydrocarbons and the biodegradative capacity of a particular
bacterial strain (Ramos et al. 2015). Thus, bacteria have developed multiple specific
adaptive mechanisms to overcome the toxicity of a wide range of hydrocarbons of
both natural and human origin that abound in the environment (Segura et al. 2012;
Ramos et al. 2015). Some of these defense mechanisms are postsynthetic, such as the
release of membrane vesicles or the alteration of membrane fluidity to prevent the
entry of hydrocarbons (Baumgarten et al. 2012; Ramos et al. 2015). However, most
of the adaptive responses result in the modulation of the expression of target genes,
the products of which are able to take advantage of the physicochemical properties of
the hydrocarbons. This transcriptional regulation is mediated by the sensing of
specific environmental signals (i.e., aromatic hydrocarbons) by a variety of different
sensor proteins that ultimately alter the rate of synthesis of metabolically important
gene products.

In the late 1980s, a Pseudomonas putida strain extremely tolerant to high
concentrations of AHC was isolated (Inoue and Horikoshi 1989). Since then,
many other similarly adapted bacteria have been identified. One of these highly
solvent-tolerant strains, Pseudomonas putida DOT-T1E, was isolated in the
mid-1990s from a sewage treatment plant in Granada, Spain, and was found to be
an efficient degrader of multiple hydrocarbons such as toluene, benzene, ethylben-
zene, and xylene that furthermore support bacterial growth as sole carbon source
(Ramos et al. 1995). The ability of DOT-T1E to survive in the presence of hydro-
carbons is an inducible phenomenon (Ramos et al. 1995). The molecular mecha-
nisms underlying this adaptive response and the subsequent solvent tolerance have
been extensively investigated in P. putida (reviewed in Segura et al. 2012; Segura
and Ramos 2014; Ramos et al. 2015). In the particular case of P. putida DOT-T1E,
the adaptation to the presence of AHC is a multifaceted process that has been
reviewed by Udaondo et al. (2012, 2013) and Ramos et al. (2015) and involves:
(i) a reduction in the permeability of the cell membrane through the modification of
fatty acids and phospholipid head groups; (ii) synthesis of chaperones that facilitate
the correct protein folding in the presence of the hydrocarbons; (iii) activation of an
oxidative defense mechanism to reduce the oxidative-mediated damage caused by
AHC; (iv) the extrusion of the compounds by three efflux pumps, namely, TtgABC,
TtgDEF, and TtgGHI; and (v) the induction of metabolic pathways responsible for
the degradation and subsequent use of the hydrocarbons as an energy source.
Furthermore, further studies in our laboratory demonstrated that DOT-T1E exhibits
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chemotaxis towards different AHC, which is a behavior that may facilitate the in situ
degradation of toxic hydrocarbons (Lacal et al. 2011, 2013).

In this chapter, we present an overview of the ecophysiological adaptation of
P. putida to AHC, together with its ability to respond chemotactically to these
compounds.

2 Chemotaxis Towards Aromatic Hydrocarbons

The recognition of environmental signals may result in changes in gene expression at
transcriptional and post-transcriptional levels or at the behavioral level. Signal
sensing by chemoreceptors that feed the corresponding molecular stimuli into
chemosensory pathway permit flagella-based movements in compound gradients, a
behavior known as chemotaxis. In the case of Pseudomonas strains, this system is
rather complex and involves an elevated number of chemoreceptors (frequently
25–45) and in some cases multiple chemosensory pathways (Sampedro et al. 2015).

Historically, Escherichia coli is the primary model organism in the study of
chemotaxis in bacteria. The genome of this model bacterium encodes five chemo-
receptors and its chemoeffector profile includes sugars, amino acids, dipeptides,
pyrimidines, electron acceptors, fatty acids, alcohols, and cations (Parkinson et al.
2015). However, the sequencing of thousands of bacterial genomes in the last decade
allowed the identification of strains with larger numbers of chemoreceptor-encoding
genes. A particular feature of chemoreceptors is the structural diversity of the
domain that recognizes the environmental stimuli, which is referred to as ligand-
binding domain (Collins et al. 2014; Sampedro et al. 2015).

There are several examples in the literature describing Pseudomonas strains that
show chemotaxis towards AHC, some of which contain nitro, amino, chloro, or
bromo substitutions (reviewed by Sampedro et al. 2015). Pioneering work in this
field was carried out by Harwood and coworkers through the characterization of
several Pseudomonas strains capable to exhibit chemotaxis towards a wide range of
aromatic compounds (Harwood et al. 1984; Harwood et al. 1990; Grimm and
Harwood 1997, 1999; Parales et al. 2000). Within the identified compounds, aro-
matic hydrocarbons such as benzene, ethylbenzene, toluene, and naphthalene were
shown to act as chemoattractants (Grimm and Harwood 1997, 1999; Parales et al.
2000). More recently, P. putida DOT-T1E was also shown to exhibit strong chemo-
taxis to multiple AHC – including mono- and biaromatic compounds such as
toluene, propylbenzene, xylene, or naphthalene (Fig. 1; Lacal et al. 2011). In silico
analyses of the genome sequence of DOT-T1E revealed that this strain encodes
29 chemoreceptors (Udaondo et al. 2012, 2013). Two of these chemoreceptors,
McpT1 and McpT2, were shown to be encoded in the self-transmissible 133-Kbp
pGRT1 plasmid (Molina et al. 2011), and the sequences of these two chemoreceptors
were found to differ in a single amino acid. The DOT-T1E strain (harboring pGRT1)
shows a strong form of chemotaxis (referred to as hyperchemotaxis) towards
AHC, either in capillary or agarose plug chemotaxis assays (Fig. 1a). This strong
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chemotactic behavior was shown to be totally independent of the catabolism of the
AHC (Lacal et al. 2011). Importantly, the removal of this plasmid or the mutation of
mcpT1 or mcpT2 resulted in the disappearance of the hyperchemotaxis phenotype,
and the resulting strains show moderate chemotaxis (Fig. 1b) suggesting that
hyperchemotaxis is a gene-dose dependent phenomenon. Additionally, the transfer
of pGRT1 to P. putida KT2440 confers the hyperchemotaxis behavior to this strain
indicating that this phenotype may be acquired by the horizontal gene transfer of the
pGRT1 plasmid (Fig. 1a; Lacal et al. 2011). A point mutation in the LBD of McpT
also abolishes hyperchemotaxis towards AHC – confirming that the activation of the
chemoreceptor is initiated by AHC binding at the receptor LBD (Lacal et al. 2011).
The use of chemotactically active bacteria has an extraordinary applicability within
the bioremediation field since chemoattraction towards toxic pollutants has been
demonstrated to increase the efficiency of biodegradation processes (Marx and
Aitken 2000a, b; Law and Aitken 2003; Parales et al. 2015). Importantly,
DOT-T1E was shown to exhibit hyperchemotaxis to hydrocarbon-rich residues
recovered from an oil tanker accident in the Spanish coast, phenotype that was not
observed in the mcpT mutant (Lacal et al. 2013).

Fig. 1 Chemotaxis towards aromatic hydrocarbons in Pseudomonas putida. (a) Capillary and
agarose plug chemotaxis assays of P. putida strains DOT-T1E and KT2440 towards toluene.
(b) Chemotaxis towards toluene of the wild type DOT-T1E and mutants in mcpT1 and mcpT2.
(c) Hyperchemotaxis of DOT-T1E toward different aromatic hydrocarbons. In b and c, agarose plug
chemotaxis assays were used. In a–c, AHC-filled capillaries or agarose plugs containing chemotaxis
buffer (negative control) or different AHC were used. When hyperchemotaxis occurs, a cloud of
cells accumulate at the capillary mouth (capillary chemotaxis assay) or form a ring on the surface of
the chemoattractant-containing agarose drop (agarose plug chemotaxis assay). Moderate chemo-
taxis was observed as an accumulation of cells at a defined distance from the capillary mouth or
agarose plug
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3 The TOD Pathway for Catabolism of Aromatic
Hydrocarbons

Multiple Pseudomonas strains, including P. putida DOT-T1E, can utilize benzene,
ethylbenzene, and toluene as carbon and energy sources (Mosqueda et al. 1999;
Parales et al. 2008). DOT-T1E degrades these AHC to Krebs cycle intermediates
through the toluene dioxygenase (TOD) pathway (Zylstra et al. 1988; Mosqueda
et al. 1999). The catabolic genes of the TOD pathway are organized in a 9.7-kb
operon (todXFC1C2BADEGIH) that is transcribed from a single promoter, designed
as PtodX, located immediately upstream from the todX gene (Fig. 2a; Mosqueda et al.
1999). The seven-step TOD pathway is initiated by the multicomponent toluene
dioxygenase (TDO; encoded by todC1C2BA) and terminated by the reactions
catalyzed by the TodGHI enzymes, finally resulting in the production of the central
metabolism intermediates, pyruvate and acetyl-CoA. Interestingly, TodX is an outer
membrane protein suggested to be involved in the transport of AHC from the
extracellular environment to the periplasm, as derived from the crystal structure of
TodX from P. putida F1 (Hearn et al. 2008).

Most aerobic toluene-degrading routes are regulated by one of three existing
families of regulators controlling the catabolism of aromatic compounds: (1) LysR
transcriptional regulators (Maddocks and Oyston 2008), (2) σ54-dependent transcrip-
tional activators (Bush and Dixon 2012), and (3) AraC/XylS activators (Gallegos
et al. 1997). However, the expression of the tod catabolic genes is positively
regulated by the TodS/TodT two-component regulatory system (TCS). The todST
genes are organized in a separate transcriptional unit, constitutively expressed
(Mosqueda et al. 1999; Busch et al. 2010), and located immediately downstream
of the tod catabolic genes (Fig. 2a; Lau et al. 1997; Lacal et al. 2006). TCS allow
bacteria to sense multiple environmental signals and mediate changes in gene
expression, cellular behavior (e.g., chemotaxis), and biological processes (e.g.,
catabolism). These systems typically consist of two proteins, an autophosphorylating
sensory histidine kinase (HK) and a response regulator (RR). In the basic model of
TCS function, signal perception (physical or chemical) by the input domain of the
HKmodulates its autophosphorylation. When phosphorylated, the phosphoryl group
is then transferred to the cognate RR, resulting in conformational changes that
activate its output domain, in most cases by altering RR affinities for promoter
sequences (Krell et al. 2010; Capra and Laub 2012). TCS-encoding genes are widely
distributed within the bacterial kingdom, and the number of TCS per genome has
been shown to be elevated in bacteria with complex lifestyles, therefore allowing the
recognition of multiple signals and the regulation of multitude of different biological
processes (Capra and Laub 2012). In the particular case of DOT-T1E, its genome
encodes more than 30 TCS (Udaondo et al. 2012, 2013).

The HK TodS is a 108-kDa protein that belongs to the subfamily of sensor kinases
containing two functional modules. These modules are separated by an internal
receiver domain and consist of a PAS sensor and histidine kinase domain
(Fig. 2b). Its 25-kDa cognate response regulator, TodT, contains an N-terminal
input domain for accepting the phosphoryl group from TodS and a C-terminal
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helix-turn-helix (HTH) DNA-binding domain (Fig. 2b). Importantly, other TodS/
TodT homologues have been identified in several bacterial strains, including StyS/
StyR (Leoni et al. 2007) and TmoS/TmoT (Silva-Jiménez et al. 2012) that are
involved in the regulation of the styrene or the toluene-4-monooxygenase pathway,
respectively.

The TodS/TodT-mediated regulation of the tod operon has been extensively
studied in P. putida F1 and DOT-T1E (Lau et al. 1997; Lacal et al. 2006, 2008a, b;
Busch et al. 2007, 2009, 2010; Koh et al. 2016). The expression of the tod catabolic

Fig. 2 Mechanism of regulation of the tod degradation pathway mediated by the TodS/TodT
two-component system. (a) Organization of the tod genes in Pseudomonas putida DOT-T1E. TDO,
toluene deoxygenase. (b) Domain organization of TodS/TodT and sequence of phosphoryl group
transfer. PAS-1/2, PAS-type sensor domain; HK1/2, histidine kinase domain; REC, response
regulator receiver domain; HTH, helix-turn-helix DNA-binding domain. (c) Schematic representa-
tion of the PtodX promoter. The three boxes (two pseudopalindromes and a half-palindrome)
recognized by TodT, the IHF binding site, and the �10 extended region are shown. The binding
stoichiometry of TodT is one monomer per half-palindromic element. (d–f) Crystal structures
(crystallizes as dimers) of the PAS-1 domain of TodS in the apo-form (d) and in complex with an
agonist (e; toluene) or an antagonist (f; 1,2,4-trimethylbenzene). The binding of the agonist induces
a conformational change in the C-terminal region of the PAS domain, shown in red (e). This
conformational change was not observed in the presence of the antagonist (f). Toluene and 1,2,4-
trimethylbenzene are shown in line mode in pink or red, respectively (Adapted from Koh et al.
(2016) with permission)
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genes was shown to be induced by a broad range of AHC including the three Tod
pathway substrates, toluene, ethylbenzene, and benzene, as well as other non-
substrates such as xylenes or halogen-substituted AHC (Lacal et al. 2006). Ligand
recognition occurs by binding to the N-terminal PAS-1 domain, whereas the role of
the PAS-2 domain of TodS remains unclear (Lacal et al. 2006; Busch et al. 2007).
AHC recognized by TodS were classified as agonists and antagonists based on their
ability or inability, respectively, to increase the autophosphorylation activity of TodS
(Busch et al. 2007). In the presence of agonists (mono- and biaromatic chemicals
such as toluene, benzene, and styrene), the basal level of TodS autophosphorylation
increases and the phosphorylation cascade is initiated. This cascade finally results in
the transphosphorylation of TodT and an increase in expression from PtodX (Fig. 2b).
On the contrary, the recognition of antagonists (such as o-xylene and other ortho-
substituted toluenes) by TodS does not stimulate its autophosphorylation and the
subsequent induction of the PtodX promoter. Recently, the crystal structure of the
PAS-1 domain of TodS from P. putida F1 revealed that agonistic and antagonistic
compounds bind to the same hydrophobic pocket. However, only the binding of an
agonist causes a structural change in the signal transfer region involved in signal
transmission (Fig. 2d–f; Koh et al. 2016).

The activation of the expression of the tod catabolic operon mediated by TodT
occurs through the interaction with specific regions of the PtodX promoter (Fig. 2c;
Lacal et al. 2006, 2008a, b). The PtodX promoter is referred to as an “extended
promoter” because it has a well-defined �10 consensus sequence but no �35
consensus (Domínguez-Cuevas and Marqués 2004). TodT was shown to bind to
three “TodT boxes” which are centered at base pairs �106, �85, and �56 of the
PtodX promoter, quite distant from the RNA polymerase binding site (Fig. 2c; Lacal
et al. 2008a, b). Maximal expression from PtodX also required the binding of the
integration host factor (IHF) to a region centered at �38 in PtodX (Lacal et al. 2006,
2008b). The current regulatory model indicates that IHF induces a bending in the
DNA that favors the interaction between TodT and the RNA polymerase. Conse-
quently, the formation of the phosphorylated TodT/IHF/RNA polymerase activation
complex results in the induction of the tod operon transcription.

4 The TOL Pathway for Catabolism of Aromatic
Hydrocarbons

The pWW0 TOL plasmid of Pseudomonas putida is, in terms of its regulatory
and metabolic features, one of the best studied catabolic plasmids. pWW0 contains
the genes responsible for the complete biodegradation of toluene and xylenes. These
catabolic genes are organized in two adjacent transcriptional units known as the upper
and lower (meta) operons. The upper operon (xylUWCMABN) encodes the enzymes
involved in the oxidation of the lateral alkyl chain of toluene/xylenes to their
corresponding carboxylic acids, whereas the lower operon (xylXYZLTEGFJQKIH)
encodes the enzymes responsible for the metabolization of benzoates/toluates to
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Krebs cycle intermediates (Fig. 3; Ramos et al. 1997; Silva-Rocha et al. 2011;
Kim et al. 2016).

The production of the enzymes encoded by the upper and lower operons is
energetically costly and therefore subjected to complex regulatory circuits that
include specific and global regulation in response to hydrocarbons. Expression of
the catabolic operons involves the pWW0-encoded XylR and XylS transcriptional
regulators, a set of sigma factors (σ32, σ38, σ54 and σ70), the DNA-bending proteins
IHF and HU, and the regulatory proteins TurA and PprA (Fig. 3; Ramos et al. 1997;
Silva-Rocha et al. 2011). When bacteria containing the pWW0 plasmid grow in the
absence of the substrates of the upper or lower catabolic pathways, the expression of
each operon is turned off until the substrates are present. Thus, toluates
(alkylbenzoates) only activate the lower pathway; however, xylenes activate both
the upper- and lower-catabolic pathways due to the action of the cascade loop
(Fig. 3; Ramos et al. 1997; Silva-Rocha et al. 2011). The expression of the upper
and lower operons is activated by XylR and XylS, respectively – transcriptional
regulators that only become activated in the presence of the pathway inducers
(Ramos et al. 1997; Silva-Rocha et al. 2011). Briefly, in the presence of toluene/
xylenes, XylR directly binds these AHC and drives transcription of the
xylUWCMABN genes from the Pu promoter to convert toluene and p- and m-xylenes
into the corresponding benzoates. Additionally, XylR also increases the expression
of xylS by inducing transcription from the promoter Ps1. Subsequently, this

Fig. 3 Regulatory circuit of the TOL pathway. The genes encoding the upper and lower pathways
are schematically represented, along with those of the regulatory genes xylS and xylR. The actions of
XylR and XylS on the promoters, together with the role of DNA-binding proteins IHF and HU,
PprA and TurA in the transcriptional modulation are indicated by arrows; minus and plus signs
indicate repression and induction, respectively. Sigma factors required for expression are indicated
above each promoter. Recent analyses of the xylUWCMABN and xylXYZLTEGFJQKIH transcripts
by RNA sequencing suggest the absence of additional internal promoters in the upper and lower
operons (Kim et al. 2016)
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induction results in the transcriptional activation of the Pm promoter and the
induction of the lower-cleavage pathway operon for the oxidation of benzoates to
Krebs cycle intermediates (Fig. 3; Ramos et al. 1997; Silva-Rocha et al. 2011).
However, the adaptive response of pWW0-containing bacteria to the presence of
AHC is also controlled by additional host factors. Thus, the expression of xylR is
driven from two σ70-dependent promoters, Pr1 and Pr2. When cells are growing in
the presence of toluene/xylenes, the binding of AHC to XylR causes its activation
and is consequently able to drive transcription from the Pu promoter of the upper
pathway (Fig. 3; Ramos et al. 1997; Silva-Rocha et al. 2011). The initiation of this
transcription from the Pu promoter also requires IHF and σ54 RNA polymerase. On
the other hand, the xylS gene is constitutively expressed at low levels from its σ70-
dependent promoter, Ps2. However, the transcription of xylS is further induced by
activated XylR and the DNA-bending protein HU that act together to upregulate
transcription of the xylS gene from a second σ54-dependent promoter, Ps1. Contrary
to the transcription from the Pu promoter, transcription from Ps1 was shown to be
repressed by IHF (Fig. 3; Ramos et al. 1997; Marqués et al. 1998). The Pr1/2 and
Ps1/2 promoters are located in the intergenic region between the divergently tran-
scribed xylR and xylS genes. This proximity complicates the regulatory processes
because when the activated XylR binds to the upstream activator sequences of the
Ps1 promoter of xylS, it blocks access of RNA polymerase to its own Pr1 and Pr2
σ70-dependent promoters, hence reducing its own expression. In the presence of
benzoates the lower-pathway is rendered fully operational because xylS is only
transcribed from the constitutive XylR-independent promoter (Ps2). Benzoate inter-
acts with XylS leading to the transcriptional activation of the Pm promoter in the
lower-cleavage pathway (Fig. 3).

5 Catabolite Repression and Expression of the TOL Plasmid
Genes

Catabolite repression (CR) defines the ability of an organism to preferentially
metabolize one carbon source over another when both carbon sources are present
in the environment (Kremling et al. 2015). CR plays an important role in the control
of the expression of the TOL plasmid pathways. However, the CR observed in
P. putida is normally referred to as “crossed catabolite repression” because the
bacteria are able to use two carbon sources (e.g., glucose and toluene) simulta-
neously (del Castillo and Ramos 2007). This type of control is similar to that
observed in Klebsiella oxytoca, which can use both sucrose and glycerol simulta-
neously (Piñar et al. 1998) but is in stark contrast to the strict catabolite repression of
E. coli since it preferentially consumes glucose prior to the use of lactose (Kremling
et al. 2015).

Interestingly, transcription of the TOL catabolic operons is repressed when
bacteria are grown in the presence of alternative carbon sources. Thus, when cells
are grown in the presence of acetate and m-xylene, bacteria contain significantly
lower levels of the upper pathway proteins than the same cells grown in the presence
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of m-xylene as the sole carbon source (Worsey and Williams 1975). A similar
repression was observed when cells are grown with succinate and o-xylene since
under these conditions of nutrient excess, bacterial cells were unable to induce
expression of the TOL catabolic systems (Duetz et al. 1996).

Cyclic AMP (cAMP) is the signal molecule for catabolite repression in
Enterobacteriaceae, where cAMP levels vary depending on the concentration of
glucose and other metabolites in the growth environment (Kremling et al. 2015).
However, the cAMP levels in P. putida remain stable despite the growth conditions
indicating that this second messenger is not involved in catabolite repression in this
Pseudomonad (Phillips and Mulfinger 1981; Rojo and Dinamarca 2004). Instead,
CR of the TOL plasmid genes in P. putida involves the regulators PstN and Crc. PstN
has been shown to repress the expression from Pu and Ps1 promoters in rich medium
or in the presence of glucose, indicating that PstN prevents the activated XylR from
binding to the upstream activator sequences (Aranda-Olmedo et al. 2005, 2006). On
the other hand, the global regulator of carbon metabolism, Crc, directly modulates
the expression of the TOL genes at the post-transcriptional level. Thus, Crc inhibits
the translation not only of the XylR and XylS regulators but also of specific
structural genes of the upper and lower operons. As a result, the levels of the
TOL-catabolic proteins are optimized depending on the environmental conditions
(Moreno et al. 2010).

Genetic evidence in P. putida indicates that the repression caused by glucose on
the Pu promoter is exerted by catabolites of the Entner-Doudoroff pathway, respon-
sible for the catabolism of glucose to pyruvate. P. putida synthesizes
6-phosphogluconate (6PG) by three converging pathways: (i) the glucose dehydro-
genase (Gcd) route, (ii) the glucokinase (Glk) route, and (iii) via direct phosphory-
lation of gluconate mediated by gluconokinase (del Castillo and Ramos 2007).
Interestingly, toluene and glucose have mutual regulatory effects in wild-type
P. putida and also in mutant strains which lack either the Gcd or Glk pathways.
Glucose causes repression of toluene metabolism by signaling through 2-dehydro-3-
deoxygluconate-6-phosphate and the PtsN global regulator, while toluene causes
repression of glucose metabolism via the Glk pathway with the help of the Crc
regulator protein. The Crc protein appears to act as a switch for the Glk pathway
because in crc mutant backgrounds basal glucokinase levels are not repressed in the
presence of toluene (del Castillo and Ramos 2007).

6 Conclusions and Research Needs

Microorganisms have evolved multiple mechanisms for the sensing, tolerance, and
degradation of hydrocarbons. The efficient control of these processes is generally
achieved by chemoreceptor-based signaling pathways and one- and two-component
systems (Galperin 2005; Krell et al. 2010). Chemotaxis towards aromatic compounds,
including AHC, has been demonstrated in multiple bacterial strains (Lacal et al. 2011;
Parales et al. 2015; Huang et al. 2016). However, not all the degrading strains were
able to show chemotactic responses to hydrocarbons (Parales et al. 2000). Chemotaxis
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to AHC was shown to increase xenobiotics bioavailability and to increase the rate of
their biodegradation. This in turn has important implications in applied biodegradation
research since it may lay the groundwork for synthetic biology approaches that allow
the engineering of bacterial strains with increased biodegradation properties by con-
ferring or enhancing the capacity to move chemotactically to xenobiotics (Krell et al.
2012; Lacal et al. 2013; Parales et al. 2015).

Although the expression of themcpT genes in DOT-T1E is constitutive (Lacal et al.
2011), studies in multiple bacterial strains provided evidence that genes involved in
chemotaxis and biodegradation are coregulated (Parales et al. 2015). In the particular
case of the TOL and TOD catabolic pathways in Pseudomonas putida, they are
regulated by one- (XylS and XylR) and two-component (TodS/TodT) systems,
respectively. Phylogenetic analyses indicate that TCS evolved from one-component
systems, and it is generally thought that they sense extracytosolic and cytosolic
signals, respectively (Krell et al. 2010; Wuichet et al. 2010). Indeed, 88% of TCS
sensor kinases were predicted to be transmembrane proteins consistent with the notion
that they may sense signals in the extracytoplasmic space. The reason why some
hydrocarbon degradation pathways are regulated by one-component systems and
others by TCS is unknown, but clearly both systems are efficient in the control of
their corresponding gene circuits. Many questions remain to be answered on the
mechanism of action of the AHC responsive regulators such as: (i) the determination
of the role of PAS-2 domain of TodS in the signaling transduction cascade; (ii) to delve
into the observed catabolite repression of the TOD pathway (Busch et al. 2010); (iii) to
decipher the conformational changes in TodT following transphosphorylation by
TodS; and (iv) to clarify whether Crc directly regulates the glucokinase pathway at
the posttranscriptional level or indirectly through additional regulators. Answers to
these questions will allow to fully understand the adaptive responses of bacteria to the
presence of AHC in their environment.
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Abstract
Efflux pumps of the RND family are primarily involved in the extrusion of
hydrocarbons. These pumps, specific to gram-negative bacteria, are composed
of three components. Two components are transmembrane proteins located in the
inner and outer membrane whereas the third one spans the periplasm connecting
the other two subunits. The large part of information available on RND pumps is
related to their capacity to extrude antibiotics. Structural data indicate that
substrate binding may occur preferentially in the periplasm at the inner membrane
protein.

1 Introduction

The toxicity of hydrocarbons to living organisms is related to their capacity to
preferentially dissolve in a hydrophobic rather than a hydrophilic environment.
Upon contact of bacteria with hydrocarbons, these compounds preferentially dis-
solve into the cell membrane leading to its disorganization, impairing vital mem-
brane associated processes such as ATP synthesis which eventually leads to cell
death (Ramos et al. 2002; Sikkema et al. 1995).

There are three basic potential defense strategies against the action of hydrocar-
bons: (1) to degrade internalized hydrocarbons, (2) to reduce their entry, or (3) to
promote their expulsion. Evolution has made use of all three possibilities. However,
their contribution to achieving solvent resistance differs significantly. Various bac-
teria which are able to degrade hydrocarbons have been described. This is exempli-
fied by the degradation of aromatic and aliphatic compounds by different strains of
Pseudomonas, Flavobacterium, Alcaligenes, or Rhodococcus sp. However, the
analyses of mutant strains deficient in the degradation machinery show that the
contribution of degradation to solvent tolerance is modest and that the major
evolutionary advantage obtained from the degradation of hydrocarbons is the pos-
sibility to use these compounds as carbon and energy sources (Daniels et al. 2009).
Several mechanisms have been reported which correspond to the second evolution-
ary strategy, the reduction of the entry of hydrocarbons. The physical properties of
membranes can be altered in a way that they are less permissive to the dissolution of
hydrocarbons. This can be achieved by changes in the degree of saturation of fatty
acids, cis/trans isomerization of unsaturated fatty acids and cyclopropanation of
bacterial membrane lipids. However, there is no doubt that the third strategy, the
expulsion of hydrocarbons, is the mechanism which quantitatively makes the largest
contribution to hydrocarbon tolerance. This is exemplified by the Pseudomonas
putida strains DOT-T1E and S12 that have the extraordinary capacity to live in a
toluene-saturated growth medium (Isken and de Bont 1996; Ramos et al. 1995).
These bacteria are able to survive a sudden exposure to 0.3% (v/v) toluene when
precultured in low concentrations of toluene (note: preculture in low toluene con-
centration induces transcription of efflux pumps). The analysis of mutants deficient
in one or several efflux pumps showed a dramatic effect on the solvent tolerance of
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these bacteria. The hydrocarbon efflux pumps TtgGHI of DOT-T1E and SrpABC of
S12 were found to be of central importance in maintaining solvent tolerance, since
mutants deficient in these transporters exhibited a reduction of several orders in
magnitude in the bacterial survival rate following sudden toluene exposure
(Kieboom et al. 1998; Rojas et al. 2001). Another efflux pump, formed by
MexEF/OprN, was found to be involved in trinitrotoluene tolerance in P. putida
KT2440 (Fernández et al. 2009).

2 Hydrocarbon Efflux Pumps Belong to the RND Family

The efflux pumps thus far characterized that expulse hydrocarbons were found to
belong to the RND (root- nodulation cell division) family of pumps. Other members
of this family were found to transport antibiotics and are associated with a multidrug
resistance (MDR) phenotype. Due to the enormous clinical importance of MDR, the
majority of studies on RND pumps focus on their capacity to extrude antibiotics. It is
generally assumed that RND mediated expulsion of antibiotics and hydrocarbons
occur in an analogous fashion.

An RND pump consists of three major components; an integral inner membrane
component that forms direct contacts with an integral outer membrane protein. In
addition, a periplasmic adaptor protein appears to stabilize this interaction (Fig. 1a).
The adaptor protein is palmityolated at its N-terminal extension and in this way
anchored to the inner membrane. The most studied RND pump at the structural and
functional level is the AcrAB-TolC system of E. coli. This pump was initially
described as a transporter for the topical antiseptic acriflavin (hence the name Acr)
but was shown to transport a large variety of other substrates (Nikaido 1998).

The three dimensional structures of the three individual components of the
AcrAB-TolC RND pump have been solved. An interesting feature is that the two
integral membrane proteins AcrB (inner membrane) and TolC (outer membrane)
protrude well into the periplasmic space where both proteins are thought to contact; a
view supported by in vivo cross-linking experiments of both proteins (Symmons
et al. 2009; Touzé et al. 2004) and by surface plasmon resonance experiments
(Tikhonova et al. 2011), suggesting a tip to tip interaction. This contrasts with
electron microscopy analyses that suggested that there is no direct interaction
between AcrB and TolC (Du et al. 2014; Xu et al. 2011). Since the adaptor protein
AcrA is able to bind to individual AcrB and TolC, structural models for subunit
assembly, such as the one depicted in Fig. 1a, have been established. However, there
are currently several models available for the assembly of an RND pump. Since the
inner and outer membrane proteins crystallized as trimers, all models coincide that
an RND pump contains a trimer of each protein. In contrast, the adaptor protein was
found to be monomeric in solution at neutral pH, dimeric in crystals grown at acidic
pH, and associated as oligomers in crystals grown at neutral pH. The diversity of
experimentally observed oligomeric states leaves uncertain the true physiological
oligomeric state of the adaptor protein. Hence the models on the arrangement of the
RND pump differ in the number of adaptor proteins which are proposed to be 3 or
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6 per functional RND pump, giving rise to AcrB-AcrA-TolC stoichiometries of 3:3:3
or 3:6:3 (Hayashi et al. 2015). In some cases the function of AcrA can be replaced by
a paralogue that forms part of another RND pump. For example in Salmonella
typhimurium AcrA can be replaced by its paralogue AcrE that belongs to the
AcrEF pump and shares 68% of protein sequence identity with AcrA (Smith and
Blair 2014).

X-ray crystallographic studies of AcrB provided evidence for a fourth component
of an RND pump. One copy of helical protein YajC was found to be bound to each
monomer of AcrB. This protein is immersed in the membrane making contacts with
the transmembrane regions of AcrB. Bacterial mutants lacking YajC showed a
modest increase in the susceptibility towards different antibiotics. The protein
YajC as well as its binding site at AcrB are highly conserved (Törnroth-Horsefield
et al. 2007). However, the contribution of YajC to the function of an RND pump still
remains to be established.

The complete physiological role of RND pumps is not well established, but it
could be related to both, the extrusion of intracellularly generated compounds and to
the defense against toxic compounds present in the environment. The extrusion of a

Fig. 1 The high resolution structures of RND pump subunits provide clues on its molecular
mechanism. Left: Model of the assembly of the RND pump AcrAB-TolC. Each subunit of the
inner membrane protein AcrB and the outer membrane protein TolC is colored differently. The
number of adaptor proteins per RND pump has not been determined and therefore AcrA is shown
schematically. According to Murakami et al. (2002), only one monomer of AcrB contains bound
substrate as illustrated by the bound antibiotic minocycline, which is shown in red. The proposed
path for substrate expulsion is indicated. Substrate entrance was proposed to occur either from the
outer layer of the inner membrane or from the periplasmic space. Right: Top view of the AcrB
trimer. Bound minocycline is only found in the subunit which is in the “binding conformation.” The
arrow marks the central helix which opens and closes the release path of substrate into the
central pore
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wide range of toxic compounds could be a lateral or a specifically evolved function
related to the ecological fitness of bacteria. Whatever it may be, RND pumps have
evolved to be multidrug recognition proteins, which implies that a range of struc-
turally different but related molecules serve as substrates for a given pump. How-
ever, multidrug recognition is a trade-off between affinity and specificity. This
implies that a given pump can only recognize a given number of substrates with
physiological affinity. To circumvent these intrinsic chemical limitations of multi-
drug recognition, bacteria possess various copies of RND pumps with different and
in many cases overlapping substrate specificities. P. putida DOT-T1E was shown to
possess three major RND pumps for hydrocarbons. The TtgABC pump acts primar-
ily on antibiotics and plant secondary metabolites, whereas the TtgDEF and TtgGHI
pumps transport mainly organic solvents.

3 The Presence of Hydrocarbons in the Cytosol Induces
Transcription of Pumps Which Possibly Extrude
Compounds from the Periplasm

There is little doubt that the inner membrane protein is the site of substrate recog-
nition for an RND pump. Initial information on the substrate binding region was
obtained by the analysis of chimeric forms of the inner membrane protein in which
the periplasmic and the transmembrane segments of inner membrane proteins with
different substrate profiles were exchanged. It became obvious that the substrate
specificity was always associated with the periplasmic part of the inner membrane
protein. Based on this observation, it was suggested that RND pumps expulse
substrate from the periplasm (Eda et al. 2003; Yu et al. 2005).

A large series of X-ray crystallographic structures of AcrB in complex with
different substrates have been solved. However, the ensemble of structures does
not identify unambiguously the substrate binding site. Substrates were found to be
present at different sites in the periplasmic part of the protein either some 25 Å away
from the membrane (Murakami et al. 2002; Yu et al. 2005) or in the immediate
vicinity of the membrane (Törnroth-Horsefield et al. 2007) or at the upper part of the
central channel formed by the transmembrane helices of the three AcrB monomers
(Yu et al. 2003). Since this channel opens to the cytoplasm, the latter report is thus
consistent with a substrate expulsion from this cellular compartment, whereas the
remaining authors conclude from their studies that substrates bind to the pump in the
periplasm. A more recent model proposes an entrance via the inner membrane for
hydrophobic compounds as well as an entrance from the periplasm for high molec-
ular weight hydrophilic compounds (Yamaguchi et al. 2015).

The idea that hydrocarbons are expulsed from the periplasm rather than from the
cytoplasm has been interpreted as an elegant evolutionary strategy to protect Gram-
negative bacteria against toxic compounds. However, the transcription of RND
pump genes was found to be under a tight specific control. This has been particularly
well studied for the solvent efflux pumps TtgDEF and TtgGHI of Pseudomonas
putida DOT-T1E (Guazzaroni et al. 2005) which are under the control of the
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repressor proteins TtgV and TtgT. In the absence of solvents, the transcription of
pump genes is kept at a low level; its control being mediated by promoter bound
repressor proteins. The binding of hydrocarbons, which are generally pump sub-
strates, to the repressor proteins induce their dissociation from the DNA, promoting
transcriptional activation. However, the affinity of these hydrocarbons for the
repressor protein is relatively modest. This is exemplified by a K D of around
120 μM for the binding of toluene to the repressor which regulates the expression
of the above mentioned pumps (Guazzaroni et al. 2005). The analysis of bacterial
mutants lacking these pumps has clearly indicated that they are responsible for the
tolerance of the bacterium towards toluene. Although much of the available data
point towards the extrusion of hydrocarbons from the periplasm, toxic compounds
need to cross the inner membrane to guarantee the transcriptional activation of pump
expression. The compound-induced upregulation of pump production will then
promote compound expulsion leading to a steady-state equilibrium of compound
entry and expulsion.

In this context the question to be raised concerns the fact that RND pump
expression is primarily controlled by cytoplasmic one-component regulatory sys-
tems. An alternative would have been to put pump expression under the control of
two-component regulator systems, which frequently have periplasmic sensor
domains permitting transcriptional control in response to the presence of hydrocar-
bons in the periplasm. This option, however, has been pursued during evolution only
in a limited number of cases.

4 Substrate Promiscuity of RND Pumps

Apart from antibiotics and organic solvents, members of the RND efflux pumps were
also found to expulse dyes, detergents, bile salts, macrolides, fatty acids, heavy
metals, and flavonoids. Furthermore, they play a role in quorum sensing since they
were found to extrude quorum sensing signals from other microorganisms
(Minagawa et al. 2012). Typically, RND pumps operate on multiple compounds
and are characterized by a defined substrate range. The existence of different
substrate entrance sites was proposed to be a mechanism for the expansion of
pump specificity (Yamaguchi et al. 2015).

The substrate specificity of a given inner membrane protein of an RND trans-
porter is not reflected in an overall sequence similarity. A sequence alignment of
47 inner membrane proteins with known substrate profile revealed that sequences
clustered according to their organism rather than to their substrate specificities
(Hernández-Mendoza et al. 2007). However, when this clustering was repeated
using only amino acids present in the putative substrate binding site in the upper
part of the central pore (Yu et al. 2003), clustering occurred according to the substrate
specificity. The pumps which were shown to export primarily aromatic hydrocar-
bons, namely, TtgH and TtgE of P. putidaDOT-T1E, SrpB of P. putida S12, SepB of
P. putida F1, and TbtB of P. stutzeri, were present in the same cluster. The authors
concluded that valine 382 and alanine 385 are key residues in the recognition of
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aromatic hydrocarbons. The authors, however, did not evaluate whether clustering
using amino acids present in the other substrate binding sites occurred equally
according to the substrate profile.

Godoy et al. (2010) combined in silico and in vivo analyses to classify RND
pumps in P. putida KT2440. This study resulted in the definition of four functional
families, namely, (I) pumps involved in antibiotic resistance, (II) pumps responding
to oxidative stress inducing agents, (III) pumps involved in metal resistance, and
another less characterized family (IV) composed of only two members, that extrude
rubidium, chromate, or tetracycline.

5 A Rotating Mechanism: A Common Theme for Membrane
Proteins?

The first structure of AcrB in complex with pump substrates was reported by Yu et al.
(2003). The crystallographic space group determined for these crystals was of
trigonal symmetry, which implies that the trimer consists of three identical mono-
mers. As a consequence the final model contained a trimer consisting of three
identical monomers. Three substrate molecules were bound to each AcrB trimer.
The authors proposed an elevator mechanism for drug expulsion which results in the
concerted up-lifting of the substrates through the periplasmic part of AcrB into the
pore formed by TolC and subsequently into the extracellular environment.

Three years later, two independent research laboratories succeeded in obtaining
crystals of AcrB in a space group which enabled the consideration of each monomer
in the trimer as an individual entity. These crystals permitted the structure to be
resolved at a higher resolution (Murakami et al. 2006; Seeger el al. 2006). When
inspecting the experimental electron density, both groups noticed that each monomer
of the trimer was present in a different conformation. These conformational states
were termed access (A), binding (B), and extrusion (E) (Fig. 1b, Murakami et al.
2002; Seeger et al. 2006). Interestingly; only one monomer, the one in the B
conformation, contained bound substrate whereas the remaining two trimers were
devoid of substrate (Fig. 1). Nakashima et al. (2011) reported the AcrB structure
bound to rifampicin and erythromycin. In this structure, substrates were bound to the
monomer in A conformation and also in the B conformation but in a different
binding pocket. Authors referred to the binding pocket in the A conformation as
proximal pocket and the pocket observed in the B conformation as distal pocket. It
was proposed that both pockets are present in the A and B conformations but that the
proximal pocket is expanded in the A state and reduced in the B state.

A rotating or peristaltic pump mechanism is currently favored where the three
conformations are proposed to correspond to consecutive states in a transport cycle.
A possible drug-transport mechanism has been proposed in which cycling of each
monomer through the conformations A, B, and E is assumed. High molecular weight
substrates are recognized by the proximal pocket, which is expanded when the
protein is in the A conformation. At this stage, low molecular weight substrates
are only weakly bound or unbound. Subsequently a conformational change induces
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the substrate transfer to the distal pocket, which is expanded during the transition
from the A to B conformation. Low molecular weight compounds are now bound in
the distal pocket, and high molecular weight compounds are unbound but blocked in
the distal pocket since they are unable to return to the proximal pocket. The existence
and function of both pockets is furthermore supported by site-directed mutagenesis
experiments (Nakashima et al. 2011). Another conformational change then occurs
leading to the adaptation of the E state, which is characterized by the closing of the
substrate entry channel and the opening of an exit towards the center of the trimer.
This opening is mediated by a positional change of a helix located in the central pore
through which the substrate is expulsed into the central pore. The conformational
changes of the monomers are interdependent, and never two monomers are in the
same state at the same time. Biochemical evidence (Seeger et al. 2008) supports this
rotating model derived from the analysis of X-ray structures. Asymmetric structures
have also been reported for MexB of P. aeruginosa (Sennhauser et al. 2009), which
suggests that this peristaltic mechanism for drug extrusion in RND pumps is not
exclusive to AcrB.

This mode of action proposed for the RND pumps has striking similarities with
the mode of action of another membrane protein, the F1-ATPase. This protein
complex is also characterized by the asymmetric arrangement of three structural
units (Abrahams et al. 1994). In analogy to the RND pump, a catalytic cycle leading
to the synthesis of one molecule of ATP includes the consecutive adaptation of three
conformational states. Nevertheless, further work is necessary to establish whether
this peristaltic rotating mechanism represents a general mode of operation found in
other membrane proteins.

6 RND Pumps Are Proton Antiporters

The model proposed for the action of RND pumps is based on the adoption of three
different states of the trimer. In contrast to the F1-ATPase, little is known about the
molecular stimuli which induce the conformational changes necessary to proceed
from one conformation to the next, but it is assumed that drug binding as well as
proton translocation correspond to these stimulatory events. The pH in the periplasm
was estimated to be 1.7 units below that of the cytosol which is generally between
7.5 and 7.7. The substrate export of an RND pump is energized by the influx of
protons from the periplasm to the cytosol. It is assumed that the protons traverse the
inner membrane protein. However, the exact path of proton transport has not yet
been fully established. The transmembrane region of AcrB contains a buried triplet
of charged amino acids, namely, two aspartates and a lysine residue, which were
proposed to form a segment of the proton transport pathway (Su et al. 2006). This
was confirmed by mutagenesis studies which indicate that these residues are essen-
tial for AcrB function. The inspection of 3D structures provides no clue on how
protons reach this central cluster from the periplasm and how the proton transport
continues beyond this cluster to the cytosol. All currently available data support the
notion that the paths for substrate export and proton import are fully separated.
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7 Open Questions and Future Work

The study of membrane proteins is a challenge, and numerous are the questions
which remain to be answered regarding RND pumps. RND pumps are critical for
solvent tolerance of bacteria and are also largely responsible for MDR, which is of
ever growing clinical importance. Designing inhibitors of RND pumps is thus a
strategy to fight MDR. In this context, the uncertainty surrounding the physiologi-
cally relevant substrate binding site is a major obstacle to overcome. Based on
structural studies of AcrB, several sites for substrate recognition were reported of
which their physiological relevance is unknown. Biochemical approaches are thus
needed to identify the key binding site which might also serve as a target for inhibitor
development.

Currently there is no structural information available on an inner membrane pump
protein in complex with an aromatic hydrocarbon. The knowledge of the detailed
structural and thermodynamic bases of the hydrocarbon interaction with the pump
would open the way for protein-engineering approaches aimed at increasing the
affinity of a particular hydrocarbon for the pump. An increase in affinity is likely to
augment the pump’s efficiency in the extrusion of a given compound. Introducing
engineered pumps into bacteria might increase their resistance to hydrocarbons
which in turn would offer a range of biotechnological applications.

8 Research Needs

The physiological relevance of RND pumps is well documented. Studies converge in
the conclusion that these pumps are critical for solvent tolerance of bacteria and also
largely responsible for the MDR phenotype. RND pumps are thus targets for the
development of inhibitors to fight MDR. Alternatively, protein engineering might be
employed to create mutant pumps which are more efficient in the extrusion of
hydrocarbons. However, these approaches are seriously hampered by the sparseness
of biochemical information of which we dispose. Among the questions which wait to
be resolved are fundamental issues such as: What is the affinity of substrates for the
pump? Where is exactly the substrate recognition site, and which amino acids are
directly involved in binding? Does an increase in substrate binding affinity translate
into a more efficient expulsion of hydrocarbons? Answering these and other ques-
tions will constitute a scientific basis for the biotechnological exploitation of RND
pumps.
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Abstract
Bacterial cells are surrounded by a cellular envelope composed of the cytoplasmic
membrane and the cell wall. The cytoplasmic membrane is a phospholipid bilayer
that provides an appropriate matrix for membrane proteins involved in many
different cellular processes. Membrane lipid composition can change in response
to different environmental challenges such as the presence of toxic compounds
(e.g., aromatic hydrocarbons). The changes in membrane fluidity induced by
stressors are counteracted by the bacteria through variations in the length of
fatty acids, in the degree of saturation, and in the cis/trans configuration of the
unsaturated fatty acids. The presence of cyclopropane fatty acids and changes in
phospholipid head groups has also been shown to be involved in this stress
response. The adaptive alterations of the main membrane phospholipids and
fatty acids present in the cytoplasmic membrane are the subject of this chapter.

1 Introduction

Bacterial cells are surrounded by a cellular envelope composed of two elements: the
cytoplasmic membrane and the cell wall. Gram-positive and Gram-negative bacteria
differ significantly in the structure and composition of the cell wall (Fig. 1). In Gram-
negative bacteria, the cell wall is composed of an outer membrane that surrounds a
peptidoglycan layer and the periplasmic space, while in Gram-positive bacteria, there
is no outer membrane but instead a wide layer of peptidoglycan and teichoic acids
(Fig. 1). Teichoic acids are formed by glycerol and/or ribitol residues connected by
phosphodiester bonds. Usually the hydroxyl groups of these polyols are substituted
with sugars, amino sugars, or D-alanine. Teichoic acids are anchored to the cytoplasmic
membrane (lipoteichoic acids) or covalently bound to the peptidoglycan layer (wall
teichoic acids) and constitute the main surface antigens of Gram-positive bacteria.
Peptidoglycan is a polymer composed of two sugar derivatives, N-acetylglucosamine
and N-acetylmuramic acid, and four amino acids (L-alanine, D-alanine, D-glutamic
acid, and either L-lysine or diaminopimelic acid) that form a peptide chain of five
amino acids attached to the N-acetylmuramic acid. The glycan chains formed by
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Fig. 1 Schematic representation of the cell envelope of Gram-negative (a) and Gram-positive
bacteria (b)
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alternating β-(1,4) linked sugar residues are reinforced with peptide cross-links
formed by the amino acids. Different peptide chains can be cross-linked to each
other forming a 3D mesh-like layer. Peptidoglycan is responsible for the mainte-
nance of bacterial rigidity and morphology.The outer membrane of Gram-negative
bacteria is an asymmetric bilayer with an inner leaflet of phospholipids and an
outer leaflet of lipopolysaccharides (LPS). LPS have a complex structure; they are
amphipathic molecules with the hydrophobic region located toward the inner part
on the leaflet and a polar region located in the surface of the outer membrane
(Whitfield and Trent 2014).

In this chapter, we will describe in detail the structure, composition, and function
of the cytoplasmic membrane and the lipid modifications that occur in response to
environmental stresses in Gram-negative bacteria. For more information about the
cell wall components of Gram-positive and Gram-negative bacteria, we refer the
reader to Delcour et al. (1999) and Hancock et al. (1994).

2 Cytoplasmic Membrane Structure and Composition

The bacterial cytoplasmic membrane comprises a phospholipid bilayer containing
different types of membrane proteins. In this structure, the fatty acid chains (hydro-
phobic) of the phospholipids are located toward the inner part of the bilayer, while
the polar head groups are located toward its outer part. This lipid structure constitutes
a hydrophobic barrier that prevents the uncontrolled movement of polar molecules
and allows the accumulation and retention of metabolites and proteins within the
cytoplasm. The lipid bilayer also provides an appropriate matrix for the function of
membrane proteins involved in many different cellular processes. The lipid compo-
sition and the interactions between the lipid molecules determine the membrane
permeability and influence the topology and function of membrane proteins.

The proteins constitute around 50% of the total membrane surface. Based on their
location, we can classify them into three categories: integral membrane proteins
(with at least two transmembrane segments), peripheral membrane proteins
(anchored to the membrane through transmembrane domains or covalently bound
to membrane lipids), and proteins that are only temporarily attached to the
membrane.

The phospholipids are the other main component of biological membranes.
Phospholipids are molecules in which two fatty acids are attached to a glycerol via
ester bonds (in C1 and C2), while the other carbon of the glycerol molecule is linked
through a phosphodiester bond to a polar head group.

The most extensively studied bacteria regarding lipid composition among the
Gram-negatives are Escherichia coli, Pseudomonas putida, and Salmonella
typhimurium. In these bacteria, the main membrane phospholipids are phosphati-
dylethanolamine (PE), phosphatidylglycerol (PG), and cardiolipin (CL). PE repre-
sents about 75% of total phospholipids, while the relative amounts of PG and CL
depend on the bacterial growth phase, with PG being more abundant in the expo-
nential phase while CL accumulating during stationary phase. CL is required for
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osmo-adaptation and oxidative phosphorylation in bacteria (Arias-Cartin et al.
2012).

Some bacteria degrade their phospholipids under conditions of phosphate limi-
tation and replace them with ornithine lipids and glycolipids (Geske et al. 2013;
Vences-Guzman et al. 2012). In addition to CL, PE, and PG, other lipids have also
been found in bacterial membranes. Examples are sphingolipids, hopanoids, or
methylated derivatives like phosphatidylcholine (PC) (Arendt et al. 2012, 2013;
Geiger et al. 2013; Hannich et al. 2011).

Fatty acids attached to phospholipids can be saturated or unsaturated. Among the
main saturated fatty acids in the membranes of P. putida are myristic (tetradecanoic,
C14:0), palmitic (hexadecanoic, C16:0), and stearic (octadecanoic, C18:0) acids. The
most abundant fatty acids among the unsaturated group are palmitoleic (cis-9-hexa-
decenoic, cis-Δ 9,10-16:1) and cis-vaccenic (cis-11-octadecenoic, cis-Δ 11,12-18:1)
acids. Although the outer membranes of Gram-negative bacteria are not the subject
of this chapter, it is interesting to note that they contain mainly PE and less unsaturated
fatty acids than the inner membrane.

Other fatty acids that are present in some bacterial membranes are the cyclopro-
pane fatty acids. In E. coli and P. putida, C17:cyclopropane (9,10-methyl-hexa-
decanoic acid) and the C19:cyclopropane (11,12-methyl-octadecanoic acid) are
more abundant. The abundance of the cyclopropane fatty acids is growth-phase
dependent and can represent almost 30% of total fatty acids in the late stationary
growth phase.

3 Biosynthesis of Membrane Phospholipids

Phospholipid synthesis can be divided into two steps: fatty acid biosynthesis and
attachment of the fatty acids to sn-glycerol-3-phosphate (G3P) followed by the
addition of the polar head groups. Fatty acid biosynthesis has been extensively
studied in E. coli and S. typhimurium (DiRusso et al. 1999; Schweizer 2004). The
fatty acid synthase systems of these two bacteria belong to the type II family, which
implies that the same mechanism as in eukaryotes is used (Fig. 2a).

Phospholipid biosynthesis occurs on the inner membrane of the cell envelope
(Cronan and Rock, 1996). The precursor of this synthesis is phosphatidic acid that is
converted to CDP-diacylglycerol (CDP-DAP), the intermediate in the biosynthesis
of all membrane phospholipids (Fig. 2b). Two different enzyme families generate
phosphatidic acid by a double acylation on glycerol-3-phosphate derived from
glycolysis (Yao and Rock 2013).

Cardiolipin has various synthesis pathways, in which several CL synthases
participate. It is formed from two molecules of PG (ClsA/B as enzymes), but
a new phospholipase D enzyme has been described in E. coli (ClsC) that uses a
PG and a PE molecule (Tan et al. 2012). In bacteria such as Xanthomonas, other
alternatives exist (Moser et al. 2014). Phosphatidylcholine is synthesized by two
well-characterized pathways (Dowhan 2013; Geiger et al. 2013), and the most
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abundant lipid, PE, is obtained through a phosphatidylserine synthase (PssA)
followed by a decarboxylase (Psd) acting over the central precursor, CDP-DAG.

4 Lipid Domains in Bacterial Membranes

Until recently it was generally accepted that lipids in bacterial membranes were
homogeneously distributed; however, it has been shown that membranes produce
specific lipid environments for certain membrane proteins. Cardiolipin domains in
the membranes of several bacteria (i.e., E. coli, P. putida, and Bacillus subtilis) have
been visualized using the fluorescent dye 10-N-nonyl acridine orange (NAO) which
binds specifically to this phospholipid. It was reported that CL domains were located
near the septal membrane and on the polar membrane regions. No such domains
were observed in cardiolipin synthase knockout mutants. PE-rich domains were also
localized in the septal membranes of B. subtilis cells in the exponential growth
phase, in the membranes of the polar septal and in engulfment and forespore
membranes at various stages in sporulating cells. Both CL and PE have the propen-
sity to form non-bilayer structures, and this property is probably important in the
fusion and fission of bilayer membranes which normally occurs where these phos-
pholipids have been visualized. In addition, the negative charge of CL recruits
specific peripheral membrane proteins to the membrane surface (i.e., DnaA, FtsY,
MinD, and others). Most of the proteins co-localized thus far with the CL domains
appear to be involved in the cell division process. In short, it appears that membranes
have a complex lipid structure and that lipids are not homogeneously distributed
throughout the membrane but form patches of specific lipid molecules (Matsumoto
et al. 2006).

5 Inner Membrane Functions

The cytoplasmic membrane is a selectively permeable barrier that determines
(together with the cell wall) the entry and exit of solutes. Water, dissolved gases,
and liposoluble molecules diffuse across the membrane, but other molecules require
transport systems in order to cross. Cytoplasmic membranes contain hundreds of
different proteins such as flagellar proteins, transporters, or enzymes that participate
in different functions. Due to its importance in the cellular cycle, we will highlight
five membrane functions (Kadner 1996):

1. Energy functions: the membrane has an important role in energy generation and
conservation. Most of the biosynthetic and transport processes in Gram-negative
bacteria are driven by the hydrolysis of the high-energy phosphate bonds
contained in molecules such as ATP, GTP, and phosphoenolpyruvate or by the
proton-motive force formed across the membranes.

2. Transport functions: among them we can include the symporter and antiporter
systems, permeases, ATPases, serial transport systems that translocate the substrate
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through the inner and outer membrane, and transport systems in which the substrate
is chemically altered during transport.

3. Protein translocation: translocation of proteins to the periplasmic space and outer
membrane is generally carried out by the Sec system; this system is dependent on
ATP hydrolysis, and its activity is enhanced by an electrical potential.

4. Signaling functions: many sensor histidine kinases and chemoreceptors are
located in the cytoplasmic membrane. Some of these systems modulate gene
expression or cause chemotaxis in response to several environmental stimuli.

5. Cellular division: numerous proteins involved in septum formation as well as in
the synthesis of the membrane invaginations and cell constrictions are located in
the membrane. Also, some proteins implicated in the replication and segregation
of the chromosome are associated at least temporarily with the inner membrane.

It is well known that the membrane lipid composition can change in response to
different environmental challenges, and in addition to the five functions depicted
above, membranes have an important role in the bacterial adaptation to different
environmental conditions.

6 Membrane Modifications in Response to Environmental
Challenges: Responses to Aromatic Hydrocarbons

Biological membranes constitute the first contact point between microbes and the
environment. For this reason, many bacteria have developed different mechanisms to
counteract the effects produced by a changing environment. In general, changes in
pH, temperature, or the presence of toxic compounds, such as aromatic hydrocar-
bons, produce an alteration in membrane fluidity. UV-C radiation can also produce
these changes (Ghorbal et al. 2013). If bacteria do not maintain the appropriate
membrane structure, the membrane-associated functions collapse, and cell death
may occur. Toxic chemical compounds intercalate between membrane phospho-
lipids and are able to modify the chemical interactions between fatty acids, leading
to an uncontrolled efflux of positive ions that causes a lowering in the proton-motive
force and an impairment in energy conservation (Sikkema et al. 1994). Several
bacterial strains can survive in the presence of high concentrations of organic
compounds such as alkanes, aromatic, or halogenated compounds. Some of them
can even use these compounds as a carbon source, attenuating their toxicity in the
process (Ramos et al. 1995). The ability of bacteria to compensate for the changes in
membrane fluidity produced by environmental challenges is called “homeoviscous
adaptation” and is mainly achieved by changes in the fatty acid composition.
Variations in the length of fatty acids, the degree of saturation, and the cis/trans
configuration of the unsaturated fatty acids are the main factors that affect membrane
fluidity. The phase transition temperature of a membrane is defined as the temper-
ature required to induce a change in the lipid physical state from the ordered gel
phase, where the acyl chains are fully extended and closely packed, to the disordered
liquid crystalline phase, where the acyl chains are randomly oriented and fluid.
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Together with fatty acid changes, the charge and head group species of the phos-
pholipids are important in determining the phase transition temperature.

In Pseudomonas and Vibrio strains, an increase in trans-unsaturated fatty acids is
detected when the bacteria grow in the presence of organic solvents or at high
temperatures (Heipieper et al. 2003). The double bond of a cis-unsaturated fatty
acid provokes a bend with an angle of approximately 30� in the acyl chain (Fig. 3a).
This structure decreases the ordered arrangement of acyl chains in the membranes,
which in turn results in lower phase transition temperatures of membranes with a
high content of such fatty acids. The trans configuration is more extended and lacks
the kink so it is able to insert into the membrane similarly to saturated fatty acids.
This cis-to-trans isomerization is catalyzed by the enzyme cis-trans isomerase (Cti)
which uses the cis-fatty acid as a substrate; it is therefore a post-synthetic reaction. In
general, when an environmental stress induces the fluidification of the membrane,
the cells respond by increasing their relative amounts of saturated fatty acids and in
those bacteria that have Cti, by also increasing the amount of trans-unsaturated fatty
acids. The major disadvantage of adjusting membrane fluidity by increasing the
saturated fatty acid content derives from its strict dependency on cell growth and
fatty acid biosynthesis. However, cis-trans isomerization does not depend on these
factors; it has been observed less than 10 min after the addition of the organic
solvent, indicating that this is a very rapid adaptation mechanism (Ramos et al.
1997). In fact, the Cti protein is constitutively expressed in cells and only slightly
induced in the presence of hydrocarbons such as toluene (Bernal et al. 2007b; Junker
and Ramos 1999). One question that remains to be answered is how the enzyme
becomes active in the presence of an external stimulus. It has been speculated that
under normal conditions, the enzyme cannot reach its target, the fatty acid double
bond which is buried within the lipid bilayer. Only when the membrane fluidity is
higher than normal the enzyme can access and change the double bond configura-
tion. The Cti sequence has a putative heme-binding motif. Although the reaction
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mechanism is unknown, it has been proposed that the heme (Fe3+) iron attacks the
double bond causing the removal of an electron from the double bond to form a
transient radical complex covalently bound to iron, enabling the rotation to the trans
configuration. It seems unlikely that the reaction goes through hydrogenation of the
double bond to form an sp3 bond prior to rotation (Heipieper et al. 2004).

The length and the global charge of the fatty acids are other important aspects in
the control of membrane fluidity. Longer fatty acid chains decrease membrane
fluidity (a decrease in growth temperature generally enhances the level of
unsaturation and decreases the average chain length of fatty acids). An example is
the effect of the polychlorinated biphenyls (PCBs) on P. stutzeri membrane fatty
acids (Zoradova et al. 2011). The effects of different toxic compounds having similar
toxicity and hydrophobicity on the surface properties and changes in lipopolysac-
charide content of the bacterial membrane are not of general nature, which was
demonstrated in P. putida by comparing the response toward n-alkanols and
chlorophenols (Baumgarten et al. 2012).

Cyclopropane fatty acids (CFAs) are also post-synthetically produced by the
addition of a methylene group across the double bond of cis-unsaturated fatty
acids, which occurs during the transition to stationary growth phase (Fig. 3b). The
influence of the steric configuration of CFAs on the fluidity of the membrane has not
been established unambiguously; some studies indicate that CFAs pack less tightly
than the unsaturated fatty acid into the membranes, while others suggest that CFAs
may reduce the effects of temperature on membrane fluidity (Loffhagen et al. 2007;
Poger and Mark 2015; Zhang and Rock 2008). Direct measurements of membrane
fluidity using fluorescent probes suggest that the presence or absence of CFAs did
not modify membrane fluidity. As such, a clear physiological role for the presence of
CFAs in membranes has not yet been established. Cyclopropanation has been
reported to be a major factor in acid resistance and in repeat freeze-thaw treatments
of E. coli, and in desiccation resistance in P. putida (Chang and Cronan 1999;
Munoz-Rojas et al. 2006). Recent results from our laboratory showed that a knock-
out mutant in the cyclopropane synthase (the enzyme responsible for the synthesis of
CFAs) is more sensitive to toluene shock than the wild-type strain in stationary
phase, indicating that this type of fatty acid is involved in the tolerance toward
aromatic hydrocarbons.

Branched chain fatty acids (BCFAs) are another type of molecule that is involved
in the maintenance of membrane fluidity. Although they are mainly present in Gram-
positive bacteria, Gram-negative bacteria also contain these fatty acids (Zhou et al.
2013). BCFAs are synthesized from α-keto acids that are derived from valine and
leucine as the precursors of iso-branched chain fatty acids and from isoleucine for
anteiso-BCFAs (Murinova and Dercova 2014). Bacteria exposed to sodium benzoate
and degrading monochlorophenols, for instance, showed the appearance of BCFAs
in their membranes, and this was the most significant change next to fatty acid
saturation, hydroxylation, and cyclopropane ring formation (Nowak and Mrozik
2016).

Finally, changes in phospholipid head groups have also been reported to be
associated with stress responses. One of these changes is the increase in cardiolipin
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content observed when P. putidaDOT-T1E cultures are subjected to a toluene shock.
It was demonstrated that the decrease in cardiolipin content observed in a cls
knockout mutant correlates with a decrease in the solvent tolerance of the strain
(Bernal et al. 2007a). In this mutant, the function of the efflux pumps responsible for
toluene extrusion was slightly impaired, and the conclusion of the study was that the
decrease in cardiolipin content somehow interfered with efflux pump function.
Given that CL domains are also present in the P. putida DOT-T1E wild-type strain
but are absent in the clsmutant, it is tempting to speculate that the decrease in solvent
tolerance was due to the inappropriate embedding of the efflux pump components in
the membrane.

7 Research Needs

Changes in membrane fluidity achieved by fatty acid modifications have an impor-
tant role in the survival of bacteria in a harsh environment. The mechanisms through
which the bacteria sense the environment, the regulatory networks controlling
membrane lipids, and the interactions between lipids and membrane proteins are
interesting questions that remain to be further explored.

8 Concluding Remarks

Although most membrane functions have traditionally been related to the proteins
that are immersed in the lipid bilayer, recent findings have demonstrated that lipids
are not a mere matrix to accommodate proteins. Changes in membrane fluidity
achieved by fatty acid modifications have an important role in the survival of
bacteria in harsh environments. Phospholipid patches in the membrane have also
been demonstrated to exert important physiological functions.

Interestingly, findings have demonstrated the implication of phospholipids in
regulatory networks (Inoue et al. 1997). An imbalance in phospholipid composition
induced regulatory genes that affected expression of genes encoding porins and
those involved in flagellar formation. The discovery of this regulatory network
further emphasizes the important biological role of membrane phospholipids.
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Abstract
A rather efficient solvent adaptation mechanism enabling several gram-negative
bacteria to tolerate and grow in the presence of membrane-disturbing compounds
is the isomerization of cis- to trans-unsaturated membrane fatty acids. The degree
of isomerization obviously depends on the toxicity and the concentration of
membrane-affecting agents. Synthesis of trans-fatty acids comes about by direct
isomerization of the respective cis-configuration of the double bond without
shifting the position. The purpose of the conversion of the cis-configuration to
trans is apparently the rapid adaptation of the membrane fluidity to rising
temperature or the presence of toxic organic hydrocarbons.
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The cis–trans-isomerase (Cti) is a constitutively expressed periplasmic
enzyme that – to exert its action – necessitates neither ATP nor other cofactors,
and consistently, is independent of de novo synthesis of lipids. A heme-binding
site typical of cytochrome c-type proteins is present in the predicted Cti polypep-
tide indicating a reaction mechanism that renounces temporary saturation of the
double bond. Due to its direct correlation with toxicity, cis–trans-isomerization is
a potential biomarker for recording solvent stress or changes of other environ-
mental conditions.

1 Introduction

A number of hydrocarbons are potential environmental pollutants as they are toxic to
all living cells by affecting membrane integrity through a nonspecific increase of
fluidity eventually leading to the loss of membrane function as a barrier, matrix for
enzymes, and energy transducer (Weber and de Bont 1996). In heavily contaminated
soil or water, toxic effects may even cover the natural attenuation potential by
inhibiting the activity of potential biodegraders. Hence, bacteria not reacting to
toxic effects by so-called adaptive responses are drastically growth inhibited and
can even be killed. The most important adaptive response concerns maintenance of
membrane fluidity at a constant level irrespective of actual environmental condi-
tions. Such homoviscous adaptation is brought about by changes in the fatty acid
composition of membrane lipids (Ingram 1977; Suutari and Laakso 1994). However,
for a rather long period of time, the cis-configuration of the double bond was
considered to be the only naturally occurring in bacterial fatty acids. Trans-isomers
of unsaturated fatty acids were first reported for Vibrio and Pseudomonas (Guckert
et al. 1986, 1987) only about 20 years ago. Soon after, the conversion of cis- to trans-
unsaturated fatty acids as a new adaptive mechanism enabling bacteria to change
their membrane fluidity was documented for two species: for the psychrophilic
bacterium Vibrio sp. strain ABE-1 as a response to a rise in temperature (Okuyama
et al. 1991) and for Pseudomonas putida P8 as an adaptation to toxic organic
hydrocarbons, such as phenol (Heipieper et al. 1992).

2 Physiological Function of the Cis–Trans-Isomerase

A pronounced increase of the usually minor amounts of trans-unsaturated fatty acids
was seen when cells were treated with rising temperatures or toxic membrane active
hydrocarbons for Vibrio sp. strain ABE-1 and Pseudomonas putida P8 respectively.
P. putida cells respond to phenol in a concentration-dependent manner, i.e., by an
increase in trans- and a parallel decrease in the respective cis-unsaturated fatty acids
depending on the amount of phenol present in the membrane (Heipieper et al. 1992).
The cis–trans conversion does not depend on growth, since it happens in non-
growing cells, too, in which due to the lack of lipid biosynthesis the content of all
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the remaining fatty acids cannot be changed (Morita et al. 1993). Consistently, the
reaction is not affected in cells in which fatty acid biosynthesis is cut off by cerulenin
(Diefenbach et al. 1992; Heipieper and de Bont 1994). Cis– trans conversion follows
an enzymatic kinetic and reaches its final trans- to- cis-ratio already 30 min after an
addition of membrane-toxic agents. As cis–trans conversion is not affected by
chloramphenicol, the system operates constitutively and does not depend on de
novo protein biosynthesis (Heipieper et al. 1992; Kiran et al. 2005).

P. putida incorporates externally provided free fatty acids, such as oleic acid
(C18:1Δ9 cis), into membrane phospholipids. After an addition of a toxic
4-chlorophenol concentration, this oleic acid was also converted into the trans-
isomer, namely elaidic acid (C18:1Δ9 trans), evidencing that trans-fatty acids are
formed by a direct isomerization without shifting the position of the double bond
(Diefenbach and Keweloh 1994). The increasing levels of trans-unsaturated fatty
acids were accompanied by the decreasing levels of the respective cis-unsaturated
fatty acid, and consistently, the total amount of both isomers was kept constant at any
toxin concentration (Heipieper et al. 1992). Peculiarly, the system does not require
ATP nor any other cofactor (Von Wallbrunn et al. 2003).

Taken together, cis–trans-isomerization turned out to be a new adaptive response
of bacteria allowing them to withstand rises in temperature or toxic concentrations of
membrane-active compounds, which otherwise would perturb membrane fluidity
(Weber and de Bont 1996; Heipieper et al. 2003; Kiran et al. 2004).

The advantage of the conversion is due to steric differences between cis- and
trans- unsaturated fatty acids. In general, saturated fatty acids have a higher transi-
tion temperature compared with cis-unsaturated fatty acids. Phospholipids
containing 16:0 saturated fatty acids display a transition temperature that is approx-
imately 63 �C higher than those with 16:1 cis-unsaturated fatty acids (Roach et al.
2004; Zhang and Rock 2008). The double bond of a cis-unsaturated fatty acid causes
an unmoveable 30 � bend in the acyl chain (MacDonald et al. 1985; Roach et al.
2004). Hence, unsaturated fatty acids in cis-configuration with bended steric struc-
tures (caused by the kink in the acyl-chain) provoke a membrane with a high fluidity.
On the contrary, the long-extended steric structure of the trans-configuration lacks
the kink and is able to insert into the membrane as for the saturated fatty acids
(MacDonald et al. 1985). This could even be proved on the level of the size of the
molecules where phospholipids containing trans-unsaturated fatty acids showed a
reduced area/molecule when compared with those containing corresponding cis-
unsaturated fatty acids (Roach et al. 2004).

Routinely, gram-negative bacteria respond to an increase in membrane fluidity by
increasing the degree of saturated phospholipid fatty acids (Ingram 1977; Kabelitz
et al. 2003; Zhang and Rock 2008). One major drawback of such changes is due to
its strict dependency on growth and active fatty acid biosynthesis. Indeed, it has been
reported that solvents cause a shift in the ratio of saturated to unsaturated fatty acids
only up to concentrations that completely inhibit growth. Thus, higher, i.e., toxic
concentrations render the cells unable to adapt or they are even killed (Heipieper and
de Bont 1994). The isomerization of cis- to trans-unsaturated fatty acids – seen to be
present exclusively in strains of the genera Pseudomonas, including P. putida and
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P. aeruginosa (Keweloh and Heipieper 1996; Heipieper et al. 2003; Von Wallbrunn
et al. 2003) and Vibrio (Von Wallbrunn et al. 2003) – offers a solution to overcome
the drawback of growth dependency as it is also instrumental in nongrowing cells.
The conversion from the cis- to the trans-unsaturated double bond does in fact not
have the same quantitative effect on membrane fluidity as the conversion to saturated
fatty acids but still substantially influences the rigidity of the membrane (MacDonald
et al. 1985; Roach et al. 2004).

Incited by results mainly obtained with phenolic compounds, a number of organic
hydrocarbons were checked for their ability to activate the cis–trans-isomerase. It
was seen that the degree of the isomerization apparently correlates with the toxicity
and the concentration of membrane-active compounds (Heipieper et al. 1995). The
concentration of such compounds in the membrane depends on the corresponding
hydrophobicity given as log Pow value (Sikkema et al. 1995; Isken and de Bont
1998). Organic solvents with log Pow values between 1 and 4 are highly toxic for
microorganisms, since they partition preferentially in membranes (Heipieper et al.
1994; Sikkema et al. 1995; Weber and de Bont 1996). There is a direct relation
between the toxicity of organic solvents and their cis–trans-isomerase activation
effects, which is independent from chemical structures of the compounds (Heipieper
et al. 2003; Neumann et al. 2005).

Besides organic solvents or the increase in temperature, also membrane-affecting
factors such as osmotic stresses (caused by NaCl and sucrose), heavy metals, and
membrane-active antibiotics activate the system (Heipieper et al. 1996; Isken et al.
1997), indicating that the cis–trans-isomerization is part of a general stress–response
mechanism of microorganisms (Segura et al. 1999; Ramos et al. 2001; Ramos et al.
2002; Zhang and Rock 2008).

3 Molecular Biology and Biochemistry

The cloning of the gene encoding the cis–trans-isomerase allowed isolation of the
enzyme as a His-tagged P. putida P8 protein heterologously expressed in E. coli
(Holtwick et al. 1997). The enzyme was also purified from periplasmic fractions of
Pseudomonas oleovorans (Pedrotta and Witholt 1999) and Pseudomonas sp. strain
E-3 (Okuyama et al. 1998). Cti is a neutral protein of 87 kDa encoded by a
monocistronically transcribed gene that is constitutively expressed (Kiran et al.
2005). Nucleotide sequences of the cti genes from P. putida P8 (Holtwick et al.
1997), P. putida DOT-T1E (Junker and Ramos 1999), and P. oleovorans Gpo12
(Pedrotta and Witholt 1999) finally yielded conclusive evidence that the enzyme
possesses an N-terminal hydrophobic signal sequence, which is cleaved off after
targeting the enzyme to the periplasmic space.

Cti is obviously a cytochrome c-type protein as there is a heme-binding site in the
predicted Cti polypeptide (Holtwick et al. 1999). For an enzyme preparation from
Pseudomonas sp. strain E-3, which is presumably homologous to the cti-gene
product of P. putida P8, it was suggested that iron (probably Fe3+) plays a crucial
role in the catalytic reaction (Okuyama et al. 1998). Cis–trans-isomerization is
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independent of cardiolipin synthase, an enzyme facilitating long-term adaptation of
the membrane by enhanced cardiolipin-synthesis (Von Wallbrunn et al. 2002; Bernal
et al. 2007).

A molecular mechanism of the isomerization reaction was proposed in which an
enzyme–substrate complex is formed in which the electrophilic iron (probably Fe3+),
provided by the heme domain present in the enzyme, removes an electron from the cis-
double bond transferring the sp2 linking into a sp3. The double bond is then
reconstituted after rotation to the trans-configuration (Von Wallbrunn et al. 2003).
Such a mechanism is not only in accordance with the suggested role of Fe3+(Okuyama
et al. 1998) but also agrees with site-directed mutagenesis experiments carried out to
destroy the heme-binding motif in Cti of P. putida P8 (Holtwick et al. 1999).

4 Occurrence of the Cis–Trans-Isomerase Gene in Bacterial
Genomes

Table 1 shows the results of a BLAST alignment study done with the predicted
polypeptide of the cti gene of P. aeruginosa PAO1 as the reference gene. Next to the
intensely investigated representatives of Pseudomonas and Vibrio the gene is appar-
ently present in several other genera. However, direct physiological or biochemical
evidence for the presence of Cti in these bacteria is still lacking. Promising candi-
dates to be included in further work are bacteria belonging to the genera
Methylococcus and Nitrosomonas, because these organisms also contain trans-
unsaturated fatty acids (Guckert et al. 1991; Keweloh and Heipieper 1996).

Alignments including the known Cti sequences of representatives of Pseudomo-
nas so far generally revealed a N-terminal signal sequence to be present, being
indicative of the periplasmic localization of the cis–trans-isomerase in either case
(Junker and Ramos 1999; Pedrotta and Witholt 1999). However, there is no signal
peptide in the Cti protein of V. cholerae. Multiple sequence alignments of known Cti
proteins revealed that proteins from Pseudomonas and Vibrio strains form a phylo-
genetic tree composed of three main branches, suggesting a common ancestor of the
enzyme. Interestingly, the predicted polypeptide from V. cholerae does not constitute
a separate group but rather emanates from the diverse group of proteins from
P. aeruginosa and Pseudomonas sp. E-3 (Von Wallbrunn et al. 2003).

5 Regulation of the Cis–Trans-Isomerase Activity

Cti is encoded by a monocistronically transcribed gene that is constitutively
expressed and for which classical transcriptional regulation is not present (Kiran
et al. 2005). Therefore, one of the major and most interesting open questions
regarding the cis–trans-isomerase concerns the regulation of the activity of this
constitutively expressed periplasmic enzyme. Since Cti activity is seen even in
resting cells and in the utter absence of energy sources (Heipieper et al. 1992), the
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Table 1 Protein BLAST-analysis (Basic Local Alignment Search Tool) of CTI with the protein
sequence of Pseudomonas aeruginosa PAO1 as reference (National Center for Biotechnology
Information, NCBI)

Strain
Accession
number Identity (%) Similarity

Pseudomonas aeruginosa PAO1 NP_250537 100 100

Pseudomonas aeruginosa UCBPP-PA14 YP_791395 99 99

Pseudomonas aeruginosa PA7 YP_001348806 97 98

Pseudomonas fluorescens Pf-5 YP_260763 70 81

Pseudomonas mendocina ymp YP_001187652 70 80

Pseudomonas fluorescens PfO-1 YP_348835 69 80

Azotobacter vinelandii AvOP ZP_00417349 68 80

Pseudomonas psychrophila BAB41104 67 78

Pseudomonas syringae CAD59690 67 78

Pseudomonas stutzeri A1501 YP_001172723 66 77

Pseudomonas putida F1 YP_001268629 65 78

Pseudomonas entomophila L48 YP_608923 65 78

Pseudomonas putida KT2440 NP_744525 64 78

Pseudomonas syringae pv. phaseolicola
1448A

YP_274814 64 78

Pseudomonas syringae pv. tomato str.
DC3000

NP_792539 62 76

Alcanivorax borkumensis SK2 YP_693420 52 68

Nitrosomonas europaea ATCC 19718 NP_841379 50 66

Janthinobacterium sp. Marseille YP_001352887 41 54

Methylococcus capsulatus str. Bath YP_114244 40 55

Saccharophagus degradans 2-40 YP_525852 39 55

Geobacter lovleyi SZ ZP_01594476 39 54

Bdellovibrio bacteriovorus HD100 NP_968533 38 56

Vibrio cholerae O395 YP_001215326 38 55

Methylococcus capsulatus str. Bath YP_114035 38 54

Vibrio cholerae O1 biovar eltor str. N16961 NP_232942 38 54

Vibrio vulnificus YJ016 NP_936692 37 54

Vibrio fischeri ES114 YP_206570 37 54

Vibrio harveyi ATCC BAA-1116 YP_001448237 37 54

Pelobacter propionicus DSM 2379 NP_232942 37 54

Shewanella baltica OS195 YP_001556410 37 54

Shewanella baltica OS155 YP_001048852 37 54

Pseudoalteromonas atlantica T6c YP_662860 37 53

Shewanella sp. MR-7 YP_739567 36 55

Vibrio vulnificus CMCP6 NP_762110 36 55

Shewanella sp. ANA-3 YP_868147 36 55

Vibrio parahaemolyticus RIMD 2210633 NP_800187 36 54

Shewanella sp. MR-4 YP_732637 36 54

Colwellia psychrerythraea 34H YP_266855 36 54

Vibrio splendidus 12B01 ZP_00991480 36 52

(continued)
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involvement of complex models that include sophisticated enzymatic pathways must
be denied.

The currently accepted regulation model is schematically presented in Fig. 1.
Enzyme activity is apparently controlled by simply allowing or prohibiting the active
center of the enzyme to reach the double bond, which depends, however, on the
fluidity of the membrane. The hydrophilic Cti located in the periplasmic space can
only reach its double bond target – hidden at a certain depth in the membrane –when
the membrane’s rigidity is lowered and thus is “opened” by environmental condi-
tions that cause a disintegration of the membrane, e.g., in the presence of toxic
hydrocarbons (Heipieper et al. 2001; Hartig et al. 2005). As acyl chain packing is

Table 1 (continued)

Strain
Accession
number Identity (%) Similarity

Marinomonas sp. MWYL1 YP_001340552 35 52

Pseudoalteromonas haloplanktis TAC125 YP_341269 35 50

Arcobacter butzleri RM4018 YP_001489204 33 53

OM

CM

Periplasm

OM

CM

Periplasm

OM

CM

Periplasm

”normal“ membrane
All unsaturated fatty acids are present 
in the cis-configuration as the active 
but hydrophilic CTI cannot enter the 
rigid and hydrophobic membrane

Presence of a solvent
Membrane swells and 
its fluidity increases

CTI can enter the membrane and reach 
its substrate, the cis-double bonds

After CTI action
CTI catalysis isomerization of cis- to 
trans- unsaturated fatty acids

This leads to a reduced membrane 
fluidity and to an exclusion of CTI from 
the membrane

+ Solvent 

Fig. 1 Scheme of a possible regulation of the enzymatic mechanism of the cis–trans-isomerase by
the fluidity of the membrane. OM outer membrane, CM cytoplasmic membrane, Green phospho-
lipids, Red outer membrane lipids, Blue Cti
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tightened by cis- to trans-isomerization of the unsaturated fatty acids (Seelig and
Waespe-Šarcevic 1978; Chen et al. 1995; Roach et al. 2004; Loffhagen et al. 2007),
intrusion of the protein is counteracted, and concomitantly, cis- to trans-isomeriza-
tion is impeded, eventually resulting in a proper regulation of acyl chain packing
without the involvement of indirect signaling mechanisms or pathways. Upon
removal of membrane active compounds, recovery of regular low trans–cis-propor-
tion most likely occurs by de novo synthesis of cis-fatty acids, since the reverse
(trans to cis) process would require energy input.

The above model for the regulation of Cti activity also sufficiently illuminates the
repeatedly reported relation between the degree of cis–trans-isomerization and the
toxicity caused by different concentrations of specific environmental stress factors
(Heipieper et al. 1995, 1996). As a concomitant result of the enzymatic reaction, a
reduction of membrane fluidity takes place and the enzyme is forced out of the
bilayer. Since Cti cannot reach its target when membrane fluidity has reached its
initial level, an immediate and adjustable response to changing environmental
conditions is assured (Heipieper et al. 2001).

6 Research Needs

The cis–trans-isomerization of unsaturated fatty acids is assumedly part of the
general stress response in Pseudomonas and Vibrio cells. As a matter of fact, it
constitutes a rapid adaptive mechanism facilitating urgent modifications of mem-
branes to cope with emerging environmental stress. Such an immediate response,
acting in terms of minutes, is suited to provide sufficient time for the cell growth-
dependent mechanisms to execute their part in the adaptive response; it is the
immediate reaction that assures survival under several stress conditions (Heipieper
et al. 2007). In other words, the cis–trans-isomerase represents a major and urgent
system helping the cells to withstand the deathly impact of a toxic hydrocarbon,
concomitantly facilitating the induction of further adaptive mechanisms that even-
tually enable the entire adaptation (Cronan 2002; Hartig et al. 2005; Zhang and Rock
2008).

Because of its simpleness and effectiveness and since it works without complex
transcriptional regulation, it is surprising that cis- to trans-isomerization of fatty
acids is not ubiquitously found in gram-negative bacteria. An explanation may be
derived from the widespread distribution of members of Pseudomonas and Vibrio,
genera known to be highly adaptable and to have conquered all ecosystems such as
soil, human skin, and seawater. Cti activity renders cells extremely flexible and
adaptable to rapidly occurring changes in their respective environments. Thus, one
future challenge – besides the physiological and biochemical proof of Cti activity –
is to provide evidence for the physiological presence of Cti in the bacteria for which
the BLAST analysis indicated a possible presence of the cis–trans-isomerase gene
within the genome (Table 1) in compliance with the conditions. Potential candidates
are members of the genera Methylococcus and Nitrosomonas as the presence of
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trans-unsaturated fatty acids is long known in these bacteria. In addition, these
bacteria are also known to occur in a number different ecological habitats. Another
potential candidate is Alcanivorax borkumensis especially because of its importance
for the biodegradation of oil spills in marine environments (Hara et al. 2003). Its
similarity (68%, Table 1) to the Cti of P. aeruginosa, which is very close to that of
P. putida strains, makes such an attempt quite promising.

For those bacteria in which Cti is present, it offers the possibilities to use the
trans–cis-ratio of unsaturated fatty acids as an elegant, reliable, and rapid
bioindicator for membrane stress either in experimental setups or in the original
environment. Indeed, such an application was already suggested; a trans– cis-ratio
greater than 0.1 was proposed to serve as an index for starvation or stress in
environmental samples (Guckert et al. 1986). Although statistical validation and
reliable correlation are to be ensured, the determination of the trans– cis-index
might, thus, be a valuable option in studying the toxicity status of natural samples.
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Abstract
Many toxic hydrocarbons that are present as environmental pollutants are poten-
tial substrates for bacteria; other, very hydrophobic hydrocarbons exhibit
extremely low water solubility and are poorly bioavailable. The development of
specific adaptive mechanisms to the toxicity as well as the low bioavailability of
these substrates allows many bacteria to cope with such challenges. Strategies of
bacteria to increase the accessibility of these compounds are modifications of
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their cell surfaces or the release of biosurfactants. Both “strategies” aim at an
increased accessibility of the compounds, either by the reduction of surface
tension or by allowing a direct hydrophobic-hydrophobic interaction between
cell surface and the substrates. The toxicity of hydrocarbons is mainly caused by
their permeabilizing effect on the cytoplasmic membranes leading also to a loss of
ATP and a decrease in the proton gradient. Bacteria are able to modify their
cellular energetics in order to adapt to the presence of toxic hydrocarbons by
activating their electron transport phosphorylation systems allowing homeostasis
of ATP level and energy charge in the presence of the toxic conditions, however,
at the price of a reduced growth yield.

1 Introduction

Many hydrocarbons such as monoaromatics and alkanols that are present as envi-
ronmental pollutants are toxic to bacteria. On the other hand, these compounds are
also potential substrates for bacteria. Very hydrophobic hydrocarbons exhibit
extremely low water solubility and are poorly bioavailable. In order to cope with
such challenges, many bacteria capable of degrading potential organic pollutants
have developed specific responses to the toxicity as well as to the low bioavailability
of the hydrocarbons. One strategy of bacteria to increase the accessibility of these
compounds is modifications of their cell envelopes regarding the hydrophobicity in
order to allow a direct hydrophobic-hydrophobic interaction with the substrates.
Other important responses of bacteria that allow degradation or survival in the
presence of hydrocarbons are related to cellular energetics. The toxicity of organic
solvents to cells is mainly caused by their permeabilizing effect on the cytoplasmic
membranes leading also to a loss of ATP and a decrease in the proton gradient.
Therefore, both the surface properties and energetics are important physiological
parameters of bacteria to cope with the presence of hydrocarbons. This will be
presented in the following chapter.

1.1 Physicochemical Surface Properties of Bacteria to Adapt
to the Presence of Hydrocarbons

Most potential environmental pollutants can be degraded by at least one group of
bacteria. However, even though the degradative potential is present in a contaminated
site, the bacteria have to solve the problem that such hydrophobic compounds are poorly
bioavailable due to their extremely low water solubility. Bacteria increase the bioavail-
ability of substrates such as polycyclic aromatic hydrocarbons (PAH) by facilitating a
direct adhesion to them in order to allow a direct uptake from the solid phase.

Physicochemical cell surface properties of bacteria are measured using the
so-called microbial adhesion to hydrocarbon (MATH) test (Rosenberg 2006). This
test simply measures the partitioning of cells in a hexadecane/water system and is
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commonly used for more than 25 years. Next to the MATH test, the water contact
angles (θw) (Van Loosdrecht et al. 1987b) and zeta potentials (ζ) (Van Loosdrecht
et al. 1987a) of cells are measured as values for surface hydrophobicity and surface
charge, respectively, and are known to correlate directly to adhesion properties. Cell
surface hydrophobicities are derived from the water contact angles (θw) on bacterial
lawns using a drop shape analysis system. The zeta potential (ζ) as an indirect
measure of cell surface charge is approximated from the electrophoretic mobility
according to the method of Helmholtz-von Smoluchowski (Van Loosdrecht et al.
1987b).

1.2 Corynebacterium-Mycobacterium-Nocardia-Rhodococcus
Group

Several studies regarding adaptive responses of environmentally relevant bacteria
were carried out with Gram-positive bacteria belonging to the Corynebacterium-
Mycobacterium-Nocardia group, including the genus Rhodococcus, bacteria capable
of degrading PAH as well as alkanes and terpenes. In order to metabolize such
compounds that regularly show a very low bioavailability, these bacteria have devel-
oped specific responses. These adaptive mechanisms include the presence of high
affinity uptake systems, changes in the surface properties allowing direct adhesion to
the substrate, and the excretion of biosurfactant in order to increase the bioavailability
of the hydrocarbons (Lang and Philp 1998; Wick et al. 2002a). Next to the production
of biosurfactants, this group of bacteria is known to contain large amounts of long-
chained C60–C90 fatty acids (mycolic acids) that are specific for this group of bacteria.
These fatty acids are located as a layer on the cell wall and are responsible for the
pH-tolerance as well as the high surface hydrophobicity of these bacteria. Changes in
the composition of these mycolic acids of Mycobacterium strains and other
mycolate-containing genera have been described to depend on the availability
and structure of the carbon source (Wick et al. 2002b, 2003). Anthracene-grown
Mycobacterium frederiksbergense LB501T cells respond to the low bioavailability
of their substrate by modifying their physicochemical cell wall properties leading
to up to 70-fold better adhesion to hydrophobic surfaces in comparison to glucose-
grown cells (Wick et al. 2002a). Also, cells of Rhodococcus erythropolis show
adaptive changes in their surface properties when grown on n-alkanes
(de Carvalho et al. 2009). In addition, Rhodococcus opacus modified its mycolic
acid in the presence of both osmotic stress caused by NaCl and toxic concentra-
tions of 4-chlorophenol (de Carvalho et al. 2016).

1.3 Acinetobacter

In addition, Gram-negative bacteria are known to change their surface properties as
an adaptive response to the low bioavailability of potential substrates such as diesel
fuel components. Best investigated strains are Acinetobacter calcoaceticus RAG-1
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(Rosenberg and Rosenberg 1981) and A. venetianus VE-C3 (Baldi et al. 1999), the
former successively assigned to the same genomic species of VE-C3 strain
(Vaneechoutte et al. 1999). The cell surfaces of A. venetianus strain RAG-1 are
always hydrophobic, even if growth is accomplished in a complex medium without
hydrophobic substrate addition. On the contrary, the hydrophilic A. venetianus
VE-C3 strain became hydrophobic only after exposure to n-alkanes. Both strains
showed an extremely high hydrophobicity when cultivated with long-chained n-
alkanes such as n-hexadecane or a mixture of n-alkanes (C12–C28) as carbon and
energy source. By changing the composition of their outer membrane, especially the
lipopolysaccharides (LPS), Acinetobacter strains are able to directly adhere to
droplets of alkanes in order to allow a direct uptake of these hydrocarbons as
substrates (Walzer et al. 2006). Additionally, these bacteria release biosurfactants
when they grow in the presence of hydrocarbons that reduce the surface tension and
also increase the bioavailability of alkanes.

Electrokinetic properties of the cells pointed out that Acinetobacter sp. strain
RAG-1 was hydrophobic, with an electrophoretic mobility (μ) of �0.38 � 10�8 m2

V�1 s�1 and zeta potential (ζ) of�4.9 mV in seawater, and MATH test confirmed its
hydrophobicity (Baldi et al. 1999). RAG-1 produces emulsan, an extracellular
bioemulsifying lipopolysaccharide, which reduces the surface tension of diesel
fuel. RAG-1 cells observed in the light microscopy transmission mode break the
surface of diesel fuel drops upon contact with the hydrophobic layer. The activity of
emulsan is due to a presence of fatty acids that are attached to the polysaccharide
backbone via O-ester and N-acyl linkages (Ron and Rosenberg 2002). Because of
these properties, Acinetobacter calcoaceticus RAG-1 (successively to be emended to
A. venetianus RAG-1) became well known for the commercial production of the
biosurfactant emulsan (Pines and Gutnick 1986; Rosenberg and Ron 1997, 1999).
Thus, the efficiency of hydrocarbon degradation in strain RAG-1 is due to the
biosurfactant production and surface cell properties.

In the presence of diesel fuel droplets, cells of A. venetianus strain VE-C3 formed
cell-to-cell aggregates and then adhered to the surface of the n-alkane droplets by a
polysaccharide-based polymer anchored to the proteins or lipids of the outer mem-
branes (CPS) (Baldi et al. 1999). Microscopic observations showed diesel fuel drops
completely colonized by VE-C3 cells, having the effect to decreasing the surface
tension. Strain VE-C3 in seawater was hydrophilic, with μ of�0.81� 10�8 m2 V�1

s�1 and ζ of �10.5 mV, and MATH test showed that the hydrophilic VE-C3 strain
became hydrophobic only after exposure to n-alkanes (Baldi et al. 1999). Thus,
strain VE-C3 showed a longer lag phase before starting to grow on diesel fuel as
carbon and energy source, due to the fact that this strain formed cell-to-cell aggre-
gates before adhesion to the surface of diesel fuel drops.

Glycosylation activity in strain VE-C3 grown in the presence of diesel fuel produced
a polysaccharide capsule, and emulsified diesel fuel nanodroplets were observed at the
cell envelope perimeter. A glycoprotein with an apparent molecular mass of 22 kDa, as
revealed by ConA-lectin blotting analysis, in the outer membrane was probably
involved in the bioemulsifying activity at the cell envelope (Baldi et al. 2003).
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Electrochemical techniques allow the calculation of the film formation time (τ),
showing that in RAG-1 strain it stabilizes at τlim = 500 ms, and for VE-C3 τlim
dropped to zero, pointing out that in the latter strain the film is formed by the
adsorption of dissolved biopolymers, whereas with τlim greater than zero rate-
limiting surface process is involved in film formation. Biofilm formation in VE-C3
thus depends on the adsorption of CPS, which is faster than the coalescence of cell-
spreading zones, the rate-limiting surface process in film formation by RAG-1 cells.
Differences in τlim between RAG-1 and VE-C3 reflect a difference in the flexibility
of their outer membrane and cell-to-cell interaction (Baldi et al. 1999).

Different behaviors are observed concerning glycoproteins embedded in outer
membranes showing emulsifying activity, as previously observed in Acinetobacter
radioresistens KA53 with the production of the bioemulsifier alasan, a high-mass
complex of proteins and polysaccharides. The major emulsification activity of this
complex is associated with a 45 kDa protein (AlnA), which is homologous to the
outer membrane protein OmpA (Navon-Venezia et al. 1995; Toren et al. 2002).
Different independently isolated Acinetobacter strains secrete a structural compo-
nent of the outer membrane of Gram-negative bacteria, the OmpA protein,
suggesting that these proteins have additional functions and are not merely structural
outer membrane components (Walzer et al. 2006).

These properties can also be transferred from one cell to another, as experimental
evidence indicates that a high-molecular-weight bioemulsifier, which coats the
bacterial surface, can be horizontally transferred to other bacteria, thereby changing
their surface properties and interactions with the environment (Osterreicher-Ravid
et al. 2000).

Another mechanism of adhesion involving the reversible monolayer absorption
of a “bald” strain, a mutant of the highly adhesive and hydrophobic bacterium
Acinetobacter sp. strain Tol 5, to a hydrocarbon surface was described (Hori et al.
2008). This mutant lacks filamentous appendages and thereby agglutinating proper-
ties and adsorbs as a monolayer to a hydrocarbon surface. This mechanism of
adsorption is important because it allows effective reaction and transport of hydro-
phobic substrates at oil-water interfaces.

In conclusion, the genus Acinetobacter shows different mechanisms of adhesion
to hydrocarbons in order to exploit them as carbon and energy source; and this aspect
is also of high importance regarding possible environmental biotechnological
applications.

Concerning surface properties of Acinetobacter strains and Gram-positive bacteria,
two bacterial strains, A. venetianus RAG-1 and Rhodococcus erythropolis 20S-E1-c,
showing different macroscopic surface hydrophobicity, were compared using the
dynamic pendant drop technique. The results of this study highlight differences between
the two bacterial strains in terms of cell-cell interactions at the interface (Kang et al.
2008). Moreover, studies conducted with the atomic force microscopy gave insights into
adhesion force distribution, showing the highest forces grouped at one pole of the cell
for R. erythropolis 20S-E1-c and a random distribution of adhesion forces in the case of
A. venetianus RAG-1 (Dorobantu et al. 2008).
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1.4 Pseudomonas

Most research on modifications of the surface properties of Gram-negatives as
adaptive response to changes in environmental conditions was done with Pseudo-
monas aeruginosa PAO1. This bacterium is the reference type strain for the inves-
tigation of biofilm formation as well as adhesion to surfaces and tissues. From this
intense investigation, we now have a quite complex picture of the functioning of the
very outer layer of Gram-negative bacteria as well as the mechanisms with which the
bacteria are able to modify their cell surface properties as a response to changes in
the environment, which are also of pathogenic relevance.

The major component in Gram-negative cells that affects surface properties such
as charge and hydrophobicity is the composition of the LPS layer of the outer
membrane. Here, especially the so-called O-specific region on the very outer cell
surface has an effect on surface properties. In the LPS of P. aeruginosa, the
O-specific region contains two major components. The A-band, a low-molecular-
mass LPS, consists of a homopolymer of D-rhamnose with only minor amounts of
2-keto-3-deoxyoctonic acid (KDO). The B-band, a high-molecular-mass LPS, con-
sists of a heteropolymer of mainly uronic acid derivatives and N-acetylfucosamine.
In case of stress conditions caused by heat shock, the cells react with a complete loss
of B-band LPS compared to the amounts of A-band LPS present on the surface. This
leads to cells with a higher hydrophobicity. This loss of the B-band LPS is a rapidly
occurring physiological reaction of the cells in order to affect surface charge, surface
hydrophobicity, adhesion to hydrophobic surfaces, biofilm formation, as well as
susceptibility to antimicrobial agents and host defense (Kelly et al. 1990). This
alteration in the LPS composition occurs within 15 min after the addition of stressors
such as heat shock (45 �C) (Makin and Beveridge 1996b), the membrane-active
antibiotic gentamicin (Kadurugamuwa et al. 1993), and low oxygen stress (Sabra
et al. 2003). The very fast physiological response was shown to be related to the
formation of membrane vesicles mainly consisting of B-Band LPS that lead to fast
and drastic increase in the hydrophobicity of the cells (Kadurugamuwa and Bever-
idge 1995; Sabra et al. 2003).

The changes in cell surface charge and hydrophobicity of the solvent-tolerant
bacterium Pseudomonas putida DOT-T1E as an adaptive response to the presence of
toxic concentrations of n-alkanols were shown. Cells exposed to 1-decanol imme-
diately increased their water contact angles θw from 30 to 85�. This drastic increase
in cell surface hydrophobicity was related to an increase in the negative surface
charge as the zeta-potentials ζ decreased from �15 to �30 mV (Neumann et al.
2006). These corresponding changes of the water contact angle and zeta-potential
reflect the negative correlation between cell hydrophobicity and surface charge
already observed earlier (Van Loosdrecht et al. 1987a, b; Makin and Beveridge
1996a). The steep increase of cell hydrophobicity and the decrease in ζ-potential of
cells grown in the presence of 1-decanol took place within about 15 min after
addition of the solvent. These changes were not observed when the 1-decanol was
added to cells that had been killed by a 30 min incubation with HgCl2 (Neumann
et al. 2006). Thus, it was clearly demonstrated that the observed increase in the
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hydrophobicity of cells grown in the presence of 1-decanol was caused by physio-
logical changes that could only be carried out by living cells (Neumann et al. 2006).
Hence, it was proven that changes in the surface properties also occur as an adaptive
response to the presence of toxic hydrocarbons. In addition, one investigated
solvent-tolerant strain, P. putida Idaho, changed its LPS composition when grown
in the presence of o-xylene. A higher-molecular-weight LPS band disappeared,
whereas it was replaced by a lower-molecular-weight band in the presence of the
aromatic compound (Pinkart et al. 1996). However, an explanation for the physio-
logical advantage of a more hydrophobic cell surface as an adaptive response to the
presence of very high concentrations of toxic hydrocarbons seems very difficult.
This had already been discussed in 1998 by de Bont (1998) who had assumed a
decrease in cell hydrophobicity in order to repel the solvent. The outer membrane is
known to be a very good barrier for hydrophobic compounds. However, this very
low permeability for hydrophobic compounds is usually more affected by the outer
membrane porins than by variations in the LPS content. Taking into consideration
that a whole cascade of adaptive mechanisms is necessary to allow bacteria to
tolerate toxic hydrocarbons, the observed modification of the surface properties
makes sense as this hydrophobic layer is able to accumulate more of the solvents
(Heipieper et al. 2007). Especially the presence of specific efflux pumps that
permanently remove the toxic hydrocarbons from the cytoplasmic membrane and
transport them to the outer layer of the outer membrane supports this positive effect of an
hydrophobic layer at the surface (Segura et al. 2004). Additionally, it seems that with the
release of membrane vesicles leading to a hydrophobic surface, also the solvents
accumulated in the membrane are removed from the cells as this was found for toluene
(Kobayashi et al. 2000; Mashburn-Warren and Whiteley 2006). In P. putida, it was
shown that the release of membrane vesicles is caused by different stressors directly
leading to an increase in cell surface hydrophobicity and biofilm formation (Baumgarten
et al. 2012a, b; Baumgarten and Heipieper 2016). However, the gene regulation as well
as the enzymatic mechanism of the membrane vesicle formation is still not completely
understood (Mashburn-Warren andWhiteley 2006; Kulp and Kuehn 2010; Tashiro et al.
2010a, b, 2012; Schwechheimer and Kuehn 2015).

Bacteria belonging to the genus Pseudomonas are not only famous because of
their high solvent tolerance but mainly because of their capability to degrade a wide
range of pollutants even at very low concentrations. Also, in the presence of
nontoxic crude oil components such as hexadecane, an increase in cell surface
hydrophobicity has been observed (Norman et al. 2002). A major reason for this
change in the surface properties seems to be an increased adhesion to the surface of
the very poorly soluble compounds that leads to an increase in the bioavailability of
the compounds (Wick et al. 2002a, 2003). As in the adaptation to poorly water-
soluble substrates, also uptake systems seem to be involved, a hydrophobic surface
also works as a kind of source for the compounds that accumulates them at the cell
surface and allows a better uptake (Arias-Barrau et al. 2005). Thus, a more hydro-
phobic surface can work as a kind of sink for toxic concentrations of solvents that are
excluded by efflux pumps but also as a kind of source for less bioavailable substrates
that are transported into the cells by several uptake systems.
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1.5 Effect of Toxic Hydrocarbons on Bacterial Energetics

Many hydrocarbons are known to be toxic to cells, mainly due to their
permeabilizing effect on the membranes (Heipieper et al. 1994; Sikkema et al.
1995). This leads to a loss of important cellular components and ions (Lambert
and Hammond 1973; Heipieper et al. 1992), including a decrease in the proton
gradient (Sikkema et al. 1994). Additionally, also the efflux of cellular ATP after
addition of phenols was described (Heipieper et al. 1991). Next to this loss of
energetic potential caused by chemical effects of the solvents, the adaptive mecha-
nisms, especially the activity of energy-dependent efflux pumps (Segura et al. 2004),
are consuming ATP that cannot be used for growth. This is reflected in an about 50%
reduced growth yield that was observed in cells of Pseudomonas putidawhen grown
in the presence of toxic organic solvents such as toluene and 1-decanol (Isken et al.
1999; Neumann et al. 2006). However, cells grown in the presence of solvents
showed nearly the same growth rates μ than non-stressed bacteria (0.63 h�1 com-
pared to 0.70 h�1). The data of both investigations are summarized in Table 1.
Taking into consideration all possible negative effects of toxic hydrocarbons on
bacteria, one would assume a quite disturbed energetic level of the cells when grown
in the presence of solvents (Neumann et al. 2006).

Astonishingly, the ATP content of cells was even slightly higher when grown in
the presence of 1-decanol than in the absence of the solvent. The cellular ATP
content was 8–9 nmol/mg dry weight, which is similar to results found previously
for aerobic bacteria (Tran and Unden 1998).

The lower ATP contents of cells grown in the absence of toxic solvents can be
explained by a decreasing specific ATP production at higher growth rates, indicating
a higher energetic efficiency of carbon substrate utilization during fermentations in
the absence of 1-decanol (Kayser et al. 2005). As the ATP content by itself does not
always reflect the actual energy status, also the concentrations of the other adenine
nucleotides and the adenylate energy charge that allows an exact expression of the
energetic levels of the cells under different growth conditions should be taken into
consideration. The adenylate energy charge (E.C.) is given by the following
equation:

E:C: ¼ ATPð Þ þ 1=2 ADPð Þ
ATPð Þ þ ADPð Þ þ AMPð Þ

Regularly, aerobic bacteria show an E.C. of 0.8–0.95 when grown exponentially
(Atkinson and Walton 1967). The E.C. declines to values of 0.3–0.45 when the cells
enter late exponential phase and further decreases in the stationary phase; also on the
energetic level, viability of the bacterial cells still is maintained before the cells die
(Chapman et al. 1971; Loffhagen and Babel 1985; Lundin et al. 1986). However,
also the energy charge of the cells showed no difference upon incubation with or
without the solvent (Neumann et al. 2006). Apparently, a complete adaptation of the
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bacterial cells can be achieved which is reflected in similar bioenergetics regardless
of the presence or absence of toxic organic solvents. Proteomic studies of two
P. putida strains grown in the presence of toxic solvents revealed an up-regulation
of enzymes responsible for the electron chain transport and ATP synthesis (Segura
et al. 2005; Volkers et al. 2006).

It can be concluded that although the bacteria need additional energy for their
adaptation to the presence of toxic hydrocarbons, they are able to maintain or
activate their electron transport phosphorylation allowing homeostasis of ATP
level and energy charge in the presence of the solvent, at the price of a reduced
growth yield.

2 Research Needs

One of the most important open research questions regarding the ability of bacteria
to modify their surface properties is the elucidation of the exact physiological and
biochemical mechanism of this important process. Here, especially the biology of
the fast release of membrane vesicles will be a subject of intense future research,
with probable relevance in medical microbiology. A possible field for environmental
microbiological research on this topic could be represented by studies on bacterial
aggregation and on the hydrocarbon incorporation mechanism by polysaccharides to
be carried out in natural samples constituted by aggregates that appear in marine
areas. This phenomenon was observed in the Adriatic Sea and, although less evident,
in the Tyrrhenian Sea (Misic et al. 2005). Experiments should be conducted with
samples collected from marine aggregates or from foam floating at the sea surface in
hydrocarbon polluted sites and harbor areas. Physiological studies and microscopic
analyses should reveal how the contact between hydrocarbons and bacterial cells is
achieved, maybe by still unknown chemicals that are interesting for industrial
applications.

Table 1 Growth rates, doubling times, and relative yield for fermentations with two solvent-
tolerant strains of Pseudomonas putida grown in the presence and absence of a second phase of the
solvents toluene and 1-decanol (Isken et al. 1999; Neumann et al. 2006)

Strain P. putida DOT-T1E P. putida S12

Solvent Control + 1-decanol Control + Toluene

C-source Na2-succinate Glucose

Growth rate μ (h�1) 0.70 0.63 0.71a 0.54a

Doubling time td (min) 59 66 58b 76b

Yield (g protein/g C-source) 0.21 0.11 0.34 0.20

Relative cell yield (%) 100 52 100 59
aMaximum dilution rate (= growth rate) possible in chemostat cultures not leading to washout of
the cells
bMaximum doubling time possible in chemostat cultures not leading to washout of the cells
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Abstract
Despite the harmful effects observed when bacteria grow in a hydrocarbon-rich
environment, some have been able to overcome the potential toxicity; however,
specific interactions that operate at the hydrocarbon/aqueous interface remain
unknown due to the difficulty of studying these interactions. Fortunately, there
have been vast improvements in sample preparation such as the introduction of
high-pressure freezing/freeze substitution (HPF/FS) which are able to preserve the
ultrastructure while imaging. This process has been a gateway to a greater under-
standing of the ultrastructure of these interactions which could present deeper
insight into the many processes that involve hydrocarbons. These processes include
events such as catastrophic oil spills that give the opportunity to study the hydro-
carbon/aqueous interface for the potential of utilizing new mechanisms in future
disasters. This follows the possibility of reducing industrial oil souring by studying
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sulfate-producing bacterium, as well as furthering our understanding in biofuel
production, where engineered microbes are used to produce hydrocarbon fuels.

1 Introduction

Microbial life at the hydrocarbon/aqueous environment interface is one of the most
fascinating yet ill-understood phenomena in microbiology, in part, due to the
challenges faced by microbes when interacting with a hydrocarbon surface. Further-
more understanding of the hydrocarbon/aqueous environment interface is of high
economic significance, be it in the context of oil spills, oil well souring, or the
production of biofuels.

2 Fossil Fuel Production and Spills

As a result of fossil fuel drilling, hydrocarbons can be released incrementally from
natural leaks in the ocean floor or by catastrophes and can cause havoc on microbial
communities in freshwater and oceanic bodies of water which are known to influ-
ence the biogeochemical cycles and food webs of the entire planet (Zehr 2010).

The Deepwater Horizon oil spill was the second largest accidental marine oil spill
in the history of the oil industry and is an example of how hydrocarbons can
devastate bacterial communities. This spill resulted in a huge influx of hydrocarbons
(around 780,000 cubic meters or 210 million US gallons) from the Macondo well
(MC252) over 3 months of being released into the Gulf of Mexico (Baelum et al.
2012). This tragic accident provided an opportunity to enrich and isolate indigenous
hydrocarbon-degrading bacteria and to identify the hydrocarbon concentrations and
microbial community composition (Baelum et al. 2012; Hazen et al. 2010). There
was also the opportunity to study the effect of the oil dispersant COREXIT and the
iron source FeCl2 on floc formation and the microbial degradation of oil (Macondo
MC252), since these reagents are often used in oil spills, yet their effects on
indigenous microbes in the environment and their potential influence oil degrada-
tion rates had been previously unknown (Baelum et al. 2012).

When isolated and enriched with Macondo MC252, the indigenous microbial
communities demonstrated approximately 60% to 25% degradation of the oil with or
without COREXIT, with no negative effects of high amounts of COREXIT on the
growth of indigenous microorganisms from the isolation site. Additionally, FeCl2
was shown to increase respiration rates, but not the total amount of hydrocarbons
degraded (Baelum et al. 2012). Enrichment with MC252 and/or COREXIT in the
absence of FeCl2 also leads to floc formation, with sequences representative of
Colwellia becoming dominant. This species specifies was confirmed to rapidly
degrade high amounts of MC252, demonstrating the evolution of flocs during
exposure to high concentrations of MC252 (Baelum et al. 2012).

The ecological significance of high hydrocarbon amounts on microbial compo-
sition was further shown by studies done with the oil on the shore of Grand Isle,
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Louisiana, that caused a shift in the community structure toward hydrocarbo-
noclastic consortia. Gene sequencing demonstrated a diverse array of known petro-
leum hydrocarbon-degrading microorganisms, including Marinobacter strains
(Lamendella et al. 2014).

Petroleum hydrocarbon degradation/catabolism is an energetically favorable pro-
ccess that occurs under both aerobic and anaerobic conditions utilizing pathways that
involve terminal oxidation (subterminal oxidation, ω-oxidation, and β-oxidation),
reduction, hydroxylation, and dehydrogenation reactions (Varjani 2017; Abbasian
et al. 2015). In aerobic conditions, hydrophobic hydrocarbon methyl groups undergo
oxidation to form an alcohol, which is then dehydrogenated via an aldehyde into a
corresponding carboxylic acid, which can then be metabolized by the β-oxidation
pathway of fatty acids (Varjani 2017; Das and Chandran 2011). Corresponding
oxygenases and peroxidases to this degradation mechanism have also been identified
for the purpose of microbial degradation of hydrocarbon pollutants; examples include
alkB gene for alkane monooxygenase, xylE gene for catechol dioxygenase, and nahAc
gene for naphthalene dioxygenase (Varjani 2017). We have made progress in elucidat-
ing a number of variables that affect biodegradation of hydrocarbons, including oxygen
availability, optimal temperature range, and adequate pH (Ratcliffe 2017). However for
microbe-, host-, environment-, and location-specific mechanisms of catabolism, the
details of the hydrocarbon-microbe interaction remain largely unknown.

3 Oil Well Souring

Apart from oil spills, there is also economic value in preventing the souring of oil
wells. Sulfate-reducing bacteria can metabolize hydrocarbons present in the aqueous
environment of an oil well, using sulfate as a terminal electron acceptor, thus
reducing sulfate to hydrogen sulfide gas, with a foul odor and corrosive properties.
Oil is considered “sour” if it contains more than 0.5% sulfur and accelerates
corrosion of the metal infrastructure used for oil production and processing (Leffler
2008). Similarly, sulfur would damage engine components if it were not removed
when oil is refined in fuels. High-sulfur oil is more costly to refine and as a result is
less valuable than low-sulfur oil (Leffler 2008). One mechanism for the souring of
oil is sulfate-reducing bacteria present in the seawater, which oxidizes hydrocarbons
in the aqueous interface and produces sulfides in the process. The Desulfobulbaceae
family and its notable member Desulfovibrio vulgaris (D. vulgaris) are known to
contribute to oil well souring (Muyzer and Stams 2008).

4 Sulfate Reduction Using Desulfovibrio vulgaris

Sulfate reducers like D. vulgaris are able to survive in a variety of toxic conditions,
including hydrocarbon environments by adjusting their metabolism to the point that
they can use sulfate as the terminal electron acceptor to generate sulfide, as long as
they have hydrogen, formate, lactate, ethanol, or other organic compounds, such as
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crude oil, as a carbon source (Liamleam and Annachhatre 2007). The US Depart-
ment of Energy has sponsored detailed research ofD. vulgaris as a sulfate reducer; as
a result, it is a well-studied model system for sulfate reducers. Genome sequence
analysis revealed a complex, periplasmic cytochrome network, along with details
about its transmembrane electron transport and cytoplasmic sulfate reduction capa-
bilities (Heidelberg et al. 2004).

This research identified cytoplasmic isozymes as a critical component in hydro-
gen cycling and an unexpectedly high number of formate dehydrogenases. The latter
suggests a system of chemiosmotic energy conservation by the diffusion of an
uncharged metabolic intermediate, i.e., formate, from the cytosol with subsequent
periplasmic oxidation (Heidelberg et al. 2004).

5 Biofuel Production

Microbes have a significant role to play in the production of biogenic transportation
fuels (Lee et al. 2008). Microbial metabolic pathways are reengineered to produce
hydrophobic precursors to biofuels or final products, which when produced in high
quantity are either stored inside the cells (due to the hydrophobic effect) or continu-
ously secreted. Hydrocarbons are relatively simple organic substances that, while being
comprised of only carbon and hydrogen, constitute a large variety of compounds, each
with their own unique chemical properties. For example, hydrocarbons with aliphatic
structure will behave differently to aromatic compounds. Thus biodegradability of
hydrocarbons can be ranked from highest to lowest as follows: linear alkanes >
branched alkanes> low-molecular-weight alkyl aromatics> monoaromatics> cyclic
alkanes > polyaromatics � asphaltenes (Atlas 1981; Leahy and Colwell 1990).
However, in most cases, hydrocarbons negatively interfere with membrane function:
The Douglas fir terpene α-pinene and toluene led to massive leakage of the cytoplasm
of S. cerevisiae (Andrews et al. 1980) and E. coli (de Smet et al. 1978). Candida grown
in increasing concentration of n-alkanes reduces glucose utilization (Gill and Ratledge
1972). Phospholipid bilayer integrity is compromised, resulting in the breakdown of
membrane ion gradients (Sikkema et al. 1994) and thus cell death.

In our own biofuel-related research, we studied E.coli and yeast producing
various titers of hydrocarbons, and at higher titer, we find microbes to be ultrastruc-
turally highly disturbed (see Fig. 1), with microbes trying to compensate for the
toxicity by compartmentalization. While it seems clear that hydrocarbons have a
devastating effect on microbes, the exact reason for its toxicity is poorly understood.
At the core of the mystery lies how microbes deal with the challenge put forward by
hydrophobic, lipophilic surfaces on the microbial cellular membranes and macro-
molecular bacterial organization. It would seem from a chemical point of view that
hydrocarbons could act like an organic solvent, thus posing a real threat to the
integrity of lipid bilayer-based membranes and with it to the ion gradients across
such membranes needed to allow proper physiological function. It seems almost
ironic that microbial cells may literally sit on an infinite carbon source, yet struggling
to keep alive and metabolically productive. And while many bacteria are not up for
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the task, there are some that not only will be able to cope with such hostile conditions
but also thrive in such hydrophobic hydrocarbon-rich environments. Interestingly,
gram-negative bacteria exhibited higher tolerance against lipophilic compound when
compared to gram-positive bacteria (Harrop et al. 1989). The higher tolerance of
gram-negative bacteria presumably is due to the presence of lipopolysaccharides in
its outer membrane, which may constitute a protective layer. Another strategy to
increase tolerance against hydrocarbons is the expression of bacterial membrane
protein efflux pumps, which can result in rapid removal of toxic hydrocarbon from
the inside of microbes. Engineering E. coli to express an efflux pump from
A. borkumensis allowed increased limonene production yield (Dunlop et al. 2011).

6 The Role of Imaging in Microbe-Hydrocarbon Research

The mysteries of how exactly microbes have adapted to the challenges of hydro-
phobicity are complicated by the fact that bacteria rarely exist as individual, inde-
pendent cells but mostly are found in biofilms. When forming biofilms, a large

Fig. 1 Ultrastructural analysis of E. coli (top row) and S. cerevisiae (bottom row) producing
biofuels. Low magnification (a) and higher magnification (b) scanning electron micrographs of
E. coli producing biofuels, resulting in the formation of globular structures pinching off from the
bacterial membrane surface. Whole-mount TEM imaging of E. coli (c) confirms that compartmen-
talization of biofuel into droplets, marked by asterics; (d–e) S. cerevisiae producing increased titers
of biofuels. Note that under low titer conditions (d), cells show a healthy uniform shape (note
normal-looking uniform dark, electron dense vacuoles), whereas medium (e) and high (f) titers
resulting in cells with increasingly distorted ultrastructural morphology, including distressed overall
shape as well as irregular internal features, including partially solvent-extracted vacuoles, a likely
storage place in plant cells
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number of microbes display completely different expression profiles, compared to
their planktonic state (Sauer et al. 2002). Therefore it would be expected that
hydrocarbon-challenged microbes will form complex microbial communities that
are difficult to study.

Imaging may provide unique insight in the hydrocarbon/aqueous environment
interface. For instance, synchrotron radiation-based Fourier transform infrared
(SR-FTIR) spectromicroscopy studied bacterial floc groups, including their
low-resolution structure and chemical composition. Bacterial floc groups are formed
by flocculation or the aggregation of oil, biomass, and carbohydrates (Baelum et al.
2012). Strongest peaks indicate the intensity of radiation measured by spectromi-
croscopy and are presented as absorbance units (a.u.). With higher concentrations of
a particular element of a particular chemical bond, the intensity of the emitted IR
radiation is higher. This is a measurement of spatial distribution MC252 oil and
proteins as compared to measurements taken elsewhere in the sample. Thus the
relative location of the non-degraded oil, the oil degradation products, and the
bacteria can be determined from such FTIR spectra, revealing that the pollutant oil
initially accumulates in the floc groups and then is degraded over time.

When it comes to trying to understand the hydrocarbon/aqueous environment
interface, we need to consider a high-resolution imaging mode like electron micros-
copy. Whole-mount negative stain and cryo-imaging of microbes (2D or 3D via
electron tomography) are options but face the challenge that the entire sample
thickness (microbe and environment) needs to be thinner than ~0.5–1 μm, which
can be difficult to accomplish for individual bacteria and is clearly not achievable for
biofilms without sectioning (McDonald and Auer 2006). While cryo-sectioning of
frozen-hydrated samples followed by cryo-EM 2D projection or 3D electron tomog-
raphy is a possibility, this approach suffers from a low success rate and low
throughput, with less than ten labs in the world having the necessary background
to do it. However, such a sample preparation approach (cryo-sectioning) may be
viewed as the gold standard for obtaining unstained, vitrified samples that upon
TEM imaging do not suffer from sample preparation artifacts. Fortunately, there is
an alternative approach that is technically much less challenging and yields excellent
results in terms of contrast and preservation: high-pressure freezing/freeze substitu-
tion (HPF/FS), which cryogenically freezes and thus physically immobilizes the
biological system within milliseconds at liquid nitrogen temperature, with the high
pressure discouraging ice crystal formation (McDonald and Auer 2006; Matias et al.
2003). Not only does this physical fixation allow us to capture the cellular scenery
without disturbing the ultrastructure, but it also allows for the cells be viable once
thawed (Hunter and Beveridge 2005). The process of high-pressure freezing/freeze
substitution is initiated by the immersion of the specimens on Isopore membrane
filters in 10% glycerol or 20% bovine serum albumin in CYE medium (Palsdottir
et al. 2009). After immersion, the filters are sandwiched between two aluminum
planchettes (Palsdottir et al. 2009). Next specimens are cryofixed in a high-pressure
freezer such as the Lecia EM PACT2. The Lecia EM PACT2 is the most advanced
high-pressure freezer which includes a rapid transfer system (RTS) that allows one to
do correlative light and electron microscopy with high time resolution (McDonald
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et al. 2007). Once cyrofixed specimens are in anhydrous acetone containing 1%
osmium tetroxide and 0.1% uranyl acetate and infiltrated with Epon-Araldite, they
can be used in a freeze substitution system (McDonald et al. 2007). During the freeze
substitution process, samples are kept at low (dry ice) temperature (�90 �C), where
the cellular water is gradually replaced by an organic solvent by letting the sample sit
for 48 h at this temperature (Jhamb and Auer 2015). After the allotted time, the
samples should slowly be warmed up until they reach �30 �C, and then they should
maintain this temperature for 3 h before they are warmed to 0 �C (Jhamb and Auer
2015). During the warm-up period, the samples can undergo heavy metal staining.
Such samples can then be resin embedded and ultrathin sectioned, before being
examined by room temperature TEM. HPF/FS in combination with electron tomog-
raphy has been successfully applied to a variety of biofilms, including the well-
studied soil bacterium, Myxococcus xanthus (Palsdottir et al. 2009), and
Desulfovibrio vulgaris (manuscript in preparation) with unprecedented insight into
microbial community organization and microbial interaction with its extracellular
environment. It is expected that with a concerted funding effort, the secrets of
microbial interaction with its hydrocarbon environment could be revealed, including
the presence of lipopolysaccharides (LPS) on the outer membrane surface or even
layers of exopolysaccharides (EPS) that may protect the microbes from external
hydrocarbon or the presence of specialized compartments or other strategies that
protect from hydrocarbon toxicity from the inside, e.g., in the context of biofuel
production.

For transmission electron microscopy, sample preparation is critical to obtain
reproducible, reliable results. Despite new techniques, the greatest source of error in
thin sections for TEM still lies in sample preparation (Cheville and Stasko 2014).
Sample preparation treats specimens of interest in a series of reactions, beginning
with primary fixation, postfixation, dehydration, resin infiltration, and embedding.

7 Research Needs

Fixation is done with 2% glutaraldehyde at pH 7.2 (McDonald and Zalpuri 1997),
postfixation with 1% osmium tetroxide in 0.1 M sodium cacodylate buffer (Cheville
and Stasko 2014). Postfixation is followed by rinses with buffer (McDonald and
Zalpuri 1997). Dehydration with ethanol series (35% increased to 100%) is critical
for removing remaining water in the sample in order for embedding media to
effectively infiltrate the specimen during the subsequent treatment (Cheville and
Stasko 2014). Resin infiltration (with accelerator BDMA) for samples is done
stepwise by increasing the resin-to-ethanol ratio. Samples are then put in three
pure resin exchanges (McDonald and Zalpuri 1997). Samples are embedded in
epoxy resin. Epoxide resin is intolerant of water and will not polymerize if the
sample is not thoroughly dehydrated, resulting in rubbery blocks that cannot be cut
into ultrathin sections (Cheville and Stasko 2014). Samples are embedded into molds
and put into the oven at 60 �C for 2 days (McDonald and Zalpuri 1997). Sample
preparation is followed by ultrathin sectioning of the polymerized blocks in order to
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allow electrons from the microscope beam to pass through thin cross sections of the
sample. Ultramicrotomes are used to cut section into 100 nm or less, optimally
70 nm thick. These sections are then collected on coated grids, followed by positive
staining to increase contrast of the images (Cheville and Stasko 2014).

8 Future Studies

Research on studying the microbe-hydrocarbon environment would benefit from the
subcellular localization of candidate proteins that are suspected to be involved. Such
proteins are ideally tagged using green fluorescent protein (GFP and related)-tagged
fusion proteins, which work well under aerobic conditions, or SNAP-tagged fusion
proteins that also work under anaerobic conditions (Chhabra et al. 2011). In any
case, such signals are used as the starting point for photoconversion, which allows
subcellular protein localization at higher (TEM) resolution. While this approach
works well in some circumstances, in others – e.g., where internal metal deposits can
interfere with a clean interpretation of the TEM imaging data (manuscript in
preparation) – more work is needed to solve this challenging problem.
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Abstract
One animal beautifully adapted to the viscous asphalt of the La Brea Tar Pits is
the oil fly Helaeomyia petrolei (Syn. Psilopa). As a normal part of its carnivorous
existence, the oil fly larval guts are filled with tar, with no adverse effects. Surface
sterilized larvae contained ca. 2 � 105 heterotrophic bacteria per larva. These
bacteria have been identified as a mixture of enteric bacteria, most commonly
Providencia rettgeri and Acinetobacter spp. These bacteria were clearly growing
because their numbers in the larval guts were 100–1,000 times greater than in free
oil/asphalt. There is no evidence yet that these bacteria can degrade the complex
aromatic hydrocarbons of the tar/asphalt. However, the bacteria isolated are
highly solvent tolerant, and they remain a potential source of hydrocarbon-/
solvent-tolerant enzymes. Likely of greatest evolutionary interest, these bacteria
were naturally resistant to 9 of 23 common antibiotics tested. This finding
suggests that the oil fly bacteria have an active efflux pump for aromatic
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hydrocarbons, due to the constant selective pressure of La Brea’s solvent-rich
environment. We suggest that the oil fly bacteria and their genes for solvent
tolerance may provide a microbial reservoir for antibiotic resistance genes.

1 Introduction

When the La Brea Tar Pits are mentioned in conversation, most people visualize a
highly viscous petroleum quicksand, with the consistency of roofing tar on a hot day.
For any animal unfortunate enough to fall into these tar pits, it is a one way trip. This
view is usually based on the discovery in the tar pits of the skeletons for long extinct
animals from the late Pleistocene era such as the saber-toothed tiger Smilodon
californicus. However, one animal is beautifully adapted to the tar pits. Carnivorous
larvae of the oil flyHelaeomyia petrolei swim happily in this viscous tar and actually
prefer high viscosity oils (Chopard 1963), prompting Thorpe (1930, 1931) to refer to
the oil fly as “undoubtedly one of the chief biological curiosities of the world.” Oil
fly larvae consume trapped carrion and the tar is ingested incidentally. We have
observed tar filling the entire digestive tract with no adverse effect on the larvae. We
then reasoned that any microbes in the larval gut would be of interest because they
would perforce be petroleum-/solvent-resistant microbes. The novelty of this project
was reinforced when a literature search revealed only one publication between the
start of our own work (1994) and when the system had been described by Thorpe
(1930, 1931). The present review describes our studies on the microbiology of oil fly
larvae (Kadavy et al. 1999, 2000) as well as our retrospective on this work 17 years
later.

The La Brea Tar Pits are the best known of a series of natural oil seeps throughout
Southern California. These oil seeps emerge from the ground amidst the grass and
trees of a woodland environment which is now mostly urban (Fig. 1). Oil seeps are
visible around the tree in the foreground. For perspective, that’s a leaf shown on the
left of one of them (Fig. 2). Larvae live their entire lives submerged in pools of crude
oil, but they occasionally need to surface to breathe (center of close up, Fig. 3).
Larvae are typically 0.5–1.0 mm in diameter and 5–12 mm in length (Kadavy et al.
1999). Mature larvae leave the oil to pupate on nearby dry debris and vegetation
(Hogue 1993), producing small black gnat-like flies which are about 1.5 mm long
(Fig. 4).

2 What’s There?

We collected larvae from three seeps within the La Brea Tar Pits (more properly
called the Rancho La Brea asphalt seeps) on five occasions between 1994 and 1997
(Kadavy et al. 1999). The viscous black oil was removed, and the larvae were
surface sterilized by washing in 60% linoleic acid (5�) followed by 70% ethanol
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Fig. 1 A typical oil seep at
La Brea

Fig. 2 Oil pool

Fig. 3 Larva surfacing in
pool of crude oil

28 Microbiology of Oil Fly Larvae 421



(2�), 15% hypochlorite containing 0.1% Tween 20, and phosphate-buffered saline
(PBS) containing 0.1% Tween 20 (2�). Active larvae were then allowed to crawl on
the surface of LB agar plates to prove that they had been surface sterilized. The
larvae were translucent, allowing for direct observation of the oil within the digestive
tract, and weighed ca. 3.3 mg each. Their gut system occupied ca. 50% of the total
larval volume, no ceca were detected, and the gut pH was 6.5–6.6 (Kadavy et al.
1999). Homogenized larvae from three different sites collected over a period of
4 years contained 105–106 CFU when incubated aerobically on YEPM, LB, or
MacConkey agar plates. They averaged 2 � 105 heterotrophs per larva. For one
set of larvae, acridine orange direct count analysis indicated 8.6 � 105 total
microbes per larva, corresponding to 1.4 � 105 CFU per larva for that set. Thus,
16% of the total microbial population was culturable on these rich plates; a percent
culturable value comparatively high for environmental samples. Rich media were
chosen for plating because oil fly larvae are carnivorous; they do not survive on
oil/tar alone. To illustrate this point, larvae swarmed to egg meat medium (Difco) or
beef liver which were required to sustain the larvae in the lab. Without these
nutrients, the larvae would expire within 1 week of collecting.

No endospore-forming (heat-resistant) bacteria were detected under aerobic cul-
ture conditions and no fungi were found. Approximately 1% of the culturable
bacteria were nitrogen-fixing bacteria. We assumed that these nitrogen-fixing bac-
teria were among the enteric bacteria detected but this point was never proven. When
these isolation procedures were repeated under anaerobic conditions, very few
(�100) CFU were found. Two of these anaerobic colonies were later identified as
Enterococcus faecalis and Clostridium sporogenes (Kadavy 2001).

The numbers of bacteria detected address the question of whether those bacteria
reside in the larval gut or are merely transient. The bacteria clearly grow in the larval
gut because, on a per weight basis, the number of bacteria in the larval guts was
always 100–1,000 times more CFU than in the oil being ingested. These calculations

Fig. 4 Adult oil fly
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are relevant because repeated cycling of oil through the larval gut results in substan-
tially increased CFU in the oil. This point is nicely illustrated by comparing the
counts found in newly emerged asphalt with no insects (30 CFUmg�1), older asphalt
containing many insects (600 CFUmg�1), and the oil in which the larvae had been
swimming just prior to surface sterilization (5,500 CFUmg�1).

3 Who’s There?

Which bacteria are present? Bacteria from the July 1997 collection were plated on
LB, MacConkey, and blood agar plates. From 4,532 total colonies, eight different
colony morphologies were recognized. After 24 h at 37 �C, roughly 70% of the
colonies were 2–4 mm in diameter, whereas the remaining 30% were translucent,
pinpoint colonies. All stained as Gram-negative bacteria. Fourteen representative
colonies were picked for identification by the Enterotube II system (BBL), API 20E
strips (bio Mērieux Vitek Inc.), and fatty acid profiles (MIDI Labs, Newark, DE).
These isolates were called OF001 through OF014. Nine of the 14 isolates were
identified as Providencia rettgeri by two or more tests, although a Proteus sp. often
seemed like a statistically close second choice. These bacteria were not clonal in that
the Enterotube and API identifications found five or six different metabolic profiles,
respectively, for bacteria designated P. rettgeri. The P. rettgeri/Proteus
sp. identifications were all among the larger 2–4 mm colonies. The pinpoint colonies
were all identified as Acinetobacter sp. or as Shewanella putrefaciens. However,
even though P. rettgeri and Acinetobacter sp. were the dominant bacteria in the 1997
samples, fatty acid profiles of the dominant colony morphologies from 1994 iden-
tified Enterobacter sp.,Hafnia alvei, and Acinetobacter radioresistens (Kadavy et al.
1999). Moreover, the isolates we cultured from the larval guts do not align with the
diversity of organisms subsequently identified in and around active tar pits by Kim
and Crowley (2007). They cultured 235 bacteria and archaea from two La Brea pits
being excavated for fossil remains. The lack of overlap between these two tar-/
asphalt-related populations further illustrates the uniqueness of the larval gut as a
selective microbial habitat.

4 Bioremediation

We live in a world increasingly burdened by chemical pollutants. These are often
complex aromatic hydrocarbons found in solvent- or detergent-rich environments.
The composition of the La Brea tar is highly weathered; few linear alkanes remain.
Thin layer chromatography (TLC) analysis showed that the La Brea tar is composed
of 10% branched alkanes and alkylated cyclic alkanes, 47% aromatics, 30% resins,
and 13% polars, while GC/MS analysis showed significant hopanes, phenanthrene,
and C1, C2 , and C3 phenanthrenes. These previously unpublished analyses were
kindly provided by Roger C. Prince, ExxonMobil, Annandale, New Jersey. What
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would be more natural than finding polyaromatic hydrocarbon-degrading bacteria in
the guts of oil fly larvae which are continuously ingesting tar/asphalt estimated to be
47% aromatic? However, for both the 1994 and 1997 collections, we did not find any
bacteria able to grow on benzene, toluene, naphthalene, anthracene, phenanthrene,
chrysene, benzopyrene, or camphor as the sole source of carbon and energy (Kadavy
et al. 1999). However, ca. 40% of the 1994 isolates were able to grow on short-chain
linear alkanes such as dodecane, and most of the 1997 isolates were able to grow on
hexane. The tests for possible degradation of aromatic compounds were conducted
in the basal medium of Stanier et al. (1966), so it is unlikely that the absence of
growth was due to an unfulfilled metal or vitamin requirement. At that time, none of
the tests were done under coculture or co-metabolism conditions or with the
Acinetobacter sp. isolates which might have been more attractive candidates. As
an example, we made several attempts to enrich for target microbes capable of
mineralizing or being tolerant to aromatic solvents such as benzene or toluene,
from both the insect guts and the oil seeps. Typically, the enrichment flasks became
turbid, indicating growth, but that growth could not be sustained over multiple
transfers into fresh, solvent-saturated media. Moreover, the isolates recovered from
those initial enrichment flasks did not display increased tolerance to aromatic
solvents (B. Plantz, unpublished data).

5 Tetracycline-Enhanced Solvent Tolerance

The efflux pumps of Gram-negative bacteria expel a remarkably broad range of
antimicrobial compounds, including antibiotics, detergents, dyes, and organic sol-
vents. The linkage between antibiotic resistance and solvent tolerance in P. rettgeri is
nicely shown by comparing the abilities of oil fly bacteria to survive solvent overlays
with and without prior exposure to tetracycline. Cell survival was dramatically
enhanced by prior incubation with 20 μg of tetracycline per ml (Kadavy 2001).
With tetracycline present, seven of the nine isolates tolerated 100% cyclohexane, six
tolerated benzene–cyclohexane and toluene–cyclohexane (both 1:9), and three tol-
erated xylene–cyclohexane (1:1).

Probably of greater industrial significance would be the production of solvent-
tolerant extracellular enzymes. Isolates OF007, OF010, and OF011 were selected
for further study. Remember that these bacteria make their living by degrading
whatever was ingested by the carnivorous oil fly larvae, usually other insects, in a
high asphalt gut environment. Our initial results were promising. For each strain,
at least seven extracellular proteins were detected as bands by SDS-PAGE or as
peaks off a Sephadex G-150 column. We then examined enzyme activities by
incorporating nine turbid polymers into agar plates and looking for zones of
clearing around the respective colonies. These strains of P. rettgeri lysed red
blood cells and produced extracellular DNAse and coagulase but, surprisingly,
we did not detect any proteases (on either gelatin or casein), chitinases,
keratinases, lipases, or amylases (Kadavy 2001). The extracellular proteins were
not studied further.
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6 Antibiotic Resistance

Twelve of the 14 OF cultures, including all 9 of those identified as P. rettgeri, were
tested to determine their sensitivity or resistance to paper disks containing 23 com-
mon antibiotics (Kadavy et al. 2000). The levels and frequency of antibiotic resis-
tance were remarkable. All nine of the P. rettgeri strains were highly resistant to
tetracycline, vancomycin, bacitracin, erythromycin, novobiocin, polymyxin, rifam-
pin, colistin, and nitrofurantoin, while eight of the nine were highly resistant to
spectinomycin. In contrast, the P. rettgeri strains were highly sensitive to nalidixic
acid, streptomycin, norfloxacin, aztreonam, ampicillin, ciprofloxacin, cefoxitin,
cefotaxime, and piperacillin and somewhat sensitive to kanamycin and tobramycin
(Kadavy et al. 2000).

Have we identified the evolutionary origin of antibiotic resistance in bacteria?
The linkage between antibiotic resistance and aromatic hydrocarbons becomes
obvious when one considers that tetracycline is structurally related to the poly-
aromatic hydrocarbons. The La Brea asphalt seeps are at least 40,000 years old,
and most of the antibiotics to which our P. rettgeri isolates were resistant are
hydrophobic molecules containing aromatic ring systems. Thus, we suggested that
the oil fly bacteria and their genes for solvent tolerance provide a microbial reservoir
of antibiotic resistance genes, i.e., the survival of P. rettgeri in the La Brea asphalt
seeps depends on the ability of the cells to pump out these aromatic and polyaromatic
hydrocarbons. This line of thought, which presupposes that our oil fly bacteria have
never been subjected to antibiotic stress, reinforces earlier suggestions on the
possible overlap between antibiotics and xenobiotics (Blasco et al. 1995).

7 Insect–Microbe Interactions

Is the relation between oil fly bacteria and oil fly larvae symbiotic, mutualistic, or
mere coincidence? The limitation here is in the insect life cycle. Oil fly larvae (Fig. 3)
are available but adult insects (Fig. 4) and eggs are not; there are no established
colonies of oil flies. The eggs would, of course, be needed to obtain germ-free insects
for study. At present the evidence suggests a mutual relationship whereby the
bacteria gain a protected environment high in water, nitrogen, and phosphorous,
while the insects gain a detoxification system and, more tentatively, the ability to
extract nutrients from the oil. Chopard (1963) suggested that bacteria might assist
larvae to gain energy from the paraffin fraction, even though we now know that most
of the paraffins have been lost due to weathering. His view was based in part on the
observation that gut petroleum appears to stay restricted within the chitinous peri-
trophic membrane. Similarly, the evidence for detoxification is mostly visual. As the
bolus of tar passes through the larval gut, it goes from being a black and viscous tar
to something having the appearance of motor oil. This change suggests that the tar
has been transformed, but we have no idea into what. Clearly the insects cannot live
on oil alone, and we were unable to identify any polyaromatic hydrocarbon-
degrading bacteria among either the 1994 or 1997 collections. These studies should
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be revisited, giving particular attention to possible consortia of microorganisms that
could not be sustained under the laboratory conditions originally chosen, as well as
to potential resin- and asphaltene-degrading bacteria. This line of thought suggests
that insect associated microbes should constitute a fertile hunting ground in the
search for novel microbes. This viewpoint was a cornerstone in the rationale for
establishing the Invertebrate Microbiology section of Applied and Environmental
Microbiology.

8 Global Impact

The worldwide distribution of oil flies is not yet clear. Published reports indicate
that oil flies are restricted to oil pools and natural oil seeps in Southern California,
Cuba, and Trinidad (Foote 1995; Hogue 1993; Thorpe 1931), although anecdotal
evidence suggests that they are far more widespread. At this point, oil flies and the
microbes in their digestive tracts remain as biological curiosities and a tantalizing
but untapped source of potentially useful hydrocarbon-transforming bacteria and
hydrocarbon-/solvent-tolerant enzymes. But, if our antibiotic resistance hypothesis
is true, the medical impact of our findings might be more significant. Acinetobacter
baumannii is an opportunistic human pathogen and a frequent cause of nosocomial
outbreaks (Richet and Fournier 2006). It is often multidrug resistant (MDR). The
Centers for Disease Control and the Walter Reed Army Medical Center highlighted
the enormity and gravity of MDR A. baumannii infections in military medical
facilities treating personnel injured in Iraq and Kuwait (Hujer et al. 2006). Another
study examined 20 isolates of MDR A. baumannii from nosocomial outbreaks in
Los Angeles (Valentine et al. 2008). This juxtaposition suggests that the epidemic
potential of MDR in A. baumannii may be related to Acinetobacter having first
adapted to life in PAH-enriched environments such as the La Brea Tar Pits and
oil-laden sands.

9 Research Needs

What would we have done differently? What needs to be done now?What can we do
now that couldn’t have been done 17 years ago?

1. We should revisit the question of which bacteria are oil fly associated using
modern gene sequencing. Thus, we could find out if our previous identifications
of Providencia/Proteus and Acinetobacter were an accurate sampling of the
bacteria present. This knowledge might also drive improvements in the culture
techniques chosen. We could also explore seasonal variations in the bacterial
populations as well as variations among individual larvae. For instance, Southern
California has distinct seasonal rainfall rates, a wet and dry season, during which
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water content surrounding the seeps will vary and may influence the microbial
species present.

2. Focus on the acinetobacters. Our earlier selection and growth conditions were
optimized for enteric bacteria, not for hydrocarbon-metabolizing acinetobacters.
These growth and selection procedures need to be improved. The genus
Acinetobacter is the best known representative of the alkane-degrading
α-proteobacteria, and alkane degradation seems to be a common property of
most Acinetobacter strains (Baumann et al. 1968). Also, many bioemulsifiers
are produced by the genus Acinetobacter (McInerney et al. 2005), while a high
percentage of the oil fly bacteria we studied also produced surfactants (Kadavy
2001).

3. Heavy petroleum. We know that La Brea tar enters the larval mouth in a dark
viscous state and exits as something close to motor oil. This transition should be
followed by GC/MS analysis of the contents as they progress through the gut. In
light of the recent economic push to recover heavy petroleum from underground
sources, a consortium of larval gut microbes could be found to reduce the
viscosity of the heavy petroleum and allow for easier removal.

4. Functional metagenomics. Knowledge of the genes associated with hydrocarbon
mineralization has grown significantly in the years since we initiated this
research, as has the ability to sequence DNA. Metagenomics of the larval gut
and the surrounding environmental communities would quickly identify if the
potential for hydrocarbon mineralization is present within these microbial com-
munities. This approach would also provide a better chance of isolating novel
solvent-tolerant bacteria making useful solvent-tolerant enzymes.
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Abstract
The ability to reduce atmospheric nitrogen to ammonia (N2 fixation) is well
known in diverse prokaryotes, and many microbes oxidize hydrocarbons ranging
from methane to longer-chain n-alkanes, alkenes, and aromatics under aerobic or
anaerobic conditions. Although this combination of activities should provide a
selective advantage to microbes in hydrocarbon-contaminated N-limited environ-
ments, surprisingly few isolates have been reported to simultaneously, or even
sequentially, fix N2 while growing on hydrocarbons. Notable exceptions are
methane-oxidizing bacteria that fix nitrogen in culture but whose N2-fixing
significance in the environment is still controversial. In axenic culture, demon-
stration of N2 assimilation into biomass linked to hydrocarbon utilization should
include confirmation of the presence and expression of appropriate genes in
addition to demonstrated enzymatic activity and quantitation of hydrocarbon

J. Foght (*)
Department of Biological Sciences, University of Alberta, Edmonton, AB, Canada
e-mail: julia.foght@ualberta.ca

# Springer International Publishing AG, part of Springer Nature 2018
T. Krell (ed.), Cellular Ecophysiology of Microbe: Hydrocarbon and Lipid Interactions,
Handbook of Hydrocarbon and Lipid Microbiology, https://doi.org/10.1007/978-3-319-50542-8_53

431

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-319-50542-8_53&domain=pdf
mailto:julia.foght@ualberta.ca


removal; unfortunately, such rigorous studies are scarce. N2 fixation in situ by
heterotrophic and/or photosynthetic microbial communities supported by liquid
hydrocarbon utilization has been inferred in recent studies, some of which are
well documented but others less persuasive. An emerging model is that microbial
assemblages in situ may exhibit “distributed metabolism” where one partner fixes
N2 and the other oxidizes hydrocarbons, with exchange of metabolic products.
This model may best reflect in situ activity in photosynthetic microbial mats, but
whether it also applies to anaerobic environments or aerobic habitats such as the
rhizosphere is unresolved. Phytoremediation may be a valuable option for oil spill
cleanup particularly in N-limited soils, but adding plants as a third partner further
complicates assignation of biochemical contributions. This chapter reviews the
scant literature on diazotrophic hydrocarbon degradation and highlights knowl-
edge gaps for future research.

1 Introduction

In this chapter the term “hydrocarbon” includes gaseous (e.g., methane, ethane),
liquid (e.g., n-hexadecane, toluene), and solid hydrocarbons (e.g., naphthalene and
other polycyclic aromatic hydrocarbons [PAH]) as well as natural and refined
hydrocarbon mixtures (e.g., crude oil, kerosene). A wide variety of prokaryotes
and eukaryotes can utilize certain hydrocarbons through complete oxidation (min-
eralization) to CO2 and water; even more species can enzymatically biotransform
hydrocarbons (e.g., for detoxification purposes) merely by introducing functional
groups such as hydroxyl or epoxide moities. The latter pathways generate partially
oxidized end products that are more water soluble than the parent hydrocarbon and
therefore deplete the transformed hydrocarbon from the nonpolar fraction that is
commonly analyzed using gas chromatography (GC). Thus, “disappearance” of a
hydrocarbon peak from a gas chromatogram does not indicate whether the hydro-
carbon has been mineralized or only partially oxidized, an important distinction.

Nitrogen fixation refers to the exclusively prokaryotic ability to reduce N2 gas to
ammonia for incorporation into biomass (diazotrophy). N2-fixers may be free-living
or symbiotic, photosynthetic or heterotrophic, and aerobic or anaerobic. Reduction
of N2 is accomplished by a family of nitrogenase enzymes encoded by a large suite
of structural, biosynthetic, and regulatory genes found in a wide variety of species
including aerobes, facultative anaerobes, and strict anaerobes (e.g., Zehr et al. 2003).
Although most of the literature cited herein infers diazotrophy from the detection of
a single gene (nifH), Dos Santos et al. (2012) have recommended that computational
prediction of nitrogen fixation potential from microbial genome sequences requires
detection of at least six core genes associated with enzyme structure and biosynthe-
sis: nifHDK and nifENB. In a survey of fully sequenced genomes, this criterion
correctly identified 149 diazotrophic species plus 67 species not previously reported
as N2-fixers (Dos Santos et al. 2012). Such diversity suggests the existence of
additional cryptic diazotrophs, some of which may oxidize hydrocarbons concur-
rently or sequentially with diazotrophy.
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When hydrocarbons impact an environment, e.g., methane clathrate seeps, petro-
leum spills on soil, gasoline incursion into an aquifer or, particularly, crude oil
impacting chronically N-limited systems such as warm and cold deserts or warm
coastal sediments, the high carbon content of the contaminant causes an imbalance in
the carbon:nitrogen ratio of the environment, and biodegradation of the hydrocar-
bons can be retarded or prevented by nitrogen deficiency. Therefore, crude oil spills
are commonly treated by introducing fixed N sources such as nitrate or ammonium
to stimulate biodegradation in situ. However, the ability to fix N2 should afford a
selective advantage for hydrocarbon-degrading diazotrophic bacteria in N-limited
spill sites (Chu and Alvarez-Cohen 1998) and facilitate their isolation in the labora-
tory. Perplexingly, rarely has this combined activity been meticulously documented
in axenic cultures, with the exception of methane-oxidizing bacteria
(methanotrophs). Instead, the literature contains many empirical reports from labo-
ratory and field studies that infer coincident hydrocarbon oxidation and diazotrophy
but lack adequate experimental rigor to conclusively demonstrate both activities or
to assign activity to individual species. Rather, it appears that the observations often
are consistent either with “distributed metabolism” shared between a diazotroph and
a heterotrophic hydrocarbon-oxidizing partner, or with partial oxidation of a hydro-
carbon by a diazotroph, without utilization of the carbon skeleton.

2 Gaseous Hydrocarbons and Methanotrophs

The first intimations of N2 fixation linked to hydrocarbon oxidation arose from
observations that soils accidentally exposed to emissions of natural gas (predomi-
nantly methane plus ethane) became darker in color and had up to threefold higher
total N content than control soil (Schollenberger 1930; Harper 1939). In moist soils
exposed to methane, visible bacterial growth became apparent as masses of slime
molds and myxomycetes; microbiological analysis revealed an abundance of Clos-
tridium spp., leading Harper (1939) to speculate that anaerobic N2 fixation was
occurring in these gassed soils. Yet it was not until 25 years later that Davis et al.
(1964) clearly established the ability of certain Pseudomonas isolates from soils to
grow aerobically on methane by fixing N2, measured as Kjeldahl N. This report was
preceded by a patent filed in 1962 (Davis and Stanley 1965) describing the use of soil
microbes to convert N2 into fertilizer during growth on hydrocarbons. Subsequently,
aerobic growth on gaseous hydrocarbons was used to enrich various N2-fixing
isolates from soils. For example, Coty (1967) isolated a strain identified at the
time as Pseudomonas methanitrificans that grew on 30% methane and 70% air
and a strain identified biochemically (and undoubtedly incorrectly) as Mycobacte-
rium sp., which grew with butane and air on N-deficient agar.

To corroborate growth assays in N-free medium as evidence for diazotrophy,
acetylene reduction to ethylene is commonly used to detect and quantify nitrogenase
activity (ironically, the assay substrate and product are both hydrocarbons). How-
ever, de Bont and Mulder (1974) found that this method was invalid for assaying
nitrogenase activity in methanotrophs, because the ethylene produced in positive
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cultures was co-oxidized by the bacteria, thus depleting the assay product.
Hamamura et al. (1999) later examined the underlying mechanisms, discovering
that acetylene can have two deleterious effects on methane oxidation. First, acetylene
irreversibly inactivates methane monooxygenases (MMOs) that initiate attack on
gaseous hydrocarbons. Second, the product of acetylene reduction by nitrogenase,
ethylene, in turn can be oxidized (likely by the MMOs) to ethylene oxide, which is
also an inactivator of MMOs. Therefore, this assay is inappropriate for measuring
nitrogenase activity in methanotrophs (unless a suitable electron donor is added;
Dalton and Whittenbury 1976), complicating the demonstration of N2-fixing
methanotrophy in the field. Buckley et al. (2008) used 15N2-DNA-stable isotope
probing to confirm incorporation of N2 into methanotrophic biomass: more such
rigorous studies are needed. In contrast, the alkene monooxygenase responsible for
oxidation of ethene, propene, and 1-butene by Xanthomonas spp. is not inhibited by
acetylene, enabling van Ginkel and de Bont (1986) to detect nitrogenase activity in
six isolates growing on these gaseous alkenes. The isolates were unable to grow on
the corresponding alkanes and required low O2 levels to maintain nitrogenase
activity, likely to protect the O2-sensitive enzyme and ensure its expression.

In early studies Murrell and Dalton (1983) found that colonies of obligate
methanotrophs could grow on N-free agar, but only some strains grew well on
methane under more stringent N-free conditions in liquid medium with concomitant
acetylene reduction activity. Gene and genome sequencing have since contributed to
recognizing N2 fixation potential in many but not all methanotrophs (Semrau et al.
2010) including Verrucomicrobia (Khadem et al. 2010). For example, Auman et al.
(2001) and Boulygina et al. (2002) expanded the known diversity of N2-fixing
methanotrophs by screening isolates for the presence of nifH gene analogues that
encode a nitrogenase subunit. nifH gene fragments were amplified from all isolates
of the genera tested: Methylococcus, Methylocystis, Methylosinus, Methylomonas,
and Methylobacter. This led to speculation that all methanotrophs have nitrogenase
genes (Boulygina et al. 2002), or at least that diazotrophy is more widespread among
aerobic methanotrophs than has previously been appreciated, and therefore that such
organisms may be ecologically important (Auman et al. 2001). More recently,
Hoefman et al. (2014) have shown that N2-fixing capability is actually strain specific
rather than universally present in methanotrophic bacteria, speaking to the selective
role of gene acquisition and deletion in response to local environmental conditions.
Although the abundance and importance of aerobic diazotrophic methanotrophs in
peatlands are currently controversial (e.g., Ho and Bodelier 2015; Minamisawa et al.
2016), it is possible that such organisms are significant in the terrestrial methane
budget, as recently reviewed by Bodelier and Steenbergh (2014).

Anaerobic methane oxidation also occurs globally in anoxic freshwater and
marine sediments near seeps from natural methane clathrate deposits. Dekas et al.
(2009, 2014) used sophisticated 15N2-tracing analyses with fluorescent in situ
hybridization coupled to nanoscale secondary ion mass spectrometry (FISH-
nanoSIMS) to show that anaerobic methanotrophic archaea (ANME) are likely the
prime mediators of N2 fixation in symbiosis with sulfate-reducing bacteria at meth-
ane seeps. This observation has implications for global carbon budgets, but
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additional study is required to establish the magnitude and significance of N2 fixation
by ANME communities (Musat et al. 2006; Bodelier and Steenbergh 2014).

Thus, aerobic and anaerobic diazotrophic oxidation of the gaseous hydrocarbon
methane, which until recently was cryptic and understudied, is now recognized as
being potentially important for mitigating natural methane emissions. This contrasts
with the body of literature describing diazotrophic oxidation of larger hydrocarbons,
primarily associated with anthropogenic petroleum spills, reviewed below.

3 Liquid and Solid Hydrocarbons

3.1 Heterotrophs

Scott et al. (2014) noted that “How oil contamination affects nitrogen cycling
processes in situ is still not well understood,” and there are few convincing reports
of diazotrophs simultaneously growing on liquid or solid hydrocarbons. Early
accounts typically comprised simple observation of aerobic growth on aliphatic
hydrocarbons in N-deficient medium, e.g., an Azospirillum from oil-contaminated
soil growing on n-dodecane (Roy et al. 1988) and “Mycococcus” and Arthrobacter
spp. isolated from refinery sludge growing on n-hexadecane (Rivière et al. 1974).
The latter group demonstrated significant loss of n-C16 and growth of the strains in
N-deficient medium containing vitamins and cofactors, although both growth and
degradation increased if fixed N was added to the medium. An estimated 9 mg N was
fixed per g hexadecane consumed. Similarly, Gradova et al. (2003) found that
Azotobacter spp. could grow on an “n-paraffin fraction” (C14–C18) in the absence
of fixed N, albeit more slowly than when provided with ammonium. Azotobacter
oleovorans grew aerobically on the aliphatic hydrocarbon tetradecane in both solid
and liquid N-free medium, and another Azotobacter sp. grew on vapors of the
monoaromatic toluene, although N2-fixing liquid cultures of the latter could not be
achieved (Coty 1967). Yet another species, Azotobacter chroococcum, grew on
crude oil in N-free medium (Thavasi et al. 2006). Fries et al. (1994) isolated
aromatic-degrading Azoarcus spp. from diverse environments by enrichment with
toluene under denitrifying conditions and subsequently found that several strains
also grew aerobically on benzene and ethylbenzene when supplied with nitrate as a
fixed N source. Several of these isolates also demonstrated nitrogenase activity
(by acetylene reduction) under microaerobic conditions with malic acid as the
carbon source, and some hybridized to nifHDK genes encoding nitrogenase compo-
nents, but Fries et al. (1994) did not test whether hydrocarbon oxidation occurred
under N2-fixing conditions. Martín-Moldes et al. (2015) described another Azoarcus
sp. (strain CIB), a facultative anaerobe that is a diazotroph (inferred from the genome
sequence) and that degraded toluene and m-xylene when provided with nitrate;
however, hydrocarbon degradation under N2-fixing conditions was not reported.
Eckford et al. (2002) isolated N2-fixing strains from fuel-contaminated Antarctic
soils (but not from nearby pristine soils) and subsequently found that two isolates
grew aerobically on jet fuel vapors. Pseudomonas stutzeri strain 5A grew on
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benzene, toluene, or m-xylene vapors as sole carbon source, whereas Pseudomonas
sp. strain 5B grew on n-hexane vapors. However, both strains required the presence
of fixed N to grow on these substrates, and neither demonstrated simultaneous
nitrogenase activity with hydrocarbon oxidation despite extensive testing under
different culture conditions including microaerobic incubation (K. Semple and
J. Foght, unpublished observations). In contrast, Polaromonas naphthalenivorans
strain CJ2 was shown, using 13C-stable isotope probing, to be a dominant aerobic
naphthalene degrader in sediments contaminated with coal tar (Jeon et al. 2003).
Genome sequence analysis by Hanson et al. (2012) subsequently revealed 20 nif
genes in strain CJ2 that were absent in its closest sequenced relative, Polaromonas
sp. strain JS666, suggesting acquisition of a ~66 kb DNA fragment encoding N2

fixation in CJ2 (or its loss in strain JS666). Diazotrophy by strain CJ2 was observed
as growth in semisolid N-free medium, and nitrogenase activity with and without
naphthalene present was quantified using the acetylene reduction assay, confirming
that the nif genes are functional. Nitrogenase activity increased in response to
addition of naphthalene, concomitant with an increase in P. naphthalenivorans cell
numbers, as determined using FISH-fluorescent antibody fluorescence microscopy.
Thus, Hanson et al. (2012) present some of the strongest evidence to date for
diazotrophic hydrocarbon oxidation by an axenic culture. They also pointed out
that this strain must be able to balance the oxygen sensitivity of nitrogenase with the
O2 requirement of the naphthalene dioxygenase enzyme, although it is not known
how this is accomplished.

Some reports of diazotrophic hydrocarbon biodegradation by aerobic hetero-
trophs allow for alternative interpretations. Chen et al. (1993) tested six species of
diazotrophs compiled from culture collections (Azomonas, Azospirillum, Azotobac-
ter, and Beijerinckia spp.) for growth on naphthalene and typical intermediates of
aerobic aromatic hydrocarbon biodegradation (e.g., benzoate, catechol, p-toluate).
All six strains demonstrated nitrogenase activity (measured as acetylene reduction)
while growing on the metabolites, whereas growth on naphthalene was usually quite
poor, with very low nitrogenase specific activity. This suggests that such species may
contribute indirectly to the total hydrocarbon-degrading activity in an environment
by removing metabolites produced by other microbes through partial oxidation,
rather than having a significant direct effect on hydrocarbons. Co-metabolism
(fortuitous metabolism of a nongrowth substrate by enzymes intended for growth-
supporting substrates) may also occur, as suggested by an increase in naphthalene
oxidation by the methanotroph Methylosinus trichosporium when grown under
N2-fixing conditions with methane (Chu and Alvarez-Cohen 1998). This activity
likely resulted from induction of a soluble MMO that fortuitously oxidized naph-
thalene to 1- or 2-naphthol.

Unfortunately, several of the scant reports of diazotrophic hydrocarbon degrada-
tion do not provide sufficient information to validate dual activities. For example,
Laguerre et al. (1987) isolated two unidentified aerobic strains from oily sludge
waste containing N2 fixers. Nitrogenase activity (requiring up to 2 months of
incubation with acetylene, followed by 15N2 incubation) was low when supported
by sterilized oily sludge compared with organic acid and sugar substrates, and
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diazotrophic growth was not measured; therefore the report is inconclusive. Prantera
et al. (2002) isolated two strains from hydrocarbon-contaminated soil, tentatively
identified biochemically as Agrobacterium sp. and Alcaligenes xylosoxidans. Both
were reported to fix nitrogen “in the presence of” benzene, toluene, and an
undetermined xylene isomer provided in gasoline as “the main carbon source”,
and to degrade these substrates under N2-fixing conditions. However, the mineral
medium contained 0.05% yeast extract as a potential N source, and it was not
determined whether the aromatic substrates were utilized for growth. A spate of
recent studies of bacteria isolated from pristine and oil-polluted soils, sediments, and
mudflats in the Arabian Gulf region purport to demonstrate N2 fixation and hydro-
carbon utilization but lack full documentation and adequate experimental controls.
For example, Al-Mailem et al. (2010) studied the oil bioremediation potential of
diazotrophic bacteria isolated from Arabian Gulf coastal mudflat and microbial mat
communities. Hydrocarbon-degrading colonies were enumerated on nitrate-
containing agar with crude oil vapors as sole carbon source, then screened for
N2-fixing potential by incubation with oil vapors on agar with and without nitrate
as N source. However, parallel control cultures inoculated onto the same two solid
media but lacking crude oil vapors were not included to account for growth on
soluble organics in the agar, which was of unspecified purity and could contribute
carbon and/or nitrogen unless adequately purified to remove potential nutrients.
Nitrogenase activity in selected isolates was confirmed using acetylene reduction
to assay cell suspensions incubated for 8 days, but the report did not disclose
whether: (a) the suspending medium contained any carbon source, (b) parallel
cultures containing fixed nitrogen were included as negative controls for the nitro-
genase assay, or (c) the cultures were still axenic at the end of incubation. Hydro-
carbon biodegradation by the isolates was tested on agar containing nitrate, pure n-
alkanes, and PAH, scoring for relative growth but, again, without a parallel back-
ground control lacking the hydrocarbons. Crude oil degradation was assessed in
liquid medium containing nitrate as a nitrogen source, and residual oil was extracted
and analyzed by GC, but (a) without the addition of internal or surrogate GC
standards that allow stringent comparison of chromatograms (comparisons were
made only to heat-killed control cultures that also lacked internal or surrogate GC
standards to account for any variation in oil addition, extraction efficiency, and
analytical precision) and (b) without inclusion of live non-hydrocarbonoclastic iso-
lates to account for any abiotic and/or non-specific biotic alteration of the crude oil
such as volatilization and emulsification. Analogous methods were used to study
epilithic bacteria on gravel particles from the Arabian Gulf coast (Radwan et al.
2010), to examine phytoremediation potential (Sorkhoh et al. 2010a; Dashti et al.
2009), and to study Kuwaiti desert soil bacteria (Sorkhoh et al. 2010b). In similar
fashion Pérez-Vargas et al. (2000) challenged microbial “consortia” comprising three
to eight bacterial strains with growth on kerosene. These mixed cultures displayed
modest kerosene degradation and nitrogenase activity (determined by acetylene
reduction), but the experimental design did not permit metabolic roles to be assigned
to specific members of the consortia. Additionally, GC analysis was performed
without internal or surrogate standards and without live and killed negative controls,
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as mentioned above, so that the actual amount of biodegradation is unconfirmed.
(Notably, such oversights are found in numerous reports of crude oil degradation, not
only in studies involving diazotrophs.)

Another case of overinterpretation is evident in a bold title declaring that “Most
hydrocarbonoclastic bacteria in the total environment are diazotrophic. . .” (Dashti
et al. 2015) based on analysis of 82 strains isolated from Kuwaiti sites and using the
same methodology as Al-Mailem et al. (2010), a claim that cannot be justified based
on the evidence presented, as the study: (a) examined only aerobic hydrocarbon
degraders but did not consider anaerobes; (b) tested isolates exclusively from
Arabian Gulf habitats but no other sites; (c) used denaturing gradient gel electro-
phoresis (DGGE) followed by amplicon sequencing to demonstrate the presence of
nif genes in some of the isolates, but apparently without including control strains
known to lack nif genes, nor any negative (reagent only) controls to account for
possible PCR contamination; (d) apparently included neither parallel N-replete live
cultures in the acetylene reduction assay nor any live non-diazotrophic cultures as
negative controls.

Despite the technical errors and data overinterpretation mentioned in the para-
graphs above, many or all of the isolates described in these studies may well be
diazotrophic and hydrocarbonoclastic (even if not simultaneously), but stringent
proof is currently lacking. If it is true that many aerobic hydrocarbon-degrading
bacteria isolated from N-limited environments have the ability to fix N2, it is
puzzling that so few convincing reports have emerged, since such dual activity
would have important ramifications for low-cost natural attenuation of remote
N-limited environments (discussed below). Obviously, this is an area requiring
additional rigorous research.

Another area needing more study is the role of N2 fixers in anaerobic hydrocarbon
degradation, where little currently is known. Whereas some methanogenic archaea
can fix N2, they cannot degrade solid and liquid hydrocarbons, although archaeal
ANME oxidize methane and some appear to be diazotrophic, as discussed above.
Some fermentative bacteria (e.g., in the order Clostridiales) as well as some respiring
anaerobes (e.g., sulfate-reducing bacteria) are diazotrophic, but have not been shown
to degrade nongaseous hydrocarbons under anaerobic N2-fixing conditions. Con-
versely, the few hydrocarbonoclastic anaerobes that have been successfully isolated
or whose genomes have been assembled from metagenomic sequences have not
been tested for N2 fixation potential. Amos et al. (2005) invoked N2 fixation, either
by methanogens or iron reducers, to explain reduced concentrations of N2 in crude
oil-contaminated subsurface sediments. More recently Collins et al. (2016) used
15N2-incorporation into biomass to infer that anaerobes in oil sands tailings enrich-
ment cultures were capable of fixing nitrogen under methanogenic conditions.
However, although the tailings contained both bitumen (a heavy oil) and low
molecular weight hydrocarbons, Collins et al. (2016) did not directly correlate
diazotrophy with anaerobic hydrocarbon degradation since the enrichment cultures
were amended with citrate. It is possible that N2 fixation and hydrocarbon metabo-
lism are distributed among community members, including methanogens. Meta-
genomic analysis may provide needed insight into this question, since cultivation of
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the anaerobic hydrocarbon degraders is currently difficult. An example is metabolic
reconstruction of Campylobacterales metagenomic sequences from an enrichment
culture derived from an anaerobic benzene-contaminated aquifer (Keller et al. 2015).
The assembled genome included genes encoding nitrogenase and for sulfide assim-
ilation, but apparently not for aromatic hydrocarbon degradation. Again, it is likely
that the two activities are shared among enrichment culture members since the
Campylobacterales have a gene complement that would allow mixotrophy (growth
on CO2 and organic compounds such as acetate) (Keller et al. 2015) and may rely on
a hydrocarbon-degrading partner to provide these typical metabolites of anaerobic
biodegradation.

3.2 Cyanobacteria

Many cyanobacteria are diazotrophic, and several species have been reported to
oxidize hydrocarbons aerobically, but only when grown with a fixed N source such
as nitrate. Notably though, oxidation does not necessarily indicate complete miner-
alization of the hydrocarbon and/or assimilation as a carbon source. As discussed
above, even partial oxidation of hydrocarbons will preclude their detection using
conventional solvent extraction and GC analyses, leading to the false assumption
that the hydrocarbons have been completely “removed” from the system (the culture
or the environment). Thus, biodegradation studies should include metabolite analy-
sis to better understand the fate of the hydrocarbon skeleton; unfortunately, this has
been done in only a minority of studies. For example, Cerniglia et al. (1980)
described aromatic hydrocarbon oxidation by Oscillatoria sp. grown photoautotro-
phically (with nitrate) in the presence of biphenyl, yielding the partially oxidized
metabolite 4-hydroxybiphenyl. Narro et al. (1992) similarly incubated the marine
cyanobacterium Agmenellum quadruplicatum under photoautotrophic conditions
with the PAH phenanthrene (and nitrate) and detected a suite of hydroxylated and
methoxylated metabolites. Both observations suggest non-specific detoxification or
co-metabolic reactions rather than hydrocarbon utilization. It is likely that other
reports of cyanobacterial “removal” of PAHs from culture medium (e.g., Lei et al.
2007) also reflect partial oxidation of the hydrocarbons via cytochrome-like enzymes
to form water-soluble metabolites rather than significant hydrocarbon degradation
and/or utilization. Interestingly, such metabolites can be toxic to the cyanobacteria
that produce them (Narro et al. 1992), which may account for reports of
cyanobacterial inhibition by exposure to PAH. For example, Kumar et al. (2014)
found that growth (determined as chlorophyll-a content) of three cyanobacterial
species was inhibited by incubation with the PAH pyrene, with increasing sensitivity
in the order Nostoc muscorum > Anabaena fertillissima > Synechocystis sp. The
identity of any hydrocarbon metabolites was not determined, although unspecified
phenols were detected in spent cultures.

Other studies of cyanobacterial oxidation of hydrocarbons have revealed further
caveats for interpretation of results. For example, careful examination of some
purportedly hydrocarbonoclastic cyanobacterial cultures has shown that they are
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not axenic; rather, they harbor heterotrophs within their mucilage sheaths (e.g., Abed
et al. 2002; Abed and Köster 2005; Sánchez et al. 2005). Various combinations of
roles have been ascribed to the different microbial partners. For example, Sánchez
et al. (2005) discovered a consortium of heterotrophic bacteria and diazotrophic
Rhizobiaceae growing within the polysaccharide sheath of a non-N2-fixing cyano-
bacterium (Microcoleus chthonoplastes). In the presence of crude oil, the consortium
oxidized alkylthiolanes, alkylthianes, and alkylated monoaromatics and PAH. In this
case, it was conjectured that the heterotrophs and diazotrophs were exhibiting hydro-
carbon oxidation and N2 fixation activities, respectively, with the cyanobacterial
partner providing O2, organic matter, and a suitable habitat for the assemblage.
Another possible scenario is partial oxidation of hydrocarbons by diazotrophic
cyanobacteria to metabolites that are consumed by heterotrophic partner(s), thus
relieving toxicity to the cyanobacteria and stimulating growth of both partners.

Some studies have raised awareness that the abiotic fate(s) of hydrocarbons
may also be significant in cyanobacterial biomass. Chaillan et al. (2006) examined
a petroleum-contaminated photosynthetic mat that demonstrated excellent
hydrocarbon-degrading activity in the field, from which they isolated the dominant
cyanobacterium, Phormidium animale. In axenic culture the strain lacked hydro-
carbon oxidation activity, although it strongly sequestered oil within its biomass.
This led Chaillan et al. (2006) to caution wisely that “Without a high extraction
efficiency [of oil from the culture], the quantity of total hydrocarbon recovered
could be lower in culture than in control and interpreted as erroneous degradation
by both gravimetric and GC methods.” Similarly, Lei et al. (2002) found that both
live and dead cells of several microalgal species were equally effective in “remov-
ing” pyrene from culture medium; however, the dominant mechanism was passive
biosorption to cell walls rather than enzymatic biotransformation. Furthermore,
Luo et al. (2014a) found that dead cells of some microalgal species actually were
superior to live cells for transformation of several PAHs when incubated under two
different light sources, suggesting that the dead cells photosensitized the PAHs and
accelerated abiotic photodegradation. Thus, analytical errors may have contributed
to conflicting interpretations in the literature regarding the ability of diazotrophic
cyanobacteria to biodegrade oil, and claims of cyanobacterial or microalgal “deg-
radation” of oil components must be supported by technically sound experimen-
tation so as to discriminate among various biotic and abiotic fates of hydrocarbons.

Some researchers have constructed photosynthetic consortia to examine hydro-
carbon degradation. Hamouda et al. (2016) challenged a consortium of the
diazotrophic cyanobacterium Anabaena oryzae and the microalga Chlorella kessleri
as well as the individual cultures with crude oil. The phototrophs were found to grow
mixotrophically (measured as increase in optical density of the culture) when
supplied with crude oil and nitrate as a fixed nitrogen source, but parallel incubation
under diazotrophic conditions was not reported. Luo et al. (2014b) assembled a
PAH-degrading consortium comprising the bacterium Mycobacterium sp. strain
A1-PYR and the microalga Selenastrum capricornutum, grown with illumination
and supplemented with nitrate. Pyrene metabolism by the bacterium enhanced
growth of the microalga, possibly by mitigating toxicity of pyrene or its
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non-specific oxidation products to the alga or possibly by bacterial production of
phenolic metabolites that are growth stimulants for the alga. Such interactions might
explain field observations of enhanced biodegradation and phototrophy in
oil-contaminated surface sediments and soils (discussed below), without invoking
diazotrophy as a contributing factor.

4 Activities in the Environment

4.1 Sediments and Microbial Mats

Decades ago Knowles and Wishart (1977) noted that addition of weathered crude oil
or individual liquid n-alkanes (n-C6–C16) to marine and lake sediments from north-
ern Canada had unpredictable effects on N2 fixation (measured as acetylene reduc-
tion), and the aromatic hydrocarbon trimethylbenzene actually inhibited N2 fixation.
A different effect was noted by Toccalino et al. (1993) who incubated sandy soil with
propane or butane gas: as soil N was depleted, hydrocarbon degradation rates
slowed, but bacteria in the butane-exposed soil eventually overcame N limitation,
presumably by N2 fixation, measured as acetylene reduction and increase in soil total
N. Despite this indirect evidence of activity, no pure isolates able to grow on butane
and simultaneously fix N2 could be isolated from active enrichments (Toccalino et al.
1993), suggesting that the observed activity in bulk soil was due to the combined
activities of indigenous heterotrophs. The best-documented field example of con-
comitant activities is likely that of naphthalene-degrading P. naphthalenivorans
strain CJ2 (Hanson et al. 2012) discussed above. Screening of coal
tar-contaminated sediments using a combination of nucleic acid- and antibody-
based specific probes revealed that the abundance of strain CJ2 increased in sedi-
ments amended with naphthalene, as did nitrogenase activity. The inference is that
diazotrophy provides a selective advantage to strain CJ2 in the contaminated sedi-
ment, especially when hydrocarbon biodegradation results in N limitation. Although
the report provides only circumstantial evidence for dual activity in the field,
sophisticated technical approaches such as those used by Hanson et al. (2012) should
help guide future studies.

Inoculation of hydrocarbon-contaminated soils (bioaugmentation) with consortia
of diazotrophs and heterotrophs has been attempted in order to provide sufficient soil
N for bioremediation. Onwurah and Nwuke (2004) inoculated soil contaminated by
light crude oil with differing proportions of a Pseudomonas sp. (previously deter-
mined to degrade hydrocarbons) and the free-living diazotroph Azotobacter
vinelandii. They observed increased hydrocarbon removal and total soil N in soils
that received both species versus heat-killed control inocula or Pseudomonas alone.
From these data they concluded that a combined inoculum could stimulate biore-
mediation of oil-contaminated soil, either indirectly by providing fixed N to the
Pseudomonas species and/or through co-metabolism of hydrocarbons by the
A. vinelandii strain. Piehler et al. (1999) tested an unusual approach to bioremedi-
ation by adding particulate organic C (as corn slash) to coastal water samples
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amended with diesel fuel, with no addition of fixed N. They inferred that the
observed stimulation of diesel biodegradation was attributable in part to increased
N2 fixation by bacterial consortia using the particulate carbon source, among other
factors such as greater bioavailability of hydrocarbons and increased bacterial
biomass. However, they made no attempt to isolate cultures or determine which
species were responsible for the activities.

Notably, after massive contamination of the Arabian Gulf with Kuwaiti crude
oil in 1990, Sorkhoh et al. (1992) observed the emergence of extensive
cyanobacterial mats that were physically associated with the oil in contaminated
sediments, but were absent from pristine areas. One explanation proposed for the
flourishing of the mats was inhibition of eukaryotic grazers by the oil. Embedded
within the mucilage of the phototrophs were heterotrophs capable of utilizing n-
alkanes, leading Sorkhoh et al. (1992) to propose that heterotrophic aerobic oil
degradation was stimulated by O2 and fixed N produced by the cyanobacteria.
This hypothesis was later supported by Musat et al. (2006) who detected nitroge-
nase gene sequences both in oil-contaminated and uncontaminated photic marine
sediments, with nifH sequences affiliated with heterotrophs (e.g., Azotobacter,
Pseudomonas, Desulfovibrio) being more common in the contaminated sedi-
ments. However, “expression” of nifH genes was almost completely attributable
to cyanobacteria in the sediments, rather than to heterotrophs (Musat et al. 2006).
This indicates that heterotrophic N2 fixation, although genetically possible in the
oil-contaminated sediments, did not contribute significantly to production of fixed
N in situ. Rather, cyanobacterial N2 fixation (and, presumably, phototrophic O2

production) supported the aerobic oil-degrading heterotrophs even though oil
addition did not stimulate N2 fixation. Supporting this emerging view of distrib-
uted metabolism in phototrophic mats, Chaillan et al. (2006) concluded that
hydrocarbon degradation by an oil-contaminated photosynthetic mat observed
in situ was achieved exclusively by heterotrophs rather than phototrophs.
Chronopoulou et al. (2013) noted an increase in abundance (but not diversity)
of cyanobacteria and nifH genes in mudflat sediments after a simulated oil spill, as
well as a decrease in dissolved inorganic nitrogen as oil degradation proceeded.
Rather than attributing hydrocarbon-degrading ability to the enriched photo-
trophic diazotrophs, Chronopoulou et al. (2013) interpreted this community
shift to result from several indirect effects of oiling, including selection for
diazotrophy in the now-nitrogen-limited sediments and decreased grazing pres-
sure from predators.

Diazotrophic Anaerobic hydrocarbon degradation is less likely to involve photo-
synthetic consortia; instead one or more heterotrophs may be responsible for both
activities in situ. Scott et al. (2014) performed a metagenomic survey of Gulf of
Mexico sediments and found that the abundance of nifA and nifB genes followed the
order: pristine sites > Deepwater Horizon oil spill-impacted sediments > natural
methane seep sediments. This would suggest that N2 fixation is not directly coupled
to anaerobic hydrocarbon utilization in these sites, but obviously additional research
is needed in this and other anaerobic environments to build and test hypotheses.
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4.2 Phytoremediation

Phytoremediation is the use of living plants and associated soil microbiota to
ameliorate contamination with inorganic or organic contaminants. In this chapter,
an implicit component is microbial N2 fixation by plant symbionts (e.g., in nodules
of legumes) or free-living N2-fixers in the rhizosphere (the soil adjacent to plant roots
that is directly affected by plant activity).

The potential for phytoremediation of methane emissions is currently unknown,
as the scale and importance of N2-fixing activity by methanotrophs in the environ-
ment are still unresolved (Bodelier and Steenbergh 2014). However, mitigating
crude oil contamination of soil through plant—microbe interactions has been pro-
posed for several decades (e.g., Radwan et al. 1995). Although nitrogen availability
is obviously important to both partners in phytoremediation, the details of N2

fixation (whether by symbionts or free-living diazotrophs) and hydrocarbon metab-
olism (whether supported directly or indirectly by N2 fixation) have not been
elucidated. Surveys of rhizosphere microbiota commonly report the presence of
native hydrocarbon degraders. For example, do Carmo et al. (2011) isolated numer-
ous strains from the rhizosphere of mangrove plants that could fix N2 or degrade
hydrocarbons aerobically when tested individually. Although concurrent activity
was not assessed, the study shows the potential for distributed metabolism at the
least.

Even though appropriate microbes may already exist in the rhizosphere, some
studies have proposed inoculation (bioaugmentation) with free-living or symbiotic
N2-fixers to enhance phytoremediation. Gradova et al. (2003) assessed the poten-
tial of several free-living Azotobacter species for bioremediation of
oil-contaminated soil. The strains apparently enhanced the hydrocarbon-degrading
activity of bacteria in a commercial microbial formulation intended for
bioaugmentation of oil spills in soil. However, there was little effect on wheat
seedling growth after a single treatment of contaminated soil with the Azotobacter
spp., and long-term persistence of the inoculum was not documented. Azoarcus
sp. strain CIB, a facultative anaerobe that is a free-living diazotroph (confirmed
through genome sequencing), was found to degrade toluene and m-xylene when
provided with nitrate, although simultaneous N2 fixation and hydrocarbon oxida-
tion were not reported. Its ability to associate endophytically with rice roots led
Martín-Moldes et al. (2015) to suggest that it may be able to contribute to
phytoremediation. Radwan et al. (2007) tested the ability of several potential
N2-fixing symbionts to degrade aliphatic and aromatic hydrocarbons in vitro.
Crude oil and n-alkanes from C9 to C29 supported growth in mineral medium
containing nitrate, and biodegradation of n-octadecane and phenanthrene was
quantified. As well, incubating nitrogen-fixing nodules of the legume Vicia faba
(broad bean) in mineral medium with kerosene resulted in hydrocarbon depletion.
The conclusion was that legume crops were good candidates for phytoremediation
of oily soil by providing fixed N as well as enriching the rhizosphere with
hydrocarbon-degrading bacteria (Radwan et al. 2007; Dashti et al. 2009). How-
ever, the genetic and metabolic details of diazotrophy and hydrocarbon degradation
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in rhizosphere communities are still lacking, as in other environments and biore-
mediation applications.

Thus, oxidation of liquid hydrocarbons in the field comprises a complex suite of
interacting mechanisms and organisms including:

(a) Abiotic sorption of hydrocarbons onto biomass and/or sequestration in mucilage
(b) Biomass-mediated photooxidation of hydrocarbons in surface environments
(c) Partial enzymatic oxidation of hydrocarbons through co-metabolism and/or

detoxification reactions, generating metabolites that may be toxic unless further
metabolized by other organisms

(d) Stimulation of microbial communities through inhibition of predators by
hydrocarbons

(e) Distributed metabolism, with one partner providing fixed nitrogen (and some-
times O2) and the other partner(s) degrading hydrocarbons to metabolites that
may or may not be utilized by the diazotrophic partner (through mixotrophy or
cross-feeding)

(f) True diazotrophic hydrocarbon utilization by individual microbes

The literature currently provides the least evidence for the latter scenario,
highlighting an obvious area for future investigation.

5 Gaps in Knowledge and Research Needs

Despite the potential importance of N2 fixation in hydrocarbon-impacted environ-
ments, surprisingly few bacteria have demonstrated (or been tested for) simultaneous
N2 fixation and hydrocarbon oxidation abilities. It is not clear whether the paucity of
well-documented cases is the result of narrow niche distribution, lack of environ-
mental significance, or simply too little research to date. As noted by Chronopoulou
et al. (2013), “there are insufficient studies in marine ecosystems to see consistent
patterns between the amount of oil in an environment and rates of dinitrogen
fixation.” Certainly, in the case of anaerobic environments, the existence of
diazotrophy coupled to hydrocarbon oxidation is an open question.

Based on the literature, one might conclude that the impact of individual
hydrocarbon-degrading N2-fixing species in the environment is low because of
their infrequent occurrence (or detection) in environment, whereas selection for
competent microbial communities or assemblages is more evident. An apparent
exception is the methanotrophs, for which diazotrophy appears to be more wide-
spread than previously appreciated (Auman et al. 2001). Even so, Bodelier and
Steenbergh (2014) note that there is no consensus to date that methanotrophs fix N2

in situ and that only the ANME group has been shown conclusively to assimilate N2

(Dekas et al. 2009). As research into methanotrophic communities proceeds, perhaps
resolution will be achieved.

Even within species known to possess both N2-fixing and hydrocarbon-oxidizing
potential it appears unusual for both be expressed simultaneously, for unknown
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reasons. As Musat et al. (2006) put it so well: “Further research is needed to
understand whether there is a physiological incompatibility between active hydro-
carbon degradation and nitrogen fixation under various conditions or in various
microorganisms. . . . One may hypothesize that the co-occurrence of hydrocarbon
oxidation and nitrogen fixation is rare or physiologically delicate.” For example,
nitrogenases are inactivated by O2, whereas hydrocarbon-oxidizing mono- and
dioxygenases require O2. Balancing O2 partial pressure to simultaneously achieve
conditions suitable for both activities may be a challenge for axenic cultures but
might be overcome in microniches afforded by microbial assemblages. This question
might be addressed using metatranscriptome approaches. Another possible incom-
patibility is the requirement for different sigma factors for gene expression (e.g., σ54

homologs for nitrogenase genes vs. σ70 homologs for carbon metabolism genes). It
may be that individual species “cycle” between activities when faced with a
hydrocarbon-impacted N-deficient environment, or, more likely, that consortia
offer synergistic advantages that individual species cannot achieve in natural envi-
ronments. The answers to these questions are important when considering bioreme-
diation strategies, especially phytoremediation of oil using legumes or plants that
promote N2-fixing rhizosphere organisms. Given the general lack of understanding
of the co-occurrence of these activities within individual species and assemblages, it
is not surprising that their roles in phytoremediation are currently unproven. Fur-
thermore, the case for bioaugmentation of oil spills with photosynthetic or hetero-
trophic diazotrophs (individually or in mixed inocula and with or without plant
partners) is a field requiring further study to determine efficacy and survival of
inoculants.

The scientific community should be encouraged to address these knowledge gaps
while striving for rigorously executed studies supported by appropriate technical and
biological controls, as well as making use of the sophisticated methodology that is
now available through ’omics and stable isotope analyses.
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Abstract
Hydrocarbon-using bacteria are a major portion of the aquatic microflora. They
are supported in part with natural hydrocarbon sources such as terpenes along
with other classes of organics. Concentrations are small, in the μg L�1 range and
generally below detection. The organisms are sometimes mischaracterized as
high-affinity organisms due to small Michaelis constants, and measured affinities
for these and other substrates of oligobacteria are much lower than for most
organisms in laboratory culture. “Specific affinity” theory was used to predict the
identity and concentrations of some naturally occurring hydrocarbons. Hydrocar-
bon concentrations are limited by both solubility and microbial kinetics at the
steady state in an equilibrium that is analogous to chemostat culture. Both
dissolved and oil phases of hydrocarbons are used. Microbial oxidation of the
latter can help to cause a heavy oil to sink. Accumulation is thought to be by
partitioning into the membrane lipid portion of the cell envelope for partial
oxidation and trapping into the interior. One consequence of this “vectorial
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partitioning” is the liberation of partly oxidized hydrocarbon degradation prod-
ucts into the environment.

1 Introduction

Most of the vast global biomass of heterotrophic aquatic bacteria is limited by
concentrations of dissolved organic carbon. All organics that dissolve, including
even the heavier fraction of crude oil, are represented. The concentration of each of
these solutes is affected by the kinetics of uptake. Growth rates often approach the
minimum sustainable, generally generation times of days to months. Population
persistence depends on the organisms’ ability to effect a flow of nutrients into them.
Growth rates of these oligotrophs (transthreptic or surface-feeding organisms)
remain perpetually nutrient-limited by the biophysics of nutrient capture, cytoarch-
itecture, and bioenergetics. Increased concentrations give faster growth. At steady
state, the resulting larger biomass is followed by a decrease in substrate concentra-
tion arising from increased demand. The system strives toward equilibrium where
the microbial population is set by the input rate of organics, and the concentration of
organics is set by the ability of the population to collect substrate. Over time frames
of days or weeks concentrations remain more or less unchanged. However, the
whole metabolome may downsize to match potential nutrient supply rates in the
environment. This quasi equilibrium is exploited in continuous cultures or
chemostats and led to early descriptions of the kinetics of microbial growth
(Monod 1950). In these nutrient-limited continuous cultures, growth rates are set
at some rate below the maximal, μmax, by the influent rate of fresh medium
containing substrate. Population is set by the concentration of substrate in the
influent medium. Both may be operator-controlled. Growth in the environment is
basically similar except that biomass consumption is through predation rather than
dilution and always nutrient-limited. Here the kinetics of hydrocarbon metabolism
are explored with particular attention to the very small concentrations that persist in
natural aquatic setting where a condition approaching starvation is normal. Associ-
ated kinetic parameters are defined and described.

2 Concentration and Rate

Key kinetic terms include μmax and maximal utilization rate Vmax, as related to μmax

by cell yield Y: Vmax = μmax/Y. Substrate sequestering rate is described by the
associated rate and kinetic constants. The ability to collect substrate is generally
described by affinity as expressed by the Michaelis constant Km where Km is the
concentration of substrate restricting uptake rate to half-maximal: Km = Vmax/2. But
μmax varies greatly depending on properties other than the ability to collect substrate.
These include the rate of macromolecule synthesis, whether the particular substrate
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is a major component of the nutrient mix, and metabolome control. Vmax is a capacity
factor that may depend on the surface density of transporters, the concentration of
cytoplasmic enzymes, and the ability to assemble macromolecular structures. These
are cytoarchitectural parameters and ones that affect terms describing the relation-
ship between rate and concentration. They are frequently indeterminant as for both
phosphate (Button et al. 1973) and toluene (Button et al. 1973; Law and Button
1986). A compilation of data shows that both cell yield (Button 1970) and the rate
constant or the ability to collect substrate increases greatly with Km (Button 1998),
and induction increases Vmax while leaving Km unchanged. For example Vmax for
methane use by a methanotroph can increase 100-fold upon induction, but there is a
concomitant increase in Km as well. And Km can increase with cell yield by over a
factor of 107: too much to be accounted for by kinetic theory alone. All contradict the
concept that a small Km reflects high affinity, although the paradigm is supported in
some 10,000 publications. Second, rate may be restricted in a concentration-
dependent manner by the amount of energy available for transport. Although
Michaelian concepts may be empirically accurate for single enzymes, they are
incompatible with the operation of the substrate accumulation sequence within a
complete organism. Further the theoretical accuracy is called into question (Kou
et al. 2005), since Km can reflect the distribution of waiting times for a receptive
active site rather than the probability of ineffective binding.

3 Kinetic Concepts that Include Small Concentration

Many pitfalls in describing microbial activity may be avoided by the use of specific
affinity (Button 1983), particularly where concentrations are small as they are for
environmental hydrocarbons. Specific affinity is the second-order rate constant relating
the net uptake rate vS of a population to the concentration of a particular substrate S.
Here, population is given by wet weight. The maximal value is a kinetic constant and
the initial slope of the kinetic (vS vs S) curve. In enzymatic terms, it is the effective
catalytic constant of the organism. As saturation ensues, specific affinity decreases from
its base or maximal value aoS

� �
to the rate constant aS with increasing concentration of

the substrate due to saturation. It is always uptake rate divided by substrate concentra-
tion, aS = vS/S, and is often a monotonic increasing function of S up to inhibitory
concentrations for fully energized copeotrophs and “lab cultures.” It is however
sigmoidal in the case of positive cooperativity among substrates in energy-poor
systems. To avoid association with a particular kinetic function, the point at which
the rate of transport vS is reduced to Vmax/2 under given conditions by nutrient
depravation is sometimes designated Kt.

For hydrocarbons, low solubility may preclude concentrations sufficient to saturate
the capacity of cytoplasmic enzymes. Larger concentrations of the lighter fraction
may be achieved due to increased solubility (Shaw 1989) and preference for the lipid
phase, but this can lead to toxicity, particularly in the C6–C10 range. For toluene,
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concentrations shift from stimulatory to inhibitory at about 70 mg L�1 (Robertson
et al. 1979). Monoterpenes, plant hydrocarbons in coastal seawater (vide post), were
surprisingly inhibitory toward toluene uptake. However, benzene added at 50 times the
concentration of toluene was ineffectual as a competitive inhibitor of toluene metab-
olism and the induction constant for toluene was much larger (Law and Button 1986).
These observations along with the selective use of alkane homologs from the mixture
found in crude oil indicated metabolic pathways with unique enzymatic components
(Robertson et al. 1979). No matter what the shape of the kinetic curve is, uptake rate is
always given by the product of specific affinity and biomass νS = aS SX where X is
biomass. A complete kinetic curve shape for dissolved hydrocarbons from substrate
amendments to batch culture, and concentration measurements in continuous culture is
suggested in Fig. 1. One application was the discovery of terpenes in seawater as
previously predicted from the kinetics of toluene metabolism (vide post).

4 Rate Measurement

Rates of 14C-hydrocarbon oxidation may be determined by the rate of evolution of
14CO2 from radiolabeled carbon dioxide (Button et al. 1981a). Initial concentrations
are determined from specific activity along with background concentrations from gas
chromatography. The hydrocarbon should first be purified to eliminate residual
impurities from the chemosynthesis. Otherwise, 14CO2 from isotope precursors
can indicate metabolism where there is none. For 14C-toluene, the isotope is treated
with NaOH to sequester 14CO2 and sublimed on a cold finger. This eliminates most
of the abscissa intercept in the time courses for 14CO2 liberation. Where glassware
has been previously exposed to 14CO2, heating to 550 �C is necessary to further
reduce background. Other contaminants, possibly 14C-ester formed during synthesis,
are removed in a hydrophobic trap.

Microbiologically evolved 14CO2 from purified 14C-toluene amendments is dried
by bubbling through concentrated H2SO4 and remaining water removed with a cold

Concentration of dissolved hydrocarbon

Ra
te

 o
f u

pt
ak

e
First order region

Saturation of down-stream enzymes

Induction of enzymes

Inhibition by disruption

Usage of dissolved fraction

Fig. 1 Kinetic curve for
hydrocarbon uptake by
aquatic microflora at steady
state in the presence of
cosubstrates. Initial slope and
half-maximal concentrations
are given in Table 1
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trap of glass beads in dry-ice acetone. This is followed by the Tenax trap, cooled in
the same way. Biogenic 14CO2 in the effluent gas stream is collected in a series of
small phenethylamine traps to insure complete recovery. A procedure such as this is
necessary for accurate measurements in the oligotrophic environment where con-
centrations are small.

The ability of sediment-associated organisms to oxidize hydrocarbons can be
estimated by agitating beach gavel in added seawater (Button et al. 1981a),
determining their populations by flow cytometry (Robertson et al. 1998), and
amending with radiolabel to give the rate of 14CO2 evolution from that added
(beach gravel, Table 1). While the absolute rate is systematically underestimated
with increasing background or unlabeled substrate, the rate of isotope taken up
compared with total isotope applied gives a very good estimate of the base specific
affinity aoS

� �
when rates are in the linear or unsaturated range with concentration

(Button et al. 2004).

5 Rates in the Environment

Growth rate μ(=aS X S Y) depends on the rate of substrate uptake and cell yield Y.
For the environmental steady state, it is also the loss rate, and for rich systems, taken
as the grazing or consumption rate by bacterivores. Base values of the specific
affinity aos

� �
of a particular substrate within a group A, B, C. . . are designated

aoA, aoB, aoC . . .
� �

so that aototal ¼
P

aoA, aoB, aoC . . .
� �

. For aquatic or oligobacteria
the number of substrates must be very large, because the product of the concentration
of any one and the associated specific affinity is small compared with measures of
population growth. The small affinities may be for reasons of economy of cytoarch-
itecture. This is particularly true for the use of hydrocarbons by pelagic bacterial
populations where the number of chemical species is large. Various hydrocarbon
oxidizing isolates fed a menu of crude oil, leave unique patterns of unused compo-
nents on chromatograms (Robertson et al. 1979) demonstrating that a diversity of
metabolic systems is necessary for the metabolism of homologs. Many metabolic
systems for hydrocabons have been described (Zylstra and Gibson 1989) including
some from aquatic oligobacteria (Wang et al. 1996).

Specific affinities for toluene ranged from 84 L g-cells�1 h in the ballast water
treatment facility plume near Port Valdez down to 0.05 L g-cells�1 h 15 km west. By
comparison, the value of an isolate designated Pseudomonas T2 was 87 L g-
cells�1 h. Kt values of toluene oxidation rates by the Port Valdez microflora were
in the range of 0.5–1.5 μg L�1 ( Table 1). Still, in the environment, specific affinities
are generally comparable to oxygen-containing organics so that simultaneous use of
multiple substrates is required for growth at expected rates. Microbial activity in the
water is a factor; pre- Exxon Valdez spill oxidation rates of dodecane in Port Valdez
were 0.1 μg L day�1 and 0.001 μg L day�1 under the Arctic Ocean ice (Arhelger
et al. 1976). Values are much lower than for use of polar substrates by copeotrophs
(vide post).
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6 Mechanisms

Hydrocarbon use may be from either the aqueous or the nonaqueous phase. In the
aqueous phase, concentration is constrained by solubility, a value that decreases with
the absence of aeromaticity and the number of carbons. For alkanes, the solubility of
dodecane is near 1 μg L�1 and triples as a linear function of chain length (Button
1976), and therefore, the range is large. Absence of branching eases metabolism
although simple aromatics are efficiently accumulated as well. The heavy fraction
from crude oil spills floats for a time, increases in density with microbial oxidation,
and may sink to the bottom. The middle oily fraction around C-10 may be penetrated,
and possibly used from within. Hydrocarbon oxidizers are replete with emulsifying
agents (Francy et al. 1991) and sequestered by hydrocarbon emulsions. Then organ-
isms disappear from view through microscope but can be located as distortions of the
hydrocarbon spheres. The applied oil slick in a stirred glass vessel of synthetic
autoclaved seawater is stable for weeks. But addition of a little raw seawater causes
the slick to disrupt and mix throughout within a day, depending on the inoculum size
(Arhelger et al. 1976). Keeping track of the inoculating population and dilution allows
determination of the fraction that can attack a particular substrate.

Diffusion shells can limit transport rates to high-affinity organisms. These are
probably reduced in the oceans by currents that generate turbulence. But with the
small affinities characteristic of hydrocarbon oxidizers, applied diffusion barriers
formed by casting them in mm-sized blocks of agar made no significant difference
in the kinetic constants (Button et al. 1986). That transport constants are very small for
hydrocarbons (Table 1) is a likely consequence of partitioning. Membrane concentra-
tions are increased over those external according to the size of the partition coefficient.
Using octanol as a membrane surrogate, values are of the order of 102–105. Membrane
bound oxidases may then use the large concentration to accelerate the production of
membrane-insoluble products which are trapped inside for further use (Fig. 2). Thus,
unlike amino acids, hydrocarbon transport by Pseudomonas T2 was unaffected by
high pH (small concentration of cotransporting ions) and was resistant to pro-
tonionophores such as carbonyl m-chlorophenylhydrazone. Moreover, liberation of
metabolic products was increased by these antagonists, consistent with their produc-
tion but inability to retain. Thus, the large temperature responses observed in amino
acid transport, according to in situ measurements of activities and presumed to be due
to cascading stimulations from energy production, would not be expected for hydro-
carbons transported by vectorial partitioning (in preparation).

Hydrocarbons are high-energy substrates that require oxygen with twice the
stoichiometry as carbohydrates. Cell yields therefore are large, to 80% dry weight
(Johnson 1967) or 400% wet weight for oligotrophs at only 20% dry weight
(Robertson et al. 1998). This, along with small size, allows aquatic bacteria to
maximize surface-to-mass ratio. Most cultivars are about a third dry weight. Recent
yield values for amino acids (this laboratory) are about 250% wet mass for in situ
lakewater populations. Other reports are much lower but measurements of in situ
values contain uncertainties. An additional factor is that at large concentrations of
hydrocarbons where extensive carbon is lost to metabolic products, yields can be
reduced by a factor of five (Button and Robertson 1986).
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The microbial oxidation of hydrocarbons is initially incomplete. When toluene
concentrations exceeded the transport constant Kt, large amounts of partly oxidized
products such as 2-hydroxy-6-oxohepta-2,4-dienoic acid can be released (Button
and Robertson 1987). This is thought to result from a high ratio of initial pathway
enzymes in the bacterial membrane to cytoplasmic catabolic enzymes and results in
high specific affinities and low apparent Kt values (Button 1991). According to the
vectorial partitioning hypothesis (Button 1985), hydrocarbon transport depends on
high hydrocarbon concentrations in the cytoplasmic membrane that result from the
large partition coefficient between water and membrane lipids where the initial
oxidative enzymes are located. The polar products of hydrocarbon metabolism
require conventional permeases, and if the permeases are few in number, the specific
affinities will be small. Values for 3-methylcatechol and toluene dihydrodiol were
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Fig. 2 Models for use of toluene and other hydrocarbons at trace concentrations. S hydrocarbon,
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products. Hydrocarbon substrate partitions to large concentration in the oxygenase-contqining
membrane where it is converted to product that is either trapped for metabolism or leaked back
out to be either retransported by a permease or lost
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103 larger (0.14 and 1.7 mg L�1) as against about 1 μg L�1 for the parent toluene
(Button and Robertson 1988). The environmental significance of these electrophilic
alkylating agents is unknown. Difficulty of concentrating a lipophilic substrate with
hydrophilic permeases probably keeps potential specific affinities of hydrocarbons
low. However, absence of the 5 KJ mole�1 energy cost for permease operation
makes vectorial partitioning a useful mechanism to transport substrate in extremely
oligotrophic systems.

7 Distributions

The small concentrations of hydrocarbons in the environment are sufficient to
support a large population of hydrocarbon oxidizers. Ubiquity was noted when
total populations were thought to be in the hundreds rather than hundreds of
thousands per mL. These organisms are mostly bacteria but taken here to include
the functionally similar archaea. 14C–dodecane added to fresh seawater from the
Arctic Ocean and incubated in situ produced radioactive CO2 within 1.5 days
(Robertson et al. l979). Hydrocarbon-oxidizing microorganisms were more easily
isolated from Cook Inlet than from Port Valdez Alaska in 1977 when oil production
was limited to the inlet (Kinney et al. 1969). Later, following the operation of the
ballast water treatment plant in Port Valdez, bacterial populations of 0.7 mg L�1

appeared at a density trap-depth for the discharge of 50 m depth where the salty
ballast water spread horizontally under the fresh water but above the colder saltwater
in a thin layer (Button et al. 1992). Populations, located and mapped with onboard
toluene oxidation rate measurements in near real time were a factor of 104 larger than
elsewhere. Floating slicks from spills tend to aggregate in turbulent seawater, aided
by wind action, and sink. Suggested effects of clay particles on oil slicks, abundant
in Alaskan glacial plumes, were not apparent in laboratory trials (Button 1976) and
therefore it is the indigenous microflora that effect physical transformation of oil
slicks.

Consumption rates away from the trapped discharge water from the Port Valdez
ballast water treatment ponds were often no higher than those away, and consump-
tion capacity exceeded the facility’s input rate. This suggested alternative sources
of hydrocarbons. Heavy loads of pollen on the seawater surface suggested that the
input was terpenes from streams draining Alaska’s vast conifer forests (Button
1984) suggested the presence of this plant hydrocarbon (Button 1984). Seasonal
and depth dependent-concentrations of terpenes common to conifers were detected
by MS/GC at the predicted μg L�1 concentrations and brominated hydrocarbons
from algae, confirmed the presence of biogenic hydrocarbons (Button and Jüttner
1989).

Terpenes are ubiquitous plant hydrocarbons with an isoprene backbone, some of
which contain a heteroatom of oxygen. At least 10% of the organisms present in the
Gulf of Alaska actively accumulate terpenes extracted from a 14CO2-grown pine
seedling as determined by autoradiography (Button 1984). Results were the same
for 3H–toluene, while all amended E. coli cells were negative. The indigenous
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organisms had a relatively large specific affinity for hydrocarbons giving a turnover
time of 4–19 days (Table 1): a large value for Alaskan seawater where values for
toluene can approach 100 years. Sufficient quantities appear to be washed from
conifers in Southeast Alaska to help base a food chain. These were discovered in a
search for compounds that sustained ability of the microflora to metabolize hydro-
carbons. Such plant hydrocarbons undoubtedly supported seed populations able to
help dissipate oil spills.

Although a large portion of the marine microflora can metabolize petroleum
hydrocarbons, specific affinities are generally only sufficient for them to supplement
the many other organics used (vide supra). Enrichment cultures tend to select higher
capacity but bias the selection toward copeotrophic (rich) environments (Table 1).
Extinction cultures, where the population is diluted small numbers of bacteria and
allowed to develop in unamended lake or sea water, produce oligobacteria more
typical of the environment. One of the few cultures developed by this procedure,
Cycloclasticus oligotrophus, was particularly good at using acetate (Button et al.
1998). Genomic analysis showed the presence of sequences consistent with the
metabolism of hydrocarbons (Wang et al. 1996). Tests with toluene showed that it
was in fact quite good at using hydrocarbons (Table 1), and was perhaps a rather
typical marine bacterium as well. These and other data mentioned earlier underscore
the ubiquity of hydrocarbons as a substrate for aquatic bacteria and their special
ability to use small concentrations.

8 Research Needs

Three key aspects of understanding the behavior of aquatic hydrocarbons in the
microbial steady state are (1) improved analyses of the dissolved organic compounds
supporting growth, (2) a detailed general description of metabolic networks that
integrate metabolic pathways that interface the conversion of the complex mixture of
organic compounds in the environment with those used in the biosynthesis of
microbial biomass, and (3) an understanding of the kinetics of hydrocarbon uptake
at concentrations approaching those experienced in natural systems. The latter effort
should include both the time constants for the sequence of steps between uptake and
metabolism, and the loop that links energy yield from the hydrocarbon metabolized
to that consumed during uptake.
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Abstract
Acetyl coenzyme A (acetyl-CoA) is an essential cofactor in central metabolism:
the molecule is the entry point to the tricarboxylic acid (TCA) cycle that generates
biomass, energy, and intermediates for macromolecules. Its importance is not
limited to biosynthetic pathways: the oxidation of carbohydrates (via pyruvate),
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fatty acids (by the β-oxidation cycle), or aromatics (by various pathways) all
produce acetyl-CoA as an end point of catabolism. Acetyl-CoA is also produced
by the direct assimilation of acetate. The TCA cycle is a very efficient way to
convert the acetyl-CoA pool into biomass and energy, and it results in the
evolution of two CO2 molecules. Growth on acetate, fatty acids, or aromatics
requires the activation of the glyoxylate shunt and gluconeogenesis pathways. By
converting isocitrate to malate and bypassing half the TCA cycle, these two
carbons are retained at the expense of energy production (Fig. 1). During fast
growth in glucose or tryptone-based medium, E. coli and several other organisms
excrete acetate to regenerate NAD + and to recycle coenzyme A. The acetate
acidifies the medium and can repress the production of both native and heterol-
ogous proteins. Upon depletion of other carbon sources, the cells then retool their
metabolism to reactivate acetate to acetyl-CoA, the canonical “acetate switch.”
Finally, the excess acetyl-CoA can be harnessed for commercial interest through
native or engineered pathways to produce fatty acids, bioplastics, pharmaceuti-
cals, or biofuels.

1 Introduction

Acetyl-CoA is perhaps the most central molecule of metabolism: the molecule
is not only the entry point to the tricarboxylic acid (TCA) cycle to generate
biomass, energy, and intermediates for macromolecules but also the precursor to
many commercially relevant compounds. An understanding of the pathways
surrounding this central molecule is key in the study and engineering of both
biodegradative and biosynthetic metabolic pathways. This chapter will discuss
several aspects of acetyl-CoA metabolism, including the deleterious effects of
excess acetyl-CoA (“choking” on the compound), key acetyl-CoA native and
engineered pathways, and the conditions that activate the glyoxylate shunt. For
a more in-depth review of some of these topics, see the review on the acetate
switch (Wolfe 2005). As bacterial metabolism has been studied mostly in E. coli,
we present canonical studies in that bacterium as well as relevant metabolism
from other organisms.

The degradation of any hydrocarbon and subsequent use as a carbon and energy
source typically involve a peripheral metabolic pathway that transforms substrate to
one of a few notable intermediates (Fig. 1) (see Vol. 2, Parts 2 and 3). The cell will
then typically shuttle the carbon flux from this compound into central metabolism,
where the reactions of the TCA cycle or glyoxylate shunt generate energy for the cell
and synthesize important compounds. As the central molecule of metabolism in most
known organisms, acetyl-CoA is of utmost importance. Because of the importance
of coenzyme A (CoA) to central metabolism, the production of acetyl-CoA must be
carefully balanced with consumption to maintain the free CoA (CoASH) pool.
Excess acetyl-CoA can also be harnessed to human benefit through native or
engineered pathways, accumulating storage molecules or products of commercial
interest (Vol. 4, Part 4).
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2 Acetyl-CoA Production

Acetyl-CoA is produced in three ways: (1) activation of acetate; (2) decarboxylation
of pyruvate generated primarily from oxidation of carbohydrates; and (3) oxidation
of hydrocarbons such as fatty acids, alkanes, and aromatics (Vol. 2, Part 2).

Acetate activation: Acetate is activated (assimilated) using two routes. The first
route involves phosphorylation of acetate to form the high-energy acetyl phos-
phate by ATP/acetate kinase A (AckA) and subsequent conversion to acetyl-CoA
by acetyl-CoA (CoA)/Pi acetyltransferase (Pta) (Kakuda et al. 1994a, b). The
second route involves AMP-forming acetate/CoA ligase, which forms an enzyme-
bound acetate-AMP that is subsequently converted to acetyl-CoA (Kumari et al.
1995).

Production of acetyl-CoA from pyruvate: The second major pathway for acetyl-
CoA production is by decarboxylation of pyruvate, which is produced from oxida-
tion of carbohydrates via glycolysis and the pentose phosphate pathway. Under
aerobic conditions, pyruvate is decarboxylated using the pyruvate dehydrogenase
complex, which also generates reducing equivalents (NADH) (Frey 1982). Under

Fig. 1 Flux must shuttle through acetyl-CoA to transfer from catabolic to anabolic pathways. A
few of the important and industrially relevant pathways are shown here. PDH pyruvate dehydro-
genase, ADH alcohol dehydrogenase, ACKA acetate kinase A, PTA phosphate acetyltransferase, CS
citrate dehydrogenase, ACN aconitase, ICL isocitrate lyase, IDH isocitrate dehydrogenase, KGDH
ketoglutarate dehydrogenase, SCS succinyl-CoA synthetase, SDH succinate dehydrogenase, FUM
fumarase, MDH malate dehydrogenase, ACC acetyl-CoA carboxyltransferase, FAB fatty acid
biosynthesis complex, ACAT acetyl-CoA acetyltransferase, PHA polyhydroxyalkanoate
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anaerobic conditions, acetyl-CoA is generated from pyruvate either via pyruvate
formate lyase (PFL), which catalyzes the non-oxidative conversion of pyruvate to
acetyl-CoA and formate without generation of reducing equivalents, or via pyruvate/
ferredoxin oxidoreductase (PFOR), which catalyzes the oxidative conversion for
pyruvate to acetyl-CoA and CO2 (Blaschkowski et al. 1982; Furdui and Ragsdale
2000; Knappe et al. 1984; Uyeda and Rabinowitz 1971).

Fatty acid and alkane degradation: Fatty acids are metabolized by β-oxidation,
(Vol. 2, Part 2, 3) which degrades fatty acids in a cycle that removes two carbons and
generates one acetyl-CoA with each turn. All fatty acids can be oxidized to acetyl-
CoA, but only long-chain fatty acids (12 or longer) induce this process (Clark 1981).
The β-oxidation of fatty acids is an important source of carbon and energy under
what are purported to be “natural” conditions for E. coli in the mammalian colon.
The final product of the oxidation of fatty acids is acetyl-CoA, along with a single
propionyl-CoA for odd-numbered fatty acids. Growth on fatty acids is akin to
growth on acetate: acetyl-CoA is the entry point into central metabolism, and the
cells must activate the glyoxylate shunt and gluconeogenesis pathways in order to
harness energy and building blocks for macromolecules like proteins, carbohydrates,
and fats. Alkanes are similarly metabolized once the terminal carbon has been
oxidized to a carboxylate via an alcohol, aldehyde, or epoxide (van Beilen and
Funhoff 2007; Wentzel et al. 2007). Methanogenic communities have also been
shown to degrade fatty acids.

Degradation of aromatic compounds: Another important source for carbon, and
thus acetyl-CoA, for growth is aromatics, for which lignin is an important source.
Lignins and hemicellulosic substrates are a large part of the forest detritus, and many
soil-inhabiting bacteria degrade these compounds (well reviewed in Diaz et al. 2001;
Harwood and Parales 1996; Masai et al. 2007 as well as in this series). The
degradation of aromatic substrates by bacteria and fungi is an important part of the
natural carbon cycle in the environment. The interest in the development of ligno-
cellulosic biofuels (Ragauskas et al. 2006; Weng et al. 2008) has renewed study in
microbial degradation of aromatics, as efficient heterologous expression of lignin-
degrading enzymes could be key to economical production of petroleum alternatives
(Weng et al. 2008). In the environment, peroxidases and laccases secreted from
white-rot fungi break down the lignocellulosic material non-specifically and form
free radical intermediates. These free radicals encourage further abiotic oxidative
chemical breakdown (Masai et al. 2007). Both bacteria and fungi in those environ-
ments use the resultant lignin-derived small phenolic molecules as carbon sources.
Several microorganisms, most notably Pseudomonas or bacteria formerly classified
in that genus, catabolize these compounds into acetyl-CoA and succinyl-CoA,
causing the bacteria to activate the glyoxylate shunt and gluconeogenesis. In addi-
tion, bacteria use altered versions of these pathways for the degradation of xenobi-
otic aromatic compounds, sometimes with the aid of laboratory evolution of these
enzymes and pathways (reviewed in Parales and Ditty 2005). Even the enteric
bacterium E. coli has been shown to degrade aromatic compounds, which, as lignin,
are a major a component of plant-derived food sources (reviewed in Diaz et al.
2001).

466 M. Peña Mattozzi et al.



3 Coenzyme A (CoASH) Pools

Free coenzyme A (CoASH), the acetyl carrier in all the reactions mentioned above,
and the acyl carrier protein (ACP) are the two predominant acyl group carriers in
cells. The CoA pool consists primarily of succinyl-CoA, malonyl-CoA, and
acetoacetyl-CoA, which are key intermediates in TCA cycle and precursors for the
biosynthesis of fatty acids and many industrially useful compounds. Microorgan-
isms can synthesize CoASH de novo from pantothenate. The first step, catalyzed by
pantothenate kinase, is the rate-limiting step in the CoA biosynthesis pathway
(Alberts and Vagelos 1966; Jackowski and Rock 1981; Rock 1982). The size and
composition of intracellular pools of CoASH varies depending on carbon sources
and stresses (Chohnan et al. 1998). For example, at 40�C acetyl-CoA is produced,
while at 50�C, no acetyl-CoA forms and the CoASH pool decreases (Chohnan et al.
1998). Compared to other carbon sources, growth on glucose generates the greatest
CoA pool, predominated by acetyl-CoA. The total CoA pool fluctuates between 0.30
and 0.52 mM (Chohnan et al. 1998). Excess acetyl-CoA can result in shortages of
CoASH or other esterified CoAs and repress cell growth.

El-Mansi (2004) reexamined the physiological implications of overflow metab-
olism. They proposed an acetate excretion mechanism to relieve the over-
abundance of (choking on) acetyl-CoA. When sugars are present in excess, even
under fully aerobic conditions, bacterial cells can perform aerobic “fermentation,”
thus excreting large quantities of acetate, lactate, and other waste products. This
so-called bacterial Crabtree effect is usually considered to result from an imbalance
between glycolysis and the TCA cycle. The resultant excreted acetate was thus
regarded as wasted carbon source. El-Mansi’s experiments demonstrate that ace-
tate excretion, in fact, facilitates faster growth and higher cell densities. Pta and
acetate kinase (AckA) catalyze the conversion of acetyl-CoA to acetate and release
free CoASH. The free CoASH relieves the “bottleneck” at α-ketoglutarate dehy-
drogenase (in the TCA cycle) to produce sufficient succinyl-CoA for rapid cell
growth.

4 Acetyl-CoA Consumption

Acetyl-CoA is utilized by the cell for biosynthesis of biomass components and for
the generation of energy. Because cells cannot tolerate acetyl-CoA accumulation
(as it would tie up CoASH), excess acetyl-CoA is either excreted as acetate (or a
more reduced compound) or stored in the form of fats, oils, polyesters, or glycogen
(animals).

In the presence of sufficient oxygen, acetyl-CoA is oxidized via the TCA cycle to
CO2 and reducing equivalents, which are then used to reduce oxygen and generate a
proton motive force for synthesis of ATP. The production and activities of the
enzymes of the TCA cycle are tightly regulated (this metabolism has been well
reviewed in Kern et al. 2007; Kim and Copley 2007). When cells are grown in the
presence of very assimilable carbon sources (such as glucose), the cell’s metabolism
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is subject to the Crabtree effect: more glucose is consumed than the cell can
completely oxidize, and the excess is excreted as ethanol or organic acids (e.g.,
acetate, lactate, succinate) (Ko et al. 1993).

Under excess carbon but limited electron acceptor conditions, cells will switch to
fermentative metabolism in which the oxidative TCA cycle is inhibited, thus limiting
carbon flux to generate energy and biomass. The reducing equivalents (in the form of
NADH) generated during C-source oxidation must be consumed. Under fermenta-
tion conditions, cells can remove excess acetyl-CoA in two ways: either conversion
to acetate, generating an ATP but consuming no reducing equivalents, or reduction
to ethanol, which does not generate ATP but consumes the reducing equivalents.
Cells will activate the appropriate pathway dependent on their need for ATP or
NAD +. Acetyl-CoA is converted to acetate through the same enzymes used to
activate acetate, Pta and AckA. In the presence of excess carbon but limiting N, S,
or P, E. coli recovers its NAD + with the Pta-AckA pathway by converting acetyl-
CoA to acetate and excreting it. This can result in the accumulation of acetate in the
growth medium, which lowers the pH and eventually poisons the cells.

Glyoxylate shunt: When cells are fed carbon as sugars or complex media (essen-
tially a mix of certain amino acids), it is advantageous for the cells to shuttle their
carbon flux through a complete TCA cycle. These reactions are most efficient at
recapturing the energy from the carbon sources and regenerating reducing equiva-
lents. Unfortunately, this efficient mechanism results in the evolution of two mole-
cules of CO2, which are then unavailable as biosynthetic precursors (Stryer 1995).
When cells are grown on acetate as a sole carbon source (or fatty acids or aromatics,
whose degradation pathways bypass glycolysis), the cells need to retain these
carbons for downstream biosynthetic pathways. Under these conditions, the cell
undergoes sensitive biochemical and genetic switches to activate the glyoxylate
shunt, cutting out half of the TCA cycle by converting isocitrate to malate. This
shunt prevents the loss of the carbons as CO2, at the expense of energy production.
Thus, the cells now allow the accumulation of four-carbon precursors when grown
on a two-carbon substrate. When grown on acetate, the cells also activate gluconeo-
genesis pathways in order to provide sugar phosphates and other biomass precursors.
In this case, the cells also use a branched TCA cycle in order to allow synthesis of
compounds that use succinate or α-ketoglutarate as a precursor (LaPorte et al. 1984;
Walsh and Koshland 1984). The work of Kornberg and Krebs (1957) answered
questions as to how different cell types were able to grow without a complete TCA
cycle.

The glyoxylate shunt is heavily regulated in most organisms. For the most part,
the activation of the glyoxylate shunt is heralded by the expression of acetyl-CoA
synthetase (ACS). In E. coli B strains, the genes of the glyoxylate shunt seem to be
constitutively activated (Phue and Shiloach 2004) so that they are expressed along-
side the enzymes of the TCA cycle. In E. coli K strains, however, it is not until the
more labile carbon sources are used up that the cells are forced to consume acetate
and activate the glyoxylate cycle. In addition to the canonical glyoxylate bypass
observed in model organisms like E. coli, new glyoxylate pathways have been
observed in Rhodobacter sphaeroides, which assimilates three acetate molecules
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and two CO2 molecules through novel C4 and C5 compounds to form malate and
succinate (Alber et al. 2006), and Methylobacterium extorquens, which assimilates
two acetyl-CoA molecules as succinate through a previously unknown, complex
series of anapleurotic reactions (Ensign 2006; Korotkova et al. 2005; Meister et al.
2005).

The glyoxylate shunt is conserved in organisms ranging from archaea through
lower eukaryotes and plants, but not in mammals. Of particular interest, the causa-
tive agent of tuberculosis, Mycobacterium tuberculosis, lacks the enzyme
α-ketoglutarate dehydrogenase and thus obligately expresses the glyoxylate shunt
as part of its central metabolism. As a result, the enzymes exclusive to the microbial
glyoxylate shunt (most notably isocitrate lyase) could be active targets for therapeu-
tic drug design (Muñoz-Elias and McKinney 2005, 2006) (Vol. 1, Part 5).

Fatty acid synthesis: Acetyl-CoA is also essential in the synthesis of fatty acids.
Acetyl-CoA carboxylase catalyzes an ATP-dependent condensation of bicarbonate
with acetyl-CoA to form malonyl-CoA. The acyl carrier protein (ACP) replaces the
CoA in malonyl-CoA. The condensation of malonyl-ACP and acetyl-CoA initiates
fatty acid elongation (well reviewed in Rock and Jackowski 2002).

The limiting step in fatty acid biosynthesis is acetyl-CoA carboxylase; over-
production of this enzyme speeds synthesis of fatty acids (Davis et al. 2000) and
has been shown to allow overproduction of other molecules that depend on a
malonyl-CoA precursor such as flavonoids (Leonard et al. 2007). Like the microbial
glyoxylate shunt enzymes, the microbial fatty acid synthesis and degradation cycles
are also targets for therapeutic drug design (Freiberg et al. 2004, reviewed in
Campbell and Cronan 2001).

The lipid-accumulating “oleaginous” yeasts have drawn attention as promising
candidates for commercial oil production. About 30 of the 600 known yeast species
are able to accumulate over 20% of their biomass by weight as oil. Some species
accumulate as much as 70% of their dry biomass as oil (Angerbauer et al. 2008).
Under nitrogen-limited conditions, oleaginous yeasts continue to assimilate carbon
sources for lipid synthesis, while non-oleaginous microorganisms channel the extra
carbohydrate substrate into polysaccharides such as glycogen, various glucans, and
mannans. Oleaginous yeasts possess a unique AMP-dependent isocitrate dehydro-
genase (ICDH) and ATP/citrate lyase (ACL) that can produce a continuous supply of
acetyl-CoA directly in the cytosol of the cells as precursors for fatty acid synthesis.
Nitrogen-limited conditions increase AMP deaminase in oleaginous cells, resulting
in a lower AMP concentration. As a result, the strictly AMP-dependent ICDH stops
metabolizing isocitrate, and the cells start accumulating citric acid (via aconitase) in
the mitochondrion. Excess citric acid is exported to the cytosol by a malate/citrate
efflux system on the mitochondrial membrane and is cleaved by ACL to generate
acetyl-CoA and oxaloacetate. The resultant acetyl-CoA is then used for fatty acid
biosynthesis (Ratledge 2004).

Production of other storage compounds: Acetyl-CoA acyltransferase (encoded
by ACS) can catalyze the condensation of acetyl-CoA to acetoacetyl-CoA, which
can then be converted to intracellular reserve materials in certain diverse bacteria
such as Bacillus, Pseudomonas, and Rhodopseudomonas spp. Commonly observed
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reserve materials are the polyhydroxyalkanoates (PHAs): poly-3-hydroxybutyric
acid (PHB), poly-3-hydroxyvaleric acid (PHBV), and poly-3-hydroxyoctanoic
acids (PHOs), all of which have found applications as biodegradable plastics
(Luengo et al. 2003). In fact, the specific carbon source affects the monomers
incorporated into the polymers produced by the cells. In further studies cells have
been engineered to excrete the PHAs, greatly aiding in their extraction for use as
bioplastics (Sandoval et al. (2005), also well covered in.

Production of secondary metabolites and other chemicals: Just as it is the source
for energy, biomass, and storage compounds in the cell, acetyl-CoA is also the
precursor to many valuable secondary metabolites and other products. Acetyl-CoA
is the starting point for the mevalonate-based isopentenyl pyrophosphate (IPP)
biosynthetic pathway (Martin et al. 2003) that is used by many microorganisms,
plants, and animals for the biosynthesis of membrane components (e.g., cholesterol),
anti-pest agents, and a host of other compounds that have found use as therapeutics,
flavors and fragrances, pesticides, and even fuels (Chang and Keasling 2006).
Acetyl-CoA is also the starting point for polyketides, which have found wide
application as antibiotics (well reviewed in Boghigian and Pfeifer 2008).

5 Regulation of Acetate Metabolism: The Acetate Switch

Any discussion of the metabolism surrounding acetyl-CoAwould be remiss without
mentioning the “acetate switch” observed in E. coli: cells generally excrete acetate in
early growth phases as a waste product, and then as cells complete the log phase,
they “switch” to consume it as a carbon source (Fig. 2). The accumulation of high
concentrations of acetate both intracellularly and in the medium is toxic: acetate is an
acid, which lowers the pH of the medium and represses the production of proteins
(De Mey et al. 2007a, b). E. coli B and K strains exhibit this switch differently; K
strains are more likely to excrete large amounts of acetate to the medium, whereas
the more highly upregulated glyoxylate shunt in B strains consumes the acetate
before it adversely affects growth (Phue et al. 2005).

Fig. 2 A schematic showing
the canonical “acetate switch”
during aerobic growth in
minimal medium
supplemented with glucose as
the sole carbon source. The
arrow points to the
physiological acetate switch,
in which the cells switch from
producing acetate as a waste
product to using it as a carbon
source (Adapted from (Wolfe
2005))
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The corresponding switch from acetate excretion to acetate assimilation corre-
sponds to a global change in gene expression, heralded by the activation of the
sigma-70 dependent transcription of acetyl-CoA synthetase (encoded by ACS).
Acetyl phosphate (acetyl-P) can independently function as a phosphoryl donor to a
subset of response regulators to activate signaling or to ADP to generate ATP. E. coli
assimilates the accumulated acetate primarily through the AMP-forming acetyl-CoA
synthetase pathway (ACS).

Although the acetate switch has been studied most extensively in E. coli, there are
several other organisms that also exhibit switching behavior (reviewed in Wolfe
2005). Bacillus subtilis has been observed to excrete acetate in late exponential
growth, but avoids over-acidifying the medium by diverting some of its pyruvate
flux to acetoin or 2,3-butanediol. Bacillus exhibits a similar switching behavior in
the activation of growth on acetate, but it relies exclusively on AMP-ACS for its
acetate assimilation (Grundy et al. 1993). Acetate accumulation and re-assimilation
has also been observed in such diverse systems as the Gram-positive, amino acid-
generating Corynebacterium glutamicum, halophilic archaea, and despite their lack
of a glyoxylate shunt, even mammals (Crabtree et al. 1990).

6 Conclusions

Acetyl-CoA is arguably one of the most important metabolites in the cell. Its
production and utilization are highly regulated. Understanding how to manipulate
and control acetyl-CoA levels and flux is key to stimulating degradation of toxic
chemicals in the environment and to the synthesis of useful chemicals, including
fuels.

7 Research Needs

The major pathways that shuttle flux through acetyl-CoA in most organisms have
been elucidated and well characterized, and the enzymes involved have been
identified. Additionally, the study of central metabolic regulation, being paramount
for downstream engineering purposes, is a very active area of research. Much of the
regulation concerning the biochemical switches between acetate production and
acetate consumption is still poorly characterized. Similar switches in other organ-
isms have been identified, but none are as well characterized as that in E. coli. The
glyoxylate shunt has been observed in many organisms; indeed it is the dominant
biochemical cycle in several species. But why these other bacteria lack complete
TCA cycles is still poorly understood. Additionally, the nascent field of synthetic
biology (Vol. 3, Parts 4, 5, 8) is just beginning to realize the potential of engineered
pathways that utilize acetyl-CoA to produce molecules of human interest from
pharmaceutical, specialty, to commodity scales. Researchers have already attempted
to manipulate CoASH pools to increase production of industrially relevant mole-
cules. For example, the rate-limiting enzyme pantothenate kinase has been over-
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expressed to increase the intracellular level of CoASH (Vadali et al. 2004a, b),
consequently increasing the production of compounds derived from acetyl-CoA
such as isoamyl acetate. And during these processes, some old concepts of metab-
olism have been challenged. For example, pantothenate initially was not considered
a limiting factor for CoA pools, because E. coli not only can synthesize pantothenate
but actually excretes it as vitamin for its mammalian hosts. However, recent studies
have indicated that providing external pantothenate increases CoA pools. Not only
must we find the limiting factor of the CoASH pool, we must also determine its
importance in the balance of other cellular cofactor pools: e.g., the NADH/NADPH
pools and the ATP pool. These experiments show that although many of the
pathways presented in this chapter are classical, new discoveries continually add
to the canon and can shift our expectations about central metabolism.

Financial Interest Jay D. Keasling has a consulting relationship with and a finan-
cial interest in Amyris and a financial interest in LS9, two biofuels companies.
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Abstract
Nucleic acids and proteins, the biomolecules that carry all necessary information
for life in the cell, undergo very often modifications in the primary coding
elements of their sequences. Some of the bases in the DNA and RNA and the
majority of the amino acids in the protein can incorporate new functional groups
through a covalent addition. By means of these modifications, the genetically
encoded functions of active proteins or the expression patterns of the DNA are
affected, leading to changes at the physiological level. These modifications are
generally catalyzed by one of the most abundant enzyme families in the cell, the
transferases. The importance of this enzyme family is evidenced by the fact
that many of them are subject to a strict regulation since they are implicated in
key cellular mechanisms. Most of these modifications cause a local increase
in hydrophobicity at the biomolecule that leads to changes in protein-protein
and protein-nucleic acid interactions. A relevant example for nucleic acid
modification is the methylation, while alkylation, lipidation, acetylation, and
ubiquitination are frequent hydrophobic modifications of proteins.
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1 Introduction

Life is based on the fact that all information necessary for the existence of living
organisms is codified in the sequence of the DNA contained inside cells. The genetic
information is transcribed into individual RNA sequences that in turn, by means of
the ribosome, translate into amino acid sequences that after proper folding result in
active proteins. However, despite its coding capacity, the information encoded in the
DNA is limited and insufficient to account for the spatial and the temporal differ-
ences of the translation into active proteins. Although each cell contains the same
genetic information, some genes express preferentially in certain tissues or localiza-
tions and in determined moments and not in others. These differences are achieved
through modifications of different nature, both in nucleic acids and proteins that are
related to gene expression (such as histones, transcription factors, etc.). Going
beyond the transmission of the genetic information to the next generation, through
this type of modifications the acquired features can also be inherited. It is the field of
epigenetics that studies the processes that have hereditary effects on gene expression
that are not encoded in the DNA sequence. The control of the information encoded in
the DNA sequence that will pass on to generate active folded proteins starts at the
DNA level. Deletions, mutations, or cleavage of the backbone play an important role
in how the information will be transmitted, but one of the most important processes
for this control are hydrophobic modifications of the DNA, such as the methylations
(Moore et al. 2013). Methylation and other modifications affect how, when, and
where the transcription factors and other proteins of the transcription machinery
interact with certain genes, and in nucleated cells, it controls also the chromatin
states. On the next level, the first means of diversification of proteins is at the
transcriptional stage, by mRNA splicing (Black 2003), where introns are removed
from the nascent transcribed RNA sequence and exons are subsequently ligated to
generate the final sequence to be translated. By the last mechanism, proteins are able
to expand in a posttranslational way the information encoded by the limited 20 pro-
teinogenic amino acids that are used in translation. The nascent polypeptide can
undergo different modifications in reactions generally driven by specific enzymes.
These modifications cover from protein cleavage or splicing, protein maturation, or
proteasome automaturation to chemical modification of the side chains of their
amino acids. Through the addition of external functional groups, either the protein
activity or its capacity to translocate between different cellular compartments is
modulated (Walsh 2005). This is of a crucial importance, and therefore very com-
mon, for proteins that are related with gene expression. Histone and transcription
factors, directly linked with the transmission of the information encoded in genes,
can be posttranscriptionally modified, affecting the condensation states of chromatin
and the transcription of specific genes in defined locations or times. In addition, there
are many proteins that change their structure and activity as a consequence of
hydrophobic modification and that are not involved in gene expression. The majority
of covalent modifications in proteins, like alkylation or acylation, are of hydrophobic
nature although for some other modifications it is not primarily their hydrophobic
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nature but steric and electrostatic alterations that trigger structural and functional
changes. The modification reactions are enzyme-catalysed and the corresponding
enzymes represent, in higher eukaryotes for example, more than 5% of the total
number of proteins encoded in the genome (Walsh 2005). Their relevance is
underlined by the fact that they are under tight control and of central importance
to the cell. Among these modifications, the most common are methylation and other
alkylations in DNA (Liyanage et al. 2014; Chen et al. 2016), and phosphorylation,
methylation, acetylation, glycosylation, and ubiquitination in proteins (Walsh 2005;
Knorre et al. 2009). DNA and protein hydrophobic modifications have been found in
a wide range of living organisms, from bacteria to human and play important roles in
many fundamental processes as cell development, disease, and bacterial virulence
(Marinus and Casadesus 2009; Korlach and Turner 2012) (Fig. 1).

2 Hydrophobic Modifications of Nucleic Acids

Nucleic acids are susceptible to diverse chemical modifications that influence a range
of vital cellular processes. Methylation is by far the most extensively studied of these
modifications and occurs both in prokaryotes and eukaryotes (Razin and Riggs 1980;
Liyanage et al. 2014). Its relevance is unquestionable due to its direct influence on the
complex epigenetic network of gene regulation (Hallgrimsson and Hall 2011). This
modification is hereditary; the methylation pattern can be copied directly from the
parent strand after each round of DNA replication (Jeltsch and Jurkowska 2014). DNA
methylation is very closely related to processes that relax or condense the chromatin
states, favoring or repressing as a consequence the expression of specific genes in
determined cells. In most of the cases, the functional manifestations of DNA methyl-
ation are associated with gene silencing, in which DNAmethylation may either lead to
the recruitment of reader proteins that act as transcription repressors or prevent the
binding of the transcription factors (Boyes and Bird 1991). In other cases, however,
methylation favors gene expression and modulates the elongation process or regulates
the RNA splicing (Jones 2012). The main biological roles induced by DNA methyl-
ation are related to gene expression (activation and repression of the transcription)
through direct hindrance of transcriptional activators, recruitment of repressive protein
complexes, or cross-talk with histone posttranslational modifications (Liyanage et al.
2012) but not limited to that. DNA methylation also largely affects DNA-protein
interactions, influencing this way biological functions such as organization,
reprogramming, and stability of the genome, along with cellular differentiation,
transposon silencing, RNA splicing, and DNA repair (Ndlovu et al. 2011).

Methylation is the enzymatic transfer of a methyl group from the
S-adenosylmethionine (SAM) donor molecule to any of the DNA bases, resulting
in a weakening of the hydrogen bonding of the two DNA strands. The best
documented case is the 5-methylcytosine (5mC) methylation (Wyatt 1951), medi-
ated by enzymes of the family of the DNA methyltransferases (DNMTs) that act on
the so-called CpG sites (Ndlovu et al. 2011; Kumar and Rao 2013). Oxidation
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derivatives of these methylated bases help modulate the effect of 5mC, working as
effective demethylations (Shen et al. 2014; Chen et al. 2016). The corresponding
species are 5-hydroxymethylcytosine, 5-formylcytosine, or 5-carboxylcytosine that
are generated by Ten-eleven Translocation (TET) dioxygenases. Another type of
methylation modification exists mainly in prokaryotes, which is N6-methyladenine
(Ratel et al. 2006) modification that has consequences in processes like DNA repair,
replication, and cell defense. Cytosines can also suffer a methyl addition in the N4

position (Ehrlich et al. 1987).
DNA can be modified by the addition of other alkyl groups, and these are among

the largest factors promoting DNA damage and mutations. Some examples are O2-
alkylthymine, O4-alkylthymine, O6-methylguanine, or O6-ethylguanine (Engelbergs
et al. 2000). Cells, however, implement a set of mechanisms by which alkylation
lesions provoked by endogenous compounds or environmental agents can be imme-
diately repaired through the action of different alkyltransferases that protect the
viability of the cell (Bouziane et al. 1998; Drablos et al. 2004).

Not only DNA but also RNA can suffer modifications. For example, tRNA
modifications have a profound effect on translation, which in turn affects critical
biological processes (Phizicky and Hopper 2015). MicroRNA (miRNA, a noncoding
RNA that regulates gene expression at mRNA level) can be methylated and
demethylated in prokaryotes and eukaryotes, thus controlling the levels of active
mRNA (Chen et al. 2016). Finally, small nuclear RNA has been shown to be also
posttranscriptionally modified. Methylation and pseudouridination are the most
important examples of modifications in snRNA (Massenet et al. 1998) and play
important roles in small ribonucleic proteins complex assembly, spliceosome for-
mation, and splicing processes (Karijolich and Yu 2010).

3 Covalent Posttranslational Modifications of Proteins

The number of derivatives an active protein can generate is largely superior to the
coding information received from the DNA. This is mainly due to two large groups of
posttranslational modifications (PTMs): the first are covalent additions on terminal
amino acids and on side chains of internal residues and the second are all the
differential protease-driven cleavages of the protein backbone. The main functions of
PTMs are the activation/inactivation of proteins (mainly in enzymes), protein tagging
for intracellular localization or transport to the proteasome, and the influence on
structure and stability of the protein (Knorre et al. 2009). Of the 20 proteinogenic
amino acids, 15 are susceptible of undergoing a chemical addition. There is a great
variety of possibilities in covalent posttranslational modifications, with a larger diver-
sity than the hydrophobic modifications observed for nucleic acids (Walsh 2005).
These modifications include phosphorylation (generally on hydroxyl groups of a serine
residue) (Hubbard and Miller 2007), alkylation (principally methylations on carboxyl-
or amino groups of arginine and lysine residues (Clarke 2013)), acylation (acetyl (C2)
group to lysine residues (Cole 2008), myristoyl (C14) group to N-terminal glycine
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residues and palmitoyl (C16) to the SH- group of a cysteine), prenylation (addition of
isoprenoid groups, generally farnesyl and geranylgeranyl to a cysteine residue by
thioether bonds (Smotrys and Linder 2004)), glycosylation (additions of a variable
number of glucose or galactose molecules and can be O- on serine and threonine,
widely distributed, or N- on asparagine, more complex), or ubiquitination in the
C-terminal amino acid of the polypeptide sequence (Capili and Lima 2007). Other
covalent additions are: carboxylation, polyglycination, sulphation, nitration, or hydrox-
ylation (Knorre et al. 2009). The diversity of modification-mediated functional conse-
quences cover alterations in enzymatic activities by biotinylation, lipoylation, and
phosphopantetheinylation, control of the cellular localization by lipidation, or targeting
of proteins for degradation by ubiquitination (Walsh et al. 2005). Among this diversity
of posttranslational modifications, we wish to highlight alkylations (including meth-
ylations), acetylations (Zhang et al. 2002) and larger acylations (with lipidations as the
most representative modifications) (Resh 1999; Bijlmakers and Marsh 2003).

Alkylation is the posttranslational addition of an alkyl group to the side chain of
certain amino acids like lysine, arginine, cysteine, glutamic, or aspartic acid. These
modifications introduce hydrophobicity on the side chains of the proteins along with
steric changes, which are subtle but sufficient to trigger functional responses on the
protein. The most important alkylation studied to date is methylation, which occurs
mainly on the amino groups of lysine and arginine side chains (Strahl and Allis
2000) by the activity of specific arginine or lysine methyltransferases. It is also
important in bacterial signaling since methylation of the cytosolic domain of che-
moreceptors, catalyzed by the CheR methyltransferases (Li and Weis 2000;
Hazelbauer et al. 2008), modulates the sensitivity of the chemoreceptor containing
signaling complexes. Similarly to DNA methylations, chemoreceptor methylation
involves the transfer of the methyl moiety from S-adenosyl methionine (SAM) to the
protein. Protein methylations have a key importance in gene expression control,
being histones the main targets, although many other protein families have been
shown to be susceptible of methylation (Lee and Stallcup 2009; Biggar and Li 2015).

Acylation is the attachment of acyl groups, of which the best studied example is
the addition of either acetyl groups, isoprenes, or fatty acids to the side chains of
certain amino acid residues, in a enzymatically catalyzed reaction also known as
lipidation (Nadolski and Linder 2007; Hentschel et al. 2016). N- lipidation generally
occurs on glycines while C- and S- lipidation can be found on cysteines. Acylations
can be classified into those occurring in the cytoplasm (or in the cytoplasmic side of
the membrane) and those happening in the lumen of the secretory pathways (Knorre
et al. 2009). Acetylation is one of the most important modification of proteins; it
consists on the addition of an acetyl group generally to the amino group at the N-
terminus of a protein chain, but it can also be observed attached to the amino-group
of lysine side chains. Furthermore, proteins can be prenylated by the addition of
isoprenoid moieties from isoprene residues via thioether bonds with the cysteines
located at C-terminal positions of the protein with known motifs known as the CaaX
(where C represents a cysteine, a is typically an aliphatic amino acid, and the identity
of amino acid X determines whether the protein will be modified with the 15-carbon
chain farnesyl (X = M, S, Q, A, or C) or with the 20-carbon chain geranylgeranyl
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(X = L, or E) group) (Zhang and Casey 1996). On the other side, the most common
modifications using fatty acids generate myristate (a 14-carbon long fatty acid) and
palmitate (with 16 carbon units) adducts. Myristoylation reactions, catalyzed by a
myristoyltransferase, cause stable adducts on the amino group of an N-terminal
glycine (Resh 1999; Farazi et al. 2001). In contrast, S-palmitoylation generates
more labile adducts forming thioesters on specific cysteine residues (Smotrys and
Linder 2004). The major physiological relevance of lipidations is to facilitate the
interaction and movement of protein in cell membranes (Hentschel et al. 2016).
Isoprenoid and fatty acid additions are essential on signal transduction and vesicle
transport, closely involved in cellular membrane anchoring and in protein-protein
interactions. In particular, prenylation is important for cell growth, nuclear import,
cytoskeleton organization, and apoptosis in eukaryotic cells via Ras and Rab pro-
teins (Takai et al. 2001). Acetylation can be associated with the regulation of
transcription factors and effector proteins and has a considerable impact on metab-
olism in prokaryotic and eukaryotic cells (Guan and Xiong 2011).

There is evidence for multiple modification as evidenced for example by mono-,
di-, or even tri- modifications (as for methylation) of the same residue (Clarke 2013).
Moreover, many modification events on proteins can have either additive or oppos-
ing effects (Bah and Forman-Kay 2016). There is increasing evidence for a mutual
influence of different modifications; for example acetylations can block ubiquiti-
nations (Li et al. 2002), and methylations modulate the capacity of neighboring
residues to be phosphorylated (Molina-Serrano et al. 2013).

The most important effects that the proteins gain upon posttranslational modifi-
cations come from the biochemical/biophysical properties provided by the additional
functional group. Due to these alterations, proteins are able to traverse membranes
and relocate in different cellular compartments, are labeled for proteolysis or for
binding to other molecules by ubiquitination or methylation, and change their
structural or dynamic properties. PTMs transform proteins into active elements
(enzymatic function generally), and they influence their spatial structure and stabil-
ity. All PTMs are enzymatic processes that are strongly regulated, as they control the
gene expression in transcription. Central to these reactions is the availability of the
corresponding substrates, i.e., SAM for methylation, acetyl CoA for acetylation,
ATP for phosphorylation, NAD-ADP for ribosylation, or UDP-glucose for glyco-
sylation, that converts these small molecules into fundamental compounds essential
for the cell survival and the transmission of hereditary features.

4 Research Needs

The last years have witnessed a boost in posttranslational modification research that
was mainly due to the development of high resolution techniques for the discovery
and definition of modified residues, namely mass spectrometry and specific antibody
design. These techniques are complemented by amino acid sequencing, peptide
mapping, site-directed mutagenesis, and high resolution NMR methods. However,
due to the enormous variety and complexity of these modifications, a larger effort
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must be oriented to develop high throughput analysis of protein sequences at
different states of the cell. Furthermore, the analysis of protein modifications at
global scale is necessary. The diverse chemical modifications both in nucleic acids
and proteins notably expand the complexity of the study needed in prokaryotic and
eukaryotic organisms. For many modifications, the precise functional consequences
need to be established. In addition, further research is needed to identify all cellular
targets of modification. Understanding in depth all mechanisms and functions of
such modifications will certainly lead to a great advance in fundamental research, but
due to the implications on the control of gene transcription, among other fundamen-
tal cell processes, it will also offer possibilities to fight disease and infection.
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Abstract
Methylation of DNA in prokaryotes is known since the 1950s, but its role is still
elusive and therefore under intense investigation. Differently from eukaryotes, the
most important methylation in bacteria takes place on adenines (in position N6).
The enzymes responsible for DNAmethylation are often associated with restriction
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enzymes acting as a defense mechanism against foreign DNA (Restriction-
Modification or R-M system). Other methyltransferases are solitary that function
independently of the presence of a cognate restriction enzyme and are mostly
involved in controlling replication of chromosome, DNA mismatch repair systems,
or modulating gene expression. This is the case of the methylase Dam in gamma-
proteobacteria or CcrM in alpha-proteobacteria. In this chapter, we will discuss the
role of the R-M system and the activity of Dam and CcrM.

1 Introduction

All living organisms store the life information in a coded form in their DNA that is
transmitted to the progeny. However, this inherited information can be modified by
methylation of DNA, leading to an epigenetic reversible control of the genetic
program. The nucleotides that can be modified by transferring a methyl group are
adenosines (prevalent in prokaryotes) and cytosines (prevalent in eukaryotes). In
bacteria, this DNA modification controls many important processes, including, for
example, the restriction systems, regulation of gene expression, or the control of
DNA replication. In this chapter we’ll focus on adenosine methylation, while
cytosine methylation, of which its role is less understood, is described elsewhere
(Casadesús 2016; Adhikari and Curtis 2016).

The first evidence of DNA methylation in the bacteria was found studying
bacterial infection by phages (Bertani and Weigle 1953). The DNA of phages and
the bacterial host cell can have different methylation patterns. This mechanism
encoded in many bacterial genomes is composed by a DNA methyltransferase that
“marks” the DNA with specific methylation signatures, therefore protecting the
DNA from the activity of the cognate restriction enzyme. This R-M (restriction-
modification) system functions as a form of bacterial immune system that is able to
protect the host bacterium from foreign DNA invasion.

Several DNA methyltransferases are reported which do not belong to the R-M
systems. In fact, there are orphan (or solitary) DNA methyltransferases without a
cognate restriction enzyme that are involved in important cellular mechanisms.
Deoxyadenosine methylase or Dam is one of the most studied orphan adenine
methyltransferase in the gamma-proteobacteria, being first discovered in Escherichia
coli (Boye and Løbner-Olesen 1990). In themodel alpha-proteobacteriumCaulobacter
crescentus another methyltransferase, CcrM (Cell Cycle RegulatedMethylase), plays a
crucial role in the regulation of cell cycle (Zweiger et al. 1994). The origin of these
solitary methyltransferases could be related to a loss of the corresponding restriction
endonucleases as suggested by the discovery of R-M systems in the genome of
Helicobacter pylori in which the restriction enzyme has lost its activity while the
methyltransferase is still functional (Fox et al. 2007). However, the high number of
solitary methyltransferases in bacterial genomes may suggest the exact opposite
hypothesis with an early evolution of methyltransferring enzymes later associated
with endonucleases (Blow et al. 2016).
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2 Bacterial Restriction-Modification Systems

DNA methylation in bacterial systems was initially discovered as a primitive
defense mechanism employed by the bacteria to restrict the influx of extraneous
DNA from bacteriophages (Luria and Human 1952; Bertani and Weigle 1953).
This defense mechanism, known as restriction-modification (R-M) systems, con-
sists of two enzyme components, a DNA methyltransferase (MTase) and a restric-
tion endonuclease (REase). While the MTase methylates a specific site in the DNA
sequence, the REase cleaves the DNA in a sequence specific manner. Because of
the presence of both restriction and modification components of the R-M system,
the bacteria are inherently capable of discriminating between the “self” and the
“non-self” genetic material. As the DNA molecules originating from the bacterio-
phages have different methylation pattern than the host cell, the restriction
enzymes produced by the host can cleave the incoming DNA and restrict the
bacteriophage infection. These properties of the bacterial R-M systems are akin
to an innate immune response mechanism, in contrast to the CRISPR-Cas systems
that provide an adaptive form of defense against bacteriophage invasions (Vasu
and Nagaraja 2013).

At the biochemical level, REases produce 50 or 30 overhangs or blunt ends at the
site of their action by cleaving a phosphodiester bond. MTases modify the target
nucleotides by adding a methyl group to the N6 amino group of the adenine or the
C5 carbon or the N4 amino group of the cytosine residues. Both adenine and
cytosine residues are modified in the bacterial and archeal genomes by methyla-
tion. At the functional level, the R-M systems exhibit considerable diversity and,
therefore, can be categorized into four distinct types (Type I–IV) according to their
recognition sequence, subunit composition, cofactor requirements, and site of
cleavage (Roberts et al. 2003).

2.1 Four Types of Restriction-Modification Systems

The Type I enzymes consist of subunits for the restriction and methylation activities.
The enzymes function as hetero-oligomers and cleave the DNA sequence from
100 bp to several Kbp away from their recognition sites. These enzymes are encoded
by three different genes, namely hsdR, hsdM, and hsdS (Ershova et al. 2015). The
enzyme recognition site consists of two parts separated by an intervening sequence
of nucleotides, with this sequence AAC(N)6GTGC being a representative (Ershova
et al. 2015). Type I MTase is a complex of two methyltransferase subunits and a
specificity determining subunit (M2S1). The S subunit possesses two target recog-
nition domains that interact with the two recognition sites, whereas the MTase dimer
methylates both the DNA strands simultaneously. The restriction enzyme binds to
the unmethylated target site and translocates along the DNA till it finds any other
DNA binding protein, where it cleaves the DNA in an ATP-dependent manner.
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Because of this activity the cleavage occurs far from the recognition site of the
enzyme (Roberts et al. 2003; Ershova et al. 2015).

The Type II R-M systems consist of distinct restriction and methyltransferase
enzyme components that are encoded by two different genes. The restriction enzyme
functions either in homodimeric or homotetrameric form and specifically cleaves the
DNA within or very close to their recognition site (Vasu and Nagaraja 2013). The
recognition sequence is often a short palindrome consisting of 4–8 bp sequences (for
example GAATTC). The type II MTases act as monomer and methylate both DNA
strands after binding. Because of their precise site specificity and their diversity, they
are very useful in genetic manipulation experiments and, therefore, most extensively
studied. The type II R-M systems are further subdivided into 11 groups on the basis
of their biochemical properties, though the subtyping is not mutually exclusive
(Roberts et al. 2003; Ershova et al. 2015).

The type III R-M systems are encoded by the two closely located genes, mod and
res, that produce the methyltransferase and the restriction components, respectively
(Janscak et al. 2001; Dryden et al. 2001; Mücke et al. 2001). The Type III enzymes
function as heterotrimers or heterotetramers consisting of restriction, methylation,
and DNA-dependent NTPase activities. The restriction and methylation enzymes
compete for the same catalytic reaction leading to incomplete reactions on most
occasions. The restriction enzyme recognizes a 5–6 bp long nonpalindromic
sequence and cleaves at the 30 site at a distance of ~25–27 bp (Dryden et al. 2001;
Vasu and Nagaraja 2013).

In contrast to the already described R-M systems, the enzymes belonging to the
type IV systems are not R-M systems in true sense, as they do not have a methylation
component. Also, the restriction enzyme only cleaves the DNA substrate that has
been modified previously such as methylated, hydroxyl-methylated, and glucosyl-
hydroxy-methylated, although the sequence specificity is not very well defined
among these enzymes. Because of the lack or low- sequence specificity they protect
the host from a broad range of extraneous DNA having different methylation
patterns (Ershova et al. 2015; Loenen and Raleigh 2014). Interestingly, enzymes
belonging to the type II M are also methylation directed and, therefore, have been
proposed to be included in the type IV (Loenen and Raleigh 2014).

2.2 Occurrence and Prevalence of R-M Systems in the Bacterial
Genome

With the advancement of the genome sequencing techniques and the availability of
a great number of prokaryotic genomes, it is now apparent that very diverse sets of
R-M systems exist in nature. The R-M systems are ubiquitous among the prokary-
otes. So far approximately 4000 enzymes are known that show 300 different
specificities (Roberts et al. 2010). According to the REBASE (restriction enzyme
database), out of the 8500 sequenced genomes of prokaryotes only 385 have no
recognizable R-M systems (Roberts et al. 2015; Ershova et al. 2015). A more recent
study using SMRT (Small Molecule Real Time) sequencing methods surveying
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217 bacterial and 13 archaeal species, from 19 different phyla and 37 different
classes, reported an extensive dataset of novel methylated motifs in these genomes
(Blow et al. 2016). This study reported a total of 858 distinct methylation motifs
present in 93% of the genomes tested. Interestingly, the methyltransferases show
considerable sequence conservation, while restriction enzymes are quite diverse. It
could be reasoned that while sequence conservation of the MTases limits the number
of recognizable extraneous sequences, at the same time broad REase specificity
would provide the scope to cleave a large number of nonself DNA that the bacterial
cell encounters. The genome sequences have provided information that more than
80% of the sequenced genome contains multiple R-M systems. Also, the number of
R-M systems present in a genome is related to its size. For example, three R-M
systems are present in organisms with a genome size between 2 and 3 Mbp, and four
R-M systems in organisms with genome size between 3 and 4 Mbp (Vasu and
Nagaraja 2013). However, there are notable exceptions such as Helicobacter and
Campylobacter species of genome sizes between 1.5 and 2 Mbp that possess around
30 R-M systems (Vasu and Nagaraja 2013). The significance of such a large number
of R-M systems in these species is not fully understood. In contrast, some obligate
intracellular pathogens such as Chlamydia, Coxiella, and Rickettsia of genome size
between 1 and 2.5 Mbp have no R-M systems. Considering the environmental niche
where these organisms live, they may not be encountering any bacteriophages,
therefore, the absence of the R-M systems (Vasu and Nagaraja 2013). Another
interesting feature with respect to the genome size and the recognition motif of the
R-M systems is that the larger proportion of the R-M systems present in organisms
with a larger genome (Bacillus, Pseudomonas, Streptomyces, etc.) can recognize
longer palindromic sequences (Vasu and Nagaraja 2013). Considering that a larger
genome has a higher number of 4 bp or 6 bp recognition motifs than the 8 bp ones,
it is reasonable to assume that having more number of R-M systems that prefer the
longer recognition motifs would limit nonspecific cleavage of the host genome
leading to random double strand breaks.

The widespread presence of the R-M systems in the prokaryotic genomes and
the diversity of their recognition sequences have been attributed to their importance
in their life cycle and also to their “selfish” nature by which they maintain in the
genome. Previous studies have demonstrated that type II R-M systems, carried by
plasmids, ensure their retention during postreplication segregation in the bacterial
host, indicating the selfish nature of this R-M systems (Naito et al. 1995; Kobayashi
2001). Because of horizontal gene transfer events bacteria can also acquire new R-M
systems, which is evident from the fact that different strains of the same bacterial
species possess different R-M systems (Oliveira et al. 2014; Croucher et al. 2014).
Specific regions in the bacterial genomes have been detected that encode several
R-M systems and named as Immigration Control Regions (ICR) involved in the
defense mechanisms. Investigations with the ICR flanking regions suggest that
these regions are acquired from other genomes by horizontal gene transfer
(Kobayashi 2001). In addition, R-M genes are colocalized with mobile genetic
elements in several bacterial species such as Staphylococcus aureus andHelicobacter
pylori (Alm et al. 1999; Kobayashi 2001; Lindsay 2010; Xu et al. 2011). The presence
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of a number of REase pseudogenes in the vicinity of theMTase genes, orphan REases
that no longer function as endonuclease and nonfunctional MTases in the bacterial
genomes, indicates a loss of R-M systems (Seshasayee et al. 2012; Furuta et al. 2014).
Apart from themechanismsmentioned above, prokaryoticR-Msystems can alter their
sequence specificity leading to the emergence of new R-M systems in the genome
(Furuta et al. 2014; Sánchez-Romero et al. 2015).

2.3 Functions of the R-M Systems

The discovery of R-M systems was made in the context of the bacterial defense
mechanisms against invading bacteriophages (Luria and Human 1952; Bertani and
Weigle 1953). However, bacteriophages also employ several counterstrategies to
avoid the host restriction, such as the modification of nucleotides (methylation,
glucosylation, etc.). Bacterial species also possess restriction enzymes (type II M
and type IV) that target such modified nucleotides from the bacteriophages leading
to a “coevolutionary arms race” that has produced several diverse R-M systems.
Even though it is suggested that the arms race between the host and the bacterio-
phages has produced so much diversity with respect to the R-M systems, however, it
is not clear how a very specific restriction enzyme would provide protection against a
broad range of bacteriophages. Also, it is not properly understood why certain
bacterial species for example naturally competent ones like Helicobacter pylori,
Haemophilus influenzae, Streptococcus pneumoniae, and Neisseria gonorrohoeae
possess multiple R-M systems in their genome (Vasu and Nagaraja 2013; Ershova
et al. 2015).

Discrimination between the self and nonself genetic material is the primary role of
the R-M systems in the bacterial genome. However, the existence of the different
subpopulations of a bacterial species is always beneficial for the species survival.
In this context, R-M systems help to maintain the genetic diversity by limiting the
gene transfer from other bacterial cells (Raleigh 1992; Sibley and Raleigh 2004).
Horizontal gene transfer events are limited because of the presence of R-M systems
in several bacterial species. The most notable examples are Burkholderia pseudo-
mallei, Streptococcus pneumoniae, and Neisseria meningitidis. In the case of
B. pseudomallei, the R-M systems have been shown to function as a barrier to
genetic exchange. Three phylogenetic groups are identified among the analyzed
B. pseudomallei genomes, showing almost no genetic exchanges between them.
Representatives from the groups showed the presence of different R-M systems and
further studies indicated that they are primarily responsible for restricting gene
transfer among the different phylogenetic groups. In the case of S. pneumoniae
15 monophyletic groups has been recognized that possess distinct sets of R-M
systems. In the case of N. meningitidis, analysis using 20 sequenced genomes
indicated the presence of eight different phylogenetic groups possessing 22 different
R-M systems (Ershova et al. 2015). To understand the impact of the presence of R-M
systems on horizontal gene transfer events, Budroni et al. (2011) showed that the size
of the fragments that were transferred among the different phylogenetic groups in
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N. meningitidis were significantly shorter than the fragments exchanged within the
group (680 bp vs. 3890 bp).

Even though the orphan methyltransferases are primarily involved in the epige-
netic regulation of gene expression (see next sections), MTases that are part of the
R-M systems sometimes influence the expression of genes in several bacterial
species. In the case of H. pylori, the transcriptome analysis indicated differences in
the expression of genes in the strains carrying different methylation patterns (Furuta
et al. 2014). Another consequence of alternate gene expression is phase variation
among the bacterial strains, which is a heritable yet on-or-off switching of transcrip-
tion. This is adopted by several pathogens to increase their survival and fitness in
different environmental niches (Hallet 2001; van der Woude and Bäumler 2004).
Several pathogens use phase variation to generate diversity in their surface antigenic
structure, such as pili, flagella, capsules, lipopolysaccharides, etc. (Weiser et al.
1990; van der Woude and Bäumler 2004). Based upon nucleotide sequence analyses
and other genetic studies, it has been shown among several pathogens such as
H. influenzae, H. pylori, and N. meningitidis that type I and III enzymes are involved
in phase variation mechanisms (Dybvig et al. 1998; De Bolle et al. 2000; de Vries
et al. 2002; Fox et al. 2007). Though the R-M systems are implicated in phase
variation mechanisms in several bacterial species, their significance is not
completely comprehended as yet.

The restriction enzymes cleave the nonself DNA into smaller fragments that
sometimes act as substrates for homologous recombination with the host genome.
Though the primary role of the R-M systems is to restrict the entry of foreign DNA,
the homologous recombination that follows after an initial cleavage could be a
byproduct of the process (Price and Bickle 1986; Vasu and Nagaraja 2013). In
several bacterial species, nonhomologous recombination events are also a conse-
quence of restriction mechanisms, in which a small homologous DNA sequence is
used to recombine and integrate a larger nonhomologous region into the host
genome. Such illegitimate recombination events, leading to genome rearrangements,
have been observed with the type I R-M enzyme EcoKI (Kusano et al. 1997).

3 Dam Methyltransferase

In gammaproteobacteria, methylation by orphan (or solitary) methyltransferases
plays several important roles, such as DNA mismatch repair, control of chromosome
replication, and regulation of gene expression. Loss of function dam mutants in
E. coli and Salmonella enterica showed an increased mutation rate (Marinus and
Morris 1974; Torreblanca and Casadesús 1996) and an abnormal rate of the
initiation of chromosome replication (Boye et al. 1988). The Dam methylase
(Deoxyadenosine methyltransferase) is a 32 KDa monomer that uses S-adenosyl-
L-methionine (AdoMet) as methyl group donor to the adenine N6 atom (Herman and
Modrich 1982). Dam transfers a methyl group to 50-GATC-30 sequences that are
usually fully methylated (the adenosines on both strands are modified), as Dam is
constitutively expressed, except for a short period following DNA replication
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(Marinus and Casadesus 2009). Accordingly the optimal substrate of Dam
is hemimethylated DNA although this enzyme can also methylate de novo
unmethylated target sites (Herman and Modrich 1982). In E. coli, Dam methylates
the ca. 20000 sites in a highly processive manner (Urig et al. 2002) ensuring a rapid
and robust remethylation of the entire chromosome. But what is the function(s) of
Dam methylation?

3.1 Dam-Dependent DNA Mismatch Repair

In E. coli, mismatches, due to erroneous incorporation of bases, is corrected by a
mechanism called methyl-directed mismatch repair (MMR) (Fig. 1). Whereas in the
base excision repair and nucleotide excision repair, the wrong nucleotide is directly
detected by the repair system, in the case of a mismatch the two replicated strands are
composed of unmethylated nucleotides. The presence of a methylated strand (non-
mutated) dictates the correct repair (Lu et al. 1983; Pukkila et al. 1983). Mismatch
regions are detected by MutS, the first DNA binding protein that then recruits MutL
and MutH (Caillet-Fauquet et al. 1984; Au et al. 1992; Iyer et al. 2006). In this
ternary complex, MutH has endonuclease activity on nonmethylated DNA strand
near the GATCmethylation site (Welsh et al. 1987), while MutL connects MutS with
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Fig. 1 Schematic view of
the mismatch repair system
in E. coli. Mismatch regions
in the E. coli genome
(asterisk) are detected by
MutS, the DNA-binding
protein that then recruits MutL
and MutH. In this ternary
complex, MutH has
endonuclease activity on
nonmethylated DNA strand
near the GATC methylation
site, while MutL connects
MutS with MutH. The
exonuclease UvrD then
digests the single-strand
mutated DNA and DNA
polymerase III in complex
with single-strand binding
proteins (dotted grey line) and
DNA ligase completely repair
the mutated region. Finally
Dam remethylates the repaired
strand
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MutH. The exonuclease UvrD then digests the single strand mutated DNA and DNA
polymerase III in complex with single strand binding proteins and DNA ligase
completely repairs the mutated region (Iyer et al. 2006).

Concentration of Dam methylase in the cells is tightly regulated (Løbner-Olesen
et al. 1992). As mentioned earlier, the absence of Dam in E. coli and Salmonella
results in an increasing rate of mutations. However, overexpression of Dam also
causes an augmentation of mutations (Pukkila et al. 1983; Torreblanca and
Casadesús 1996). This apparent contradiction depends on the specificity of MutH
for hemimethylated DNA sequences, while the endonuclease activity of MutH
is basically absent on fully methylated templates, when Dam is overexpressed
(Herman and Modrich 1981). Therefore, too much or no methylation cause the
same MutH inactivity and then accumulation of mutations.

3.2 Chromosome Replication Control

The origin of replication (oriC) in E. coli is controlled at multiple levels, including
Dam methylation. As initiation of replication depends on the activity of DnaA,
regulation of dnaA transcription and modulation of its activity are two important
mechanisms at the onset of DNA replication (Mott and Berger 2007). A third
mechanism directly controls the accessibility of the origin of replication
(Waldminghaus and Skarstad 2009). Dam methylation is responsible for two of
those mechanisms: regulation of expression of dnaA and oriC binding, both phe-
nomena depending on SeqA (Fig. 2). Most of the 20000 GATC sites in the E. coli
genome are remethylated in few seconds (Stancheva et al. 1999). However, oriC and
the promoter of dnaA, containing respectively 11 and 8 GATC sites, remain
hemimethylated for at least 10 min, although Dam methylase is present in the
cells. This “protection” is performed by the dimeric protein SeqA (Campbell and
Kleckner 1990), which has affinity for hemimethylated GATC sites that are also
closely spaced (Kang et al. 1999, 2005). Binding of SeqA to the oriC and the dnaA
promoter in turn blocks further access to those sites, stalling both the access to the
origin of replication by the replisome and the transcription of dnaA. This time gap
allows the conversion of the active DnaA-ATP to inactive DnaA-ADP and the
blocking of DnaA production by SeqA repression of the promoter region (Katayama
et al. 1998; Kato and Katayama 2001). In conclusion, Dam methylation and SeqA
are intimately linked with respect to the initiation of DNA replication. Accordingly,
seqA loss of function mutants show high similarity to Dam-overproducing cells
(Løbner-Olesen et al. 2003).

3.3 Regulation of Gene Expression

Methylation sites, such as E. coli Dam GATC, are widespread along the genome and
occur approximately every 200–300 bp; however, their presence in promoter
regions, similarly to SeqA and the promoter of dnaA, may affect binding and activity
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of transcription factors and RNA polymerase, especially when the number of
methylation sites is above average distribution. Expression profiles of dam-deficient
cells have been recorded revealing genes whose transcription change without meth-
ylation (Torreblanca and Casadesús 1996; Oshima et al. 2002). However, not all
affected genes are directly controlled by Dam methylation, such as the SOS regulon
that is on the contrary activated by the abnormal activity of the MutSHL system in
the absence of methylation (Marinus and Casadesus 2009). In other words, although
methylation affects the expression of many genes, only a few subsets of promoters,
associated with specific DNA-binding proteins, may be directly linked to a methyl-
ation control.

In Salmonella, among genes in the conjugative plasmid containing virulence
factors, traJ encodes a transcription factor, whose expression is under the control
of the global regulator Lrp (Camacho and Casadesús 2002, 2005). The promoter of
traJ has two Lrp binding sites required for the activation of transcription. A fully
methylated GATC site, present in one of those Lrp binding sites, is able to repress
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Fig. 2 Mechanism of action of methylation dependent chromosome replication initiation in
the E. coli. In G1 cells of E. coli, the origin of replication and the promoter of dnaA are completely
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SeqA replaces DnaA from oriC and blocks transcription of dnaA. Shortly Dam methylase
remethylates all sites blocking early reinitiation of DNA replication until a new cycle is possible
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traJ transcription, while only hemimethylation on the adenosine of the noncoding
strand is able to trigger the transcription of the gene (Camacho and Casadesús 2005).
Therefore, when the plasmid is replicated, only one daughter DNA sequence is
expressed although plasmids have the same genetic information. As activation of
traJ requires DNA replication, a physiological state associated with nutrient abun-
dance and absence of stress, this epigenetic activation ensures that energy-consuming
conjugation will take place in a suitable environment. Similar mechanisms of epige-
netic regulation are described in the regulation of the IS10 transposase, whose activity
is kept at a low level by this kind of methylation control (Roberts et al. 1985).

Some bacterial species show the phenomenon called “phase variation” where
genetically identical populations of cells express certain factors at different levels.
This is a bet-hedging strategy used by the bacterial species, to prepare them to face
changing environmental conditions. Although several mechanisms of phase varia-
tions require the variation of the DNA sequence, some mechanisms are epigeneti-
cally controlled by DNA methylation. For example, in the uropathogenic E. coli, the
synthesis of Pap pili is under the control of the methylase Dam (Fig. 3). During
infection, the population contains bacteria with (ON) and without Pap pili (OFF).
This dual expression pattern derives from two opposite characteristics of Pap pili: on
one hand those pili are highly immunogenic triggering immune responses; on the
other hand Pap pili are indispensable for the colonization of the upper urinary tract.
Therefore, this dual nature of the population keeps the potential ability to colonize
new infection niches without triggering too much the immune response (Roberts
et al. 1994; Hernday et al. 2002). This epigenetic regulation is based on the presence
of two Dam methylation sites: GATC-I or distal (upstream the papI gene) and

pap genespapI

GATC-I GATC-II

Lrp Lrp Lrp

CH3

CH3

CH3

CH3

papI

GATC-I GATC-II

Lrp Lrp Lrp
PapI PapI PapI

OFF STATE

ON STATE

OFF

ON

OFF

ON

pap genes

Fig. 3 Role of DNA methylation in phase variation. Pap pili expression is under the control of
the methylase Dam. During infection, the population contains bacteria with Pap pili (ON) and cells
with no pili (OFF). GATC-I and GATC-II are present (black box). In the OFF state, GATC-II is
nonmethylated while GATC-I is methylated; in the ON state, the methylation pattern is opposite. In
the OFF state, Lrp is bound to GATC-II, keeping its state non methylated and preventing Lrp to bind
GATC-I, which is indeed methylated. In the OFF state, Lrp binding represses the pap operon
transcription. In the ON-state, accumulation of PapI moves Lrp to GATC-I, freeing GATC-II
allowing Dam to methylate the GATC-II site therefore stabilizing the ON state
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GATC-II or proximal (upstream the pap operon). In the OFF state, GATC-II is
nonmethylated while GATC-I is methylated; in the ON state, the methylation pattern
is the opposite. Differently from the rest of the genome, GATC sites in the pap
operon can show a nonmethylated state because of the DNA binding of the Lrp
protein that prevents Dam methylation. In the OFF state, Lrp is bound to GATC-II,
keeping its state nonmethylated and preventing Lrp to bind GATC-I, which is indeed
methylated. In the OFF state, Lrp binding represses the pap operon transcription.
This situation is stable unless a second factor (PapI), whose fluctuations of expres-
sion are noisy, reaches a threshold able to dislocate Lrp from GATC-II in favor of
GATC-I. Once GATC-II is free from Lrp, Dam is able to methylate the GATC-II site
therefore stabilizing the ON state. Several cycles of DNA replication will free the
GATC-I site from methylation as Lrp and PapI stably protect this region (Casadesús
and Low 2006, 2013).

Dam methylation and Lrp also control other fimbrial operons such as foo, clp, and
pef (Casadesús and Low 2006). However, Dam can also be associated with other
factors regulating phase variation. For example, the locus agn43, encoding a mem-
brane protein of the outer membrane involved in biofilm formation and interaction
with the infected host, is regulated by Dam methylation and the protein OxyR
(Henderson and Owen 1999; Danese et al. 2000; Waldron et al. 2002; Wallecha
et al. 2002, 2003; Kaminska and van der Woude 2010). Finally, OxyR and Dam are
also involved in the epigenetic control of the Salmonella opvAB operon encoding a
proteinmodifying the length of theO-antigen in lipopolysaccharide (Cota et al. 2012).

4 CcrM Methyltransferase

Among the cell cycle regulators in Caulobacter crescentus, the methyltransferase
CcrM plays a crucial role in coordinating important developmental processes by
transcriptional regulation (Table 1). This methylase and its functions are possibly
conserved in other alpha-proteobacteria although its role has been less studied
(Wright et al. 1997; Robertson et al. 2000; Kahng and Shapiro 2001). In contrast
to gamma-proteobacteria in which the hemimethylation state of DNA is not stable
and limited in time, in C. crescentus all CcrM loci remain hemimethylated during the
S-phase until the replication of DNA is complete. This cell cycle-dependent meth-
ylation pattern has an important consequence on the regulation of gene expression
over time in coordination with DNA replication progression (Mohapatra et al. 2014).

C. crescentus produces two different cell types at every division that are mor-
phologically and functionally different, a sessile replication competent stalked cell
and a vegetative and replication incompetent swarmer cell (Fig. 4a). The stalked cell,
capable of replicating the circular chromosome and producing new cells (Brown
et al. 2009), possesses a polar tubular appendix, the stalk, having the same compo-
sition of the cell envelope (Jenal 2000).

In C. crescentus, CcrM methylates adenosines of the palindromic 50-GAnTC-30

sites in the DNA double helix (Zweiger et al. 1994). CcrM is present and active only
for a short window of time at the end of the S-phase in the late predivisional cells.
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In fact, the gene encoding CcrM is under the control of the cell cycle master regulator
CtrA that has its highest activity in late S-phase (Collier et al. 2007). At the same
time, CcrM is degraded by the Lon protease before cell division so that swarmer cells
have no CcrM (Wright et al. 1996). Although there are other methylases in
Caulobacter, CcrM is the only one showing cell cycle-regulated activity and affect-
ing cell cycle progression (Nierman et al. 2001; Kozdon et al. 2013). The chromo-
some remains fully methylated in both strands in G2 and G1 phases. The time of
conversion during the S-phase into two hemimethylated copies of each GAnTC

Table 1 CcrM-dependent genes involved in cell cycle and polarity in C. crescentus

Gene Function
Regulation
(hemi/full)

GcrA-
dependent Refs.

ctrA Cell cycle
regulator

F� Yes (Reisenauer and Shapiro 2002;
Holtzendorff et al. 2004; Fioravanti
et al. 2013; Murray et al. 2013;
Gonzalez et al. 2014)

podJ Polarity
determining
protein

H+ Yes (Holtzendorff et al. 2004; Fioravanti
et al. 2013; Murray et al. 2013)

mipZ Cell division
plane
positioning
ATPase

F+ Yes (Holtzendorff et al. 2004; Fioravanti
et al. 2013; Murray et al. 2013)

ftsZ Cell division
protein

F+ Yes (Gonzalez and Collier 2013; Murray
et al. 2013)

ftsN Cell division
protein

– Yes (Fioravanti et al. 2013; Murray et al.
2013; Gonzalez et al. 2014)

tipF Polarity
determining
protein

– Yes (Fioravanti et al. 2013)

pleC Polarity
determining
protein

– Yes (Fioravanti et al. 2013; Kozdon et al.
2013)

flaY Motility – Yes (Fioravanti et al. 2013)

creS Cell shape – – (Gonzalez et al. 2014)

ftsW,
ftsE

Cell division
protein

– – (Gonzalez et al. 2014)

gyrA,
gyrB

DNA
replication

– – (Kozdon et al. 2013; Gonzalez et al.
2014)

parE Chromosome
segregation

– – (Gonzalez et al. 2014)

staR Stalk
biogenesis

– – (Kozdon et al. 2013; Gonzalez et al.
2014)

popZ Pole
organizing
protein

– – (Gonzalez et al. 2014)

F+, activated when fully methylated; F�, repressed when fully methylated; H+, activated when
hemimethylated, “–” no information available.
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sequence depends on the chromosomal location of the individual methylation sites
(Zweiger et al. 1994; Kozdon et al. 2013) (Fig. 4b).

CcrM methylates the 4542 potential GAnTC sites in C. crescentus (Nierman et al.
2001) using S-adenosyl-L-methionine as substrate (Zweiger et al. 1994) in a distrib-
utive manner that is similar to E. coli Dam (Albu et al. 2012), and that is character-
ized by a preferential binding for a hemimethylated template (Berdis et al. 1998;
Albu et al. 2012). Approximately a quarter of these CcrM motifs are located in the
intergenic regions suggesting a potential regulation of transcription. Using single-
molecule real-time (SMRT) DNA sequencing, all sites methylated by CcrM were
identified at base-pair resolution (Kozdon et al. 2013). Accordingly to the previous
knowledge, almost all GAnTC sites progressed from full- to hemimethylation and
back again to a full methylation stage with the progression of the replication fork
during the S-phase. However, 27 GAnTC sites remained permanently unmethylated

Stalk Cell
(replicative)

Swarmer Cell
(vegetative)

G1 G2S

Methylation of the chromosome(s)

ORI

G1 G2S
CcrM

a

b

Fig. 4 DNA Methylation and progression of cell cycle in Caulobacter crescentus.
(a) C. crescentus cell cycle progression. Every cell division C. crescentus produce two different
cell types: a vegetative swarmer cells, possessing a flagellum and pili, that is able to swim; a stalked
cell capable of DNA replication and attached to substrate by stalk in continuity with the cell
envelope. The swarmer cell must differentiate in a stalk cell in order to initiate a division cycle.
After cell division, the stalked cell is able to immediately initiate the DNA replication. C. crescentus
has a single circular chromosome, whose origin has a polar localization and it is replicated only
once per cell division. (b) The C. crescentus chromosome in G1 is fully methylated by CcrM (four
sites are schematically represented here in dark grey). As the replication initiates the sites proximal
to the origin of replication (oriC) become hemimethylated (grey and white). As the replication fork
proceeds, all sites become hemimethylated until the methylase CcrM (black bar) accumulates at the
end of S-phase
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(Kozdon et al. 2013) during the S-phase. Some of these hypomethylated sequences
have been recently shown to be associated with the regulator MucR (Ardissone et al.
2016), although their functional role is still unclear.

CcrM methylation controls many important genes in C. crescentus (Mohapatra
et al. 2014). This control is mostly positive (activation on hemi or, less frequently, on
fully methylated DNAs) or negative (repression by the full methylation) (Table 1).

Under the control of CcrM-methylation, ctrA (Quon et al. 1996) probably is the
most significant gene, as it encodes the master regulator of cell cycle inC. crescentus.
Two promoters are responsible for ctrA transcription: ctrAP1 contains a GAnTC site
at its �35 region and is activated only in the hemimethylated state, when the
replication fork progresses through it, while the promoter ctrAP2 is auto-induced
by phosphorylated CtrA (Reisenauer and Shapiro 2002).

The full methylation state keeps the promoter ctrAP1 in a repressed mode and
only the conversion to a hemimethylated form allows transcription (Reisenauer and
Shapiro 2002). The importance of temporal control of CcrM expression is evident as
a strain constitutively expressing CcrM throughout the cell cycle results in aberrant
cell types with multiple chromosome duplication events because of a fully methyl-
ated chromosome (Zweiger et al. 1994). The transcription from ctrAP1 clearly
depends on the amount of time it remains fully methylated during the replication,
as ctrAP1 when placed proximal to the origin of replication, showed highest activity,
whereas a terminus proximal location of ctrAP1 had basically no expression
(Reisenauer and Shapiro 2002). These observations prompted the question concern-
ing the molecular mechanism connecting the methylation state to RNA polymerase
activity. Studies have suggested that CcrM is associated with GcrA (Holtzendorff
et al. 2004) among the members of the Alphaproteobacteria group (Brilli et al. 2010;
Murray et al. 2013). GcrA is a DNA binding protein with sites spread all over the
Caulobacter genome (Fioravanti et al. 2013; Haakonsen et al. 2015). Although
GcrA target regions are generally associated with GAnTC sites, it also binds to
regions in the chromosome having no methylation (Fioravanti et al. 2013). Coherent
to previous results (Holtzendorff et al. 2004), GcrA binds the promoter P1 of ctrA;
interestingly the CcrM full methylation, which corresponds in vivo to inhibition
(Reisenauer and Shapiro 2002), shows the highest binding efficiency in comparison
with the two hemimethylation arrangements, which were still more efficient than
the nonmethylated sequence (Fioravanti et al. 2013). GcrA affects RNA polymerase
by interacting with Sigma70 favoring the open complex formation (Haakonsen
et al. 2015).

CcrM orthologs have been investigated in other alpha-proteobacteria, such as
Sinorhizobium meliloti, Brucella abortus, and Agrobacterium tumefaciens (Wright
et al. 1997; Robertson et al. 2000; Kahng and Shapiro 2001). In contrast to
Caulobacter, in which the GAnTC methylation is dispensable (Gonzalez and Collier
2013; Fioravanti et al. 2013; Murray et al. 2013), CcrM in other alpha-proteobacteria
is essential, although its exact role has not been elucidated yet (Brilli et al. 2010).
Interestingly, CcrM and GcrA orthologs can complement, at least partially,
functions in other alpha-proteobacteria, suggesting a similar role (Wright et al.
1997; Robertson et al. 2000; Kahng and Shapiro 2001; Fioravanti et al. 2013).
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Furthermore, the cell cycle-regulated activity of CcrM, peaking at the end of
S-phase, has been demonstrated in A. tumefaciens (Kahng and Shapiro 2001) and
S. meliloti (De Nisco et al. 2014).

5 Research Needs

DNA methylation in bacteria has been described since many years, but its real
importance is still not fully understood. For example, the role of the solitary methylase
CcrM controlling cell cycle in C. crescentus appears still at the beginning of its
elucidation. Multiple DNA-binding proteins controlling transcription have been asso-
ciated with DNA methylation, such as SeqA, Lrp in E. coli or GcrA in C. crescentus,
however, there could be many more transcription factors that could detect the meth-
ylation state and modulate global transcriptional programs in bacterial cells. It is worth
noticing that many CcrM methylation sites are independent of GcrA.

New techniques, such SMRT sequencing (see previous sections), have been devel-
oped in order to understand DNA methylation at the genomic scale, revealing that
multiple methylases are indeed responsible for DNA methylation in bacterial cells.
Next few years will definitely open new surprising frontiers in the epigenetic regulation
in bacteria.What is clear for now is that although simple, bacteria possess a complexity
in regulatory mechanisms, among which DNA methylation plays a crucial role.
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Abstract
In this chapter we focus on the regulation and function of DNA methylation in
mammals and especially in humans. We describe the main features of the
enzymatic machinery generating 5-methylcytosine (5mC) that functions as an
epigenetic mark in mammalian cells, and outline the active and passive mecha-
nisms that can remove this reversible modification of DNA. We briefly introduce
the characteristics of “maintenance” and “de novo” DNA-(cytosine-C5)-
methyltransferases (DNMTs) and overview how their expression is regulated at
the transcriptional, posttranscriptional, and posttranslational level. The
interacting partners and chromatin marks involved in the targeting of DNMTs
to the replication foci during S phase or to various chromatin domains during
other phases of the cell cycle are also discussed. The enzymatic functions of
DNMTs and their interactions with cellular macromolecules are involved in a
series of cellular processes, some of them vital for mammals. Thus, DNA
methylation has a role in the regulation of chromatin structure and promoter
activity. It may silence the promoters of imprinted genes showing monoallelic
expression as well as the promoters of transposons, and contributes to gene
silencing on the inactive X chromosome, too. There are genome-wide demethyl-
ation and remethylation events during embryogenesis suggesting a regulatory
role for DNA methylation in developmental processes, and both cytosine meth-
ylation and the active removal of 5mC from DNA is involved in the control of cell
differentiation. DNA methylation plays a role in the preservation of genomic
stability and gene body methylation affects the inclusion of certain exons into
mature mRNA molecules by affecting – indirectly – the splicing of primary
transcripts. Epigenetic regulatory mechanisms, including DNA methylation, are
at the forefront of brain research these days. For this reason we outlined some of
the most interesting results of this exciting new field in a separate subsection.

1 Introduction

DNA methyltransferase enzymes encoded by bacterial genomes catalyze the transfer
of a methyl group from the cofactor S-adenosyl-L-methionine (SAM) to one of the
nucleotides within the target DNA sequence, generating a methylated base and
S-adenosyl-L-homocysteine. There are two major classes of DNA methyltransferases
(MTases): endocyclic MTases modify the carbon 5 (C5) position of the cytosine ring,
whereas exocyclic MTases methylate exocyclic nitrogens, either the N4 position of
cytosine or the N6 position of adenine (Posfai et al. 1989; Bheemanaik et al. 2006;
Weigele and Raleigh 2016). These covalent modifications “mark” DNA sequences
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without altering the specificity of base pairing. Modified bases, including
N4-methylcytosine, 5-methylcytosine (5mC), and N6-methyladenine, were detected
in a series of bacterial DNAs (Ehrlich et al. 1987; Blow et al. 2016) (Table 1).
Modifications of bacterial genomes play an important role in as diverse biological
functions as methyl-dependent mismatch repair, membrane binding of the bacterial
chromosome, regulation of DNA replication, regulation of gene expression, and
discrimination between self and foreign DNA molecules (Kramer et al. 1984; Ogden
et al. 1988; Wilson 1988; Waldminghaus et al. 2012; Makarova et al. 2013; Adhikari
and Curtis 2016; Cohen et al. 2016).

The expression of bacterial DNA MTases that modify the host cell genome is
frequently accompanied by the expression of a sequence-specific endo-
deoxyribonuclease (restriction endonuclease) recognizing the same DNA sequence
as the MTase. Such MTase/restriction endonuclease pairs may protect bacterial cells
from invading foreign bacteriophage or plasmid DNA molecules that are either
unmethylated or methylated at different recognition sites (Ishikawa et al. 2010).
“Solitary” or “orphan” DNA methyltransferases that do not have a corresponding
restriction endonuclease pair also modify bacterial genomes (reviewed by Casadesus
2016). In addition to the modified bases occurring in bacterial genomes, DNA
genomes of bacteriophages may contain a series of additional modified purines
and pyrimidines, possibly to avoid recognition and prevent degradation by host-
encoded restriction endonucleases (Shabbir et al. 2016; Weigele and Raleigh 2016).

In contrast to bacteria, mammalian genomes typically do not contain detectable
levels of the modified bases N4-methylcytosine and N6-methyladenine.
N6-methyladenine was detected, however, in other organisms belonging to the
domain Eukarya: it was enriched at active transcription start sites in the genome of
Chlamydomonas reinhardtii, a flagellated protozoan, and it was also observed in the
ciliate protozoa Oxytricha fallax, Paramecium aurelia, Stylonichia mytilius, and
Tetrahymena pyriformis (Fu et al. 2015b; reviewed by Wion and Casadesus 2006).
N6-methyladenine was also detected in the fungus Penicillium chrysogenum and in
the genomes of the nematode Caenorhabditis elegans and the fruit fly Drosophila

Table 1 Modified bases occurring in bacterial and mammalian genomes

Domain Oxidation Modified bases

Bacteria

N6-methyladenine (6 mA)

N4-methylcytosine (4mC)

5-methylcytosine (5mC)

Mammals

N6-methyladenine (6 mA)

5-methylcytosine (5mC)

Oxidation products of 5mC

5-hydroxymethylcytosine (5hmC)

5-formylcytosine (5fC)

5-carboxylcytosine (5caC)
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melanogaster (Rogers et al. 1986; Greer et al. 2015; Zhang et al. 2015a; reviewed by
Heyn and Esteller 2015; Meyer and Jaffrey 2016). Moreover, in a recent study, Liu
et al. detected N6-methyladenine, with the help of ultrahigh performance liquid
chromatography coupled to triple quadrupole mass spectrometry (UHPLC-QQQ-
MS/MS), during the early embryogenesis of vertebrate species, zebrafish (Danio
rerio) and pig (Sus domesticus). Certain repetitive sequences of these vertebrate
genomes were especially enriched, temporarily, in N6-methyladenine (Liu et al.
2016). Similar results were reported by Koziol et al. who also used UHPLC-MS/MS
as well as DNA immunoprecipitation with N-6-methyl-deoxyadenosine specific anti-
bodies followed by high throughput sequencing for the analysis of Xenopus laevis
(African clawed frog) andMus musculus (house mouse) DNA samples. Using dot blot,
N-6-methyl-deoxyadenosine, the nucleoside corresponding to N6-methyladenine,
was detected in the DNA of a human cell line (293T) as well (Koziol et al. 2016).

The enzymatic machinery involved in the deposition of N6-methyladenine marks
on eukaryote genomes remains to be elucidated. It was observed, however, that
during the embryogenesis of Drosophila melanogaster a DNA N6-methyladenine
demethylase (DMAD) removed the methylation mark, especially from transposons,
suggesting a role for DMAD in transposon suppression (Zhang et al. 2015a).

Notwithstanding the observations documenting the presence of N6-methyladenine
in eukaryote genomes, the vast majority of data accumulated so far indicated that the
most abundant modified base in mammalian cells is 5mC. Discovered as a component
of mammalian DNA byWyatt in 1951, 5mC occurs predominantly in the dinucleotide
CpG (Wyatt 1951; reviewed by Li and Zhang 2014). Oxidation products of 5mC,
including 5-hydroxymethylcytosine (5hmC), 5-formylcytosine (5fC), and 5-carboxyl-
cytosine (5caC), can also be detected in mammalian genomes (reviewed by Rasmus-
sen and Helin 2016) (Table 1). In this chapter we wish to focus primarily on the
regulation and function of CpG-methylation in mammals and especially in humans.
DNA methylation in other eukaryotic taxa including protists, fungi, plants, inverte-
brates, and vertebrates other than mammals was covered in several recent papers and
reviews (Wion and Casadesus 2006; Walsh et al. 2010; He et al. 2011; Ponts et al.
2013; Vu et al. 2013; Dabe et al. 2015; Jeon et al. 2015; Huang et al. 2016; Taskin et al.
2016; Vidalis et al. 2016; Zabet et al. 2017).

Prokaryotic DNA MTases modify, with a few exceptions, all of their target
sequences, and it was suggested that local hypomethylation in bacterial genomes
may be due to the competition of site-specific DNA-binding proteins with DNA
MTases (Ardissone et al. 2016). In contrast, in large-genome eukaryotes, including
mammals, the methylation pattern of the genome is typically discontinuous and
changes during developmental processes, organogenesis, and cell differentiation
(Kunnath and Locker 1982; Bird 1986; Frank et al. 1990; Frank et al. 1991; Deaton
and Bird 2011; Yu et al. 2011; Hansen et al. 2014; Bestor et al. 2015; Keil and Vezina
2015; Farlik et al. 2016; Li et al. 2016; Zhou et al. 2017). In mammals, a typical
feature of the genome is the presence of predominantly unmethylated, short inter-
spersed sequences called CpG-islands that are regularly associated with promoters.
CpG-islands have a high GC content and they are enriched in CpG-dinucleotides
compared to the average genomic pattern (Deaton and Bird 2011; Jones 2012).
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2 DNA Methylation in Eukaryotes: Basic Facts

In eukaryotic organisms the best characterized DNA methyltransferase enzymes
typically methylate the C5-position of cytosines. In mammalian and human cells,
methylcytosine (5mC) can be detected predominantly within CpG-dinucleotides,
and CpG-methylation in the regulatory regions of promoters frequently results in
transcriptional silencing (Li and Zhang 2014). In humans, there are several
DNA-(cytosine-C5)-methyltransferases that modify DNA sequences: DNMT1, a
“maintenance” DNA MTase differs in protein sequence and substrate preference
from the “de novo” DNA MTases DNMT3A and DNMT3B (reviewed by Jin and
Robertson 2013). It was suggested that these enzymes most probably had an
independent origin and their genes derived from prokaryotic DNA methyltransferase
sequences (Jurkowski and Jeltsch 2011). In addition, DNMT3L, a protein related to
the “de novo” DNA MTases, but lacking enzymatic activity, forms complexes with
and enhances the activity of DNMT3A and DNMT3B (Jin and Robertson 2013).
DNMT2, a protein with sequence similarities to DNA-(cytosine-C5)-
methyltransferases, is not involved in DNA methylation in mammals: DNMT2
methylates aspartic acid transfer RNA (tRNAAsp) (Goll et al. 2006; Jurkowski and
Jeltsch 2011) (Table 2). DNA methylation is reversible: the methyl group can be
removed from the C5-position of 5mC either by an active enzymatic process or by a
passive mechanism, when the recruitment of DNMT1 is inefficient or its activity is
inhibited during successive rounds of DNA replication and cell division (reviewed
by Smith and Meissner 2013b; Wu and Zhang 2014).

2.1 DNMT1: The Maintenance DNA-(Cytosine-C5)-
Methyltransferase in Human Cells

The C-terminal catalytic domain of DNMT1 and the corresponding domain of its
mouse homolog, Dnmt1, share several conservative motifs with bacterial
DNA-(cytosine-C5)-methyltransferases (reviewed by Posfai et al. 1989; Bestor
2000; Robertson 2001; Hermann et al. 2004; Zhang et al. 2015b). DNMT1 binds
with high affinity to hemimethylated DNA duplexes that contain a methylated and a
complementary, unmethylated DNA strand (Bestor 2000). Such hemimethylated
DNA duplexes are generated during the semiconservative replication of methylated
parental DNA molecules. At the replication fork, DNMT1 copies the methylation

Table 2 DNA-(cytosine-
C5)-methyltransferases
and related proteins in
human cells

Protein Main activity

DNMT1 Maintenance methylation

DNMT3A De novo methylation

DNMT3B De novo methylation

DNMT3L Regulation of DNA methylation

DNMT2 Methylation of tRNAAsp
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pattern of the parental DNA strand to the initially unmethylated daughter strand
(reviewed by Robertson 2001) (Fig. 1). As a prelude to the methyl group transfer, the
interaction of the mouse Dnmt1 with its double stranded DNA substrate induces
“base flipping,” i.e., rotation out of the target cytosine from the DNA backbone
(Song et al. 2012). Base eversion permits embedding of the target cytosine into a
hydrophobic pocket of the catalytic domain. This structural change is followed by
the transfer of a methyl group from the methyl donor S-adenosyl-L-methionine
(SAM) to the C5-position of the cytosine residue (Du et al. 2016; reviewed by
Bestor 2000; Jeltsch and Jurkowska 2016). A cysteine located to a conservative
Pro-Cys dipeptide plays an indispensible role in the catalytic reaction: it forms a
transient covalent complex with the C6 atom of the target cytosine, resulting in the
activation, i.e., an increase of the negative charge density, of the neighboring C5
atom. A nucleophilic attack of the activated C5 atom on the methyl group of cofactor
SAM results in methyl group transfer to the C5-position, followed by the release of
Dnmt1 (reviewed by Cheng and Blumenthal 2011; Jurkowska and Jeltsch 2016). In
parallel, SAM is converted to S-adenosyl-L-homocysteine (SAH) (Fig. 1). Because
CpG-methylation affects promoter activity, the “maintenance”methylase function of
DNMT1 contributes to the transmission of gene expression patterns from cell
generation to cell generation (epigenetic memory) (Jones and Takai 2001; Bird
2002). A model for gene activity and inactivity, based on cytosine methylation in
DNA, was proposed originally by Riggs and independently by Holliday and Pugh
(Holliday and Pugh 1975; Riggs 1975).
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CH3
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CH3

C G

DNMT1
SAM         SAH
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SAM         SAH
DNMT1

Fig. 1 The maintenance DNAmethyltransferase function of DNMT1. The schematic view of a
replication fork is shown with two hemimethylated DNA duplexes containing a methylated
CpG-dinucleotide (parental strand) and a complementary unmethylated CpG-dinucleotide (daugh-
ter strand), each. DNMT1 binds to hemimethylated DNAwith high affinity and transfers a methyl
group from the methyl donor S-adenosyl-L-methionine (SAM) to the C5-position of the
unmethylated cytosine residue. In parallel, SAM is converted to S-adenosyl-L-homocysteine (SAH)
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Unlike the C-terminal domain that resembles bacterial methyltransferases, the
larger N-terminal domain of DNMT1 is of unknown origin and it has no significant
amino acid sequence homology with the corresponding bacterial enzymes (Bestor
2000). Comparison of the mouse Dnmt1 protein with the amino acid sequences of
other eukaryotic methyltransferases revealed that the N-terminal domain itself is
composed of two parts, A and B (Margot et al. 2000). Thus, the mouse Dnmt gene,
and the ancestral methyltransferase gene ofMetazoa, was possibly generated by two
fusion events: joining of the sequences coding for part A and B of the N-terminus
was followed by the fusion to a putative gene coding for the C-terminus.

The N-terminal domain has multiple functions: it is necessary for the transport of
DNMT1 from the cytoplasm to the nucleus, and it also plays an important role in the
targeting of the enzyme to the replication foci. Interaction of the N-terminal regula-
tory domain with PCNA (proliferating cell nuclear antigen) and UHRF1 (ubiquitin-
like protein containing PHD and RING finger domains 1) may guide DNMT1 to the
replication forks. Similarly to DNMT1, its interacting partner, UHRF1, also induces
base flipping: in this case a methylated cytosine is everted on the parental, methyl-
ated DNA strand (Hashimoto et al. 2008; Cheng and Blumenthal 2011). Based on
molecular dynamics simulation, Bianchi and Zangi suggested that flipping out of the
methylated cytosine by UHRF1, a protein which has no enzymatic activity, may
facilitate the eversion of the unmethylated cytosine targeted by DNMT1 on the
opposite strand (Bianchi and Zangi 2014). Thus, it is plausible that maintenance
methylation at hemimethylated DNA sequences by DNMT1 proceeds via a dual
base flipping mechanism (Bianchi and Zangi 2014). According to a potential
scenario, UHRF1 interacts with the methylated cytosine and guides DNMT1 to the
replication fork. As a next step, or simultaneously, assisted with the extra-helical
conformation of the methylated cytosine, DNMT1 may induce flipping out of the
unmethylated cytosine, followed by the transfer of the methyl group from SAM to
the C5-position of its target (Fig. 2). In addition to PCNA and UHRF1, interaction
with transcription factors may also help to deposit DNMT1 to the replication foci
(Iida et al. 2002; Hervouet et al. 2010; Hervouet et al. 2012).

The N-terminal domain has a dual role in the regulation of the C-terminal
catalytic domain. On the one hand, it is indispensable for the activation of the
enzyme; on the other hand its interaction with the DNA binding pocket of the
catalytic domain blocks substrate binding (Syeda et al. 2011; reviewed by Qin
et al. 2011; Jeltsch and Jurkowska 2016). Thus, the N-terminal sequence mediating
the latter autoinhibitory function should be sterically rearranged – possibly with the
help of UHRF1 that interacts with DNMT1 – for the activation of the enzyme
(reviewed by Qin et al. 2011; Jeltsch and Jurkowska 2016).

In addition to its enzymatic function, DNMT1 affects a series of other cellular
processes by the interactions of its N-terminal regulatory domain with numerous
nuclear proteins (Qin et al. 2011). Changing a critical catalytic cysteine residue to
serine in the C-terminal domain of Dnmt1 abolished, however, several important
biological phenomena attributed to the enzyme, suggesting that the enzymatic
activity is required for in vitro differentiation of embryonic stem cells,
retrotransposon suppression, and proper localization of Dnmt1 (Damelin and Bestor
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2007). The very same mutation resulted in developmental arrest and embryonal
lethality in Dnmt1ps/ps mice carrying the catalytic-defective allele (Takebayashi et al.
2007). The embryos died shortly after gastrulation, like the Dnmt1-null mutant
(Dnmtc/c) embryos and compound heterozygous (Dnmt1c/ps) embryos that expressed
the mutant, inactive Dnmt1 protein only. In parallel, there was a significant decrease
in the methyl-CpG content of repetitive DNA sequences of mutant embryos, com-
pared to those of their wild-type counterparts (Takebayashi et al. 2007). These data
suggested a vital role for the catalytic activity of the maintenance DNA-(cytosine-
C5)-methyltransferase in mouse embryogenesis.

Although the purified human DNMT1 was able to bind and methylate
hemimethylated oligonucleotide duplexes in vitro, it is apparent that within the
cell nucleus the substrate binding of DNMT1 is influenced by a series of interacting
protein partners (Pradhan et al. 1999; Qin et al. 2011). In addition to PCNA and
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Fig. 2 Dual base flipping: a potential mechanism for maintenance DNA methylation. A
scenario proposed by Bianchi and Zangi is illustrated here (Bianchi and Zangi 2014). The schematic
view of a stretch of a hemimethylated DNA duplex is shown. As a first step (1), UHRF1 (Ubiquitin-
like, containing PHD and RING finger domains) a multifunctional protein that specifically binds
hemimethylated DNA sequences at replication forks, interacts with the methylated cytosine (shown
as mC on the figure), induces the breakage of the hydrogen bonds between mC (located to the
parental strand) and the complementary guanine (G, located to the daughter strand), and causes
flipping out of mC. Via its SET- and RING-associated (SRA) domain, UHRF1 associates with the
replication foci targeting sequence (RFTS) of DNMT1 (Berkyurek et al. 2014) and guides DNMT1
to the replication fork, where – shown on the figure as a separate second step (2) – DNMT1 induces
flipping out of the unmethylated cytosine (C, located to the daughter strand). This structural change
is possibly facilitated by the extra-helical conformation of the methylated cytosine contacted by
UHRF1 on the parental DNA strand. Next (step 3), DNMT1 catalyzes the transfer of a methyl group
from SAM (S-adenosyl-L-methionine) to the C5-position of its unmethylated, flipped-out target
cytosine. Finally (step 4), both methylated cytosines rotate back and the hydrogen bonds are
reestablished between the intramolecular base pairs
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UHRF1, methyl-CpG binding proteins, histone deacetylases, histone
methyltransferases depositing heterochromatic marks, de novo DNMTs, Polycomb
group (PcG) proteins, chromatin remodeling ATPases, a subset of transcription
factors, tumor suppressor proteins, and other nuclear proteins may bind to
DNMT1 (reviewed by Qin et al. 2011). These proteins frequently form multiprotein
repressor complexes that silence promoters and maintain a compact chromatin
conformation that prevents transcription factor and RNA polymerase binding
(Table 3) (see Sect. 4.1).

In vitro, the purified human DNMT1 protein catalyzed the transfer of methyl
groups not only to hemimethylated but also to unmethylated oligonucleotide
duplexes, although it showed a strong, 7–21-fold preference for hemimethylated
versus unmethylated substrates (Pradhan et al. 1999). It was also observed, that
DNMT1 cooperated with the de novo DNA methyltransferases DNMT3A and
DNMT3B (see Sect. 2.2) to ensure efficient methylation of unmethylated DNA
duplexes, whereas DNMT3A and DNMT3B may contribute to maintenance meth-
ylation by acting on CpG-sites “missed” by DNMT1 (Fatemi et al. 2002; Liang et al.
2002; Jones and Liang 2009). Thus, DNMT1 may function both as maintenance as
well as a “de novo” methyltransferase. Furthermore, DNMT1 was able to bind, in
addition to CpG-dinucleotides, to non-CpG sequences as well, implicating that it
may have a non-CpG methylase activity in vivo (Pradhan et al. 1999). Xu et al.
speculated that induction of de novo methylation by DNMT1 by certain conditions
may play a role in development or disease initiation (Xu et al. 2010).

2.2 “De Novo” Methyltransferases in Human Cells: DNMT3A
and DNMT3B

DNMT3A and DNMT3B are expressed at high levels during embryogenesis and
germ cell development, but they are typically downregulated in adult somatic cells
(reviewed by Dan and Chen 2016). Unlike DNMT1, these enzymes do not discrim-
inate between hemimethylated and unmethylated double stranded DNA substrates.
They methylate, in addition to CpG-dinucleotides, non-CpG sites as well. Non-CpG-
methylation was frequently observed in embryonic stem cells, and it was also
detected in diverse human tissues and organ systems as well as in plants (Lister
et al. 2009; Becker et al. 2011; Schultz et al. 2015). DNMT3A has two major

Table 3 Major functions of the DNMT1 N-terminal domain

Function Note

Transport of DNMT1 to the
nucleus

NLS-mediated

Targeting of DNMT1 to the
replication fork

Guided by PCNA and UHRF1

Formation of multiprotein
repressor complexes

Interactions with MBPs, de novo DNMTs, PcG proteins,
chromatin remodeling ATPases, tumor suppressors
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isoforms with DNA-(cytosine-C5)-methyltransferase activity whereas there are both
enzymatically active and inactive members among the more than 20 isoforms of
DNMT3B (reviewed by Choi et al. 2011; Dan and Chen 2016).

DNMT3L (DNMT3-like), a member of the DNMT3 family, does not function as
a DNA MTase but may act as a regulator of DNA methylation: two DNMT3L
molecules form tetramers with two DNMT3A or two DNMT3B molecules, respec-
tively. Interaction with DNMT3L within such a butterfly-like structure stimulates the
DNA methylation activity of the de novo methyltransferases (Suetake et al. 2004).
DNMT3A preferentially methylates CpG-dinucleotides located about one helical
turn apart, and DNMT3A/DNMT3L complexes and their murine counterparts are
involved in the establishment of methylation patterns during embryogenesis
(reviewed by Xu et al. 2010; Chen and Chan 2014). The murine Dnmt3L has a
dual function. By interacting with both Dnmt3a and the unmethylated lysine 4 of
histone H3, it targets the methyltransferase enzyme to heterochromatic regions and –
in parallel – it also activates the enzyme (Jia et al. 2007). In addition, the N-terminal
regulatory domain of the murine Dnmt3a enzyme also binds to the histone 3 lysine
36 trimethylation mark (histone H3K36me3) and guides the enzyme to repressed
nuclear regions (Dhayalan et al. 2010).

Transfection of human DNMT3 isoform constructs into HEK 293T cells revealed
that DNMT3A1 preferentially targeted active genes marked with H3K4me3,
whereas DNMT3B1 methylated inactive genes marked with H3K27me3 (Choi
et al. 2011). In addition, the DNMT3B1, DNMT3B2, and DNMTΔ3B isoforms
increased the methylation of LINE1 (Long Interspersed Nuclear Element 1) and
Satellite-α (Sat-α) repeats, whereas the DNMT3A isoforms were ineffective or less
effective (Choi et al. 2011). Even the DNMT3B isoforms which do not have catalytic
activity may play a role in DNA methylation: Duymich et al. observed that such
molecules recruited DNMT3A to gene bodies, and increased its activity in somatic
cells (Duymich et al. 2016).

In murine somatic tissues, the transcriptional repressor E2F6 may recruit Dnmt3b
to a set of developmental regulator genes such as Hoxa11 and Hoxa13 involved in
the establishment of the thoracic and lumbar vertebral identity as well as germline-
specific genes including Tex11 expressed only in male germ cells, the RNA helicase
Ddx4, and others (Velasco et al. 2010). Thus, Dnmt3b-mediated methylation at
E2F6-marked promoters may ensure coordinated transcriptional silencing of a
gene battery (reviewed by Walton et al. 2014). Expression of Oct-4, a gene coding
for octamer-binding transcription factor 4 that plays an important role in the renewal
and pluripotency of embryonic stem cells (ES cells), is also silenced by Dnmt3b, in
collaboration with Dnmt3a during ES cell differentiation: it was observed that de
novo methylation initiated at two sites upstream from the murine Oct-4 promoter
was later spread to the proximal region of the promoter (Athanasiadou et al. 2010).
Lsh (lymphoid-specific helicase), a member of the SNF2 family of chromatin-
remodeling ATPases, aided spreading of CpG-methylation (Athanasiadou et al.
2010). In mouse cells, Lsh collaborated with de novo DNMTs in the methylation
of repetitive elements as well (reviewed by Huang et al. 2004). These included
satellite repeats located to pericentromeric regions as well as retroviral LTR
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elements. Based on experiments with Lsh�/� mouse embryo fibroblasts, Termanis
et al. suggested that Lsh may interact with de novo DNMTs deposited to distinct
chromatin domains and initiate local chromatin remodeling necessary for efficient de
novo methylation (Termanis et al. 2016).

Zinc finger proteins containing a Krüppel-associated box (KRAB) domain may
also attract de novo DNMTs to distinct DNA sequences. KRAB containing repressor
proteins associate with KAP1 (KRAB-associated protein 1), a regulator of develop-
ment and differentiation. Quenneville et al. observed that in embryonic stem cells the
KRAB/KAP1 complex induced heterochromatin formation and de novo DNA
methylation in the vicinity of KAP1 binding sites. In ES cells, CpG-methylation
was spreading to the nearby CpG-islands, and the pattern of CpG-island methylation
was maintained in differentiated hepatocytes (Quenneville et al. 2012).

Distinct nuclear proteins binding to characteristic sequence motifs may block de
novo methylation. In the female germline, a large number of CpG-islands acquired
methylation during oogenesis, whereas a set of CpG-islands containing the sequence
motif CGCGC, a binding site for the transcription factors E2f1 and E2f2 involved in
chromatin remodeling, resisted de novo methylation (Saadeh and Schulz 2014).
Saadeh and Schulz suggested that binding of E2f1 and E2f2 caused nucleosome
depletion by recruiting a nucleosome remodeling complex; such a chromatin alteration
could possibly hinder binding of Dnmt3a and Dnmt3b that associate with a subset of
intact nucleosomes in mammalian nuclei (Jeong et al. 2009; Saadeh and Schulz 2014).

R-loops (R standing for RNA) formed at a subset of actively transcribed pro-
moters located in CpG-islands may also hinder de novo methylation (Ginno et al.
2012; Ginno et al. 2013). R-loops are preferably formed during the formation of
primary transcripts at genes characterized by “GC skew,” i.e., a significant strand
asymmetry in the distribution of guanines and cytosines, immediately downstream
from the transcription start site. The transcribed G-rich RNA forms a stable hetero-
duplex (RNA-DNA hybrid) with the C-rich template DNA strand, while forcing the
nontemplate G-rich DNA strand into a largely single-stranded “looped” conforma-
tion. Ginno et al. detected R-loop formation at a significant number of human
promoters and observed a reduced efficiency of DNMT3B1-mediated methylation
upon R-loop formation (Ginno et al. 2012). They also described R-loop formation at
the 30-end of human genes, a phenomenon potentially involved in transcription
termination (Ginno et al. 2013). In addition to DNMT3A and DNMT3B, the
maintenance methylase DNMT1 may also perform de novo methylation (see Sect.
2.1). Fatemi et al. suggested that methylated or partially methylated DNA strands
generated by DNMT3A may attract and activate DNMT1 to contribute to de novo
methylation (Fatemi et al. 2002; Jeltsch 2006).

2.3 Active DNA Demethylation and Replication-Coupled Passive
DNA Demethylation

Methylated DNA sequences in mammalian genomes may undergo local demethyl-
ation initiated by pioneer transcription factors that are capable to bind
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heterochromatic regions (Zaret et al. 2008; Serandour et al. 2011). In addition,
general demethylation events affecting most of the 5mC-residues were also observed
during mammalian development (reviewed by Clark 2015). These “global” DNA
demethylation events occurring in preimplantation embryos and in primordial germ
cells leave, however, distinct methylated loci unaffected: certain repetitive sequences
as well as a series of imprinting control regions (ICRs, see 4.2), rare intragenic
regions, and CpG-islands (see Sect. 4.1) are protected from demethylation (reviewed
by Wu and Zhang 2014; Clark 2015; Li et al. 2016; Rasmussen and Helin 2016).
Thus, in mouse embryos, the genome is transiently hypomethylated but not
completely unmethylated, even in the inner cell mass of the preimplantation blasto-
cyst where the lowest level of CpG-methylation was detected (Smith et al. 2012).
Global hypomethylation was also observed in the human preimplantation embryo
(Smith et al. 2014). Imprinting control regions and a set of CpG-island promoters
were protected, however, from demethylation. Avariable degree of hypomethylation
was observed in species-specific repetitive elements (Smith et al. 2014).

In mammals, active DNA demethylation is mediated by the TET (ten-eleven
translocation) family of dioxygenases (Tahiliani et al. 2009). These enzymes mediate
both locus-specific and general reversal of DNA methylation by catalyzing the succes-
sive oxidation of 5mC to 5-hydroxymethylcytosine (5hmC), 5-formylcytosine (5fC),
and 5-carboxylcytosine (5caC) (reviewed by Rasmussen and Helin 2016) (Fig. 3). The
activity of TET1, TET2, and TET3 depends on the binding of cofactors, Fe(II) and
2-oxoglutarate (2-OG). The DNA binding CXXC zinc finger domain of TET1 and
TET3 may preferentially bind CpG-rich DNA. TET2 that lacks this domain is targeted
by its partner CXXC4, a zinc finger protein (reviewed by Tsai and Tainer 2013). After
iterative oxidation of the methyl group by TET dioxygenases, 5fC or 5caC can be
efficiently removed by thymine-DNA glycosylase (TDG), followed by the restoration
of unmethylated cytosine by base excision repair (BER) (Wu and Zhang 2014). This
type of active, enzymatic DNA demethylation utilizing dioxygenases and DNA repair
enzymes may proceed independently of DNA replication.

It is also possible, however, that successive oxidation of 5mC is combined with
passive demethylation, because oxidized cytosine bases (5hmC, 5fC, and 5caC) may
interfere with the maintenance methylation machinery, resulting in the replication-
dependent passive dilution of 5mC (Wu and Zhang 2014). Such a combined
mechanism, i.e., “active modification (AM) followed by passive dilution”
(AM-PD) may act during the erasure of paternal genome methylation in preimplan-
tation embryos as well as in primordial germ cells (Wu and Zhang 2014). Alterna-
tively, passive demethylation may also occur without the involvement of
5mC-oxidation, due to the inefficient recruitment of DNMT1 to the replication
foci or due to the presence of DNMT1 inhibitors during successive rounds of
DNA replication and cell division (reviewed by Smith and Meissner 2013b; Wu
and Zhang 2014). In the zygote, a passive dilution mechanism that follows a slow
kinetics may play a role in the 5mC depletion of the maternally derived genome
(Hackett and Surani 2013). This phenomenon is possibly based on the exclusion of
the oocyte-derived DNMT1o and UHRF1 from the DNA replication machinery
(Seisenberger et al. 2013b; Wu and Zhang 2014).
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3 Regulation of DNA Methylation in Eukaryotes

The methylation pattern of eukaryotic genomes depends on the expression levels
of DNA-(cytosine-C5)-methyltransferase genes. In mammals, the transcriptional
activity of these genes depends on the cell type, and the cytoplasmic level of the
corresponding mRNAs is modulated by posttranscriptional regulatory mecha-
nisms. After translation, targeting of DNA methyltransferase enzymes to various
chromatin domains represents another level of DNA methylation control in
mammalian cells. Targeting is affected by posttranslational modifications of
DNMTs and by the interacting protein or RNA partners of these enzymes. In
addition, certain activating or repressing chromatin marks recognized by DNA
methyltransferases may also influence their localization to distinct chromatin
domains.

N

N

NH2

H

O

N

N

NH2
CH3

O

N

N

OHNH2

O

N

N

NH2 O

O

H N

N

NH2 O

O

OH

Cytosine 5mC 5hmC 5fC 5caC

Uracil Thymine 5hmU

DNMTs
SAM

TETs TETs TETs

TETs

Deamination

N

N

O
CH3

O

N

N

O OH

O

N

N

O
H

O

Bisulfite-

conversion

Fig. 3 Active DNA demethylation in mammals. In mammals, active demethylation of
5-methylcytosine (5mC) is mediated by members of the TET (ten-eleven translocation) family of
dioxygenases (TET1, TET2, TET3). TET dioxygenases catalyze the successive oxidation of (5mC)
to 5-hydroxymethylcytosine (5hmC), 5-formylcytosine (5fC), and 5-carboxylcytosine (5caC). 5fC
or 5caC can be efficiently removed from DNA by thymine-DNA glycosylase (TDG), followed by
the restoration of unmethylated cytosine by base excision repair (BER). Spontaneous deamination
of cytosine yields uracil. As indicated on the figure, under experimental conditions, addition of
sodium bisulfite to DNA, followed by alkaline treatment can convert cytosine, but not
5-methylcytosine (5mC) to uracil (Frommer et al. 1992). AID, activation induced deaminase, and
other members of the AID/APOBEC family of cytidine deaminases, can also deaminate cytosine to
uracil (reviewed by Fritz and Papavasiliou 2010; Rebhandl et al. 2015). Spontaneous deamination
of 5mC yields thymine and ammonia. Deaminase enzymes can convert 5mC, but also 5hmC, to
thymine and 5hmU, respectively, whereas TET enzymes can catalyze the conversion of thymine to
5hmU (Pfaffeneder et al. 2014)
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3.1 Transcriptional Regulation of Human DNA-(Cytosine-C5)-
Methyltransferase Genes

Expression of the human DNMT1 gene or its murine counterpart is modulated by the
binding of nuclear proteins to the regulatory sequences of these genes. Sp1 and Sp3,
members of the specificity protein (Sp) family of transcription factors, bound to a cis
element in the 50-flanking region of the mouse Dnmt1 promoter and stimulated its
activity; Sp1 upregulated DNMT1 transcription in human cell lines as well
(Kishikawa et al. 2002; Lin et al. 2010; reviewed by Lin and Wang 2014).
DNMT1 transcription is also affected by BRCA1, a protein encoded by Breast
cancer-associated gene 1. Shukla et al. observed that BRCA1, a pleiotropic regula-
tor and breast tumor suppressor bound to the regulatory sequences of DNMT1 at a
potential OCT1 (octamer binding protein 1) site, induced activating histone modi-
fications in the region, and upregulated DNMT1 transcription (Shukla et al. 2010).

The activity of the human DNMT3A and DNMT3B genes coding for de novo
methyltransferases is controlled by multiple promoters: there are three TATA-less
promoters for DNMT3A and two TATA-less promoters for DNMT3B (Yanagisawa
et al. 2002). Binding sites for the ubiquitously expressed Sp1 and Sp3 transcription
factors were identified in the regulatory sequences of the DNMT3A third promoter
and in the control regions of the first and second promoter of DNMT3B (Jinawath
et al. 2005). Overexpression of Sp3 increased transcription of both DNMT3A and
DNMT3B in a transformed human cell line, suggesting a role for Sp3 in the control of
de novo MTase genes (Jinawath et al. 2005).

The regulatory region of the human DNMT1 promoter and its murine counterpart
contain binding sites for E2F1, a member of the E2F family of transcription factors
involved in control of the cell cycle (McCabe et al. 2005). Binding of E2F1 to these
recognition sequences activated the transcription of the maintenance
methyltransferase gene both in murine and human cell lines (McCabe et al. 2005).
Because E2F1 is released from its complex formed with the tumor suppressor
protein RB in the late G1 phase of the cell cycle, these data indicate that the gene
for maintenance DNAMTase in human and murine cells is co-regulated with a series
of other genes involved in in DNA synthesis and S-phase progression.

A binding site for E2F1 was located to the regulatory region of theDNMT3A gene
as well (Tang et al. 2012). Complexing of the tumor suppressor protein RB with
E2F1 bound to this site resulted, however, in silencing of the DNMT3A promoter
(Tang et al. 2012). In contrast, binding of WT1 (Wilms’ tumor 1), a developmental
master regulator, to the upstream sequences of the first and second promoter of
DNMT3A activated transcription (Szemes et al. 2013).

In addition to RB, the tumor suppressor protein p53 also decreased DNMT1
transcription, by binding to a region in exon 1 of the gene (Peterson et al. 2003;
Lin et al. 2010). The opposite situation, repression of p53 transcription by Dnmt1,
was observed, however, in the developing pancreas of mice; Dnmt1 bound to the p53
regulatory region in pancreatic progenitor cells (Georgia et al. 2013). Dnmt1-
mediated suppression of the pro-apoptotic p53 gene contributed to progenitor cell
survival during pancreatic organogenesis.
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MDM2, a human protein homologous to the murine Mdm2 (murine double
minute 2) E3 ubiquitin-protein ligase, ubiquitinated p53 and also promoted pro-
teasomal degradation of RB (Moll and Petrenko 2003; Sdek et al. 2005). Accord-
ingly, MDM2 relieved the RB-mediated suppression of the DNMT3A promoter in a
human lung cancer cell line (Tang et al. 2012). MDM2 also induced the expression
of DNMT3B gene by destabilizing the repressor protein FOXO3a bound to the
regulatory region of the gene (Yang et al. 2014).

3.2 Expression of Human DNA-(Cytosine-C5)-Methyltransferase
Genes: Posttranscriptional Regulation

Processing of the primary transcripts may result in splice variant mRNAs encoding
DNA MTase isoforms, whereas microRNAs attaching to mRNA molecules may
facilitate the breakdown of their mRNA targets. In addition, microRNAs binding to
mRNAs encoding transcription factors involved in the upregulation of MTase gene
expression may affect DNMT transcript and protein levels indirectly. HuR, an RNA
binding regulatory protein, may also modulate stability and translation of DNMT
mRNAs.

3.2.1 Alternative Splicing
In human and mouse cells either the oocyte specific or the somatic cell-specific
isoform of the maintenance DNA methyltransferase was detected. Due to the
incorporation of a somatic cell-specific exon 1 into the mRNA, a longer protein
was expressed in somatic cells, whereas the utilization of a downstream initiation
codon located to the oocyte-specific exon 1 generated an N-terminal truncated
enzyme (Dnmt1o in mice and DNMT1o in humans, respectively) that was expressed
in oocytes and eight-cell embryos (Ratnam et al. 2002; Petrussa et al. 2014; reviewed
by Dan and Chen 2016). As described above (see Sect. 2.1), both of the major
isoforms of the de novo methylase DNMT3A possess enzymatic activity, whereas
there are enzymatically active as well as inactive members among the more than
20 isoforms of DNMT3B (Ostler et al. 2007; reviewed by Choi et al. 2011; Dan and
Chen 2016). A study by Gordon et al. revealed that inactive DNMT3B isoforms
bound to the catalytically active DNMT3A and DNMT3B isoforms (Gordon et al.
2013). Similarly to the enzymatically inactive DNMT3L that interacted with and
stimulated the activity of de novo MTases, binding of the inactive DNMT3B3
isoform to DNMT3A2 resulted in a modest increase in the activity of the latter.
DNMT3B3 counteracted, however, the stimulatory effect exerted on DNMT3A2
activity by purified DNMT3L (Gordon et al. 2013). Interaction of DNMT3B4,
another inactive isoform, with either of the active DNMT3B2, DNMT3A1, or
DNMT3A2 isoforms significantly decreased de novo DNA methylation (Gordon
et al. 2013). These data suggest that dysregulated expression of inactive DNMT3B
variants may induce pathologic alterations by the modulation of the methylome and
transcriptome in various cell types.
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3.2.2 MicroRNAs
MicroRNAs (miRNAs) are short, nontranslated, regulatory RNA molecules modu-
lating the level of most messenger RNAs (mRNAs) and proteins in mammalian cells
(reviewed by Lin and Gregory 2015). Their precursors are either transcribed from
independent transcription units or generated from the introns of primary transcripts
and undergo RNase processing in the nucleus and in the cytoplasm. One strand of a
mature, double stranded miRNA molecule, associated with the Argonaute protein,
interacts with a short complementary sequence of a target mRNA molecule resulting
in mRNA degradation or translational repression (reviewed by Lin and Gregory
2015). The mRNAs coding for DNMTs or for proteins regulating the expression of
methyltransferase genes are also targeted by miRNAs in various mammalian cell
types including primordial germ cells and somatic cells (reviewed by Denis et al.
2011). The expression pattern of miRNAs and the proteins involved in their biogen-
esis may change in various diseases including malignant tumors (reviewed by Lin
and Gregory 2015). The situation is complex, however, because a miRNA may have
multiple mRNA targets, and the 30-untranslated region (UTR) of a mRNA, where
most of the miRNAs attach, can interact with several miRNAs.

3.2.3 Stabilization of mRNAs by the RNA Binding Protein HuR
HuR (human antigen R), an RNA binding protein, is able to associate with a series of
RNA molecules in the nucleus and in the cytoplasm (reviewed by Grammatikakis
et al. 2017). HuR is a pleiotropic protein affecting important cellular events. One of
its partners is DNMT3B mRNA: in a human carcinoma cell line, interaction with
HuR stabilized and increased the expression of DNMT3B RNA (Lopez de Silanes
et al. 2009; reviewed by Denis et al. 2011). López de Silanes et al. speculated that, in
addition to HuR, other RNA binding proteins and miRNAs may also modulate, in
concert with regulators of transcription and splicing, DNMT3B mRNA and protein
levels in the cytoplasm (Lopez de Silanes et al. 2009).

3.2.4 Posttranslational Modifications (PTMs)
Posttranslational, reversible, covalent modifications, including acetylation,
ubiquitination, phosphorylation, methylation, and sumoylation, are able to affect
the stability and catalytic activity of DNMT1 (reviewed by Qin et al. 2011; Scott
et al. 2014; Jeltsch and Jurkowska 2016). Although numerous PTMs were mapped
on various parts of the enzyme, in most cases the functional significance of the
modifications remains to be established. Acetylation of distinct lysine residues
followed by UHRF1-mediated ubiquitination marked the mouse Dnmt1 for degra-
dation whereas deubiquitination and deacetylation increased the stability of the
enzyme. The outcome of phosphorylation at various serine residues was variable:
depending on the targeted residue, it affected the interaction between the regulatory
and catalytic domain, altered DNA binding affinity, disrupted or altered the interac-
tions with cellular partner proteins, or stabilized the enzyme. Monomethylation at
lysine 142 (K142) in late S phase promoted proteasomal degradation of the human
DNMT1 whereas a lysine-specific demethylase stabilized the murine Dnmt1 enzyme
(reviewed by Qin et al. 2011; Scott et al. 2014; Jeltsch and Jurkowska 2016).
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Phosphorylation of the murine Dnmt3a near to the PWWP domain (see Sect.
3.2.5) increased the targeting of the enzyme to heterochromatin but reduced its
activity (Deplus et al. 2014a). In contrast, peptidylarginine deiminase 4 (PADI4)
citrullinated a region containing five arginines in the N-terminal domain, stabilized
the enzyme, and upregulated its activity (Deplus et al. 2014b).

3.2.5 Targeting of DNMTs
Although DNMT1 binds with high affinity to hemimethylated DNA duplexes in vitro,
during the S phase of the cell cycle it is guided to such target molecules by interacting
with PCNA and UHRF1 (see 2.1). In addition to its association with the DNA
replication machinery at replication foci during S phase, DNMT1 is also loaded to
the chromatin during the G2 andM phases of the cell cycle (Easwaran et al. 2004). In a
culture of mouse myoblast cells, Schneider et al. observed by super-resolution
3D-structured illumination microscopy and fluorescence recovery after photobleaching
(FRAP) methods that in early S phase a fraction of Dnmt1 molecules binds transiently,
via the PCNA-binding domain of its N-terminal regulatory region, to PCNA rings
immobilized at replication foci in euchromatic regions (Schneider et al. 2013). This
interaction may facilitate complex formation with hemimethylated CpG-sites located
nearby. In late S phase, however, a stronger interaction, mediated by TS (targeting
sequence, also called RFTS, replication foci targeting sequence, located to the
N-terminal part of Dnmt1), directed the enzyme to replication foci as well as to the
pericentromeric heterochromatin (Schneider et al. 2013). Schneider et al. suggested that
maintenance methylation in densely methylated regions may continue even during the
G2 phase (Schneider et al. 2013). DNMT1 is expressed in nonproliferating, postmitotic
(G1 or G0) cells as well. Using in situ hybridization, Dnmt1 mRNA was detected in
mature neurons of adult mice, and Dnmt1 protein was present in the nuclear and
cytoplasmic fraction of mouse brain and spinal cord (Goto et al. 1994; Chestnut et al.
2011). These data suggested that in neurons Dnmt1 may fulfill a unique biological
function unrelated to maintenance DNA methylation (see Sect. 4.9).

The nucleosomal structure of chromatin may limit the accessibility of DNA for
DNMT1. In vitro model experiments with reconstituted nucleosomes revealed that
Dnmt1 preferentially bound to and methylated linker DNA sequences at the entry and
exit sites of the nucleosome (Schrader et al. 2015). In contrast, the nucleosomal core
particle served as a substrate for Dnmt1 only in the presence of the chromatin remodeling
ATPases Brg1 (Brahma-related gene 1) and ACF (ATP-dependent chromatin assembly
factor) that regulate nucleosome movement and spacing (Schrader et al. 2015).

DNMT1 interacts with methyl-CpG binding proteins which bind to methylated
CpG-sites with high affinity. These binding partners may target DNMT1 to highly
methylated heterochromatic regions and may ensure promoter silencing in such regions
by complexing with histone deacetylases (HDACs) (Qin et al. 2011). HDACs interact
with DNMT1 as well, and by the deacetylation of lysine or arginine residues of
histones, they facilitate the establishment of a more condensed chromatin structure.
Thus, hypermethylated DNA sequences regularly associate with hypoacetylated his-
tones in transcriptionally inactive chromatin domains (Qin et al. 2011). In addition,
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histone methyltransferases that deploy chromatin marks associated with transcriptional
repression may also recruit DNMT1 to target genes (reviewed by Qin et al. 2011).

Unmethylated histone H3 lysine 4 (H3K4me0), a histone mark characteristic for
heterochromatic regions, may affect target selection of the de novo DNA-(cytosine-
C5)-methyltransferases DNMT3A and DNMT3B by binding to the ADD domain
located to the N-terminal regulatory region of these enzymes (reviewed by Denis
et al. 2011). The ADD (ATRX–DNMT3–DNMT3L) domain of ATRX, a chromatin
remodeling protein mutated in the alpha-thalassemia and mental retardation X-linked
syndrome (ATR-X), contains a H3K4me0-binding pocket, similarly to DNMT3 and
DNMT3L (Dhayalan et al. 2011). Binding of the unmodified histone H3 tail to the
DNMT3A ADD domain stimulates the activity of the enzyme by disrupting the
interaction of the ADD domain with the catalytic domain (Guo et al. 2015c).

DNMT3L, the catalytically inactive regulatory factor of de novo DNMTs, also
possesses an ADD domain in the N-terminal regulatory region. Introduction of a
point mutation (D124A) into this domain resulted in the defect of spermatogenesis in
mice homozygous for the mutant Dnmt3L gene (Vlachogiannis et al. 2015). The
mutation disrupted histone H3 binding by DNMT3L and caused a reduction of both
CpG- and non-CpG methylation in prospermatogonia. In these cells, hypo-
methylation of retrotransposons and endogenous retroviruses and alteration of
gene expression pattern was also observed. In addition, defective spermatogenesis
was characteristic for male mice (Vlachogiannis et al. 2015). Thus, DNMT3L, the
adaptor protein of de novo DNMTs, plays an important role in the reprogramming of
DNA methylation during spermiogenesis in mice (see Sect. 4.5).

Via its PWWP domain, characterized by a proline-tryptophan-tryptophan-proline
motif, the N-terminal regulatory region of DNMT3A interacts with H3K36me3,
another repressive histone mark. As outlined in Sect. 2.2, this interaction facilitates
the association of DNMT3A with heterochromatin (Dhayalan et al. 2010). The
PWWP domain of DNMT3B is also involved in directing the enzyme to repetitive
sequences of pericentric heterochromatin (Chen et al. 2004).

DNMT3A and DNMT3B may directly interact with a series of sequence-specific
transcription factors that target them to distinct sequences causing aberrant de novo
DNA methylation during tumorigenesis (Hervouet et al. 2009; Blattler and Farnham
2013). Such interactions may also occur in normal cells. The exact mechanism for
such targeted methylation events remains to be elucidated (Ficz 2015).

4 DNA Methylation in Mammals: Biological Functions

In bacterial cells, DNA methylation fulfills vital functions such as DNA repair,
attachment of the bacterial chromosome to the cell membrane, regulation of DNA
replication, and resistance to invading phage or plasmid DNA molecules (Kramer
et al. 1984; Ogden et al. 1988; Wilson 1988; Waldminghaus et al. 2012; Makarova
et al. 2013; Adhikari and Curtis 2016; Cohen et al. 2016). The latter function
depends on the joint action of DNA MTase and restriction endonuclease pairs
recognizing the same DNA sequence. To protect the bacterial genome from

526 H. H. Niller et al.



degradation by the corresponding endonucleases, prokaryotic methyltransferases
modify essentially all of their recognition sequences. Unmethylated DNAs or
DNAs methylated at other recognition sites are recognized as “foreign” by restriction
endonucleases. This “protective” function of DNA methylation results in a monot-
onous, continuous, relatively stable modification of bacterial genomes. In contrast,
in large-genome eukaryotes, including mammals, there are alternating methylated
and unmethylated regions and certain sequences may gain or lose methyl groups,
even within the same cell. Thus, mammalian and human genomes are characterized
by discontinuous and changing patterns of DNA methylation (Bird 1986, 1987).

The genes coding for DNA-(cytosine-C5)-methyltransferase enzymes of eukary-
otes and related genes encoding proteins with an altered enzymatic function or
without enzymatic activity originated, most likely, from bacterial methyltransferases
of restriction-modification systems (Rodriguez-Osorio et al. 2010; Iyer et al. 2011;
Jurkowski and Jeltsch 2011). DNMT1 and the related eukaryotic enzymes had an
independent origin from the family of enzymes where DNMT3A and DNMT3B
belong. DNMT2, an RNA-(cytosine-C5)-methyltransferase with sequence homol-
ogy to the DNA-(cytosine-C5)-methyltransferases apparently changed its substrate
preference from DNA to RNA during evolution (Goll et al. 2006; Jurkowski and
Jeltsch 2011). The catalytically inactive DNMT3L has sequence similarities to
DNMT3A and DNMT3B but it is characterized by a shorter N-terminal and a
truncated C-terminal domain. Comparison of DNMT1, DNMT3A, and DNMT3B
with bacterial DNA-(cytosine-C5)-methyltransferases revealed that the eukaryotic
enzymes acquired distinct N-terminal regulatory sequences that are absent from their
bacterial counterparts. Based on the analysis of the mouse Dnmt1, Bestor proposed
that acquisition of the N-terminal regulatory domain was associated with a novel
function for DNA methylation: in large-genome eukaryotes cytosine methylation
may play a role in the compartmentalization of the genome (Bestor 1990). This idea
fits well to the presence of alternating domains of methylated and unmethylated
DNA regions in mammalian genomes. Compartmentalization may facilitate the
interaction of diffusible regulatory factors to the unmethylated domains, whereas
the methylated regions would be inaccessible for such regulators (Bestor 1990).

Several lines of evidence support a role for cytosine methylation in the regulation
of chromatin structure by facilitating the establishment of closed, heterochromatic
domains (reviewed by Jin et al. 2011; Moore et al. 2013). Thus, DNA methylation
may indeed affect, in concert with other epigenetic regulatory mechanisms, the
accessibility of promoters and regulatory sequences for transcription factors and
RNA polymerases (reviewed by Minarovits et al. 2016). Interactions of methylated
DNA sequences with methylcytosine-binding proteins and other components of the
epigenetic regulatory machinery, including DNMTs, form the basis for the
documented functions of cytosine methylation in mammals: (1) promoter silencing,
transcriptional regulation; (2) imprinting, allele-specific gene expression; (3) trans-
poson silencing; (4) X chromosome inactivation; (5) regulation of embryogenesis;
(6) regulation of cell differentiation; (7) preservation of genome stability; (8) splic-
ing; (9) brain function (reviewed by Smith and Meissner 2013a; Meng et al. 2015)
(Table 4).
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4.1 DNA Methylation as a Regulator of Chromatin Structure
and Promoter Activity

In eukaryotic cells, epigenetic regulatory mechanisms ensure the heritable alterations
of cellular states and the inheritance of gene expression patterns from cell generation
to cell generation. The best studied epigenetic regulatory mechanisms include DNA
methylation, histone modifications, and the Polycomb and Trithorax protein com-
plexes that also modify histone molecules. Other epigenetic regulators that do not
necessarily rely on reversible covalent modifications include variant histones, pio-
neer transcription factors, long noncoding RNAs, and nuclear proteins mediating
long-distance chromatin interactions (reviewed by Minarovits et al. 2016). Further-
more, the localization of distinct promoters to open or closed chromatin domains
(see below) within the nucleus also influences transcriptional activity, and a change
in nuclear position may activate or silence promoters (reviewed by Gyory and
Minarovits 2005). Thus, there is a complex, multilayered epigenetic regulatory
system in mammalian cells.

DNA methylation, histone modifications, as well as Polycomb and Trithorax
protein complexes modulate the structure of chromatin, i.e., the architecture of the
DNA-protein complex characteristic for eukaryotes. Chromatin is built up from
repeating units, called nucleosomes, that contain eight histone proteins (histone
octamer) and a stretch of 147 bp long DNA wrapped around the histone octamer

Table 4 Biological functions of DNA-(cytosine-C5)-methyltransferases in human and mouse cells

Function Enzyme involved

Maintenance
CpG-methylation

DNMT1, aided by DNMT3A and DNMT3B;
During preimplantation development: DNMT1s (somatic form);
8-cell stage: DNMT1o (oocyte-specific isoform)

De novo DNA
methylation

DNMT3A and DNMT3B aided by DNMT1

Promoter silencing All DNMTs

Imprinting De novo MTases; DNMT1o: maintenance of genomic imprinting in
preimplantation embryos

Transposon silencing DNMT1, DNMT3A, DNMT3B

X chromosome
inactivation

De novo MTases are involved in stably silencing Xist on the active X
chromosome (Xa);
Dnmt1 is involved in gene silencing on the inactive X chromosome
(Xi)

Regulation of
embryogenesis

DNMT1o, DNMT1s, DNMT3A, DNMT3B

Regulation of cell
differentiation

DNMT3A, DNMT3B, DNMT1

Preservation of
genome stability

DNMT1, DNMT3A, DNMT3B

Regulation of splicing Methylation of weak exons by de novo DNMTs possibly excludes
their transcripts from mRNAs

Brain function DNMT1, DNMT3A, DNMT3B
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(Kornberg 1974). The nucleosomes are connected by linker DNA of variable length
and stabilized by histone H1. Two molecules of each histone H2A, H2B, H3, and H4
form the octamer, which is organized as a heterotypic tetramer (H3–H4)2 with two
associated dimers (H2A–H2B) (Kelley 1973; reviewed by Marino-Ramirez et al.
2005). Epigenetic modifications usually affect the long tails of histone H3 and H4
although modifications of H2A and H2B occur as well (reviewed by Minarovits
et al. 2016).

In vertebrates, the typical epigenetic mark of DNA is cytosine methylation (see
Sect. 2). In mammalian cells, methylated cytosines are frequently present in the
control regions of inactive promoters and methylation of such sequences in reporter
constructs suppresses transcription (reviewed by Robertson 2001). In contrast, a
series of active promoters are typically located to unmethylated chromatin domains,
called CpG-islands characterized by an elevated G + C content and an increased
density of CpG-dinucleotides compared to the rest of the genome (Deaton and Bird
2011). DNA sequences within CpG-islands are kept methylation-free by the pres-
ence of histone H3 trimethylated at lysine 4 (H3K4me3), an activating chromatin
mark associated with an “open” chromatin architecture. H3K4me3 may block de
novo methylation by interfering with the association of the murine Dnmt3a to the
histone H3 tail (Zhang et al. 2010). Active DNA demethylation is mediated by Tet1
in mouse cells (see Sect. 2.3). Tet1 may protect unmethylated CpG-rich sequences
from stochastic, aberrant methylation by converting the newly methylated 5mC to its
oxidation products that block Dnmt1 (Williams et al. 2011; Ji et al. 2014). The
enrichment of histone H3K4me3 at CpG-islands is due to the preferential binding
of CFP1 (CxxC finger protein 1), a component of the mammalian SETD1 (SET
domain 1) complex involved in histone H3 K4 methylation, to unmethylated DNA
sequences (Thomson et al. 2010). Tet2 and Tet3 also facilitate SET1 binding and
transcriptional activation (Deplus et al. 2013; reviewed by Delatte et al. 2014).

Unmethylated CpG-islands and activating histone modifications mark euchro-
matic domains that are typically associated with active promoters. In contrast, highly
methylated DNA sequences and repressive histone modifications are characteristic
for heterochromatic regions where silent promoters are located. Promoter inactiva-
tion is frequently achieved by multiple epigenetic regulators that may form repressor
complexes. Methyl-CpG binding domain proteins (MBDs) preferentially bind to
DNA sequences containing one or more symmetrically methylated CpG-dinucleo-
tides (reviewed by Bogdanovic and Veenstra 2009). MBDs interact with histone
deacetylases, nucleosome remodeling complexes, histone methyltransferases, and
Polycomb group complexes involved in heterochromatin formation and promoter
silencing (Jones et al. 1998; Nan et al. 1998; Fujita et al. 2003; Sakamoto et al. 2007;
Gopalakrishnan et al. 2008).

Recent studies established that the effect of DNA methylation on promoter
activity depends on the density of CpG-dinucleotides in the promoter region. High
CpG-density promoters are frequently located to unmethylated CpG-islands in
various cell types and can be efficiently inactivated by DNA methylation (reviewed
by Messerschmidt et al. 2014). We would like to note, however, that methylation-
mediated silencing of CpG island-associated promoters is a frequent event during
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carcinogenesis. CpG-methylation can suppress the activity of intermediate
CpG-density promoters as well. Such events may occur at the promoters of
pluripotency genes or germ cell-specific genes in differentiated cells.
CpG-methylation may not necessarily influence, however, the activity of low
CpG-density promoters (reviewed by Messerschmidt et al. 2014). Jiang et al. argued
that in vertebrate species high CpG-density promoters are typically associated with
housekeeping genes that are active in a wide spectrum of tissues, whereas tissue-
specific functions are characteristic for genes with low CpG-density promoters
(Jiang et al. 2014).

In addition to the methylation pattern of promoters, CpG-methylation at enhancer
sequences also affects gene transcription. Aran et al. observed that hypomethylated
enhancers were associated with genes upregulated in cancer whereas enhancer
hypermethylation correlated with the downregulation of gene activity (Aran et al.
2013). Aran et al. suggested that enhancers do not necessarily act in a cell-type-
specific manner; instead, an unmethylated enhancer may regulate transcription levels
in more than one cell type provided that the relevant promoter is unmethylated (the
“dimmer switch” model for enhancer action) (Aran et al. 2013).

Although methylation of mammalian promoters is usually associated with gene
silencing, there are examples for CpG methylation-mediated activation of gene
expression, too. Bahar Halpern et al. observed that a core CpG-island (CpG2a)
and a neighboring CpG-rich region located upstream of the FoxA2 promoter were
highly methylated in the FoxA2 expressing human pancreatic islet cells and early
human endoderm stage cells (CXCR4+ cells) derived from human embryonic stem
cells (hES cells) (Bahar Halpern et al. 2014). In contrast, the very same sequences
were hypomethylated in undifferentiated hES cells that did not express FoxA2. Two
other CpG-islands located upstream or downstream from CpG2a were hypo-
methylated independently of FoxA2 promoter activity. Bahar Halpern et al. specu-
lated that the paradoxically high level of CpG-methylation at CpG2a may prevent
the binding of a repressor protein to FoxA2 regulatory sequences (Bahar Halpern
et al. 2014). Thus, methylation-dependent gene activation – possibly mediated by
DNMT3B – activated by an unknown signal – may switch on the expression of
FoxA2, a master regulator of early endoderm formation.

In human osteoblast-like MG63 cells, CpG-methylation in the distal promoter
region of the PDPN (podoplanin) gene also stimulated promoter activity (Hantusch
et al. 2007). In breast carcinoma cell lines, high levels of IL-8 (interleukin 8) gene
transcription correlated with methylation of two isolated CpG-sequences that were
located outside CpG-islands, far upstream of the IL-8 promoter (De Larco et al.
2003). De Larco et al. suggested that methylation at these CpG-sites possibly
prevented the binding of a repressor or affected chromatin remodeling (De Larco
et al. 2003). Methylation of sequences located far downstream from the promoter
may also upregulate transcription. Unoki et al. found that the methylated intron 1 of
EGR2 (early growth response 2), a gene coding for a putative tumor suppressor
protein, enhanced the activity of the EGR2 promoter (Unoki and Nakamura 2003).

We would like to add that BZLF1, an immediate early protein of Epstein-Barr
virus (EBV, a human gamma herpesvirus), preferentially associated to its methylated
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recognition sequences and activated Rp, one of its target promoters (Bhende et al.
2004). High affinity of BZLF1 to its methylated responsive elements permitted the
induction of lytic, productive replication of highly methylated, latent EBV genomes.
Similarly to BZLF1, RFX, a cellular regulatory protein, was also able to bind to and
activate a methylated promoter – without inducing local demethylation – at the
major histocompatibility complex (MHC) (Niesen et al. 2005).

4.2 The Role of DNA Methylation in Genomic Imprinting

Genomic imprinting is a complex and fast evolving area of research. Here we outline
only some of the most essential points related to the topic and refer only to a selected
number of papers and reviews covering the field. In mammals, a set of “imprinted”
genes shows monoallelic expression, i.e., they are transcribed either from the
maternal or the paternal allele in diploid cells. Imprinted genes play an important
role in the control of embryogenesis and in the formation of the placenta that
regulates nutrient transfer between mother and fetus. Various genes located to
different chromosomes in mammals became independently imprinted during evolu-
tion (Edwards et al. 2007). DNA methylation plays an important role in the regula-
tion of imprinted genes, as suggested by the data of Li et al., who observed activation
or repression of various imprinted alleles in Dnmt1 deficient mice (Li et al. 1993).
Imprinted genes frequently form gene clusters and their expression is controlled by
regulatory sequences called imprinting control regions (ICRs) or germline differen-
tially methylated regions (gDMRs). The latter name refers to the fact that the parental
alleles are distinguished from each other by epigenetic marks deposited to the ICRs
in gametes and indicates that DNA methylation is the key epigenetic mechanism
involved in the establishment and maintenance of the imprinting signal (Tucker et al.
1996; Reik and Walter 1998). Thus, the methylation pattern of the ICR influences
whether the maternal or paternal allele will be silenced in somatic cells (reviewed by
Colot and Rossignol 1999; Bartolomei and Ferguson-Smith 2011; Renfree et al.
2013; Barlow and Bartolomei 2014). Maternally methylated gDMRs are typically
located at CpG-rich promoters, whereas paternally marked gDMRs are situated in
intergenic regions (Renfree et al. 2013).

A methylated gDMR may act as a selector: in the case of the reciprocally
regulated mouse Igf2 and H19 genes, the methylated paternal gDMR inactivated
the adjacent H19, but permitted activation of Igf2 by preventing the buildup of an
insulator complex between downstream enhancers and Igf2. In contrast, the
unmethylated gDMR on the maternal chromosome permitted binding of CTCF, a
regulator of nuclear architecture, that insulated Igf2 from the enhancers and pre-
vented its expression. In parallel, the unmethylated H19 was transcribed from the
maternal chromosome (Kurukuti et al. 2006; reviewed by Sasaki et al. 2000; Renfree
et al. 2013) (Fig. 4).

A methylated gDMR may also hinder the expression of a regulatory RNA
molecule involved in gene silencing: in the placenta the methylated gDMR directly
blocked the activity of a promoter where the transcripts of the Airn lncRNA (long
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noncoding RNA) are initiated on the maternal chromosome (reviewed by Barlow
and Bartolomei 2014). Switching off the Airn promoter permitted the expression of
neighboring genes of the Igf2r cluster on the maternal chromosome, whereas on the
paternal chromosome the unmethylated Airn promoter was active and the Airn
lncRNA “coated” and suppressed – in cis – the genes of the Igf2r cluster (reviewed
by Braidotti et al. 2004; Barlow and Bartolomei 2014). The Airn lncRNA may
inactivate genes by helping to establish a repressive chromatin structure, similarly to
the Xist lncRNA which mediates X-chromosome inactivation (Brockdorff and
Turner 2015) (see Sect. 4.4).

Recent studies indicated that in the gametes the number of differentially meth-
ylated genes was much higher than the number of imprinted genes (reviewed by
Kelsey and Feil 2013). These data suggested that DNA methylation at ICRs is
perhaps not a specifically targeted process, but the DNA methylation marks
deposited during gametogenesis are preserved after fertilization at the imprinted
loci, even during a wave of genome-wide DNA demethylation occurring in the
preimplantation embryo (reviewed by Kelsey and Feil 2013; Barlow and
Bartolomei 2014) (see Sect. 4.5). DNMT1o, the maternal isoform of DNMT1,
may play a role in the maintenance of genomic imprinting in preimplantation
embryos (Howell et al. 2001).

ICRIgf2 H19 Enhancer

Maternal

Paternal

CTCF

CTCF-sites
CTCF AD/DMR0                           CCD                 ICR                                 Enh CTCF DS

Fig. 4 Monoallelic expression of Igf2 and H19 genes regulated by the methylation of the
imprinting control region. A schematic view of the mouse Igf2/H19 locus is shown to demonstrate
the insulator model of imprinting (Bell and Felsenfeld 2000). On the maternal allele, binding of
CTCF to the unmethylated imprinting control region (ICR) insulates Igf2 from the enhancer that
activatesH19. On the paternal allele, methylation of the ICR prevents CTCF binding and inactivates
the H19 promoter; in the absence of the insulator, Igf2 is activated by the enhancer. Striped boxes:
inactive genes; filled boxes: actively transcribed genes; straight arrows: active promoters; curved
arrows: enhancer-promoter interactions; open lollipops: unmethylated CpGs; closed lollipops:
methylated CpGs. Triangles stand for CTCF binding sites mapped in the orthologous human
IGF2/H19 locus that permit the formation of alternative chromatin loops by CTCF-CTCF and
CTCF-cohesin interactions positioning the enhancer either in the vicinity or far from the IGF2
promoter (Nativio et al. 2009). Abbreviations: CTCF AD/DMR0: a CTCF site adjacent to DMR0
(a differentially methylated region at the 50end of IGF2); CCD: Centrally Conserved DNase I
hypersensitive domain; ICR: Imprinting Control Region; Enh: Enhancer; CTCF DS: CTCF binding
Downstream Site
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4.3 Transposon Silencing by DNA Methylation

A predominant fraction of mammalian genomes consists of repetitive sequences
including satellite repeats, tandem repeats, and mobile genetic elements. Mobile
genetic elements or transposable elements are capable to change their genomic
position that may cause genomic instability due to the insertions, deletions, and
genomic rearrangements associated with transposition events. Transposable ele-
ments or transposons may relocate within the genome either via an RNA interme-
diate that is reverse transcribed to DNA, or with the help of transposase enzymes
that cut out and reinsert them into a new target site. Retrotransposons or
retrotransposable elements comprise around 50% of mammalian genomes
(Munoz-Lopez and Garcia-Perez 2010; Zamudio and Bourc’his 2010). They are
relocating via an RNA intermediate and include the class of LTR retrotransposons,
such as the proviruses of endogenous retroviruses (ERVs) that are flanked with long
terminal repeats (LTRs). The other class of retrotransposons called non-LTR
retrotransposons lack LTRs and comprise long interspersed nuclear elements
(LINEs) and short interspersed nuclear elements (SINEs). DNA transposons trans-
pose via a nonreplicative “cut and paste” mechanism. They make up around 3% of
the human genome (Zamudio and Bourc’his 2010). Because transposons impose a
potential threat to genome integrity and most of the 5mC in mammalian genomes
resides in transposons, Yoder et al. proposed that a major function of DNA methyl-
ation is the suppression of transposons which they regarded as “parasitic” sequence
elements (Yoder et al. 1997). The idea of methylation-mediated transposon silencing
was supported by experiments demonstrating the reactivation of retroelements in
mice with various defects of the DNA methylation machinery. Inactivation of
Dnmt1, Dnmt3A and Dnmt3B, as well as deficiency in Dnmt3L, the de novo
MTase cofactor “reanimated,” i.e., increased the expression of LINE and IAP
(intracysternal A particle, an endogenous retrovirus) retroelements (reviewed by
Zamudio and Bourc’his 2010). Global hypomethylation in cancer cells may also
induce aberrant expression of LINE-1 (Miousse and Koturbash 2015).

Apparently, there is more than one layer of protection against transposon
reactivation in mammalian cells. Induction of DNA hypomethylation in embryonic
stem cells activated transposon transcription but also resulted in the accumulation of
the repressive histone mark H3K27me3 at various transposon families that became
re-silenced by the Polycomb-mediated reconfiguration of the chromatin (Walter et al.
2016). In addition, RISC (RNA-induced silencing complex) and piRNA (piwi-
interacting RNA) pathway proteins may also suppress transposon activity by the
degradation of retroelement RNAs (reviewed by Goodier 2016). Although transpos-
able elements may cause genetic instability, their expression was regularly detected
in mammalian oocytes and early embryos (reviewed by Evsikov and Marin de
Evsikova 2016). These observations suggested that transposons – regulated by the
cellular epigenetic machinery – may have a physiological function in mammals,
especially during oogenesis and early embryogenesis. In these developmental pro-
cesses or in stem cells of adult organisms, transposons may serve as a tool for the
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control of co-expressed gene batteries (Peaston et al. 2004; Macfarlan et al. 2012;
Gifford et al. 2013; Evsikov and Marin de Evsikova 2016).

4.4 X Chromosome Inactivation

In somatic cells of female mammals, random inactivation of one X chromosome
ensures dosage compensation for the products of X-linked genes between males and
females. The majority of genes carried by Xi, the inactive X chromosome, are silent
due to the concerted action of several epigenetic regulatory mechanisms (Csankovszki
et al. 2001; Chaligne and Heard 2014). X chromosome inactivation (XCI) results in
heterochromatinization of Xi which is relocated to the nuclear periphery in the G1
phase of the cell cycle as a Barr body and replicates late during S phase (Chen et al.
2016a). During the initiation of XCI, transcription of XIST (X-inactive specific tran-
script) is switched on (Gilbert et al. 2000). XIST is active on Xi but silent on the active
X chromosome, Xa. On Xa, de novo DNMTs are involved in stably silencing Xist
(Kaneda et al. 2004). The XIST transcript, a long noncoding RNA (lncRNA), spreads
in cis with the aid of L1 repetitive elements, coats the entire X chromosome to be
inactivated, and induces the deposition of heterochromatic marks on the future Xi
(Engreitz et al. 2013; Bala Tannan et al. 2014; Cerase et al. 2015). Transcriptional
silencing of numerous genes located on Xi is possibly due to the eviction of RNA
polymerase II from the chromatin or blocking its access to the chromatin due to the
collapse of interchromatin channels (Smeets et al. 2014; Cerase et al. 2015). Cerase
et al. suggested that silencing of transcription may actually initiate removal of
euchromatic histone marks, deposition of heterochromatic histone marks, and DNA
methylation (Cerase et al. 2015). Xi is characterized by a unique three-dimensional
structure which is smoother and more spherical than its active counterpart, Xa
(Pandya-Jones and Plath 2016). Silenced promoters are associated with deacetylated
histones and PRC2, the Polycomb repressor complex depositing a repressive chroma-
tin mark by methylating histone H3 lysine 27 (Gilbert and Sharp 1999; Brockdorff
2013). Although the XIST transcript initiates facultative heterochromatinization and
gene silencing during random XCI, maintenance of the silenced state is due to the
concerted action of several regulatory mechanisms, including XIST lncRNA, histone
hypoacetylation, and DNA methylation (Csankovszki et al. 2001). Methylation pro-
filing of human Xi and Xa revealed an increased methylation of CpG-islands associ-
ated with most of the silenced genes on the Xi. A subset of CpG-islands were less
methylated on the Xi. Accordingly, some of the associated genes escaped XCI and
showed biallelic expression (Sharp et al. 2011).

4.5 DNA Methylation as a Regulatory Mechanism
of Embryogenesis in Mammals

The catalytic activity of the maintenance DNA-(cytosine-C5)-methyltransferase
plays a vital role in mouse embryogenesis (Takebayashi et al. 2007) (see Sect. 2.1).
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The activity of Dnmt3a and Dnmt3b genes coding for de novo DNA
methyltransferases (see Sect. 2.2) was also detected in mouse embryos using an
expression reporter cassette targeted to these genes: during the early phase of
embryogenesis, Dnmt3a was expressed at a moderate level in embryonic ectoderm
and at a low level in mesodermal cells, whereas there was a high level of Dnmt3b
expression in the embryonic ectoderm, accompanied with a weak expression in
mesodermal and endodermal cells (Okano et al. 1999). At a later stage there was a
ubiquitous expression of Dnmt3a in the embryos and a predominant expression of
Dnmt3b in the forebrain and in the eyes (Okano et al. 1999). Inactivation of both
genes inDnmt3a�/�, Dnmt3b�/�mice caused embryonic lethality due to an arrest of
growth and morphogenesis shortly after gastrulation (Okano et al. 1999).

Whereas somatic cells maintain high 5mC-levels and lineage-specific
methylomes, in murine primordial germ cells (PGCs) there is a genome-wide
demethylation during gametogenesis. This demethylation causes an almost complete
erasure of methylation marks and is followed by the establishment of gamete-
specific DNA methylation patterns (Hackett and Surani 2013). During mouse
development, PGCs are derived from somatic precursors located initially posterior
to the primitive streak and carry methylated, silenced pluripotency genes such as
Oct4 and Nanog and repressed germline-specific genes (Seisenberger et al. 2013a;
Dean 2014; Messerschmidt et al. 2014). The demethylation of the genome in PGCs
starts as a passive process during the migration to the genital ridges, because the cells
also proliferate in parallel, resulting in the dilution of 5mC in the daughter cells
(Messerschmidt et al. 2014). Active demethylation is characteristic, however, for
postmigratory PGCs: at this stage, a transient increase of 5hmC accompanies the
accelerated loss of 5mC (Messerschmidt et al. 2014) (Fig. 5).

In parallel with genome-wide demethylation, the pluripotent genes as well as a set
of “germline defence” genes implicated in the regulation of transposon activity are
reactivated, and – in female mouse embryos – Xi, the inactive X chromosome is
activated (Hackett et al. 2012; reviewed by Saitou and Yamaji 2012; Messerschmidt
et al. 2014). After colonization of the genital ridges the PGCs continue to proliferate,
until they enter meiotic prophase in females and mitotic arrest in males (Hackett and
Surani 2013; Dean 2014).

In PGCs, 5mC-erasure extends to the genomic imprints. It was suggested that this
may permit the reestablishment of methylation marks at ICRs during oogenesis and
spermatogenesis according to the sex of the cell. Transposons are also demethylated
in murine PGCs, with the exception of certain IAPs (Hackett and Surani 2013). The
process of “epigenetic reprogramming” was defined as the erasure of DNA methyl-
ation followed by the establishment of a new methylome mediated by de novo
DNMTs (Morgan et al. 2005). Morgan et al. suggested that during gametogenesis
such a reprogramming may build up sex-specific epigenotypes in mature gametes
(Morgan et al. 2005). Thus, after the erasure of the paternal imprints the newly
established imprints would correspond to the sex of the individual.

A global demethylation was also observed in PGCs isolated from human
embryos, although the relative timing of distinct demethylation events such as the
erasure of imprints differed between humans and mice (Guo et al. 2015a; reviewed
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by von Meyenn and Reik 2015). In vitro studies of PGC-like cells also indicated
species-specific differences in reprogramming (von Meyenn et al. 2016). Demeth-
ylation of PGC methylomes in mouse and human embryos did not necessarily
correlate, however, with gene activation: loss of 5mC did not result in a significant
increase in the transcription of transposable elements (reviewed by von Meyenn and
Reik 2015).

After genome-wide demethylation in PGCs, de novo methylation starts at embry-
onic day E13.5 in prospermatogonia or gonocytes within the fetal gonads of male
mice, and the buildup of the male methylome is completed before birth (Stewart et al.
2016). In the female germline of mice, de novo methylation starts somewhat later,
after birth, and the oocyte methylome is established by day 21 of postnatal devel-
opment (Stewart et al. 2016). The intricate details of the consecutive epigenetic
events shaping the sperm and oocyte methylomes in mice and humans are discussed
in the recent review by Stewart et al. 2016.

Although the pattern of DNA methylation is usually stable in adult somatic cells,
there is a spectacular change in the 5mC-content of mammalian cells during devel-
opment: the genome undergoes almost complete demethylation during early
embryogenesis (Guibert et al. 2012; reviewed by Hackett and Surani 2013). Between
fertilization and implantation, the lowest level of DNA methylation was detected in
the inner cell mass of the blastocyst. It is important to note, however, that although
the erasure of the methylation mark begins already in the zygote, distinct DNA
sequences in the maternal genome, marked by H3K9me2 and by binding of the

Birth Fertilisation Implantation

Primordial germ cells (PGCs) Gametes Blastocyst Soma

predominant demethylation
passive         active

DNA
methylation
level

Fig. 5 Dynamic changes of DNA methylation levels during mouse gametogenesis and
embryogenesis. A continuous line indicates the relative 5mC-content beginning with primordial
germ cells (PGCs). There is a genome-wide demethylation during gametogenesis, followed by the
establishment of gamete-specific DNA methylation patterns within the fetal gonads of male mice
(dotted line) and in the female germline (dashed line). After fertilization, during early embryogen-
esis, both the paternal genome (dotted line) and the maternal genome (dashed line) undergo almost
complete demethylation. The lowest level of DNA methylation is reached in the inner cell mass
(shown as a filled elliptoid) of the blastocyst. After implantation, de novo methylation reestablishes
a high 5mC-level during the later stages of embryogenesis both in somatic cell precursors and in
early PGCs
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maternal factor STELLA, stay methylated even in preimplantation embryos
(Nakamura et al. 2012; reviewed by Kang et al. 2013). Paternal imprinted regions
bound by the maternal factor STELLA also keep their methylation marks, similarly
to IAP retrotransposons and DNA sequences located to centromeric heterochromatin
(reviewed by Seisenberger et al. 2013a; Messerschmidt et al. 2014). In contrast, 5mC
in the bulk of the paternal genome is accessible for TET3-mediated oxidation and the
products of this process are removed by passive replication-coupled dilution. Alter-
natively, the activation of the base excision repair (BER) pathway may contribute to
the demethylation of the paternal genome, independently of TET3 activity
(Amouroux et al. 2016). Although the maternal pronucleus is not subjected to active
demethylation, it is undergoing passive demethylation during subsequent cell divi-
sions (reviewed by Seisenberger et al. 2013a; Messerschmidt et al. 2014) (Fig. 5).

Erasure of DNA methylation during early embryogenesis may play a role in the
acquisition of pluripotency by the cells of the inner cell mass and by embryonic stem
cells. Demethylation of the genes encoding pluripotency transcription factors such as
Nanog that is methylated in the sperm facilitated this process (reviewed by Feng
et al. 2010). After implantation, de novo methylation reestablishes distinct
methylomes in somatic cell precursors and in early primordial germ cells (PGCs)
and the methylomes are further modified during lineage-specific differentiation
(Ji et al. 2010; Hackett and Surani 2013).

In summary, embryogenesis in mammals is a complex process, viewed as alter-
nating phases of cellular differentiation that usually restricts developmental poten-
tial, and reprogramming events that allow the reconfiguration of the epigenome in
the zygote and in developing germ cells, permitting the reconstruction of pluripotent
or totipotent states (Reik 2007; Hackett and Surani 2013). Hackett and Surani
speculated that epigenetic mechanisms, including DNA methylation may prevent
reversion to preceding cellular states during mammalian development and may
contribute to the maintenance of cell identity (Hackett and Surani 2013). In addition,
cellular methylomes regularly undergo dynamic changes that create specialized,
hypomethylated epigenotypes to ensure the realization of complex developmental
programs and the successful reproduction of mammalian species (Reik 2007; Dean
2014; Messerschmidt et al. 2014).

4.6 DNA Methylation as a Regulator of Cell Differentiation

Although inactivating the maintenance DNA-(cytosine-C5)-methyltransferase
Dnmt1 or knocking out of both de novo methyltransferase genes, Dnmt3a and
Dnmt3b, disturbed embryogenesis and caused embryonic lethality in mice,
undifferentiated mouse embryonic stem cells (ES cells) lacking all three of these
enzymes survived and proliferated in tissue culture (Li et al. 1992; Okano et al. 1999;
Tsumura et al. 2006; Takebayashi et al. 2007). These in vitro growing “triple
knockout” mammalian cells lacking CpG-methylation kept their stem cell proper-
ties, expressed typical markers of undifferentiated cells, and their growth character-
istics were comparable to that of their wild-type counterparts in a competition assay.
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Upon induction of cell differentiation by embryoid body formation, however, the
growth of the “triple knockout” cells was delayed compared to the wild-type
embryonic stem cells (Tsumura et al. 2006). These data suggested that
CpG-methylation is dispensable for the maintenance of stem cell properties and
proliferative capacity of ES cells. The above mentioned in vivo and in vitro obser-
vations also indicated, however, that DNAmethylation plays an important role in the
establishment and maintenance of cell differentiation.

Comparison of promoter methylation patterns (“the promoter epigenome”) of
pluripotent mouse ES cells and embryonic germ (EG) cells with the promoter
epigenome of differentiated primary embryonic fibroblasts revealed that a set of
pluripotency–related genes including Nanog, Lefty1, and Tdgf1 were hypo-
methylated in ES cells and EG cells, but hypermethylated in fibroblasts (Farthing
et al. 2008). In ES cells, promoter hypomethylation correlated with an increased
gene expression in most cases. In contrast, targeted de novo promoter methylation
silenced Nanog, a gene actively transcribed in ES cells under normal circumstances.
Analysis of the promoter methylome in trophoblast stem cells (TS cells) representing
the extraembryonic lineage showed a distinct pattern that differed from that of the
other cell types (Farthing et al. 2008). Fouse et al. also observed that the housekeep-
ing and pluripotency-related genes were unmethylated in mouse ES cells whereas
most of the differentiation associated genes were repressed and methylated (Fouse
et al. 2008). Comparison of wild-type ES cells with “triple knockout “ES cells
lacking CpG-methylation revealed that demethylation was able to upregulate the
expression of certain X-linked genes and genes implicated in cell differentiation. A
series of genes, however, were not upregulated in the absence of CpG-methylation,
possibly due to the action of other epigenetic regulators (Fouse et al. 2008).

Analysis of CpG-island methylation showed that ES cells, embryoid bodies, and
teratomas had a characteristic, complex methylation pattern and indicated that
cellular differentiation was associated with both de novo methylation and demeth-
ylation processes (Kremenskoy et al. 2003). In line with this observation, Dawlaty
et al. studied the importance of cytosine demethylation in cellular differentiation
(Dawlaty et al. 2014). They observed that knocking out of all three genes, Tet1, Tet2,
and Tet3 that code for dioxygenase enzymes converting 5mC to 5hmC resulted in the
complete loss of 5hmC in mouse ES cells and impaired the capacity of the “triple
knockout (TKO)” cells to differentiate. The impaired potential for embryoid body
and teratoma formation correlated with the hypermethylation and dysregulation of
promoters driving the expression of genes involved in developmental processes and
cell differentiation (Dawlaty et al. 2014). Most of the analyzed genes that were
silenced in TKO cells by hypermethylation were active in wild-type ES cells. Thus,
Tet-mediated DNA demethylation is indispensable for the establishment of the
proper epigenotype and gene expression pattern involved in ES cell differentiation.

Tet enzymes play a role in the maintenance of chromosomal stability as well by
regulating sub-telomeric methylation levels (Yang et al. 2016b). In addition, Wiehle
et al. observed that in mouse fibroblasts Tet dioxygenases prevented the methylation
of distinct genomic domains called DNA methylation canyons or DNA methylation
valleys (Wiehle et al. 2015). Because genes involved in cellular differentiation are
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frequently located to such genomic areas, Wiehle et al. suggested that Tet activity
may ensure the undisturbed access of chromatin regulators to key topological
domains controlling developmental processes (Wiehle et al. 2015).

4.7 The Role of DNA Methylation in the Preservation of Genome
Stability

In addition to transposon silencing (see Sect. 4.3), DNA methylation may contribute
to the maintenance of genomic integrity by the stabilization of microsatellite repeats
and via the recruitment of the mismatch repair surveillance complex to
hemimethylated DNA sequences at the replication fork (reviewed by Putiri and
Robertson 2011; Wang et al. 2016). Furthermore, establishment of an appropriate
methylation pattern of centromeric and pericentromeric DNA sequences decreases
the probability of chromosomal segregation defects and chromosome
rearrangements. Finally, DNA methylation-mediated transcriptional silencing may
preserve genome stability by decreasing the frequency of mitotic recombination. We
would like to mention, however, that local CpG-hypermethylation may promote
genome instability by silencing the genes encoding DNA repair enzymes, and 5mC
is a potential source of mutations in itself because of its propensity to spontaneous
deamination that results in thymine (5mC to T transition) which also contributes to
human inherited disease (Cooper et al. 2010; reviewed by Putiri and Robertson
2011; Meng et al. 2015).

4.7.1 Stabilization of Microsatellite Repeats by Cytosine Methylation
Microsatellites are genomic elements composed of short tandem repeats of simple
DNA motifs that are one to nine nucleotides in length (Sawaya et al. 2013).
Formation of single-stranded DNA during the processes of DNA replication, tran-
scription, or repair facilitates the formation of various secondary DNA structures
including hairpins, Z-DNA, H-DNA (a DNA triplex), and G-quadruplex (G4)
(reviewed by Putiri and Robertson 2011; Sawaya et al. 2013; Sawaya et al. 2015).
During transcription, distinct trinucleotide repeats may transiently form R-loops
containing an 8 bp long RNA:DNA hybrid (Reddy et al. 2011). The presence of
these secondary structures may facilitate genomic rearrangements due to faulty
repair or to replication slippage by DNA polymerase. Changes in repeat number
within protein coding sequences cause neurological diseases in humans, and repeat
number variations in protein-noncoding regulatory regions and promoter elements
were also implicated in pathogenesis (Pearson et al. 2005; Sawaya et al. 2013). DNA
methylation may stabilize repeat length by transcriptional repression of genes
carrying either CpG-containing or non-CpG-containing microsatellites (reviewed
by Putiri and Robertson 2011). Association of 5mC-rich sequences with distinct
methyl-CpG binding proteins and repair proteins may also contribute to microsatel-
lite stabilization, although in malignant cells heterochromatic histone modifications
and CpG-island hypermethylation correlated with a high level of microsatellite
instability (reviewed by Putiri and Robertson 2011).
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4.7.2 Recruitment of the Mismatch Repair Surveillance Complex
to Hemimethylated DNA Sequences

Wang et al. observed that in murine cells the postreplicative DNA mismatch repair
(MMR) machinery was recruited to a complex of Dnmt1 and Uhrf1, bound to
hemimethylated CpG-sites in newly synthesized DNA. The authors argued that the
collaboration of the maintenance MTase and the MutSα MMR complex probably
preceded chromatin assembly on the newly synthesized DNA duplex, because
nucleosome formation could potentially block mismatch recognition by the DNA
mismatch repair system (Wang et al. 2016). Such a coordinated action may ensure
the correct transmission of both epigenetic and genetic information from cell gener-
ation to cell generation in mammals.

4.7.3 Methylation Patterns of Centromeric and Pericentromeric DNA
Sequences: Functional Consequences

Yamagata et al. observed that the centromeric and pericentromeric DNAwas hypo-
methylated in male and female germline cells of mice but hypermethylated in adult
tissues with the exception of testis and epididymal sperm. In contrast, the IAP1 and
LINE1 endogenous retroviral repetitive elements were highly methylated in the
testis and sperm, like in other adult tissues. The authors speculated that the
germline-specific hypomethylation of satellite sequences from centric and peri-
centric regions was associated with the expression of germ cell-specific genes
transcribed in the testis and ovary (Yamagata et al. 2007). As a matter of fact,
hypomethylated “pockets” were identified within hypermethylated sequences of a
functional centromere (Wong et al. 2006). The kinetochore protein CENP-B (cen-
tromere protein B) preferentially attached to nonmethylated recognition sequences
located within extensively methylated regions (Tanaka et al. 2005).

CENP-C, another constitutive centromere protein, interacted with DNMT3B and
facilitated methylation of centromeric and pericentromeric satellite sequences
(Gopalakrishnan et al. 2009). Both CENP-B and CENP-C enhanced the formation
of heterochromatin and interacted with the centromere-specific histone variant
CENP-A and possibly with a network of centromere-associated proteins to maintain
centromere integrity (Okada et al. 2007; Gopalakrishnan et al. 2009; Putiri and
Robertson 2011; Giunta and Funabiki 2017). Local or general hypomethylation of
satellite CpG-dinucleotides caused, however, either chromosome rearrangements or
chromosomal segregation defects in a subset of patients with hepatocellular carci-
noma or in patients with ICF syndrome (immunodeficiency, centromeric instability,
facial anomalies syndrome), respectively (reviewed by Putiri and Robertson 2011).

4.7.4 Inhibition of Homologous Recombination by DNA Methylation
Dnmt1 deficiency in mice enhanced the rate of mitotic recombination, activated
the transcription and transposition of endogenous retroviral elements, and facil-
itated tumorigenesis (Eden et al. 2003; Gaudet et al. 2003; Howard et al. 2008).
DNA methylation also suppressed meiotic recombination in several organisms
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(reviewed by Termolino et al. 2016). In contrast, Sigurdsson et al. observed, based
on the analysis of data sets from various sources, that in human male germ cells
there was an elevated level of DNA methylation at recombinational hot spots
(Sigurdsson et al. 2009). Sigurdsson et al. speculated that methylated regions
could be preferential sites of meiotic recombination or recombined sequences
could perhaps be targeted by DNMTs (Sigurdsson et al. 2009).

4.8 Regulation of Alternative Splicing by Gene Body Methylation

In eukaryotes, most of the genes are composed of exons and introns and their
primary transcripts are processed by spliceosomes that excise the protein-non coding
introns and unite the protein-coding exons to form mRNA molecules. Spliceosomes
are large ribonucleoprotein complexes assembled co-transcriptionally (Will and
Luhrmann 2011). In higher eukaryotes, alternative splicing of the same primary
transcript frequently generates mRNAs with different combinations of exons: the
so-called constitutive exons are regularly included into the mRNA whereas –
depending on the rate of transcription elongation – “alternative” or “weak” exons
are either included or skipped. Pausing of RNA polymerase II favors inclusion of
“alternative” exons into the mRNA (reviewed by Shukla and Oberdoerffer 2012).
The choice of splice sites is also affected by the structure of the chromatin and by
RNA binding proteins. Recently, DNA methylation emerged as an important regu-
lator of splicing. Shukla et al. observed that binding of the zinc finger protein CTCF
to the unmethylated exon 5 of the CD45 gene elicited RNA polymerase II pausing
that promoted the inclusion of this “weak” exon into the mRNA (Shukla et al. 2011).
CTCF does not bind DNA, however, when its recognition sequence is methylated
(Hark et al. 2000). Accordingly, Shukla et al. found that CpG-methylation at the
alternative exon 5 of CD45 resulted, during the processing of the primary transcript,
in the exclusion of exon 5 from the mRNA (Shukla et al. 2011). A possible
explanation for this phenomenon was that cytosine methylation blocked the binding
of CTCF to its recognition sequence, and in the absence of a local barrier created for
RNA polymerase II by CTCF, the rapid rate of elongation quickly resulted in the
synthesis of competing “strong” downstream splice sites, before spliceosome assem-
bly at the “weak” upstream splice site. Thus, spliceosome assembly occurred only at
these downstream sites, skipping the weak upstream site (Shukla et al. 2011; Shukla
and Oberdoerffer 2012). Using CTCF depleted cells and a combination of ChIP-seq
and RNA-seq methods, Shukla et al. demonstrated that in addition to CD45,
processing of a series of other cellular transcripts is also regulated by CTCF-
mediated RNA polymerase II pausing (Shukla et al. 2011). In contrast, Maunakea
et al. found that DNA methylation and binding of the methyl-CpG-binding protein
MeCP2 to alternatively spliced exons (ASEs) facilitated the inclusion of ASEs into
mRNAs during the processing of the primary transcripts (Maunakea et al. 2013).
Further studies may illuminate how CpG-methylation in gene bodies, especially in
exons, may affect the complex process of RNA splicing in trans.
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In a recent work, Marina et al. described that 5hmC and 5caC – the TET generated
oxidation products of 5mC – facilitated CTCF binding to the CD45 “model gene” in
T lymphocytes and promoted the inclusion of the alternative exon 5 into mRNA.
They also observed that in vitro activation of naïve CD4+ T cells induced exclusion
of exon 5, in parallel with a decrease in 5hmC and increase in 5mC at exon 5. The
authors argued that 5hmC and 5caC promoted CTCF association and exon inclusion
whereas 5mC blocked CTCF binding and facilitated exon exclusion (Marina et al.
2016). Oxidation products of 5mC bind a set of distinct nuclear proteins (Spruijt
et al. 2013). This observation suggests that they may act as signals in important
biological processes including splicing (see Sect. 4.9.2).

4.9 The Role of DNA Methylation in Brain Function

Epigenetic regulatory mechanisms, among them DNA methylation, are at the fore-
front of brain research these days. For this reason, we wished to outline some of the
most interesting results of this exciting new field in a separate subsection. Oxygen is
required for demethylation processes, and thus it is believed that first the increase in
atmospheric oxygen allowed the appearance of reversible methylation and therefore
regulable enzymatic methylation systems for DNA and proteins. Regulated methyl-
ation in turn was required for the emergence of multicellular animals and for organ
development. Therefore, the Cambrian radiation was probably dependent on the
parallel increase in atmospheric oxygen (Jeltsch 2013). Regulable DNA methylation
at CpG-dinucleotides plays also an important role in the delineation of the human
phenotype in comparison with other primate lineages. There is an estimated number
of ~1.19 million nonpolymorphic species-specific CpG-dinucleotides, termed CpG-
beacons, part of them extremely densely clustered into 21 genomic locations which
are functionally associated with CpG-island evolution, human traits and diseases.
Beacon clusters have been predicted to colocalize with accessible chromatin (Bell
et al. 2012). Comparative primate epigenomic data from prefrontal cortex neurons
showed that beacon clusters are indeed enriched for human-specific H3K4me3
peaks. Both beacon clusters and permissive chromatin signatures were enriched at
telomeric chromosomal regions supporting a predisposition for recombination. In
summary, epigenomic analysis was able to pinpoint chromatin structures that con-
tribute to the human-specific phenotype (Bell et al. 2014). Regulated methylation
may be of even higher importance for highly adaptive organ systems, like the
immune system and the brain, than for the function of other organs. Regulated
methylation within the brain may, of all biological properties, even be the most
discerning between species. Comparative methylome analysis of human and chim-
panzee brain tissue uncovered 85 human-specific and 102 chimp-specific differen-
tially methylated regions (DMRs), approximately half of them located in intergenic
regions or gene bodies. DMRs were enriched in active chromatin loops suggesting a
human-specific organization of higher-order chromatin structure (Mendizabal et al.
2016).
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4.9.1 Dynamic Methylation Within the Brain During Development
and Disease

Methylation-profiling of CpG-dinucleotides in fetal frontal cortices using 450 K
methylation arrays showed that methylation was continuously increasing at 1767
positions and decreasing at 1149 positions with gestational age. These altogether
2916 developmentally regulated differentially methylated positions (dDMPs) were
enriched in gene bodies but underrepresented in CpG-islands. Overall, during the
first trimester the human fetal brain is globally hypomethylated with methylation
increasing in the second and third trimester. Because genes associated with dDMPs
are assumed to be important for brain function, it is remarkable that dDMPs were
also enriched for regions that have been associated with schizophrenia and autism.
The authors concluded that this gestational age-matching set of dDMPs may have
been adopted for both brain evolution and ontogeny (Schneider et al. 2016).

Organoids derived from pluripotent human cells recapitulated the very early
three-dimensional organization of the fetal brain and were used to compare
epigenomic and transcriptional programs and to establish suitability as an in vitro
model for gene expression dynamics in the early to mid-term fetal human brain.
Non-CpG methylation was enriched at super-enhancers in cerebral organoids and
fetal brains, and non-CpG methylation in vitro was a predictor of impending super-
enhancer repression in vivo. Overall, cerebral organoids recapitulated the large-scale
epigenomic remodeling during the early fetal brain development. However, gener-
ally organoids tend to a higher methylation level at CpG-positions, and wide-spread
pericentromeric demethylation was observed in the in vitro model but not in the fetal
brain (Luo et al. 2016). The brain methylome undergoes a widespread
reconfiguration from fetal to young adult age corresponding to synaptogenesis.
Concomitantly, non-CpG methylation becomes the more prevalent form of methyl-
ation in neurons, but not glia. Interestingly, non-CpG methylation identified genes
escaping X-chromosome inactivation (Lister et al. 2013). While above studies did
not differentiate methylation states between gray and white matter, a first 450 K chip-
and pyrosequencing-analysis of Brodmann area 9 which is located within the
dorsolateral prefrontal cortex and is important for higher cognitive skills and affected
in diverse neurological disorders demonstrated robust gray-white methylation dif-
ferences. Gray matter corresponds predominantly to neuronal cells whereas white
matter is mainly built up from glial cells. Especially cell type-specific markers were
enriched among differentially methylated genes. A large number of the identified
DMRs had previously been associated with degenerative neurological diseases, like
Alzheimer’s (AD), Parkinson’s (PD), Huntington’s diseases (HD), amyotrophic
lateral sclerosis (ALS), and multiple sclerosis (MS) (Sanchez-Mut et al. 2017).

It is commonplace that genetic diseases associated with aberrant methylation,
e.g., fragile X syndrome, alpha-thalassemia X-linked mental retardation syndrome,
Angelman syndrome, Beckwith-Wiedemann syndrome, Prader-Willi syndrome, ICF
(immunodeficiency, centromere instability, facial abnormalities) syndrome, Rett
syndrome, Rubinstein-Taybi syndrome, and others, are also associated with cogni-
tive impairment (reviewed by Calfa et al. 2012; Eggermann 2012; Gatto et al. 2012).
It is also to be expected that inherited dysregulation of methylation interferes with
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the differentiation of brain cells and therefore brain function. However, the role of
Epigenetics in normal brain function and of Patho-Epigenetics of the previously
functional diseased brain is only beginning to be uncovered (reviewed by Klausz
et al. 2012; Zelena 2012).

4.9.2 Normal Brain Function and Memory
Evidence is mounting that epigenetic processes are involved in the everyday oper-
ation of the central nervous system, and that long-term memory formation and
synaptic plasticity needs accompanying epigenetic modifications of DNA and his-
tones. The role of epigenetic regulation in memory formation has recently been
reviewed (Kim and Kaang 2017). Therefore, only a selection of illustrative examples
with a focus on CpG-methylation is mentioned here. In order to understand the
epigenetic changes associated with learning, genome-wide histone and methylation
profiles from neuronal and nonneuronal cells of the CA1 field of the hippocampus
and the anterior cingulate cortex of adult mice at three time points before and 1 h and
4 weeks after learning were established. This provided a physiological gene regula-
tory network of learning as a background for the analysis of neurological and
psychiatric diseases and potential development of medical treatment (Centeno
et al. 2016). In contrast to short-term memory, long-term memory formation requires
de novo protein synthesis (Davis and Squire 1984; Igaz et al. 2002). Early seminal
experiments on individual Aplysia californica (California sea hare, a mollusk)
neurons demonstrated that facilitating signals through serotonin (5-HT,
5-hydroxytryptamin), which are needed for new synapse formation, led to acetyla-
tion at the promoter of the C/EBP transcription factor gene, while inhibitory input
signals through FMRF amide caused deacetylation at the C/EBP promoter. If both
signals were simultaneously applied, the inhibitory signal dominated and yielded
histone deacetylation and long-term synaptic depression (Guan et al. 2002). Recent
experimentation on Aplysia sensory neurons uncovered a mechanism for sequence-
specific methylation in the serotonin-dependent synaptic facilitating signal pathway.
The CREB2 protein is the major inhibitory constraint on memory formation in
Aplysia. A Piwi/piRNA (piwi-interacting RNA) complex conveyed the local meth-
ylation of a conserved CpG-island at the CREB2 promoter (Rajasethupathy et al.
2012). However, it is still unclear whether piRNAs or other microRNAs are playing
a general major role in mammalian sequence-specific methylation in the brain and
interconnected memory formation (reviewed by Sweatt 2013).

After fear conditioning, i.e., learning, Dnmt gene expression was increased in the
adult rat hippocampus leading to CpG-methylation at the memory suppressor gene
PP1 (protein phosphatase 1), while the promoter of the synaptic plasticity gene
RELN (Reelin) was demethylated and expressed. These methylation changes were
highly dynamic and back to normal within 24 hours. Accordingly, the gene for
BDNF (brain-derived neurotrophic factor) responded with a quick change of exon-
specific methylation, histone modifications and mRNA expression, which went back
to normal within 24 hours. In addition, NMDA receptor blockade prevented these
methylation changes and inhibited memory formation in rats (Lubin et al. 2008).
Earlier yet, a hypomethylation at the Bdnf promoter region IV upon depolarization,

544 H. H. Niller et al.



the dissociation of the MeCP2-HDAC1-mSin3A repressive complex from the pro-
moter, and a corresponding transcriptional increase of exon IV mRNA were
observed in cortical mouse neurons cultured in vitro, 3 days after stimulation
(Martinowich et al. 2003; reviewed by Grigorenko et al. 2016). Furthermore,
Dnmt inhibition led to both a disturbed regulation of methylation and functional
impairment of memory formation in the treated animals (Miller and Sweatt 2007).
Transcriptional repression by methylation of another memory suppressor gene,
PPP3CA (Calcineurin), in cortical neurons persisted up to 30 days after the learning
experiments. Again, treatment with Dnmt inhibitors disrupted long-term fear mem-
ory (Miller et al. 2010).

Neurons are strongly expressing DNMT1, DNMT3A, and DNMT3B, and are
highly enriched in 5hmC (reviewed by Delgado-Morales and Esteller 2017). The
abundance of 5hmC in the brain suggested a functional role for 5hmC in the adult
brain (Kriaucionis and Heintz 2009). It has been further suggested that 5hmC in the
brain is not just an intermediate stage of the demethylation process operated by TET
proteins, but also a key epigenetic mark for neurological disorders (Chen et al. 2014;
Cheng et al. 2015). Whole genome analyses of 5hmC distribution with single-
nucleotide resolution showed that 5hmC was even more enriched at constitutive
exons of genes with synapse-related function, both in the human and the mouse brain
(Khare et al. 2012). 5hmC in fetal brains was a marker for regulatory regions, which
were poised for demethylation and activation in the adult brain. Demethylation was
dependent on Tet2 (Lister et al. 2013). The regulation of methylation and demeth-
ylation relying on the interplay between DNMTs and TET-dioxygenases has been
shown to play a major functional role in memory formation. Neuronal activity upon
electro-convulsive treatment modified the neuronal DNA methylation landscape.
About 1.4% of 219,991 CpG-sites of the adult mouse hippocampus showed a rapid
active demethylation or de novo methylation. Regulated CpG-sites were signifi-
cantly enriched in brain-specific genes related to neuronal plasticity (Guo et al. 2011;
reviewed by Sweatt 2013; Kim-Ha and Kim 2016). Tet1 expression levels in the
mouse hippocampus were decreased 3 to 4 h after neuronal activity, induced by
either KCl depolarization, flurothyl-induced seizure, or fear conditioning. Following
neuronal activation by flurothyl-induced seizure, 5mC and 5hmC levels underwent a
decrease at 24 hours postseizure. Adeno-associated virus (AAV)-mediated over-
expression of Tet1 in the dorsal hippocampus led to decreased 5mC and increased
levels of 5hmC and of unmodified cytosines, 2 weeks after AAV injection, accom-
panied by an altered transcription of genes involved in memory formation and
synaptic plasticity, and an impaired contextual fear memory formation at 24 hours
after training (Kaas et al. 2013). Furthermore, Tet1-knockout mice suffer
dysregulated hippocampal gene expression programs, impaired synaptic plasticity,
and impaired memory extinction in learning experiments (Rudenko et al. 2013).
Contrary to Tet1 expression, Tet3 expression was significantly increased shortly after
neuronal stimulation and in learning experiments. Fear-extinction learning led to a
Tet3-mediated accumulation of 5hmC, which was accompanied by changes in gene
expression and rapid behavioral adaptation (Li et al. 2014). In mice, the cognitive
decline associated with aging is accompanied by diminished expression of
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hippocampal Dnmt3a2 levels. After restoring Dnmt3a2 expression in old mice by
injecting recombinant AAV carrying the Dnmt3a2 open reading frame, their cogni-
tive ability was improved back to normal levels in fear conditioning experiments
(Oliveira et al. 2012). Uhrf2 is a bona-fide 5hmC reader protein. Uhrf2-knockout
mice were viable and exhibited no gross defects, but showed a reduced level of
5hmC and altered neuronal gene expression pattern and a partial impairment in
spatial memory acquisition and retention. Therefore, Uhrf2 plays a functional role in
long-term spatial memory (Chen et al. 2017).

Experience-dependent epigenomic changes in the offspring remind us of Jean-
Baptiste de Lamarck’s theory which is therefore reconsidered again. One aspect of
Lamarck’s theory, frequently exemplified by the famous giraffe stretching its neck
to reach leaves high up in a tree, postulates that exercise will modify and strengthen
organs whose enhanced function, in this case a longer and stronger neck, will in
turn be inherited by the offspring. Also Charles Darwin’s Pangenesis theory,
developed to accommodate his predecessor Lamarck, and bashfully ignored for
decades by evolutionary biologists, is being rescued from oblivion, due to the
resemblance of Darwin’s “gemmules” with extracellular vesicles, exosomes, or
small RNAs (reviewed by Liu and Li 2012; Chen et al. 2016c; Minarovits and
Niller 2017). There are two types of transgenerationally transmitted epigenomic
changes in the central nervous system, which are produced by experience, one of
them culturally transmitted, but not biologically inherited, while the other one is
apparently inherited via the germline (reviewed by Sweatt 2013; Bohacek and
Mansuy 2015). Maternal nurturing behavior regarding newborn pups triggers
durable methylation changes in the glucocorticoid receptor (GR) signaling path-
way in the central nervous system which has profound and durable effects on stress
response behavior into the adult life. “Stressed”mice transmit their disturbed stress
response behavior to their offspring in a cultural way by lack of appropriate
grooming behavior, thereby creating the next generation of stressed or depressed
animals with the same methylation changes in the GR promoter within the hippo-
campus (Weaver et al. 2004; reviewed by Champagne and Curley 2009; Anacker
et al. 2014). Interestingly however, learning effects can be passed on to the
offspring of mice not only through early-life experience but also through durable
epigenetic changes which are inherited via the germline (reviewed by Bohacek and
Mansuy 2015). For example, in the case of parental traumatic olfactory exposure
with acetophenone, the olfactory receptor gene Olfr151 became hypomethylated.
Hypomethylation and enhanced neuroanatomical representation of the Olfr151
pathway persisted to the F2 generation. The transgenerational effects were
inherited through the parental gametes (Dias and Ressler 2014). Early life trau-
matic experience led to an altered microRNA expression. The behavioral and
epigenetic characteristics of the affected mice were transmitted through injection
of sperm RNA into fertilized wild-type oocytes (Gapp et al. 2014).

An important mechanism of genetic neuronal plasticity interconnected with
epigenetics is L1-retrotransposition which leads to genomic plasticity of high num-
bers of individual brain cells. This phenomenon resembles somewhat the somatic
diversity of the adaptive immune system (reviewed by Sweatt 2013). Long

546 H. H. Niller et al.



interspersed nuclear elements-1 (LINE-1 or L1s) are abundant and comprise roughly
20% of the human genome. A massive somatic L1 insertional activity was observed
in the normal adult human brain, but not other adult tissues, which leads to a
physiological level of genetic mosaicism of individual neuronal genomes. Inser-
tional activity is down-modulated by methyl-DNA binding protein MeCP2 which is
mutated and therefore dysfunctional in patients with Rett syndrome who have a
higher retrotranspositional activity in their brain cells (Muotri et al. 2010; reviewed
by Erwin et al. 2014). Somatic L1-associated variants depending on either
retrotransposition or deletion events occur in crucial neural genes and are hotspots
for somatic copy number variation in the healthy human brain. An estimated 50% of
all brain cells, including progenitor, glia, and neuronal cells, are affected by such
somatic events (Erwin et al. 2016).

Besides and interconnected with CpG-methylation, a large number of posttrans-
lational histone modifications and an abundance of specific microRNAs in the brain
have been described in association with memory regulation (reviewed by Kim-Ha
and Kim 2016; Kim and Kaang 2017). Furthermore, the regulation of the three-
dimensional conformation and reconfiguration of neuronal chromatin in association
with normal brain function and disease is just beginning to be explored and is
probably most important (Juraeva et al. 2014; Flavahan et al. 2016; Mendizabal
et al. 2016).

The rather new discipline of “neuroimaging epigenetics” tries to correlate epige-
netic alterations of transcriptional promoters which are important for brain function,
e.g., for neurotransmitter or brain receptor genes, with imaging techniques. The
methylation status of promoters is correlated with visible changes in structural or
functional magnetic resonance tomography (fMRT) or positron emission tomogra-
phy (PET) images (reviewed by Nikolova and Hariri 2015). The exact mapping of
the methylomes of different brain areas showed greater between-tissue variability
than interindividual methylation variability. Nevertheless, some interindividual var-
iability of brain methylation was reflected by the methylation status of peripheral
DNA. Therefore, for practicability, neuroimaging epigenetics uses the peripheral
methylation status, which is measured from blood or saliva as a proxy for brain
methylation (Davies et al. 2012; Smith et al. 2015; reviewed by Nikolova and Hariri
2015).

4.9.3 Epigenetics of Psychiatric Disorders and Dementia
There is a broad overlap between epigenetic alterations associated with normal aging
and dementia-associated epigenetic alterations. This fact is not surprising, because
the most important single risk factor for dementia is aging (Heyn et al. 2012; Horvath
et al. 2012). However, the distinction of the epigenomic dysregulation coming along
with aging, mild cognitive impairment (MCI), or with Alzheimer dementia (AD) has
been made. Paradoxically, in MCI patients, gene expression programs associated
with synaptic plasticity and facilitation were connected with a lower score in mental
performance testing (Berchtold et al. 2014). The overall methylation status seems to
change bidirectionally with aging. While repetitive elements become hypo-
methylated in many tissues of mice and humans, many developmental genes are
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being hypermethylated with aging (Maegawa et al. 2010). Interestingly, the
interindividual epigenomic profiles of the human brain become more similar in the
later stages of life and also more similar between cerebral cortex and cerebellum.
Furthermore, a loss of boundaries between transcriptional domains was observed,
altogether resembling cell dedifferentiation (Oh et al. 2016; reviewed by Kim-Ha
and Kim 2016).

Dementia is a disease trait common to various neurodegenerative disorders, like
AD, Parkinson’s disease (PD), Lewy body dementia (LBD), and frontotemporal
dementia (FTD, also named Pick’s disease). It has been postulated that the accumu-
lation of epigenetic alterations and as a consequence alterations of gene expression
during the lifetime might seed and sustain dementia-associated disorders which has
been termed the “Latent Early-Life Associated Regulation” (LEARn) hypothesis.
The LEARn model implies that incipient dementia may be diagnosed before the
onset of symptoms and ideally, as a future perspective, be halted in time or even
reverted (Lahiri et al. 2009; Maloney and Lahiri 2016). Interestingly, AD, PD, LBD,
and also Down syndrome share a common set of genes which undergo aberrant
methylation shifts (Sanchez-Mut et al. 2016). Future work on epigenomics of
dementia must distinguish methylation patterns of different cell types and brain
regions and also differentiate between 5mC, 5hmC, and all other forms of modified
nucleotide bases. Because both 5mC and 5hmC protect cytosines from conversion to
uracil, this cannot be accomplished through mere bisulfite sequencing. Interestingly,
the epigenetic age of different brain regions differs. This applies strikingly to the
cerebellum (Horvath et al. 2015). However, also the prefrontal cortex seems to age
slower than other parts of the human brain and body (Klein and De Jager 2016). The
current knowledge of the role of methylation and hydroxymethylation in the major
dementia-related disorders AD, PD, LBD, and FTD has recently been comprehen-
sively reviewed. Causality has still to be established for most of the alterations (Klein
and De Jager 2016; Delgado-Morales and Esteller 2017). A genome-wide profiling
for 5hmC in the AD brain identified 517 differentially hydroxymethylated regions
(DhMRs) associated with neuritic plaques and 60 DhMRs associated with neurofi-
brillary tangles. Hydroxymethylated gene loci were significantly enriched for
functioning in neurobiological processes (Zhao et al. 2017). Repeated gas-
chromatographic measurements of overall 5mC and 5hmC levels from four different
brain regions of different types and stages of dementia (AD, LBD, FTD) showed
significant alterations especially in the preclinical stages of AD. This suggested that
epigenetic alterations may play an early role in the progression of AD and other
forms of dementia (Ellison et al. 2017). A transgenic mouse expressing the
AD-associated protein p25 in dependence of doxycyclin regulation, exhibited mem-
ory deficits which were rescued by environmental enrichment. Memory restoration
and synaptic function was accompanied by increased histone acetylation and hip-
pocampal and cortical chromatin remodeling. Furthermore, HDAC inhibitor treat-
ment of those mice induced neurite sprouting, increased synapse numbers and
restored learning behavior and access to long-term memory as well (Fischer et al.
2007). In the inducible mouse model for AD, transcriptomic and epigenomic
profiling of the hippocampus demonstrated a coordinated downregulation of
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synaptic plasticity and upregulation of immune response genes and regulatory
regions over time. The situation was reflected in human brain tissue making the
inducible AD mouse a useful model (Gjoneska et al. 2015).

Epigenetic mechanisms may be of particular importance for multifactorial dis-
eases with low genetic penetrance (reviewed by Sweatt 2013). Epigenetic alterations
are certainly associated with the development of psychosis, i.e., schizophrenia,
bipolar disorder, and major depression which may also open up new avenues of
future treatment (Oh et al. 2015; reviewed by Labrie et al. 2012). A recent genome-
wide association study (GWAS) on schizophrenia (SCZ) described 108 distinct
SCZ-associated loci, 83 of which had been newly detected (Schizophrenia Working
Group of the Psychiatric Genomics Consortium 2014). Another genome-wide
approach is the definition of methylation quantitative trait loci (meQTLs) by charting
methylation levels at specific loci which are dependent on individual genetic differ-
ences, i.e., mostly SNPs, at other defined loci. Cis-acting and trans-acting meQTLs
are distinguished and are enriched at regulatory sites. Several meQTL studies have
been conducted on psychiatric diseases (reviewed by Hoffmann et al. 2016). A
landmark study on the genomic landscapes of the brains of 335 nonaffected control
individuals across all ages from the 14th gestational week fetal stage to 80 years of
age, and of 191 patients with schizophrenia identified 2104 CpG-sites that differed
between SCZ-patients and controls. SCZ-GWAS-risk loci were slightly enriched
among those sites. The SCZ-related CpG-sites were strongly enriched for
neurodevelopmental and differentiation genes. Furthermore, they strongly correlated
with changes at the prenatal-to-postnatal transition, but not with later changes at the
transition from adolescence to later adult life (Jaffe et al. 2016). Similarly, more than
16,000 meQTLs from 166 fetal brains were found to be fourfold enriched in SCZ-
GWAS-risk loci (Hannon et al. 2016). While the effects of individual meQTLs are
small, the location of meQTLs to genomic regions important for methylome
reconfiguration during early brain development might hint at early vulnerable
periods for the development of SCZ (reviewed by Hoffmann et al. 2016; Bale
2015). A study examining the epigenome of different postmortem brain regions of
schizophrenic patients using the 450 Kmethylation array identified 139 differentially
methylated CpG-sites and yielded a complex picture. Differences were located at
known and novel candidate gene sequences, included gene bodies and CpG-islands,
shores, and shelves, and were dependent on the brain area analyzed. Furthermore,
the methylation states in brain tissue were largely not reflected by blood cell
sampling underscoring the need to analyze the appropriate tissues for meaningful
conclusions (Alelu-Paz et al. 2016). Valproic acid (VPA) has long been in use and
still is for the treatment of epilepsy and bipolar disorder, depression and schizophre-
nia and more recently off-label for migraine-associated cluster-headaches. The
mechanisms of action are assumed to be the blockade of neuronal ion channels,
the increased synthesis of the inhibitory neurotransmitter GABA (gamma-
aminobutyric acid), and HDAC inhibition. VPAs general long-term neuroprotective
effect is ascribed to its epigenetic activity which prevents seizure-dependent aberrant
neurogenesis in the adult hippocampus and the seizure-associated cognitive decline
(Jessberger et al. 2007; reviewed by Monti et al. 2009). The implications of
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epigenetics in the workings of the central nervous system, especially of the above-
mentioned “Lamarckian” experiments, of the wide-spread genetic mosaicism within
the brain, and of the apparently very-early-in-life risk for schizophrenia are some-
what mind-boggling.

5 Research Needs

Research on epigenetics within many subdisciplines of biology has – figuratively
speaking – taken off after the year 2000 (Sweatt 2013). Due to the development of
powerful high-resolution and high-throughput methods, and due to the involvement
of epigenetic regulation in all sorts of biological mechanisms (see Sect. 4), this great
interest in epigenetics has not come by chance.

5.1 Philosophical Questions

From nineteenth-century philosophy, a notorious sentence by the then world-
renowned physician and physiologist Jakob Moleschott was passed down to us:
“Ohne Phosphor kein Gedanke” (no thinking without phosphorus). This sentence
highlighting the philosophical direction of scientific materialism of the times was
ridiculed by Arthur Schopenhauer as “Barbiergesellen-Philosophie” (barber-shop
philosophy). Varying this phosphorus-sentence, today we might say “no thinking
without methylation” or more precisely and less catchpenny-like “there may be no
memory formation or thinking without the dynamic regulation of methylation states in
the central nervous system.” Perhaps, Schopenhauer would not criticize us anymore
for that latter phrase, as long as we would not imply any philosophical overstatement,
because latter sentence represents a differentiated and experiment-based view on the
functioning of the brain, as far as we know today. However, some of the fundamentals,
especially the dichotomy between brain and mind, and the question of how both relate
to each other, are still an unsolved riddle, just like 165 years ago. Beyond the
fundamental mind-brain-problem, there is the not nearly as fundamental “nature
versus nurture”-problem which has found the entrance to its solution (Sweatt 2009).
Clearly, epigenetic regulation is the biological interface for the dynamic interplay
between genes and environmental exposure or experience (Sweatt 2013).

Epigenetic mechanisms are at the center of cell differentiation and organ devel-
opment, but – as we have seen above – are also involved in everyday function of the
brain and, of course, also of other organs (Sweatt 2013). It will be interesting to
continue to comprehensively map the epigenome of the developing brain and of the
normally operating young and adult brain. This map should sort out the epigenetic
marks and genes involved in cell fate determination and the epigenetic marks
associated with organ function. The same should be tried for, let’s say, the liver
and all other organs. An associated experimental question might be whether the
epigenomes of specific single cells or structured cell groups in the liver are the same
or very similar to the epigenomes of brain cells, neuronal or glial. To answer those
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questions, single cell methylomes of myriad cells would need to be established, and
large amounts of bioinformatic power need to be tapped (Guo et al. 2013; Moroz and
Kohn 2013; Smallwood et al. 2014; Farlik et al. 2015; Guo et al. 2015b;
Angermueller et al. 2016; Gravina et al. 2016; Hou et al. 2016; Hu et al. 2016).
After all, we might be in for a surprise about some large overlaps between the
epigenetics of development and the epigenetics of normal function and, possibly,
about some striking epigenetic similarities between different organs in their proper
mode of functioning. Catchily speaking: why does the brain do the thinking and not
the liver? Not a wee bit?

Furthermore, the act of thinking certainly relies in part on prior memory forma-
tion. The question then is whether quick thinking within seconds or decision-making
within split-seconds may also rely on the (quick) dynamic regulation of
CpG-methylation, of posttranslational modification of histones, or of three-
dimensional chromatin structures in the brain. However, it may be hard to design
experimental approaches to address such a question. For a further reading on
neuroepigenetics and the associated major biological questions we refer to a most
excellent perspective by J. David Sweatt (Sweatt 2013).

5.2 Sequence- or Locus-Specific Regulation of Methylation

A major question of epigenetic regulation is how CpG-methylation and other
epigenetic marks may be targeted in a sequence-specific or locus-specific manner
(see Sect. 3.2.5). While RNA-directed localization of epigenetic marks is an impor-
tant mechanism in protozoa, plants, flies, and nematodes, mammalian cells in
general seem to lack the respective biochemical machineries (Zhang and Zhu
2011; Yang et al. 2016a; reviewed by Joh et al. 2014). An important highly specific
example of locus-specific methylation has been found by Rajasethupathy et al. who
described a Piwi/piRNA (piwi-interacting RNA) complex which imparted the local
methylation of a conserved CpG-island at the CREB2 promoter of Aplysia
californica (Rajasethupathy et al. 2012). A mammalian example showing the
requirement for components of the PIWI-interacting RNA (piRNA) pathway in
local DNA methylation has been described for a differentially methylated region
(DMR) of the paternally imprinted mouse Rasgrf1-locus (Watanabe et al. 2011).
Nevertheless, it is still unclear whether piRNAs or other microRNAs are playing a
general dominant role in mammalian sequence-specific methylation and what the
exact mechanisms are (Stewart et al. 2016). However, since piRNAs have been
described to play a role in reshaping the epigenome of cancer cells, and the
epigenomes of mice were shaped by the injection of sperm RNAs or tRNA-derived
small sperm RNAs (tsRNAs) into fertilized oozytes, a prominent role for small
RNAs in the directed placement of epigenetic marks is to be expected in all
likelihood (Gapp et al. 2014; Fu et al. 2015a; Chen et al. 2016b). Remarkably, the
relative spatiotemporal distribution of small RNAs changes considerably during the
development of primordial spermatogonia to mature spermatozoa (reviewed by
Chen et al. 2016c). May the different amounts of piRNAs, miRNAs, and tsRNAs
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in different developmental stages of spermatogenesis reflect on a changing biochem-
ical RNA-processing machinery available to the cell in the respective phase? Fur-
thermore, the question may be asked whether sperm RNAs are under certain
physiological circumstances able to influence the epigenomes of somatic cells of
adult females.

5.3 Patho-Epigenetics of Disease and Perspectives for Medical
Treatment

Not only has research addressing the basic mechanisms of methylation taken off in
recent years, but also research on epigenetics in the context of diseases and their
potential treatment. The description of epigenetic alterations and the accumulation of
data on methylomes of diseases as diverse as cancer of many subtypes, autoimmune,
infectious, genetic, imprinting, genetic, cardiovascular, psychiatric and neurologic
disease, and as a subspecialty of malignant disease, the epigenetics of virus- or
microbe-associated cancer has progressed quite far. This is exemplified by a large
body of literature and a series of textbooks on the Patho-Epigenetics of Human
Disease (Minarovits and Niller 2012; Tollefsbol 2012; Minarovits and Niller 2016).
In some cases, especially in connection with infectious disease, e.g., HIV-infection,
epigenetic alterations may imply the use of miRNAs and epigenetic drugs, like
HDAC-inhibitors, as promising therapeutic approaches (Takacs et al. 2009; Ay et al.
2013; Szenthe et al. 2013; Minarovits and Niller 2017). A very interesting and
promising gene-therapeutic approach to rewriting the epigenome may be the
employment of CRISPR/Cas or other sequence-specific binding proteins to target
localized methylation and demethylation enzymes at will (Xu et al. 2016; reviewed
by Cano-Rodriguez and Rots 2016). Epigenetic approaches may be considered even
for genetic syndromes, like trisomy 21 (Dekker et al. 2014).
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Abstract
Methylation is one of the most abundant modifications that the proteome of living
cells undergo. Catalyzed by enzymes of the methyltransferase family, it occurs in
many biological processes of prokaryotes and eukaryotes. The most common
methylations occur on the amino groups of lysine and arginine side chains
providing them with hydrophobic and steric properties that affect the way they
behave and recognize other proteins and nucleic acids. Methylation of proteins
occurs at a posttranslational level, and its main function is the effective control of
the gene expression by histones and transcription factors. Other functions are
protein labeling for cellular localization, RNA processing, ribosome assembly, or
cell signaling. Methylations also occur at the N- and C-termini of proteins or on
carboxyl and thiol groups of histidine, cysteine, proline, or glutamate side chains.
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1 Introduction

Post-translational modifications (PTMs) are, along with mRNA splicing, the main
mechanisms cells implement to expand the information encoded in the primary
sequence of their genomes. The most common type of PTM is the covalent addition
of a functional group to the side chain of specific residues in the protein. The same
translated protein may be thus transformed into thousands of variants considering all
possible combinations of enzyme-catalyzed PTMs. When these PTMs are reversible,
they represent an additional control and signaling of the modified proteins.

Along with phosphorylation, acylation, or glycosylation, alkylation brings in
the most common of the covalent additions to the peptide. One of the best studied
alkylations is methylation: the addition of a methyl group. Since its discovery more
than half a century ago (Murray 1964), the scientific interest in methylation has
grown and is now known to participate in a great number of cellular processes.
Based on the number of putative sites, methylation is ranked as the fourth more
common modification type (Khoury et al. 2011; Low and Wilkins 2012). Although
phosphorylation or ubiquitination was discovered at approximately the same time
and were the object of numerous investigations, the prevalence and importance of
methylation in pro- and eukaryotes has mainly been elucidated in the last 15 years.
This has been primarily motivated by the rapid expansion and growing interest of
the scientific community in the field of epigenetics (methylation plays here an
important role), but also by the advances in the technology used to identify
methylation sites and states on proteins. It has been estimated that 12 ATP mole-
cules are necessary for a single methyl group addition (Lake and Bedford 2007).
This energetic cost endured by the cell gives us an idea of the essentiality of this
modification. The fundamental contribution of methylation to cellular biology and
as a regulator of the physiology and pathology of the cell starts now to become
more obvious.

Methylation is the posttranslational addition of the methyl moiety of the
S-adenosylmethionine (SAM, also called AdoMet) donor molecule either to the
amino- or to the carboxyl-terminal group of a functional polypeptide chain or to
the nitrogen or carbon atoms of the side chains of certain amino acids (Fig. 1).
N-methylation has been observed mainly on lysine, arginine, glutamine, and histi-
dine, while aspartic, glutamic, cysteine, and leucine showed methylation on their
carboxyl groups (Polevoda and Sherman 2007). Lysine and arginine methylations
(both N-methylations on the side chain) are the most common among these modi-
fications in eukaryotic cells.

The enzymes catalyzing these reactions, methyltransferases, comprise about
1–2% of genes in a great number of prokaryotic and eukaryotic organisms (Clarke
2013) and have been classified into five (I–V) different classes according to their
structure (Grillo and Colombatto 2005; Schubert et al. 2006). Although the majority
of methyltransferase genes in a genome can be identified by sequence analyses, we
are not remotely close to identify their targets.

The relevance of protein methylation in the cell is unquestionable if we take into
account the number of proteins susceptible of being methylated that have already
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been described (mainly histones, but also riboproteins, transcription factors, chemo-
receptors, or nuclear receptors) and the cellular processes for which this PTM is
essential, such as protein-protein and protein-nucleic acid interactions, cellular
localization, nuclear transport, RNA processing, ribosome assembly, or cell signal-
ing (Walsh 2006; Polevoda and Sherman 2007).

This chapter primarily summarizes knowledge on the main methylation types,
namely that involving arginine and lysine residues. The last section deals with other
methylation targets, giving particular emphasis on the biological functions and the
chemistry involved in the methylation process.

2 Arginine Methylation

Along with lysine, arginine methylation is probably the methylation that draws most
scientific attention, mainly in eukaryotes. An increasing volume of research is being
dedicated to its study and description. This is mainly due to the direct linkage that
has been observed to many human diseases and in particular to cancer. It is an
extraordinarily common event, as illustrated by the fact that more than 2% of the
arginine residues in rat liver nuclei are methylated (Lee and Stallcup 2009).
Methylation on arginines has not been observed to date in prokaryotes (Fisk and
Read 2011).

Enzymatic methylation of arginine residues is always performed by members of
the protein arginine methyltransferases (PRMT) family (Bedford and Clarke 2009;
Blanc and Richard 2017) that catalyze the transfer of a methyl group from SAM to
the nitrogen atoms of the arginine guanidino group giving rise to methylarginine and
S-adenosyl homocysteine (SAH) (Fig. 1). There are currently four different classes
of methylarginines identified (Blanc and Richard 2017), according to the terminal
arginine modification produced by each type of PRMT: in ω-NG-mono-
methylarginine (MMA), it is the amino group that undergoes methylation
(Fig. 2a). Subsequently, dimethylarginine is generated either symmetrically by the

Fig. 1 Conversion of S-adenosyl methionine (SAM) into S-adenosyl homocysteine (SAH) as a
result of the donation of the methyl group to the substrate to be methylated
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modification of the second nitrogen of the guanidino group, resulting in ω- NG,NG-
symmetric dimethylarginine (sDMA), or asymmetrically adding the methyl group to
the same nitrogen that was methylated in the first event, ω- NG,NG-asymmetric
dimethylarginine (aDMA) (Fig. 2a). The fourth methylarginine has been observed
only in yeast (possibly also in plants) and is characterized by a modification of the
amino group at the delta position: δ-N-monomethylarginine (dMMA) (Low and
Wilkins 2012).

Fig. 2 (a) Methylation of arginine residues (MMA: ω-NG-monomethylarginine, sDMA: ω-NG,NG-
symmetric dimethylarginine, aDMA: ω-NG,NG-asymmetric dimethylarginine, dMMA: δ-N-mono-
methylarginine). The type of the methyltransferases (PRMT) implicated in each of the reactions is
indicated. (b) Methylation of lysine residues (MML: monomethyllysine, DML: dimethyllysine,
TML: trimethyllysine)
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Based on the chemistry of their reactions, PRMTs are classified into four cate-
gories (I–IV). The great majority of these enzymes belong to the class I, which are in
charge of generating MMAs, as a first step to the asymmetric dimethylation,
producing aDMAs. PRMTs of the class II dimethylate symmetrically, again follow-
ing the initial step of monomethylation, generating sDMAs. Class III of PRMTs are
only capable of catalyzing the formation of MMA, and PRMTs of class IV, which
have been observed only on Saccharomyces cerevisiae and Candida albicans,
catalyze the dMMA formation (Bedford and Clarke 2009; Low and Wilkins
2012). Ten different PRMTs have been identified in mammals (Krause et al.
2007): PRMT1, PRMT2, PRMT3, PRMT4, PRMT6, and PRMT 8 belong to the
type I. PRMT1 was the first human PRMT identified, and it has a broad substrate
range and performs 80% of PRMT activity in cells. In contrast, PRMT4 and PRMT6
show restricted substrate profiles (PRMT4 is also called CARM1, as co-activator-
associated methyltransferase). PRMT3 and PRMT8 are also characterized by an
elevated substrate specificity and, as PRMT2, occur only in the nucleus (the others
have activity also in the cytoplasm). To the type II family belongs PRMT5, one of
the best characterized methyltransferases, as well as PRMT9 and PRMT7. The latter
posses, along with PRMT10, two methyltransferase domains (Di Lorenzo and
Bedford 2011; Biggar and Li 2015). In yeast, there is only one PRMT per class
(Hmt1/Rmt1, Rmt2, Hsl7, and Sfm1, respectively) (Low and Wilkins 2012).

PRMTs are highly conserved in their quite unique structure, and they are
composed of one methyltransferase domain (except PRMT7 and PRMT10 that
have two) and a dimerization domain, which are both generally conserved in other
methyltransferases. These domains are fused to a 7 beta strand (7BS) barrel
domain (containing the so-called Rossmann fold), a feature that is unique to
PRMTs (Cheng et al. 2005). PRMTs are primarily monomeric, but dimeric,
tetrameric, or even higher oligomeric forms have been observed (Weiss et al.
2000). In yeast, three of the PRMTs have this Rossmann fold, but the fourth
(belonging to the type IVof PRMTs) differs in that it conserves a SPOUT domain.
The PRMT target sites are arginine and glycine rich motifs, termed RGG/RG
motifs, where the presence of glycine enhances the flexibility of the protein
facilitating the access of the PRMT to the target arginine (Gary and Clarke
1998). Other examples of methylations sites include a proline, glycine, methionine
motif (PGM) typical of PRMT4, and a motif surrounded by lysine residues used by
PRMT7 (Wei et al. 2014).

Unlike other PTMs like phosphorylation or ubiquitination, arginines do not alter
their net charge upon methylation, indicating that their biological effect is unrelated
to charge modifications (Low and Wilkins 2012; Blanc and Richard 2017). Instead,
the functional consequences of methylations are frequently related to changes in
DNA or protein affinity caused by subtle increases in hydrophobicity and steric
hindrance of the arginine side chain. Arginine is the only residue that has five
potential hydrogen bond donors in its guanidino group, which are frequently
involved in hydrogen bonding with DNA, RNA loops, etc. Each methyl group
addition not only changes the conformation of the side chain, but also prevents a
hydrogen bond from being formed. An additional effect is the attenuation of the
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capacity for hydrophobic ring stacking between the arginine guanidium ion and the
nucleic bases (Allers and Shamoo 2001). At least 40% of the arginines form ionic
salt bridges and 74% of interactions between cations and aromatic rings involve
arginines (Gallivan and Dougherty 1999; Gowri Shankar et al. 2007). The alteration
of protein-protein, protein-DNA, and protein-RNA interactions is the primary func-
tional consequence of the methylation reaction. However, other effects have been
observed in which these interactions are not affected, one example is their function in
protein labeling, which is a necessary reprequisite for the efficient protein import into
the nucleus or RNA binding proteins export from the nucleus to the cytoplasm.

Owing to these effects, arginine methylation is important for gene regulation,
principally by activating or repressing the histones but also in a more direct manner
in transcription, cellular signaling, mRNA translation, DNA damage signaling and
repair, receptor trafficking, and pre-mRNA cutting (examples of nonhistone pro-
tein methylations) (Biggar and Li 2015). The main biological functions of arginine
methylation are the coactivation of transcription by histone methylation (it can
modify the histone code) or methylation of proteins that modify histones, tran-
scription factors, or transcription coactivators and also indirectly by affecting
methylation of adjacent lysines in transcription factors. Histone methylation occurs
mostly in the exposed tails of the histones H3 and H4 and a crosstalk between
methylation in the same histone (cis) or among different histones (trans) can occur,
as well as between histone and nonhistone proteins, leading to a fine tuning of the
transcription control (Binda 2013). Chromatin must be in an open conformation
(euchromatin switched to heterochromatin) and transcription factors, RNA poly-
merases, and other regulator proteins must be able to bind or release the DNA, all
these mechanisms are affected by arginine methylation. Other functions are
co-repression of transcription, nuclear/cytoplasmic shuttling of different proteins
(first observed in yeast), DNA repair, and signal transduction (Lee and Stallcup
2009). DNA repair needs similar conditions of the chromatin as transcription
activations. Another property of arginine methylation is that the signal generated
by the methylations can have agonistic or antagonistic effects with other PTMs,
such as phosphorylation (Molina-Serrano et al. 2013). Alternatively, the main
group of proteins susceptible to arginine methylation are RNA binding proteins.
Methylation of this protein family directly affects mRNA splicing, RNA stability,
translation (through riboprotein methylation), nucleocytoplasmic RNA transport,
and small RNA pathways.

Methylation events can be detected and interpreted in the cell by the so-called
“reader” proteins, which interpret and transmit the information represented by an
arginine methylation and serve as the output agents. These proteins contain a specific
methylation-binding domain called Tudor (Lu and Wang 2013), best described on
SMN, TRDR, and SPF30 proteins (Tripsianes et al. 2011; Blanc and Richard 2017).
Methyl groups produce a gain in hydrophobicity and therefore an increase in the
affinity of their target proteins with the Tudor domains. However, in spite of their
significance, only a few proteins with Tudor domains could be described, and their
number is well below that of the methylation susceptible domains.
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There are many examples of cellular pathways regulated in this manner by
arginine methylation. For example, receptor tyrosine kinase signaling can be con-
trolled through the lysine and arginine methylation of many of the protein kinases
(Biggar and Li 2015).

The effects of arginine methylation can be externally controlled by different
means. Although methylation is a highly stable modification, demethylation reac-
tions may occur. However, their existence remains controversial since evidence for
methyl esterase activities could not be obtained so far (Low and Wilkins 2012;
Biggar and Li 2015; Blanc and Richard 2017). S-Adenosyl homocysteine (SAH) is
the methylation product released (Fig. 1), and it acts as a potent inhibitor of PRMTs,
since its affinity for the PRMT is superior to that of SAM. Other control mechanisms
are the regulation of the cellular localization of the PRMTs, their oligomerization,
and the interplay of arginine methylation with other PTMs such as acetylation or
phosphorylation of the arginine residues themselves or neighboring residues
(Molina-Serrano et al. 2013).

3 Lysine Methylation

Lysine methylation was the first methylation to be discovered. The first protein
methylation ever described was in the flagella protein of Salmonella typhimurium
(Murray 1964; Paik et al. 2007). It shows many parallelisms with the above-
commented arginine methylation, although their differences are important in the
chemistry of reaction, functional consequences, methyltransferases involved, and
their mode of action. Although lysine modification was discovered in the 1960s, it
was not until the 2000s when T. Jenuwein and colleagues identified the first lysine
methyltransferase (KMT) (Rea et al. 2000; Black et al. 2012). This enzyme
(KMT1A) was demonstrated to be conserved from yeast to human. Many KMTs
have been discovered since and research has largely been facilitated by the avail-
ability of specific antibodies for methylated lysine in its different methylation modes
and the use of advanced genomics technologies.

Lysine methylation is widely distributed, and it can be found both in eukaryotes
and in prokaryotes (unlike arginine methylation). Currently more than 2000 lysine
methyl modifications have been reported in human, with more than 1200 proteins
affected (Falnes et al. 2016). All additions of methyl groups to a lysine are catalyzed
by the lysine methyltransferases (KMT) that modify specifically the lysine ε-amine
group. This amine group can be mono-, di-, or even tri-methylated (Fig. 2b), and the
degree of methylation presents another layer of information that goes beyond the
simple fact that the lysine is methylated. As for the arginine methylation, SAM is
also the substrate for lysine methylations.

The majority of the methyltransferases belong to the group of enzymes that
contain the SET domain (from SU(var), Enhancer of Zeste and Trithorax) (Rea
et al. 2000), which carried out the methyltransferase reaction. SET domains are
characterized by three regions folded into a β-sheet structure that forms the active
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site. The channel formed by this domain allows the protein and SAM to enter the
active site but at the same time controls the number of methylation events that occur.
This SET domain containing family can be further subdivided into seven subfamilies
based on sequence alignments. However, there are other KMTs that have different
types of seven β-strand (7BS) domain-containing Rossman fold structures, similar to
the PRMTs (Class I) described above. These enzymes show a broad phylogenetic
distribution and can be found in eukaryotes, prokaryotes, and archaea (Falnes
et al. 2016).

The chemistry and biophysics of the modification reaction is very similar to that
of the arginine methylation, i.e., methylation on lysine residues does not change the
net nor local charges and causes only minor alteration to the mass, steric volume, and
hydrophobicity. Its mechanism of action is therefore based on the interaction of the
methylated proteins with other partners, either proteins, DNA, or RNA. Methylation
can be considered as a regulator of ubiquitination or other PTMs, since
methyltransferases compete with the ubiquitin-conjugating set of enzymes (E1,
E2, E3) for the same lysine residues or act as “methyl switches” where one
methylation stimulates or inhibits the action of another PTM in neighboring residues
(Moore and Gozani 2014). Methylation can also promote the binding of other
proteins, known as the “reader” proteins that have a higher affinity for the substrate
protein when in its methylated state, due to a better binding surface exposure, a
structural rearrangement, or a methylation induced increase in stability. “Reader”
proteins can distinguish between different methylation states and react accordingly.
“Reader” proteins can be compared to an aromatic cage with hydrophobic contacts
and cation-pi interactions towards the region involving the methylated residue
(Wozniak and Strahl 2014). Examples of “reader” protein domains are the Royal
domain family, Plant HomeoDomain (PHM), or the Tudor domains, recognizing
both histone and nonhistone lysine methylated proteins (Black et al. 2012; Moore
and Gozani 2014). Other adaptations induced by lysine methylation are increases in
the binding affinity for DNA and increased resistance to proteases or heat denatur-
ation of the methylated protein.

The existence of lysine demethylases (KDM) has been unambiguously demon-
strated, in contrast to arginine demethylases (Shi et al. 2004). KDMs discovered to
date are able to demethylate mono-, di-, and tri-methylated lysines on histones, but
also nonhistone proteins such as transcription factors and DNA methyltransferases
(Lanouette et al. 2014). Demethylation has been shown to be a key component of the
signalization and modulation dynamics of the proteome. In addition, KMTs and
KDMs are also highly regulated through complex mechanisms of posttranslational
control. For example, ubiquitination of these enzymes favors their degradation by
the proteasome, thereby regulating KMT and KDM function (Black et al. 2012) by
controlling their abundance. Other KMTs and KDMs can be phosphorylated. Addi-
tional regulation mechanisms observed are through miRNAs, which can be also
regulated, and through metabolites acting as cofactors. Examples of regulator
metabolites are oxygen, FAD, alfa-ketoglutarate, succinate, 2-OH glutarate, or
SAM and SAH (Shi and Whetstine 2007).
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The functional roles of lysine methylation are comparable to those of arginine
methylation, although histone methylations at lysines are more abundant as
compared to those at arginines. These modifications are a major determinant
for the formation of active and inactive regions in the genome, depending on the
sites that are methylated and also on the degree of methylation (Black et al.
2012).

Histone methylation is a fundamental process affecting transcription and epige-
netics. The degree of specificity of the complex that associates to bind the DNA
sequence in transcription cannot be explained solely by the recognition of the DNA
sequence. To add complexity, different cell types express different genes. This
specificity is achieved through a codification of the chromatin. Chromatin states
are defined by their histone methylation degree and pattern. These states are defined
by the subclassification of promoter states, transcribed states, active and repressed
intergenic regions, and repetitive elements. Histones are the actors that carry out this
definition through an array of PTMs that serve, among other functions, as recogni-
tion points for the transcriptional factors. Lysine methylation is one of the most
abundant PTM on histones. Of the 4 histone classes that constitute the nucleosome:
H2A, H2B, H3, and H4, lysine methylation occurs mainly on the flexible tails of
histones H3 and H4 in a process that is strongly regulated by KMT and KDMs,
linking lysine methylation with euchromatin and heterochromatin dynamics and
structure to maintain the genomic stability and the cell development. KMTs and
KDMs are recruited during transcription, modifying protein domains that recognize
chromatin states or interacting in a direct manner with transcription factors, which
have “reader” domains that are capable of interpreting the methylation, lack of
methylation, or PTM combinations found on histones (Black et al. 2012). Lysine
methylation on histones is thus associated with the activity at the transcription start
site, heterochromatin formation, chromosome silencing and transcriptional repres-
sion, transcriptional elongation, histone exchange in chromatin, and DNA damage
responses.

In addition to histone methylation, lysine methylation has other functions, all
derived from its activity as regulator of protein-protein interactions. It is also
widespread in nonhistone proteins, controlling downstream effects such as protein
stability, subcellular localization, or DNA binding (Huang and Berger 2008;
Lanouette et al. 2014; Biggar and Li 2015). An important number of proteins
involved in transcription and translation are affected; however, there is not a
general rule for the mechanism, it has become clear that the methylation of the
same lysine on the same protein promotes different outcomes depending on the
cellular localization (Lanouette et al. 2014). There is less information on methyl-
ation affecting translation, although methylation of ribosomes has been shown in
mammals, plants, yeast, or bacteria (Moore and Gozani 2014). Other examples of
proteins regulated by lysine methylation are chaperones, kinetochores, DNA
methyltransferases, or the Rubisco in eukaryotes, pili and GTPases in bacteria,
and even in viral proteins lysine methylation has been reported (Huang and Berger
2008).
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4 Other Methylations

Of no less physiological relevance are the methylations of residues other than
arginine or lysine, which include methylation of the side chains of glutamic acid,
aspartic acid, asparagine, glutamine, and cysteine residues as well as carboxyl- and
amino- termini of proteins.

Glutamic acid methylation occurs in prokaryotes (not found in eukaryotes thus
far) where it modulates the chemotactic response in bacteria such as E. coli,
B. subtilis, or Pseudomonas (Li and Weis 2000; Hazelbauer et al. 2008). The
methylation of the cytosolic part of chemoreceptors by CheR methyltransferases
adjusts the sensitivity of the chemoreceptor/CheA/CheW complex to the local
abundance of the chemoreceptor signals. (Antommattei and Weis 2006). This
adjustment implies that further chemoreceptor stimulation is only achieved by higher
signal concentrations, which in turn permits chemosensory pathways to respond to
signal gradients and thus permitting chemotaxis. Pseudomonas species were found
to possess multiple CheR paralogues, of which each reacts with a defined set of
chemoreceptors (Garcia-Fontana et al. 2013; Garcia-Fontana et al. 2014). CheB
methylesterases reverse the CheR-mediated methylation. CheR methylates specific
sequences in the cytosolic domain of chemoreceptors using SAM as the methyl
donor (Jurica and Stoddard 1998). Methylation of aspartate is known both in pro-
karyotes and eukaryotes and is mainly involved in protein repair mechanisms
(Sprung et al. 2008). In contrast to arginine and lysine residues, the methylation at
aspartate and glutamate cancel the net charges of their side chains, and these
electrostatic alterations account largely for the functional output of methylation.
Other non arginine or lysine methylations have been observed in the carboxyl groups
of C-terminal residues. Leucine methylation has been shown to occur in the mam-
malian protein phosphatase 2A on its C-terminal carboxyl group (Lee and Stock
1993; Wu et al. 2000). The methyl group can be removed by a specific
methylesterase. It is in general accepted that an inhibition of this leucine methylation
reduces the phosphatase activity of the protein. There are other examples of
C-terminal methylation, on isoaspartylated (spontaneous alterations of aspartyl
residues due to age damage) or isoprenylated (farnesyl modified-) cysteine residues
(Grillo and Colombatto 2005).

Cysteine methylation was observed in the yeast ribosome, where it may be
involved in DNA repair (as a potential acceptor for alkylated DNA). In addition, it
participates in intermediate steps of catalysis and in automethylation reactions of
Dnmt3 methyltransferase leading to autoregulation (Siddique et al. 2011; Clarke
2013). Cysteine methylations also occur in zinc-cysteine clusters with diverse
functions (Young et al. 2012). Regarding histidine methylation, the methylation of
the N-1(π) or N-3(τ) atoms of the imidazole ring has been established in prokaryotic
and eukaryotic cells (Clarke 2013). The best characterized process is the histidine
methylation of actin (Nyman et al. 2002), but it has also been shown to act on a yeast
ribosomal protein (Lee et al. 2002), as is also the case of lysine, arginine, and
cysteine methylations.
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Although the most extensive modification in the N-terminal amino group of
proteins group corresponds to acetylation, the relevance of N-terminal methylation
has also been shown in prokaryotes and eukaryotes (Stock et al. 1987). It occurs in
yeast, plants, mammals, and humans. Its functional output can be associated with a
net charge modulation, similarly to methylations of glutamate and aspartate residues.
It is frequent in ribosomes, but also in enzymes like Rubisco or structural proteins
like myosin (Webb et al. 2010). The majority of N-terminal methylated residues
form part of a conserved sequence containing the N-methylated methionine, which
will be cleaved, followed by prolines or alanines that are subject to methylation at
their amino groups. In yeast ribosomes, histidine methylation has been documented
(Webb et al. 2010); it is specifically a 3-methylhistidine, potentially responsible for
the modification of Rpl3, a protein of the large ribosomal subunit on yeast.

5 Research Needs

While sequence analysis permits the identification of methyltransferases genomes,
their physiological roles remain frequently unknown. Future research will initially
need to identify the methylation targets which then serve as a basis to decipher the
functional consequences of methylation reactions. There is also the need for further
technological advances. Research would largely benefit from techniques that allow
high throughput detection of protein methylation beyond the limits of mass spec-
trometry and antibody-based approaches that are currently employed. Analytical
techniques should be able to discriminate between mono-, di-, or tri-methylation
events.

Another research need is to cast further light into possible crosstalk between
different PTMs and to decipher the relationship between methylation and protein-
RNA interactions. Methylation plays a central role in systems biology and its
physiological roles are crucial in the understanding of interactome dynamics and
structure. Although great advances have been achieved over the last 15 years in the
comprehension of the mechanisms and functional effects of methylation, a central
remaining question is that of the possible existence of demethylases, primarily those
for methylated arginines. As methylation, a stable modification, is expected to be a
dynamic process, demethylation appears to be a plausible control mechanism. Future
research will focus on unveiling demethylation processes.

Further functions for methylation will be discovered, which may not be related to
histone coding and transcription, currently the primary cellular functions of meth-
ylation. Research will also lead to the identification of other “reader” proteins that
execute the information generated by methyltransferases, and deciphering their
mechanism of action will be among the major research topics in the field. Finally,
the involvement of protein methylation in human health and disease is well known.
Several pathologies are related to methylation, such as cancer, and therefore the
complete understanding of the methylation process is fundamental for developing
diagnostic biomarkers and to understand the functional link between methylation
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and pathogenicity. The knowledge on intracellular regulatory networks is essential
for the development of therapeutic strategies. Methyltransferase inhibitors are
among the options to fight methylation-related pathologies.
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