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Foreword

Consumer products are extraordinarily diverse, as are the consumers who might

accept or reject, use or misuse them. As a result, ensuring informed consumer

decision-making requires the full range of expertise assembled in this

encompassing volume. In the language of decision science,1 that expertise includes

capabilities in analysis, of the risks and benefits that products might bring; descrip-
tive research, regarding consumers’ intuitive understanding of those outcomes; and

interventions, designed to inform those intuitions, so that consumers can make

sound choices and producers can meet their needs.

Consumer Perception of Product Risks and Benefits summarizes analytical

research relevant to premarketing evaluation of expected product performance,

epidemiological tracking of actual consumer experiences, and weighing of those

risks and benefits. It summarizes descriptive research regarding the cognitive,

affective, social, economic, and political factors affecting consumers’ decisions
about acquiring and using consumer products. It summarizes intervention options

and experiences, in the context set by its analytical and descriptive contributions, as

well as the legal and ethical obligations imposed by the societies in which these

transactions occur. Its coverage is open and eclectic, with authors drawn from

varied disciplines and employment settings and contributions that provide access

to varied approaches. A reader who knew nothing about these burgeoning fields

before starting the book would have a good feeling for its sweep, excitement, and

controversies upon finishing.

That reader would also realize the needless perils of designing and marketing

products without incorporating the research summarized here. As reflected in the

1Fischhoff, B. (2013). The sciences of science communication. Proceedings of the National
Academy of Sciences, 110(Supplement 3), 14033–14039. doi:10.1073/pnas.1213273110;

Fischhoff, B., & Kadvany, J. (2011). Risk: A very short introduction. Oxford: Oxford University

Press; Fischhoff, B., Brewer, N., & Downs, J. S. (Eds.). (2011). Communicating risks and benefits:
An evidence-based user’s guide. Washington, DC: Food and Drug Administration. http://www.

fda.gov/AboutFDA/ReportsManualsForms/Reports/ucm268078.htm
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case studies scattered throughout the volume, some firms and agencies have long

employed behavioral scientists to conduct descriptive research attuned to technical

analyses of consumer products and the social context for interventions. Other

organizations, though, may be too small to bring the requisite expertise on staff.

They may also lack the absorptive capacity to secure it from internal sources.

Overcoming those barriers is a strategic responsibility for their senior leadership.

The editors and authors are to be commended for making that case so clear.

Department of Engineering and Public Baruch Fischhoff

Policy, Institute for Politics and

Strategy, Carnegie Mellon University

Pittsburgh, PA, USA

http://www.cmu.edu/epp/people/faculty/baruch-fischhoff.html
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Preface

Books on consumer behavior often focus on undergraduate students. This book

looks at a wider audience that also includes professionals in industry, research

scientists, regulators, R&D and risk managers, policy makers, public health admin-

istrators, and advanced students. It covers topics ranging from consumer psychol-

ogy to research methodology. It addresses regulatory aspects of marketing new

products in the EU, the USA, and Asia. The book responds to the growing need for

methodological guidance in consumer research and related areas. The field is

rapidly growing and existing approaches often do not fully apply or not fully

cover what is required. The general intention is to contribute to the discussion

around establishing sound conceptual and methodological standards in the field.

The starting point of this journey is that most, if not all, consumer products

present some combination of benefits and costs, the balance of which may vary

considerably for different product types. Also, there is always the possibility that a

product will not deliver the intended benefits and/or bring about unexpected risks.

This can be so for a large array of reasons and applies to all types of services and

products, including convenience products, preference products (e.g., beer, soft

drinks, and toothpaste), shopping products, and high-involvement products.

While such categories can help to organize the topics and questions, it must be

realized that each product type is unique and requires individual consideration.

The idea that consumption can be conceived as risk-taking and at the same time

risk-reducing behavior was formulated in the 1960s. The perception of risk has been

characterized as a multifaceted construct, each different risk facet being related to a

potential loss that a consumer may face. There are financial, performance, health,

psychological, social, and time risks. The specific mix of risks is highly product

specific and also depends on the individual consumer and the context. The study of

product risk perception is at the heart of important societal discourses going beyond

issues related to traditional risk analysis and marketing strategy development.

Theories of risk perception have often assumed that risks are being understood

rationally and have focused on quantifying probabilities of outcomes, costs, and

benefits. It has been argued that the relationship between perceived risk and

vii



perceived benefits may, in a simple way, depend on the individual’s general

affective evaluation of the product and its expected utility. In many studies, risk

perception is still measured by asking respondents to provide simple ratings of

some sort. It becomes clear from the contributions of this book that simple

approaches of this sort require updating, given the level of progress that has been

made in many relevant scientific areas.

Consumer concerns, for example regarding food safety, have steadily increased

since around the 1970s, yet only recently have risk perceptions been systematically

studied. Product safety has since then received close attention from regulatory

authorities, media, industry, and the general public. This attention is still intensi-

fying due also to very novel types of products, like probiotic microorganisms added

to food.

Risk communication presents a related formidable challenge. A general problem

for all risk and hazard communications is that the modern world is already full of

them, especially in the form of warnings. Warnings and disclosures are ubiquitous

and have become part of everyday life. Research has shown that warnings can

communicate benefits and risks to consumers successfully, but only if they are

appropriately designed for the target audience, accounting for initial beliefs, mes-

sage content, message modality, and source and receiver effects. Understanding

how individuals interpret, process, and respond to risk and risk information is

crucial to create effective messaging that will be understood and accepted.

These and other subjects on “Consumer Perception of Product Risks and Ben-

efits” are critically reviewed and discussed in this book by a selection of excellent

scholars. The book consists of 30 contributions organized into four parts that focus

on Product Risks, Perception of Product Risks and Benefits, Consumer Behavior,

and Regulation and Responsibility.

The first contribution of part I (Product Risks) on “Types of Consumer Products”

by Ilene Zackowitz and collaborators describes which consumer factors impact

purchase decisions and explores several categories of consumer products. In the

second contribution, John Kozup discusses the “Risks of Consumer Products.” An

overview of the various product risks and their effects on consumers is presented.

Dominique Deplanque discusses “Non-Clinical research-based product assess-

ment” as a large number of guidelines and rules governing the market access

process have been introduced, including the requirement for non-clinical evalua-

tions prior to human use. Drugs and other medicines probably undergo the strictest

non-clinical assessments, using not only animal models but also in vitro and in

silico approaches. Rolf Weitkunat presents “Clinical Research-based Product

Assessment” methodologies, describing how clinical trials, most developed in

pharmacotherapy research, must be carefully adapted for meaningfully assessing

consumer products. Olivier Ethgen and Olivier Bruyere discuss the field of “Epi-

demiological Product Assessment,” reviewing major epidemiological concepts and

methods employed to assess potential causal relationships between exposures and

the occurrences of diseases, injuries, or other adverse outcomes. Viviane Kovess-

Masfety reviews the “Individual and Population Risks.” The contribution begins

with a definition of risk in epidemiology. The consequences of the precautionary

viii Preface



principle are presented and the author concludes on the importance of addressing

individual-level effects and mental health when evaluating and managing risks.

Kim Hye Kyung introduces key principles and theoretical frameworks of “Risk

Communication.” Given the highly interdisciplinary nature of risk communication,

practitioners should be able to understand the complex dynamics of risk commu-

nication from numerous vantage points, at both the individual and societal level.

The first contribution of part II (Perception of Product Risks and Benefits) on

“Comprehension of Products and Messages” by Christopher Cummings reviews

distinct historical approaches to understanding and investigating product and mes-

sage comprehension and the details of how comprehension has been conceptualized

and measured across disciplines. “Perception of Product Risks” by Arnout Fischer

addresses the psychological mechanisms of risk perception. Specific product

dimensions trigger cognitive processes like dread and uncertainty that increase, or

reduce, risk perception. Stefan Cano and Thomas Salzberger discuss the method-

ological challenges of “Measuring Risk Perception,” psychometrically a most

complex concept. Salzberger and Cano then present “The Perception Risk Instru-

ment (PRI)” capturing the domains of Perceived Health Risk and Perceived Addic-

tion Risk and providing measures that are directly comparable across different

tobacco and nicotine-containing products and subpopulations. Gerrod Parrott

reviews “The Role of Emotions in Risk Perception.” The ways in which emotions

affect the perception of risk are grounded in a conception of emotion involving

appraisals, feelings, and the preparation of behavioral and cognitive action, con-

sidering biological, individual, and social levels of analysis. In “Rational Choice

and Bounded Rationality,” Ronald Goldsmith presents an overview of consumer

decision-making, emphasizing two major forces that frame consumer decisions,

namely, the goals humans strive to attain and the resources they have. In “Temporal

Discounting of Future Risks,” Chengyan Yue and Jingjing Wang discuss how

temporal discounting can lead consumers to choose smaller, more immediate

rewards over larger but more delayed ones. In the contribution on “Cognitive Styles

and Personality in Risk Perception,” Eric Ping Hung Li describes current concep-

tualizations of risk perception in consumer behavior research, providing a review of

the literature on personality traits, cognitive styles, risk perception, and cultural

dimension frameworks. In “Consumer Values and Product Perception,” Katrin

Horn explores the role of consumer values in the perception of product risks and

benefits.

The first contribution of part III (Consumer Behavior) on “Perception, Attitudes,

Intentions, Decision and Actual Behavior” by Arnout Fischer discusses how linear

models that assume a causal link from perception over attitude, intention, and

decisions to finally behavior have long dominated consumer behavior research,

examples being the theory of planned behavior, the technology acceptance model,

and the norm activation model. In the contribution on “Consumer Products and

Consumer Behavior,” Antony Davies argues that in many markets, consumers face

a choice problem in which the marginal costs of obtaining additional information

necessary to improve a purchase decision exceed the marginal benefits of the

improved decision. Consumer then often attempts to mitigate the lack of

Preface ix



information through the use of heuristics. The contribution on “Consumer Resis-

tance” by Yany Gregoire and collaborators offers a review of consumer resistance.

Two facets are consumer anti-consumption and revenge. The contribution on

“Motivation” by Gregory Bonn shows that the scientific focus is often on cognitive

or conscious deliberation. “Marketing and Market Research” are discussed by

Burak Tunca, highlighting the contemporary developments that influence the cur-

rent thinking in these areas. “Consumer Behavior Research Methods,” authored by

Polymeros Chrysochou, distinguishes consumer behavior research methods based

on the type of data used. The contribution describes important qualitative and

quantitative methods, concluding with an evaluation of how to improve research

quality in the field. In the contribution on “Use, Misuse and Abuse” of consumer

products, the authors Michel Bourin and Abdeslam Chagroui argue that the

nonmedical use and abuse of medicines is a serious public health problem due to

a variety of adverse health effects and addiction risks. Qing Wang and Naina

Narain, in “Consumer Behavior in Special and Subpopulations,” provide an over-

view of research on consumer behavior in particular groups and summarize how the

netnography approach can be applied for communicating with special populations.

In the first contribution of part IV (Regulation and Responsibility) on “Regula-

tory Prospective for Medicinal Products,” Louis Morris argues that more obviously

than for other product types, the benefits of medical products are counterbalanced

by their risks, rendering adequate risk communication essential to assure that

people can weigh product risks and benefits to make informed decision. “Regula-

tions of Consumer Products,” by Zahra Meghani, outlines that consumer product

regulations in the USA, the European Union, and Japan vary significantly,

depending on the product category. In “Manufacturer Responsibilities,” Elizabeth

Goldsmith describes how manufacturers actually make products. It is their respon-

sibility to make consistent, technologically advanced, high-quality products useful

and safe for consumers and society, upholding ethics and industry standards and

protecting the environment. In “Consumer Responsibilities,” Sue McGregor argues

that there are no consumer rights without human rights and that we cannot be

responsible consumers unless we are responsible humans. The contribution on

“Society and Policy Maker’s Responsibilities” by Jennifer Kuzma focuses on the

responsibilities of the public sector in consumer-product governance. The contri-

bution on “Consumer Perception of Responsibility” by Sue McGregor is an inau-

gural attempt to conceptualize consumer perceptions of responsibility by

consumers. The author makes the case for the emergent but under-researched

phenomenon of consumers’ self-ascribed sense of social responsibility.

We hope that this book will stimulate the search for answers to the many

important and difficult questions on consumer perception of product risks and

benefits. This book would not have been possible without the support of many

people, in particular the authors. The latter have devoted a large amount of time and

effort to contribute to this edition. We therefore express our gratitude to all authors

and are glad to say that for us the many interactions and discussions have been a

most pleasurable and instructive experience. Being collaborators for Research &

Development within Philip Morris Products S.A (part of Philip Morris International
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group of companies) in Switzerland, we are grateful that our employer has provided

us generously with the liberty to devote part of our time to this edition. This book is

sponsored by Philip Morris International (PMI). The authors received an honorar-

ium for contributing to this edition. The contributions reflect the views of the

individual authors and not necessarily those of PMI or the editors.

Neuchatel, Switzerland Gerard Emilien

Rolf Weitkunat

Frank Lüdicke
October 2016
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Types of Consumer Products

Ilene B. Zackowitz, Michael J. Vredenburgh, Meriel Bench,

and Alison G. Vredenburgh

1 Characteristics of Consumers and Products

This introductory contribution considers the extensive range of consumers, con-

sumer products and the categories within which they can be considered. Consumer

products are those, which are used by the customer for personal consumption or for

household use. No longer does the simple paradigm of storefronts and tangible

products dominate today’s consumer marketplace. Instead, intangibles, like digital

goods, are becoming more common consumer products. Whether the item is baby

food, a cosmetic like lipstick, or even a cosmetic for a character in a video game,

there is one underlying similarity: they are purchased. This contribution describes

how consumer factors, such as age, education and socio-economic status influence

purchase decisions and examines both the obvious and not so obvious categories of

products available to global consumers. Marketing considerations discussed

include customer buying behavior, distribution and effective promotional efforts

for the different categories of products.

1.1 What Is a Consumer?

A consumer is a person who pays to consume the goods and services produced by a

seller (Boundless 2016). A Consumer does not purchase items for use in

manufacturing or for resale. They make the decision about whether to purchase

an item and are personally influenced by marketing and advertisement campaigns.

Consumers participate in a global marketplace through purchasing goods. Outside

I.B. Zackowitz (*) • M.J. Vredenburgh • M. Bench • A.G. Vredenburgh

Vredenburgh & Associates, Inc., 2588 El Camino Real, F353, Carlsbad, CA 92008, USA

e-mail: ilenez@me.com

© Springer International Publishing AG 2017

G. Emilien et al. (eds.), Consumer Perception of Product Risks and Benefits,
DOI 10.1007/978-3-319-50530-5_1

3

mailto:ilenez@me.com


of a few personally independent subsistence farmers, all human societies use

products, whether they are tribe members in New Guinea or executives in Beijing.

Even some of the most remote regions of the world participate in global consum-

erism; for example, the Inuit people of Canada have replaced many of their dog

sleds with factory-produced snowmobiles (Muse 2009). Starting from the begin-

ning of mankind, we as a people have innovated, created, and developed visionary

items that now play crucial roles in our daily lives. When developing a product for

consumer use, it is important to consider the diverse characteristics of the potential

user population, user interface, and the environment in which products are antici-

pated to be used.

While we are all consumers, there are many important categorizations to con-

sider. While some products are only intended for a very small subset of consumers,

other products are almost universal. Factors such as age, socio-economic status

(SES), education, language, disability, and gender are demographic characteristics

and attributes that best determine which product types will meet their individual

needs as consumers.

Age plays an important role when it comes to product selection. For example,

seniors are more likely to require health care products than younger people. Popular

adolescent products include skateboards, clothing, and cellphones and their appli-

cations (apps). Products for infants are purchased and used by parents and care-

takers, while products marketed to preschoolers are often tailored towards

creativity or learning. For each age group, designers must consider how products

can affect their users. For example, infant products are made to be safe to touch and

ingest. Items made for older adults may enhance safety and aid in activities of daily

living, such as hearing aids, reading glasses, and shopping carts.

Socio-economic status (SES) not only influences the types of products people

can purchase, but also what products they are exposed to through peers, colleagues,

travel and work. Wealth has played a critical role in global consumerism since early

trade. Product designers consider SES when targeting market segments to buy their

product. For example, the grocery store “Food for Less” locates its outlets in low

SES regions across the United States while Whole Foods Markets are in locations

where there are wealthier consumers. People with lower SES are more likely to play

the lottery and purchase more processed foods. On the other hand, wineries often

target affluent communities.

The education level of consumers affects income and as a result, the types of

products that are preferred. People with less education may be more influenced by

short term costs, and give quality lower priority in product selection. People with

more education have different expectations about products, experiences and user

environments. More educated individuals may be more likely to purchase educa-

tional books, magazines, and other learning devices. In a broader sense, more

education is often correlated with wealth, which in turn affects purchase decisions.

There are approximately 6909 distinct languages spoken worldwide (Anderson

2010) and almost 200 countries (World Atlas 2015) inhabit our seven continents.

Even with such a demographically rich population, we all require the same basic

products. It is interesting to consider how goods around the world are translated
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through many different cultures and ways of life. For example, language becomes

important when addressing product safety. Literacy affects whether consumers can

read and understand instructions and warnings. This can become a major issue

when it comes to prescriptions and over-the-counter medications, as well as other

potentially hazardous products such as cleaners and electric tools.

People with disabilities require specialized products to increase the accessibility

of environments and products. Individuals with cognitive deficits such as autism,

Down syndrome and brain damage may benefit from technology products. For

example, there are apps that help people with language impairment to speak. There

are many products for people with physical limitations including wheelchairs, and

other mobility devices, prosthetics, grabbing and reaching devices, bathing aids,

remote controls and visual alarms.

1.2 What Is a Consumer Product?

What do an iPhone, a baby stroller, and a table saw have in common? They are all

physical objects that can be held, broken and generally have a resale value. They

must be manufactured, and transported to consumers. The economic principles of

supply and demand are largely applicable to any of these goods. Whether a product

is this book you are reading or the shirt on your back, a global economy flourishes

with eclectic sourcing. While the details of your shirt’s construction may differ, the

same principle generally applies: the shirt’s cotton may be from Egypt, its dyes

from India, and it may be assembled in Vietnam. Clearly, manufacturing both

simple and more sophisticated products can involve many parts of the world.

Table 1 is an overview of the categories of consumer products that are discussed

in detail within the contribution.

1.2.1 Variety of Products

There is a difference between mass, special interest and tailored products. For

example, computer binary representations of a song differ drastically from a pet

Dalmatian, yet both the dog and digital media are considered consumer goods. A

hundred years ago, classifying products was simpler; now intangible goods, such as

computer data or a service agreement, diverge greatly from many traditional

products. The very fabric of “supply and demand” is unraveled with a nearly infinite

supply of digital goods. Thus, we must adopt a broad approach to understanding

consumer products, due to their diverse nature. Though intangible products

(i.e. service agreements, insurance policies, etc.) existed a century ago, they were

slow and costly to draft. These intangible goods of the last century still behaved like

tangible goods regarding supply and demand, as the documents were limited in

supply. In contrast, downloading a media file often costs less than a cent of

electricity. Thus, creating copies of a computer file, and therefore supply of that

Types of Consumer Products 5
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good, is nearly free, and can model the quantity of many digital goods by assuming

infinite supply.

Eating is a biological imperative so almost all consumers purchase at least some

food. As every person reading this book has consumed food, cuisine is used to

differentiate different product categories. Rice is a food that is regularly purchased

by most people of the world. Staple foods, such as rice, are examples of products

with mass appeal, which tend to be competitively priced and are sold in large

volumes relative to special interest or tailored products. Consequently, the largest

sectors of the food production market are dedicated to the production of staple

foods. Truffles and saffron, on the other hand, are luxury foods that are sold much

less frequently, are difficult to acquire, and are purchased by a much smaller subset

of consumers. Luxury foods are one type of special-interest products, but food does

not need to be a luxury to be special-interest. Niche foods (i.e. kosher or halal foods,

gluten free, mock meat for vegan diets) are not widely consumed, but are not

necessarily expensive. Consequently, niche foods are also a subset of special-

interest products.

There are several categories of products that are discussed in this contribution:

Convenience products are designed to save consumers’ time; staple products do not

require much customer effort or forethought and have mass appeal; comparison

shopping products require thought and deliberation; luxury and specialty products

require significant thought or effort and may be tailored to the consumer; reaction-

ary and emergency products are items that customers are not aware of or do not

think about until they need them; intangible products such as digital goods and

services; non-consumer, industrial products; and self-service and do-it-yourself

consumer choices.

2 Convenience Products

A convenience product is a product that consumers purchase with little planning, is

routinely purchased and appeals to a large target market, and the consumer pur-

chases it with little planning (Lombardo 2015). Such products typically appeal to a

large market segment (Product Decisions Tutorial 2015a). Consumers’ purchasing
considerations differ depending on how much thoughtfulness played a role in

buying. Spontaneously adding a pack of gum to a purchase at the check-out line

is an example of a convenience product. The consumer uses little forethought or

comparison to alternatives and these products are widely available at outlets such as

gas stations, supermarkets and corner stores.

Types of Consumer Products 7



2.1 Products to Save Consumer’s Time

There are millions of products currently on the market that are designed to save

consumer’s time. Consumers often use convenience products with the justification

that time is money. The necessity to decrease time spent on essential daily activ-

ities, such as cooking, cleaning and running errands applies to most consumers, and

products designed specifically for those purposes increasingly meet this need.

In order to understand this movement towards convenience, we can recall the

classic American lifestyle as portrayed in the media of the 1950s as an example. In

that era, women were typically stay-at-home mothers, who had time to cook, clean,

and care for children as their primary responsibility. Clearly, that style of running a

household is outdated with the majority of women worldwide now participating in

the workforce (United Nations 2010), which reduces the time they have to manage

household tasks. The development of prepared foods stemmed from the need to

reduce food preparation time. One interesting note is that product developers

actually had to scale back their efforts to economize all cooking, especially for

baked goods. Women still felt the need to contribute at least some amount of effort

to baking goods, rather than just mixing powder and water that results in brownies

or a cake. They felt they needed the process of baking to remain intact, while

reducing the preparation time, which is why most baking mixes require adding eggs

or oil, yet still much more convenient than baking from scratch (Shapiro 2004).

Disposable travel goods are a convenience product and are the result of different

circumstantial influences. Most travelers do not have the luggage space for full-

sized toiletries, especially for short trips. Airline restrictions severely limit the

amount of liquids that individuals are allowed to bring in their carry-on bag. Widely

available disposable travel goods provide a solution to both of these issues. Air-

ports, convenience stores, and grocery stores stock these, providing consumers with

a quick and easy way to accomplish their hygiene needs while traveling.

Smart phone applications (apps) are another product that many may consider

convenience products but do not comport with the typical description (purchased

often), since apps are generally purchased only once. Those who make use of smart

phone apps would be the first to agree that convenience these products provide is

life enhancing. Various apps are available to make numerous tasks more conve-

nient; for example, users can quickly and conveniently complete tasks that used to

be time-consuming such as banking. Consumers can use apps to quickly and

conveniently perform many tasks from their cell phones like staying current on

news, doing research, translating languages, monitoring fitness, connecting with

friends, and reading books and magazines.

These technologies are slowly replacing various consumer products. Although

print and paper magazines and newspapers are still being produced, movement

towards a fully technological world is occurring. Garnering information about the

world has never been easier, and is instantaneous for many consumers. Another

enormous draw to these apps is that they are usually free or priced low, sometimes
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eliminating the cost of subscriptions and decreasing the amount of paper waste as a

byproduct.

2.2 Widely Available and Inexpensive

In order for convenience products to reach their target market, they must have

widespread availability. These products include many household items that can be

purchased from a wide variety of retail outlets including department stores, super-

markets, convenience stores, drug stores, warehouse clubs, discount stores and even

vending machines. Consumers typically have sufficient knowledge about the con-

venience products they wish to purchase such that there is little need for research or

comparison-shopping. Therefore, convenience products do not require complicated

information-based ads; promotions are focused on value and reminding the con-

sumer the product is available (Lombardo 2015).

Because of the high manufacturing volume of convenience products such as

food, personal care and cleaning products, pricing per item tends to be relatively

low. Consumers often see little value in shopping around for these items since

additional effort yields minimal savings (Product Decisions Tutorial 2015a). There-

fore, consumers do not need to spend a lot of time contemplating such purchases

and comparing similar items. Examples of widely available convenience products

include disposable diapers, fast food and toilet paper.

Although convenience products typically do not require comparison-shopping,

these items often exhibit brand loyalty by their consumers (Lombardo 2015). For

example, if consumers crave a drink and snack, they can acquire these items at

virtually any convenience store. Most consumers demonstrate brand loyalty

because they have a favorite kind of soft drink and snack chip. There will always

be a market for convenience products, because people have the need to divert their

energy into activities that matter to them more than everyday perfunctory rituals

like cleaning, personal hygiene and food preparation.

3 Staple Products

There are some products that do not require much customer effort or forethought

and are used by virtually every type of household. Products purchased regularly and

out of necessity are considered staple goods. Like convenience products, these

items have lower profit margins and because they are generally priced low, rarely

go on sale (Hudson 2015). These products are usually restocked as they run out

since they are viewed as necessary. Therefore, demand for staple goods rarely

changes even when the price changes.

Food is an important category of staple products. There are more than 50,000

edible plants in the world, but just 15 of them provide 90% of the world’s energy

Types of Consumer Products 9



intake. Rice, corn and wheat make up two-thirds of this. Other staple foods include

millet, tubers and dairy products (Dunn 1993). Food staples traditionally depend on

what plants are native to a region. However, with improvements in agriculture, food

storage and transportation, some food staples are changing. For example, in the

South Pacific Islands, tubers such as taro are a traditional food staple whose

consumption has fallen while consumption of cereal grains not native to the islands

has increased by about 40% (Dunn 1993).

Staple goods differ depending on where the consumer lives. While most Amer-

icans stocking their households consider milk, eggs and bread to be staples, other

countries consider rice and corn to be necessary food staples. Whether people live

in China, the United States or a country in South America, they will probably use

toilet paper and eat some form of rice. Not a lot of thought will typically go into the

decision of whether to buy these products and selection is based on availability,

price, or feature (such as brown, white, or jasmine rice, etc.).

Other products are not quite staples, but have mass appeal. They have more

variation in product types than staple goods. Examples include flatware, dishes,

pens, bed linens, off the rack clothing and other household items. Some of these

items also have luxury versions. For example, kitchen knives are found in virtually

every household (see Fig. 1) and in a wide variety of stores. However, there are also

high-end specialty knives for professional chefs as discussed below.

Fig. 1 Some products are

used by virtually all

households, such as kitchen

knives (Photo by Alison

Vredenburgh)
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4 Comparison Shopping Products

The next two categories, comparison shopping products and luxury goods, include

products that require consideration and comparison. These are products consumers

purchase less frequently than convenience and staple products. Shoppers are willing

to spend more time selecting these items that are generally more expensive (Product

Decisions Tutorial 2015a). Comparison-shopping products may also possess addi-

tional psychological benefits to the purchaser, such as raising their perceived status

within the social group. Since shoppers are willing to expend time and energy to

locate these products, the target market is much smaller than that of convenience

goods. Consequently, marketers are typically more selective when choosing distri-

bution outlets to sell these products (Product Decisions Tutorial 2015a). Examples

of comparison-shopping products include many clothing brands, electronics and

household furniture.

4.1 Products that Require Comparison and Deliberation

When products are more expensive or have a variety of potential features, people

may put more thought and deliberation into their purchase. For example, when

buying a new refrigerator, consumers may deliberate about the desired size,

whether they want the freezer on the top bottom or side, whether they want an

icemaker in the door, the energy use, and the finish. Similarly, mattresses can be

very expensive and come in a variety of sizes, levels of firmness and type of

construction such that consumers will physically compare the comfort level each

provides before making a purchase. When purchasing a laptop, analysis may

include the size, storage, operating system, comfort of keyboard, and compatibility

with other electronics (see Fig. 2). Other examples of such products include

bicycles and automobiles. Consequently, shopping products can be categorized

into two groups: homogenous and heterogeneous.

4.2 Homogeneous and Heterogeneous Shopping Products

Homogeneous products are perceived by consumers to be very similar in nature; the

final purchase is usually determined by the lowest price. Oftentimes these products

cannot be distinguished from competing products from another supplier (Michael

2015). When shopping for a homogeneous product, all versions of the product serve

the same purpose and consumers are unlikely to care which is available. Fruits and

vegetables are prime examples of homogeneous substances: many suppliers offer

fruits and vegetables for sale, but regardless of supplier, all brands offer the same

Types of Consumer Products 11



end-product. Most homogeneous products are very similar in physical composition,

as well as quality, and the only real difference among suppliers is price.

In contrast to homogeneous products, heterogeneous products are items that

cannot be easily substituted or replaced by others. Heterogeneous products have

distinct features that make them unique to certain brands and suppliers (Michael

2015). These items might vary in physical appearance, as well as quality and price.

Heterogeneous products are often designed to attract different segments of the

population, and cater to people of varying geographical locations and socioeco-

nomic status. Books and magazines are examples of heterogeneous products, as are

electronic goods, such as computers. For example, it is not easy to substitute a PC

for a Mac since the computer platforms are different (Grimsley 2015a).

5 Luxury and Specialty Products

Generally, consumers put the most thought into purchasing luxury goods (i.e. a

sports car) and specialty products (such as sporting gear) than into staple and

convenience goods (i.e. a bag of rice or cleaning supplies), and they are much

more selective when purchasing these products. Unlike comparison shopping

products, oftentimes, consumers know in advance what brand, make or model

they prefer and so do not need to spend time researching their options. Target

markets for luxury products are generally very small and retailers selling such

products are often considered exclusive (Product Decisions Tutorial 2015a). Spe-

cialty products are goods that would be of interest to a specific population with

specific interests. Unlike luxury products, specialty products are not necessarily

expensive, but they fail to appeal to a large segment of the population.

Fig. 2 When purchasing a laptop size, storage, and compatibility are important considerations

(Photo by Alison Vredenburgh)
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5.1 Special Interest Products

While most luxury goods have a non-luxury counterpart, what distinguishes these

products is the significant thought, effort, or money required in these purchase

decisions. Advertising or sales presentation is of the utmost importance, as there is

generally more anticipation and consideration before purchase. Even though luxury

products tend to be more expensive up front, many tend to have good perceived

value. Luxury chocolates’ high price often reflects the high quality ingredients and

manufacturing, whereas an electric Tesla car can have value placed on its low

operating cost, craftsmanship, and performance. Regularly, luxury goods find

commercial success by providing the best value to dollar, even when the absolute

price is higher. While commercial products are generally not considered “luxury,”

they help demonstrate the same value proposition. For example, a commercial

blender will be overbuilt with the intention of providing a relatively large number

of operation hours. Whereas, a less expensive home blender is made with cheaper

plastic components, and will last significantly few hours before it fails. Conse-

quently, industrial kitchen supplies and kitchen luxury goods have overlap, as both

product types are optimized towards perceived value.

Special interest products are sought by a limited target market and thus do not

have mass appeal. Specialty sporting equipment, such as SCUBA gear, would be

considered a special interest product since only the approximately 1.2 million

SCUBA divers worldwide (Thrackrey 2015) would consider purchasing the neces-

sary gear including dive computers, tanks, regulators, buoyancy compensators and

weight belts. Other sporting and recreation equipment would be classified as special

interest products such as surf and cycling gear.

The wide array of specialty products available in some markets can be quite

surprising. Many people have pets and buy specialty products for their animals. Just

like people, pets require healthcare and food. Most people with vet bills understand

how expensive maintaining a pet’s health can be. Veterinarians use many products

similar to doctors, but there are differences to consider as well. Vets use harnesses,

special leash racks, dog carrier pads for ultrasounds, cages, and even puppy printed

gauze for wounds. Moreover, consumers may purchase specialty pet products such

as clothing, toys, costumes and even safety gear (see Fig. 3).

It is sometimes difficult to determine if some specialty products are about the pet

or the owner. An example of this is pet treats that are produced to look like bacon or

with grill marks, characteristics that are appealing to the human purchaser and

likely irrelevant to the pet.

Some products can be classified into more than one category. Above, we

discussed kitchen knives as having mass appeal and being an item that could be

found in most, if not all homes. However, there are professional chef’s knives that
would be classified as a special interest product. Knives have many different

materials and components, many of which would be of little interest to the average

cook. However, to professional and some domestic chefs, the different components

are an important consideration.
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5.2 Products Tailored to the Consumer

Custom products are made to the consumer’s exact specifications. A wide range of

products can be tailored to the consumer, such as a custom frame for a work of art

and a personally tailored suit. Custom products tend to require much more time and

labor than their mass-produced counterparts and so, consequently, tend to come at a

premium. The relatively high price often reduces the subset of consumers interested

in buying the more expensive custom product. Thus, consumers that seek a custom

product are more likely to employ comparison-shopping and give serious consid-

eration to the content of the customization. Jewelry is one product category that is

frequently tailored to the consumer. For example, wedding bands are often spe-

cially designed for the couple. The rings depicted in Fig. 4 are customized with the

spouses’ fingerprints on one another’s rings.
Luxury cars are another product category that can be tailored to the consumer.

For example, car buyers can order cars to their exact specifications, including,

exterior and interior color, built-in GPS and tech interface systems, back-up

cameras, self-parking systems, sound and video options, heated seats and steering

wheel, special wheels and high-end trim packages; all available to consumers who

are willing to pay a premium for their preferences.

Fig. 3 Consumers

purchase many specialty pet

products like costumes and

safety gear (Photo by Ilene

Zackowitz)
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6 Reactionary Products: Unsought and Emergency Goods

Not all consumer product purchases are intended; they are purchased out of

obligation, necessity or persuasion. Unsought goods are products whose purchase

is unplanned by the consumer but occurs as a result of a marketer’s actions.

Purchase decisions are made when the customer is exposed to persuasive promo-

tional activity, such as an effective salesperson or incentives like special discounts

(Product Decisions Tutorial 2015a). A high degree of marketing is often necessary

since consumers may be unaware of the product or have no desire to purchase it

(Grimsley 2015b). Examples of unsought goods include life insurance and items

sold door-to-door, such as magazine subscriptions and Girl Scout cookies.

Emergency goods are a category of products that customers purchase due to

sudden events and which often involve little pre-purchase planning; they are

purchased in response to the unexpected (Product Decisions Tutorial 2015a). For

example, drain cleaner is commonly purchased in response to a clogged drain.

These products are generally acquired quickly; forethought and anticipation are not

applicable to these purchases, since they are purchased to remedy a specific event.

An unexpected death can cause those responsible for the funeral to be influenced

by emotion. Consequently, some will take the path of least resistance and purchase

the most readily available coffin, even if a purchase of that size would normally

warrant more comparison-shopping. While it is easy to empathize with these

individuals, their hasty coffin purchase reflects emotion and fatigue when the

buyer does not have the luxury of making a more calculated purchase. Luckily,

many other reactionary products are not so morbid; cold medicine has a similar time

sensitivity factor. Many consumers wait until they have a cold before reacting to it

Fig. 4 Wedding bands can be customized with the spouses’ fingerprints (Photos by Ilene

Zackowitz)
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by purchasing cold medicine, a time when their patience and selectivity can be

compromised due to their ailment (see Fig. 5).

7 Intangibles and Services

Intangible products include all goods sold to customers that cannot be seen,

touched, smelled or otherwise handled by the consumer. Examples of intangible

products include insurance, tax preparation, cell phone service and transportation

services. A service is an action that a person does for someone else such as haircuts,

medical check-ups, mail delivery, car repair, and teaching.

Some consumer products have both tangible and service components. Goods are

normally structural and can be transferred in an instant while services are delivered

over a period of time; goods can be returned, while a service, once delivered,

cannot. You may purchase a new air conditioning system along with a service

contract. The air conditioning hardware is considered a good while future repair and

maintenance work that will be done to the system is a service.

Fig. 5 When selecting cold

medicine, patience and

discernment of the

consumer can be

compromised by their

ailment (Photo by Alison

Vredenburgh)
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7.1 Digital Goods

Intangible goods, such as a downloaded song, have nearly infinite supply, as the

costs to download and distribute the song are negligible. Unbounded supply is

turning many technology companies on their heads. While the dust in the wild west

of the tech boom is starting to settle, novel and seemingly backward business

models are proving the most successful. Video games have overtaken film to

become one of the most profitable forms of media with a global video game market

valued at over $93 billion USD (van der Meulen 2014). Riot Games made approx-

imately $1.3 billion USD by only selling cosmetic items to characters in their

otherwise free-to-play game. Tech giant Google helped pioneer “free” services to

consumers as an extremely successful business model. Google’s profits came from

selling advertisement space, as well as selling mined user data. This free-to-

consumer business model seems to be unique to digital goods and services, largely

resulting from the relatively low cost to provide a mass digital product or service.

While the line between software and service is hard to define, it becomes even

more muddled when considering the SaaS (Software as a Service) business model,

which is also emerging as a successful model. SaaS allows software to be displayed

on a consumer’s device, but the actual computation is being done remotely via

servers. Customers will often pay for a subscription to the service. Though, from the

consumer’s perspective, the SaaS software may act and function more like tradi-

tionally purchased and installed software. This network-based model has some

unique advantages that give it an edge for some applications. For example, the

data associated with the product can be accessed by a wide variety of devices that

can be transported anywhere there is a network connection. Free-to-play games,

such as the above example, tend to follow the SaaS model. Players of the game can

use their same account from nearly any computer with an internet connection.

Digital goods are far more diverse than just software or apps. Digital media has

begun to replace most forms of media. Whether it is a digital song, or the digital

schematics to 3D print, there is an initial cost to record or create the file, but

distribution and replication are often negligible costs. 3D printing is poised to

bring many of the benefits of digital replication to tangible items. Already, large

libraries of items to fabricate are freely available (thinigiverse.com). If these

printers were to be as similarly distributed as household document printers, many

companies and products may become obsolete. Obsolescence is a common phe-

nomenon that ripples behind technological ingenuity. For example, pagers are small

digital devices that could send a user a short message, wirelessly. Even though their

adoption became large scale, they became obsolete with the popularity and wide

spread availability of cell phones.
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7.2 Services

Something is considered a service when consumers obtain it through the labor of

others (Product Decisions Tutorial 2015b). Services can result in the creation of a

tangible good (a photographer sells photographic prints or an album at the end of

the job) but the main item being purchased is the service itself. Unlike tangible

goods, services are not stored and are only available at the time of use. Many

products have both a goods and services aspect.

Medical care is an example of a service that may have some tangible compo-

nents but the main product being purchased is the care itself. For example, optom-

etrists may sell glasses, but their main function is to provide eye examinations.

Restaurants are another type of business that provide both a physical good (pre-

pared food) as well as service in the form of ambiance and the physical aspects of

being served food. Hair stylists also provide intangible services, while the salon

may sell hair care products. Massage therapists provide principally an intangible

service to their customers (see Fig. 6).

8 Industrial Products Available to Consumers

With the popularity of home improvement stores, products previously considered to

be industrial are now often available to consumers. At times complications may

arise when consumers use products traditionally designed for industrial use. When

these products are used in employment-related endeavors, employers have the

Fig. 6 Massage therapists

provide an intangible

service to customers (Photo

by Ilene Zackowitz)
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responsibility to train employees in their proper and safe use to ensure employees

and customers are not injured. The training component is missing when the lay

consumer uses such products. Industrial products that are available to consumers

for purchase and rent include ladders, mowers, paint stripper chemicals, solvents,

power tools, generators and compressors.

With more home-based businesses and do-it-yourselfers, the line delineating

what constitutes a product for professionals is becoming blurred. For example, if a

person decides to build a 3D printer, and use that printer to start a small business,

than the printer is both being used as a do-it-yourself project as well as in a

professional capacity. The parts and tools to build the printer would be purchased

from consumer venders, like any other consumer product. But, because the printer

is now part of a small business, the printer’s related parts and tools can also be seen
as industrial products. The duality of being both an industrial product and consumer

product only exists for small businesses and lay people who choose to do certain

tasks themselves. Larger businesses tend to purchase from business to business

venders. Thus, both small businesses and lay people rely on consumer products.

9 Self-Service and the Do-It-Yourself Economy

In decades past, gas station attendants pumped your gas, sales people measured

your feet when buying new shoes and you always had to wait in line for the grocery

clerk to ring up and bag your groceries. Not so in today’s growing do-it-yourself

industry (Consumer Reports 2014). You can now bank without a teller, buy

groceries without a cashier and in some restaurants, even order and pay for a

meal without ever speaking to a server. The rapid expansion of self-service options

can be credited to the inexpensive and improved technologies that are readily

embraced by younger generations who are comfortable interacting with

touchscreens. Another branch of the self-service economy, do-it-yourself, known

as DIY, is an increasingly popular consumer behavior. DIY involves building,

modifying, or repairing something without the direct assistance of experts or pro-

fessionals. DIY involves behaviors where individuals engage raw and semi-raw

materials and component parts to produce, transform, or reconstruct material

possessions (Wolf and McQuitty 2011).

A distinction that can be made between self-service and DIY is that speed and

convenience are at the heart of the move toward self-service (Consumer Reports

2014) whereas there is typically nothing convenient about most DIY projects (Wolf

and McQuitty 2011). Unlike self-service banking and gas stations, DIY home

remodeling (Fig. 7) and appliance installation are typically labor intensive and

inconvenient.

Both the DIY and self-service consumer markets are growing steadily. In 2013,

the value of the global DIY market was approximately $31.9 billion US and is

forecasted to reach $43.7 billion US by 2018 (Statista 2015). Similarly, new
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technologies will lead to more self-service options that will become increasingly

effortless. For example, once the price of radio-frequency-identification (RFID)

technology drops, tracking tags now used for high-end items can be incorporated

into low-cost items such as groceries. When that occurs, the self-checkout process

may become obsolete, because customers could complete the process by wheeling

their carts nonstop through a barrier that automatically totals all of the items and

bills them electronically (Consumer Reports 2014). In the increasingly advanced

technological landscape of today’s consumer markets, we can expect to see

advances in both the development of products designed to simplify consumers’
lives as well as the ease at which consumers can purchase goods. The advancement

of consumer products and how they reach the buyer will be an interesting journey to

witness.

Fig. 7 Many people prefer

to do construction projects

themselves (Photo by Ilene

Zackowitz)
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Risks of Consumer Products

John Kozup

1 Consumer Risk

Consumers face a number of risks throughout the course of their daily lives. For

example, a quick glance at a recent report released by the Center for Disease

Control identifying the leading causes of death in the United States highlights the

many health risks faced by consumers. The leading cause of death is heart disease,

followed by cancer, chronic lower respiratory diseases and of particular import to

this contribution, accidents, or unintentional injuries, which can have a variety of

causes (including those emanating from consumer product risk). There are, of

course, numerous types of accidents that can cause serious injury and death—

many directly tied to the use (or misuse) of a product. For example, over 30,000

people are typically killed in car accidents each year. Additionally, there are many

other types of accidents associated with product use that range from the unsurpris-

ing (e.g., ladders, All-Terrain-Vehicles) to the tragic (e.g., toys). Yet health risk is

only one type of risk faced by consumers. There are monetary risks, functional

risks, social risks, and psychological risks associated with product purchase and use

that consumers must consider.

Taking a historic perspective on consumer risk, Bauer (1960) proposed that

consumer behavior could be viewed as an instance of risk taking. Subsequently this

notion of risk has been incorporated into a number of consumer behavior theories

(e.g., Engel et al. 1973; Howard and Sheth 1969). Bauer argued that, “Consumer

behavior involves risk in the sense that any action of a consumer will produce

consequences which he cannot anticipate with anything approximating certainty,

and some of which at least are likely to be unpleasant” (1960, p. 24). This is

J. Kozup (*)

Villanova School of Business, Department of Marketing, 800 Lancaster Avenue, Villanova,

PA 19085, USA

e-mail: john.kozup@villanova.edu

© Springer International Publishing AG 2017

G. Emilien et al. (eds.), Consumer Perception of Product Risks and Benefits,
DOI 10.1007/978-3-319-50530-5_2

23

mailto:john.kozup@villanova.edu


because, as others have noted, the central problem of consumer behavior is choice

(Taylor 1974).

Taylor (1974) noted that when consumers are in the processes of deciding among

products, two types of risk are apparent. First there is uncertainty about the

outcome. Second, there is uncertainty about the consequences that are associated

with product use. Risk can be viewed as a loss or as one’s expectation of loss that is
associated with an exchange. Interestingly this loss can be considered in psycho-

social terms or in functional/economic terms. Under some conditions, the consumer

may experience both types of loss. Stone and Winter (1985) extend this early

discussion of the concept of risk to a broader context. They note that according to

Bauer’s (1960) original conceptualization of risk, consumer researchers focused on

two aspects of risk—objective risk and perceived risk. Objective risk refers to

specific risks that are quantifiable such as morbidity and mortality measures. For

example, consumers engaging in risky surgical procedures, smoking cigarettes,

eating raw meat or skydiving subject themselves to real objective risk. Perceived

risk is a psychological construct, also quantifiable and inherent in consumer product

evaluations and decisions. Some researchers, such as Stone and Winter (1985)

argue that the distinction between objective and perceived risk is meaningless.

More specifically, they state, “During information processing, concepts are not only

dealt with to the degree perceived, but also most probably only ‘exist’ to this

degree, as well. . .this holds true not only for positive valued concepts such as

price, beauty, power, and believability, but also for the negatively valued concept

of risk” (p. 12). In other words, they argue that the distinction between perceived

risk and objective, or real world risk, is meaningless. For example consider psy-

chological risk, social risk, or time risk. To imagine a legitimate, real world aspect

of time risk is challenging. Stone and Winter (1985) ask, “could someone conceive

of an ‘objective’ time risk? This hardly seems possible” (p. 3). The same holds true

for social and psychological risk, for it would not seem reasonable for consumers to

conceive of some “real world” psychological risk that exists beyond that which

would be perceived” (p. 3). The most important consideration is to view risk from

the perspective of the consumer. That is, when considering product risk, risk should

represent the importance of the consequences associated with the use of the

product, not the importance of the product to the consumer.

Bettman (1973) developed a model of the components of risk. He differentiated

between inherent risk and handled risk. Inherent risk refers to the latent risk a

product class holds for a consumer. That is, it is the “innate degree” of conflict the

product class is able to arouse. On the other hand, handled risk is the amount of

conflict the product class is able to arouse when the buyer chooses a brand from a

product class in his usual buying situation. “That is, handled risk to a first approx-

imation represents the end results of the action of information and risk reduction

processes on inherent risk” (Bettman 1973, p. 184). Bettman uses the product class

of aspirin to demonstrate the difference. “For example, a consumer may feel there is

a great deal of risk associated with the product class aspirin. However, she has a

favorite brand which she buys with confidence. In such a case, inherent risk is high,

but handled risk may be low for aspirin” (p. 184).
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Cunningham (1964, 1966, 1967a, b, c) measured the uncertainty and danger

(consequences) consumers considered in different product categories. He was

concerned with two issues uncertainty (i.e. would an untried brand work as well)

and consequences (i.e., how much danger would the consumer experience trying a

new brand).

Early conceptualizations of risk in the literature include Cox (1967). He pro-

posed the risk associated with product purchase is related to “financial” or” social-

psychological” risk. Woodside (1968) considered risk along the following three

dimensions: “social”, “functional” and “economic”; then (1971) indicated that

consumer risk includes time loss, hazard loss, ego loss and money loss. Jacoby

and Kaplan (1972) reinforced the concept of financial risk and added physical risk,

and thus proposed the following five types of risks: financial risk; functional or

performance risk; physical or health risk; psychological risk; and social risk.

To summarize the types of risks faced by consumers, a segmentation analysis

combined with a purchase typology is warranted. The first type of risk, monetary

risk is evidenced most acutely in consumers with little income, discretionary money

or property. From a purchase typology standpoint, high-ticket items requiring

significant expenditures are most susceptible to monetary risk. Common examples

of monetary or financial risk include: credit risk, foreign exchange risk and interest

rate risk. Practical consumers are most susceptible to the second form of risk,

functional risk, which is defined as performance-related risk. If alternative means

of performing the function are available, risk is enhanced both from a purchase and

use standpoint. For example, technological products (e.g. cellphones, computers)

and automobiles present functional risk for consumers. Health risk, while amenable

to the entire population, is particularly salient to those vulnerable populations such

as the elderly, frail or in ill health. Food and drug purchases are the most sensitive to

health risk along with mechanical, electrical or chemical goods. Social risk arises

from threats to self-esteem and self-confidence. Consumers lacking in such traits

are most susceptible to social risk. Symbolic goods (e.g. clothing, jewelry, cars,

homes) are most vulnerable to purchase-related social risk. Lastly, psychological

risk cuts through a broad swath of traits including affiliations and status concern.

Consumers lacking such traits are most sensitive. Purchase-related psychological

risk is highest among personal luxury categories.

2 Risks to the Environment and Society

Sustainability Concerns and Stakeholder Response

Environmental risk and sustainability continues to be an issue of considerable

interest to manufacturers, non-profit organizations, government agencies, and con-

sumers. It is becoming increasingly evident that current patterns of consumption are

not sustainable in the long-term; the world’s natural resources are being rapidly

depleted while environmental risks are pervasive. This is especially true with
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respect to the United States. Although only accounting for 4.6% of the world’s
population, the United States consumes over 33% of the world’s resources

(EarthTrends 2007).

Environmental risk has been identified as a component of sustainable policy for

decades. In 1987 the United States World Commission on the Environment and

Development defined sustainability as, “Meeting the needs of the present without

compromising the needs of future generations”. The triple bottom line of sustain-

ability (e.g. good for business/good for the environment/good for society) has

become a benchmark norm for corporate, governmental and consumer organiza-

tions. Through the adoption of best practices there is an emerging opportunity for

manufacturers to secure an integral role in driving the consumer demand for

sustainable business practices, integrating CSR and sustainability into the consumer

perception of value, promoting the visibility of triple bottom line efforts and thus

mitigating consumer product risks. Environmental risk became a salient consumer

characteristic with the Exxon Valdez oil spill and manufacturers and marketers

subsequent response to said consumer concerns (Mayer et al. 2001).

Several key findings from the academic literature illuminate the concept of

sustainability as it relates to product risk. First, many consumers have difficulty

when asked to describe the concept of product sustainability (Dobson 2000;

Sonneveld et al. 2005). Second, if a product’s environmental risk is considered at

all during evaluative and choice processes, it is generally not the primary attribute

that influences consumers’ product evaluations (e.g., Sammer and Wüstenhagen
2006; Vermeir and Verbeke 2006). For example, when purchasing food products,

taste, price, and convenience are important considerations (Glanz et al. 1998).

Similarly, safety, performance, and style are key product features when consumers

evaluate automobiles (Roberts and Urban 1988). However, sustainability and

environmental risk play a key role in certain consumer evaluative processes. For

example, within the household cleaners and laundry detergent product categories,

product risk and sustainability are of greater consumer concern (Schuhwerk and

Lefkoff-Hagius 1995). Also consumers have indicated willingness to give up

convenience for environmentally safer products or packaging (Hume and Strnad

1989). Consumers’ willingness to pay higher taxes for government support of

environmental initiatives and the growth of “green” retailers and manufacturers

that adhere to rigorous environmental standards (beyond those mandated at the

regulatory level) have also risen in importance (Rapert et al. 2010).

The EU has long recognized the importance of sustainability to the future of

business and society by outlining general frameworks by which companies’ envi-
ronmental risk and sustainability efforts can be assessed. In 2001, the Sustainable

Development Strategy for Europe stated that, “in the long term, economic growth,

social cohesion and environmental protection must go hand in hand” (European

Commission 2001). Additionally, the European Commission identified Corporate

Social Responsibility as “a concept whereby companies integrate social and envi-

ronmental concerns in their business operations and in their interaction with their

stakeholders on a voluntary basis” (European Commission, p. 8). This definition of

CSR makes note of the social and environmental risk components of the triple
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bottom line integral to sustainability. Thus, from definitions established by the EU,

the concepts of environmental risk and sustainability are closely linked. Moreover,

steps continue to be taken to improve sustainability efforts as evidenced by the EU

Sustainable Development Strategy (European Commission 2001). The strategy

focuses specifically on addressing the following seven global challenges in an

attempt to effectively manage environmental risk, establish sustainable communi-

ties, and improve quality of life: (1) climate change and clean energy, (2) sustain-

able transport, (3) sustainable consumption and production processes,

(4) conservation and management of natural resources, (5) public health, (6) social

inclusion, demography/migration and (7) global poverty. The International Stan-

dards Organization (ISO) provides guidance on both environmental manufacturing

and product risk compliance as well as on first- and third- party environmental

claims (Hedblom 1998). Specifically, in addition to environmentally compliant

good manufacturing practices, ISO provides guidelines on direct environmental

impact of a company’s manufacturing practices on brand attributes and third party

seal of approval legitimacy.

From a U.S. standpoint both the Environmental Protection Agency (EPA) and

Federal Trade Commission (FTC) provide “safe harbor” guidelines for mitigating

and communicating environmental risk to consumers.

3 An Evidence-Based Approach to Risk Assessment:

Measuring Risk Throughout the Product Life Cycle

3.1 Defining Product Risk Assessment Throughout
the Product Life Cycle

Product risk assessment is the systematic use of available information to identify

products, or features of products, which may cause or contribute to physical injury

or death. From an ISO perspective, Risk assessment is comprised of both the

identification of risks followed by their evaluation or ranking (IRM 2010). Specif-

ically, risk assessment is an interdisciplinary evaluation process based on informa-

tion derived from data such as exposure rates (OECD 2016). Standard practice

includes comprising different data sources to inform regulatory options thus aiding

in the selection of the appropriate response to a potential product hazard. Conse-

quently, risk assessment provides valuable guidance to the formulation and conduct

of sound risk management policy. Product risk assessments evolve in the scope of

products being assessed based on different factors. For example, a range of products

covered in a risk assessment may vary during the course of the analysis as more

information about the hazards become available. This may lead to a single manu-

facturer’s product becoming a class-wide recall based on competing product risks.

Thus, risk assessment data has important implications for brand managers

concerned with reputation as well as product liability litigators. Risk assessments
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are typically comprised of four core goals: (1) hazard identification, (2) injury

scenarios, (3) threat severity and (4) likelihood estimation as well as reconciliation

with societal laws and norms. Regulatory agencies use product risk assessment to

determine which products require government action to reduce or manage stake-

holder risk. The product life cycle stages of introduction (product development),

growth (product refinement), maturity (backward innovation/low cost competitors)

and decline (product withdrawal) all have implications both for consumer product

use and misuse therefore product risk assessment is warranted throughout the life

cycle.

3.2 Common Components of Consumer Product Risk
Assessment

In addition to the common goals mentioned above, typical components of a

consumer product risk assessment include: (1) product identification, (2) product

use, (3) scenario estimation, (4) estimation of threat severity, (5) probability of

occurrence, (6) risk estimation and (7) risk evaluation (OECD 2016). Safety goals

incorporate the measurable performance of safety processes from the design pro-

cess through manufacture, distribution and sales with subsequent accident analysis

(Morgan 2001). Methodological factors common to consumer product risk assess-

ment consist of proper sample selection including vulnerable (e.g. children) and

affected populations; the frequency of product use and in what risk contexts the

product is being used (DeBruin et al. 2007). Scenario development must be

comprehensive to yield relevant safety data. Thorough recording and elucidation

of all events in a scenario, including where and how they could occur achieves the

goal of optimal consumer product safety data. Human factors such as consumers’
attention or lack of attention to risk communication including warnings and

instructions are also important in scenario development. In addition to perceptual

issues, behavioral aspects such as compliance to safety instructions must also be

considered. Properly framed warnings and usage information are important risk

mitigation mechanisms as misuse and abuse (noncompliance) can result in regula-

tory scrutiny and liability for manufacturers.

Scenario development is a complex and idiosyncratic process. From a goal-

based perspective, an optimal use scenario demonstrates the interaction between the

product, its use environment and the affected population to create potentially unsafe

situations. Subsequently, every scenario yields a typology of potential injuries

indexed for severity of harm. Such an injury severity scale must comprise the full

domain impact of an injury. This allows for proper regulatory guidance and

response (Mann 2003).

ISO 10377 (and ISO/IEC Guide 51) includes risk analysis guidelines for man-

ufacturers and suppliers as well as guidance for risk evaluation. Product risk

assessments performed by manufacturers and suppliers are a key source of
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consumer product risk information. Specifically, the ISO guideline describes how

to: (1) identify, assess, reduce or eliminate hazards, (2) manage risks by reducing

them to tolerable levels and (3) provide consumers with hazard warnings or

instructions essential to the safe use or disposal of consumer products (ISO

2013). Factors considered in the guidelines include hazard identification, exposure

analysis, scenario estimation, and the probability of injury. Pre-purchase analysis,

ongoing data assessment through the supply chain and consumer-level testing are

components of the standard.

ISO 10377 is comprised of several core components that must be fully integrated

into the product life cycle including: (1) general principles, (2) safety in design,

(3) safety in production and (4) safety at the retail level (ISO 2013, 2014). General

principles include a human resource/organizational behavior component; that is,

promoting a safety culture within an organization. Such a culture is comprised of

several elements including (1) continuous process improvement processes, (2) mon-

itoring of production activities with an emphasis on safety and (3) recording

incidents and procedures for data analysis (ISO 2013). Safety in design, another

component of the ISO standard is crucial to the product life cycle stage of product

introduction and growth. Specifically, this component includes what constitutes an

acceptable level of product risk through the process of hazard identification, risk

assessment and risk reduction/elimination. Product launches may be delayed to

unacceptable hazards or product modifications may be made during the growth

phase of a product. Human factors also play a role here as product warnings,

disclosures and instructions provide a communication of any residual risks to the

consumer as well as proper usage guidelines. Safety in production touches all four

stages of the product life cycle as it emphasizes essential supply chain processes

including manufacturing, product specification and sample testing. Standards must

be adhered to as product modifications are made to (a) cater to customer needs or

(b) facilitate cost savings (as in the case of reverse innovation for cost modifica-

tion); hence the need to monitor throughout the PLC. Lastly, safety in the retail

environment must be adhered to as it has a direct impact on consumers throughout

the PLC. Therefore, the safety responsibilities of channel members including

wholesalers, distributors, and retailers in product handling, service and consumer

communication are of key importance.

Throughout the supply chain, risk assessments are performed by channel mem-

bers. Assuming a stepwise approach, risk assessment begins at the design stage. An

individual channel member’s risk assessment of their product may not be relevant

to competing products, because of differences in product design, production,

intended users, and risk tolerance. Risk assessments are also conducted at the

component part/assembly stage by suppliers as well as the manufacturing stage.

Additionally, brand owners, importers and retailers may perform a risk assessment.

Standards vary from voluntary to mandatory dependent on the specific product or

product class. Third parties may be contracted to perform product risk assessments

with agreements ranging from outsourcing for specialist knowledge to contracting

with a confirmatory assessment or certification group.
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A risk assessment takes on particular importance throughout the product life

cycle as it determines whether steps should be taken by manufacturers or regulators

to reduce consumer risk. Risk acceptability is a moving target. Differing product

safety contexts produce differing responses (and scrutiny) from regulatory author-

ities. Several factors account for differing evaluations of risk including (1) whether

vulnerable populations such as young children, the infirm or the elderly are affected

and (2) one can reasonably foreseeable use or misuse of a product. An additional

consideration is consumers’ potential for hazard recognition. While consumers may

recognize the inherent risk in some products such as firearms, they may be unable to

recognize risks inherent in chemical products (DeBruin et al. 2007). Product age is

also often a germane factor in the risk assessment. Second-hand goods or older

supplied goods supplied may develop defects due to product lifespan limits.

At the macro-supplier level, product risk assessments performed by regulators

typically share a core set of characteristics. First, risks are assessed by product

category and are supplied by a range of suppliers across a broad set of situations.

Second, many product risk assessments occur post-market (vs. pre-market). Third,

regulators tend to place safety issues at the forefront of a risk assessment (termed

“risk prioritization”). This is a stakeholder-based approach where regulators assess

safety concerns from consumers, industry, and affected constituencies with the

most serious potential safety hazards given priority and resource allocation for

thorough risk assessment. Fourth, regulatory risk assessment is typically utilized in

the following ways: the evaluation of existing pre-market requirements, the estab-

lishment of new pre-market requirements or whether intervention is necessary to

reduce product risks to consumers.

3.3 Types of Risk Assessment

Both quantitative and qualitative approaches to risk assessment are utilized in

different consumer risk contexts (Eliasson et al. 2015). Quantitative risk analysis

is the more exhaustive, costly and time consuming risk assessment method. Quan-

titative risk analysis entails calculating the likelihood of occurrence of particular

threats and the risks related to these particular threats are then estimated according

to predetermined measurement scales. Qualitative risk analysis is more common

than quantitative due to the time and cost involved. Qualitative analysis entails a

broader approach, is more subjective and less costly for the business involved. For

example, in one method, consumer product risks are reviewed for known vulner-

abilities against a database of potential vulnerabilities by expert analysts. The risk is

then indexed against relative scales to determine threat probability.

When deciding on the appropriate consumer product risk assessment technique,

one must have an understanding of exposure assessment and analysis. Exposure

assessment is a risk assessment technique used to establish the level of exposure

under a particular use or exposure situation (Bruinen de Bruin et al. 2007). Typical

to any exposure assessment are several key questions which can be illustrated with
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an example. First, when assessing for chemical risk (exposure to hazardous

chemicals), during the product life cycle and through the supply chain could

consumers be exposed to potential risks? Several possible answers exist including

during manufacturing, during distribution, during end-use or (if plausible) outside

the supply chain. Second, what are the possible routes for exposure? Routes include

industrial sources, within-product sources or distributed environmental sources.

Third, what is the magnitude of exposure through these key routes? Fourth, how

does this exposure compare to relevant hazards? Fifth, What actions regarding

chemical risk need to be taken?

A specific type of exposure assessment commonly used to assess consumer

product risk is epidemiological investigation. This technique provides estimates

of risk magnitude related to a particular level of exposure in a population

(Blumenthal et al. 2001). In addition to quantifying probabilities of occurrence,

epidemiological methods, have the potential to control for alternative explanations

or other risk factors of the consumer risk outcome under observation. Epidemio-

logical studies are often used in the establishment of guidelines and safety stan-

dards. The basic elements of an epidemiological study can be characterized as

follows: (1) formulation of a research question, (2) sample selection, (3) selection

of exposure indicators, (4) exposure measurement, (5) data analysis, (6) evaluation

of alternative explanations (e.g. bias, chance) in data conclusions (Blumenthal et al.

2001; OECD 2013).

Additional epidemiological studies utilize observational techniques (e.g. case

control studies) including standard cross-sectional studies, ecological studies, lon-

gitudinal and cohort studies. While the obvious limitation of observational studies

is the lack of experimental controls and internal validity provided by a randomized

experimental design, these observational studies give valuable insights to harm

occurrence and incidence within a population; thereby informing supply chain

members as well as regulators. Let it be noted that studies can be either descriptive

or causal in nature. Properly designed epidemiological studies yield data that is

generalizable to the affected population. These studies require that the product or

service has been used for a sufficient number of consumers over a sufficient period

of time.

Indexing is another commonly used technique in risk assessment. By definition,

indexing is a systematic approach to identify, classify, and order sources of risk and

to examine differences in risk perception (Birkmann 2007; Quinn 2001). Indexing

has several important functions from a risk assessment standpoint including: risk

identification and severity, identifying and prioritizing risks by population segment,

identifying affected populations by location and discerning need for additional

action. Risk indexing also aids in the identification of the nature and variation of

within-population risks, risk variation based on independent variables such as

exposure or individual difference variables such as demographic or economic

variables. Risk indices are used by regulatory authorities as a baseline for policy

formulation via the classification methodology.

Overall, risk assessment is a crucial factor in effective product life cycle

management. Throughout each phase of the supply chain, risk assessments must
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be conducted to for the protection of all participants. Manufacturers and suppliers,

from both a brand management and a liability protection standpoint, must have risk

assessment frameworks in place to: (1) protect consumers from any potential

product risk, (2) inform consumers of risks that can be mitigated with proper

handling (behavioral compliance) and (3) comply with regulatory guidelines.

Utilizing recognized and accepted risk assessment techniques in one’s sector yields
actionable data that informs proper risk management policies.

4 Managing Risk: The Role of Proper Compliance

4.1 Global Regulatory Standards

As previously discussed, typical risk management frameworks includes evaluation,

risk confrontation, intervention, risk communication, and subsequent risk manage-

ment components. There are numerous industrywide, national and international

standards that exist for proper risk management. While there are different jurisdic-

tions and guidelines, commonalities due exist that rise to the level of best practice in

risk management. This contribution will highlight certain important regulatory

standards while highlighting common principles that guide proper management

for consumer product risk.

Compliance with mandatory safety standards is important for some products and

jurisdictions. A regulator’s assessment for a product that breaches a product safety

prohibition or mandatory safety standard is likely to include legal aspects of

non-compliance rather than rely on risk analysis considerations alone. Some juris-

dictions emphasize compliance with relevant voluntary safety standards as an

important consideration that influences their risk evaluation. Voluntary standards

often specify safety requirements for the product.

While one specific ISO standard concerning supply chain assessment was

discussed, ISO 31000 provides proper guidance for effective risk management

and is recognized internationally (Purdy 2010; ISO 2009a). Specifically, ISO

31000 is an international standard that provides principles and guidelines for

effective risk management. The standard is not industry specific, amenable to any

type of risk, can be applied cross-sector and can be tailored to meet specific

organizational needs (ISO 2009a). In addition, the standard contains risk manage-

ment terminology, principles for guiding effective risk management, and guidance

in forging an effective risk management framework.

ISO 31000 provides for the proper implementation of a risk management

process. Board mandate and organizational dissemination is the primary component

of ISO 31000 guidelines extremely pertinent to consumer product risk mitigation.

Four key components are provided by the standard and present a common risk

approach for organizations. The first set of guidelines concerns the design of a

framework which includes the formation of a risk management policy.
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Implementing the risk management policy including the risk management process

constitutes the second set of guidelines. Assessing the framework is the next step

followed lastly by modification and improvement of risk management processes

and procedures. International consumer product risk and hazard recognition and

mitigation regulations consistently refer to ISO guidelines as a baseline for proper

risk management formulation.

4.2 U.S. Standards

The U.S. has taken a more activist stance on consumer product risk management in

the past decade. Precipitating factors include negative public response to environ-

mental disasters such as Hurricane Katrina and financial crises such as the subprime

mortgage crisis. Common elements exist for risk assessment across the various

regulatory agencies. From the Consumer Product Safety Commission, Food and

Drug Administration and Federal Trade Commission, to the Environmental Pro-

tection Agency and USDA, a shared commonality of consumer safety and product

risk mitigation.

4.3 Consumer Product Safety Commission (CPSC)

The CPSC is tasked with ensuring safety in the design, manufacture and distribution

of consumer products throughout the product life cycle. In addition to regulatory

oversight, the CPSC recommends best practices for supply chain actors including:

(1) making safety a priority at the design stage through the safety hierarchy of risk

(i.e. eliminating the risk, guarding against the risk and warning users of the risk),

(2) how to build safety within the supply chain, (3) monitoring the business and

regulatory environment for risk regulations and (4) risk preparedness processes and

procedures (CPSC 2016).

4.4 Food and Drug Administration (FDA)

Residing within the Department of Health and Human Services (DHS), FDA is

comprised of seven centers and offices. The FDA assures the safety, efficacy, and

security of the U.S. food supply, human and veterinary drugs, biological products,

medical devices, cosmetics, tobacco products and products that emit radiation

(FDA 2016). From a consumer product risk standpoint, FDA approves medications,

medical devices and other medical products for public use, and then, through a

continuous risk assessment (post-market risk surveillance), evaluates the products’
risks and benefits after they have been made publicly available.
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4.5 Department of Homeland Security (DHS)

Consumers’ experiences in the travel and tourism sector are at the core of DHS’s
mission. Terror threats present a number of risks to critical infrastructure. DHS has

three agencies (U.S. Coast Guard, the Office for Domestic Preparedness and the

Information Analysis and Infrastructure Protection (IAIP) Directorate) accountable

for critical infrastructure security (DHS 2016).

4.6 National Transportation Safety Board (NTSB)

Consumer product safety practices in the railroad, highway, air and marine sectors

are regulated by the NTSB. All significant safety incidents and accidents within

these sectors are investigated by the NTSB with the agency issuing safety recom-

mendations aimed at preventing future accidents.

4.6.1 Canadian Standards

The objective of Canadian risk management policy is to safeguard the govern-

ment’s property, interests, and certain interests of employees during the conduct of

government operations. Departments within the Public Service of Canada are

required to identify, minimize, and contain risks and to compensate for, restore

and recover from risk events. The Canadian risk management process includes the

following phases: identifying issues, assessing key risk areas, measuring likelihood

and impact, indexing, milestoning, strategy selection and implementation, follow-

up monitoring and continuous process adjustment (Hardy 2010).

4.6.2 British Standards

In addition to following ISO 31000 protocols, the British Risk Management Code of
Practice emphasizes the future business operations from a risk-based perspective.

This includes strategic implementation through program, project and change man-

agement. Additionally, ongoing operations are emphasized including people, pro-

cesses, and information security (BSI British Standard 2016).

4.6.3 European Union Standards

EU risk assessment principles for consumer products are based around: (1) hazard

identification, (2) exposure assessment and (3) risk characterization. In addition to

adhering to ISO protocols the European Union established the Community Rapid
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Information System (i.e. RAPEX) as a means of communication concerning con-

sumer product risks between member states and the Commission. The RAPEX risk

assessment guidelines describe a three-step process of risk assessment and com-

munication. First, there is the development of an injury scenario that establishes a

link between the product and an estimated severity of injury. Second, probability

estimation of the likelihood of occurrence is undertaken. Lastly, the risk estimation

is produced by combining the estimated severity and probability (OECD 2013).

4.6.4 Best Practices

When discussing best practices for consumer product risk mitigation, certain core

principles should be identified. Specifically, a risk management initiative must

comply with applicable internal and regulatory governance requirements; thus

assuring all stakeholders risk is minimized while improving decision making and

operational efficiency throughout the supply chain (Lalonde and Boiral 2012;

International Organization for Standardization 2009a, b). Best practice principles

also include proportionality (the risk management initiative should fit the size,

nature and complexity of the supply chain member), alignment (with corporate

mission and function), scope and embeddedness into corporate activities (RIMS

2011). Any consumer product risk management initiative must be adaptable to

changing environmental circumstances. Lastly, risk management must be a Board-

level priority thus integrated into organizational culture.

As previously discussed, best practices can be conveyed through various frame-

works. Standard risk management frameworks convey antecedent conditions, a

stepwise approach to problem formulation and hazard identification, a detailed

risk assessment that comprises elements of exposure assessment, risk estimation

and consequence analysis. Lastly, a risk evaluation is made that leads to proper risk

management measures (RMM’s) in accordance with regulatory and industry stan-

dards (Leitch 2010). Common responses to risk recognition follow a “4T” typol-

ogy: tolerate the risk, treat the risk, transfer it or terminate the risk (ISO 2009b).

5 Conclusion

Consumers face numerous risks in their daily lives. From a normative standpoint,

consumers depend on a sound risk management ecosystem to reduce and eliminate

risks in their respective environments. Organizations throughout supply chain and

in various phases of the product life cycle must maintain rigorous safety standards

to (1) mitigate risk and maintain reputational equity, (2) comply with regulatory

standards and (3) reduce their own liability and risk of litigation. With the increased

risk of litigation and class actions surrounding consumer product risk in certain

jurisdictions such as the U.S., continuous risk assessment and risk management

measures are likely to grow in both sophistication and frequency.

Risks of Consumer Products 35



References

Association of Insurance and Risk Managers, Alarm and the Institute for Risk Management. A

structured approach to enterprise risk management. (2010). pp. 1–18.

Bauer, R. A. (1960). Consumer behavior as risk-taking. In R. S. Hancock (Ed.), Dynamic
marketing for a changing world (pp. 389–398). Chicago: American Marketing Association.

Bettman, J. R. (1973). Perceived risk and its components: A model and empirical test. Journal of
Marketing Research, 10, 184–189.

Birkmann, J. (2007). Risk and vulnerability indicators at different scales: Applicability, usefulness

and policy implications. Environmental Hazards, 7(1), 20–31.
Blumenthal, U. J., Fleisher, J. M., Esrey, S. A., & Peasey, A. (2001). Epidemiology: A tool for the

assessment of risk. In L. Fewtrell (Ed.), Water quality: Guidelines, standards and health
(pp. 135–160). London: IWA Publishing.

British Standards Institution. (2016). Information about standards. Accessed June 1, 2016, from

http://www.bsigroup.com/en-GB/standards/Information-about-standards/

Consumer Product Safety Commission. (2016). Accessed July 1, 2016, from https://www.cpsc.

gov/Regulations-Laws--Standards/Statutes/

Cox, D. F. (1967). Risk-taking and information-handling in consumer behavior. Boston: Harvard
University.

Cunningham, S. M. (1964). Perceived risk as a factor in product-oriented word-of-mouth behavior:

A first step. In L. G. Smith (Ed.), Reflections on progress in marketing (pp. 229–238). Chicago:
American Marketing Association.

Cunningham, S. M. (1966). Perceived risk as a factor in the diffusion of new product information.

In R. M. Hass (Ed.), Science, technology. and marketing (pp. 698–721). Chicago: American

Marketing Association.

Cunningham, S. M. (1967a). The major dimensions of perceived risk. In D. F. Cox (Ed.), Risk-
taking and information-handling in consumer behavior (pp. 82–108). Boston: Harvard

University.

Cunningham, S. M. (1967b). Perceived risk as a factor in informal consumer communications. In

D. F. Cox (Ed.), Risk-taking and information-handling in consumer behavior (pp. 265–288).
Boston: Harvard University.

Cunningham, S. M. (1967c). Perceived risk and brand loyalty. In D. F. Cox (Ed.), Risk-taking and
information-handling in consumer behavior (pp. 507–523). Boston: Harvard University.

De Bruin, Y. B., Lahaniatis, M., Papameletiou, D., Del Pozo, C., Reina, V., Van Engelen, J., &

Jantunen, M. (2007). Risk management measures for chemicals in consumer products: docu-

mentation, assessment, and communication across the supply chain. Journal of Exposure
Science and Environmental Epidemiology, 17, S55–S66.

Department of Homeland Security. (2016). Accessed August 1, 2016. https://www.dhs.gov/about-

dhs

Dobson, A. (2000). Green political thought. London: Psychology Press.

Earthtrends. (2007). EarthTrends update July 2007: Vulnerability and adaptation to climate
change. Accessed August 1, 2016, from http://armspark.msem.univ-montp2.fr/bfpvolta/

admin/biblio/EarthTrends%20Update%20July%202007.pdf

Eliasson, K., Nyman, T., & Forsman, M. (2015). Usability of six observational risk assessment

methods. In Proceedings 19th Triennial Congress of the IEA, Melbourne 9–14, pp. 1–2.

Engel, J. F., Kollat, D. T., & Blackwell, R. D. (1973). Consumer behavior (2nd ed.). New York:

Holt, Rinehart, & Winston.

European Commission. (2001). Promoting a European framework for corporate social responsi-
bility. Accessed June 1, 2016, fromhttp://ec.europa.eu/employment_social/soc-dial/csr/pdf/

044-compnetnat_bitc_uk_011218_en.ht

Food and Drug Administration. (2016).What does FDA do?Accessed August 1, 2016, from http://

www.fda.gov/AboutFDA/Transparency/Basics/ucm194877.htm

36 J. Kozup

http://www.bsigroup.com/en-GB/standards/Information-about-standards/
https://www.cpsc.gov/Regulations-Laws--Standards/Statutes/
https://www.cpsc.gov/Regulations-Laws--Standards/Statutes/
https://www.dhs.gov/about-dhs
https://www.dhs.gov/about-dhs
http://armspark.msem.univ-montp2.fr/bfpvolta/admin/biblio/EarthTrends%20Update%20July%202007.pdf
http://armspark.msem.univ-montp2.fr/bfpvolta/admin/biblio/EarthTrends%20Update%20July%202007.pdf
http://ec.europa.eu/employment_social/soc-dial/csr/pdf/044-compnetnat_bitc_uk_011218_en.ht
http://ec.europa.eu/employment_social/soc-dial/csr/pdf/044-compnetnat_bitc_uk_011218_en.ht
http://www.fda.gov/AboutFDA/Transparency/Basics/ucm194877.htm
http://www.fda.gov/AboutFDA/Transparency/Basics/ucm194877.htm


Glanz, K., Basil, M., Maibach, E., Goldberg, J., & Snyder, D. (1998). Why Americans eat what

they do: Taste, nutrition, cost, convenience, and weight control concerns as influences on food

consumption. Journal of the American Diabetic Association, 98(10), 1118–1126.
Hardy, K. (2010). Managing risk in government; An introduction to enterprise risk management

(pp. 1–50). Washington, DC: IBM Center for Business and Government.

Hedblom, M. O. (1998). Environment, for better or worse (Part 3). Ericsson Review, 1, 1–15.
Howard, J. A., & Sheth, J. N. (1969). The theory of buyer behavior. New York: Wiles.

Hume, S., & Strnad, P. (1989, September 25). Consumers go green. Advertising Age, 3, 92.
International Organization for Standardization. (2009a). ISO 31000: 2009(a). Risk management:

Principles and guidelines.

International Organization for Standardization. (2009b). ISO Guide 73(b): Risk vocabulary.

International Organization for Standardization. (2013). ISO 10377. Consumer product safety.

Guidelines for suppliers.

International Organization for Standardization/International Electrotechnical Commission.

(2014). ISO/IEC Guide 51: Safety aspects—Guidelines for their inclusion in standards.

Jacoby, J., & Kaplan, L. (1972). The components of perceived risk. In M. Venkatesan (Ed.),

Proceedings, third annual convention of the association for consumer research (pp. 382–393).
Chicago: Association for Consumer Research.

Lalonde, C., & Boiral, O. (2012). Managing risks through ISO 31000: A critical analysis. Risk
management, 14(4), 272–300.

Leitch, M. (2010). ISO 31000: 2009. The new international standard on risk management. Risk
Analysis, 30(6), 887–892.

Mann, C. J. (2003). Observational research methods. Research design II: Cohort, cross sectional,

and case-control studies. Emergency Medicine Journal, 20(1), 54–60.
Mayer, R. N., Lewis, L. A., & Scammon, D. L. (2001). The effectiveness of environmental

marketing claims. In P. Bloom & G. Gundlach (Eds.), Handbook of marketing and society
(pp. 399–420). Thousand Oaks, CA: Sage.

Morgan, F. (2001). The effectiveness of product safety regulation and litigation. In P. Bloom &

G. Gundlach (Eds.), Handbook of marketing and society (pp. 436–461). Thousand Oaks, CA:

Sage.

Organization for Economic Co-operation and Development. (2013). Summary of The

OECD Workshop on Product Risk Assessment, www.oecd.org/officialdocuments/
publicdisplaydocumentpdf/?cote¼dsti/cp/cps%282012%2916/final&doclanguage¼en. Accessed

1 June 2016

Organization for Economic Co-operation and Development. (2016). Product risk assessment

practices of regulatory agencies. pp. 1–19

Purdy, G. (2010). ISO 31000: 2009—Setting a new standard for risk management. Risk analysis,
30(6), 881–886.

Quinn, C. (2001). Risk mapping in semi-arid Tanzania: Review of common pool resource

management in Tanzania. Report prepared for NRSP Project R7857 (DRAFT). Accessed

July 1, 2016, from http://www.york.ac.uk/res/celp/webpages/projects/cpr/tanzania/pdf/

Annex7.pdf

Rapert, M. I., Newman, C., Park, S. Y., & Lee, E. M. (2010). Seeking a better place: Sustainability

in the CPG industry. Journal of Global Academy of Marketing Science, 20(2), 199–207.
Risk and Insurance Management Society. (2011). An overview of widely used risk management

standards and guidelines, pp. 1–24.

Roberts, J. H., & Urban, G. L. (1988). Modeling multiattribute utility, risk, and belief dynamics for

new consumer durable brand choice. Management Science, 34(2), 167–185.
Sammer, K., & Wüstenhagen, R. (2006). The influence of eco-labelling on consumer behavior—

results of a discrete choice analysis. Business Strategy and the Environment, 15(3), 185–199.
Schuhwerk, M. E., & Lefkoff-Hagius, R. (1995). Green or non-green? Does type of appeal matter

when advertising a green product? Journal of Advertising, 24(2), 21–31.

Risks of Consumer Products 37

http://www.oecd.org/officialdocuments/publicdisplaydocumentpdf/?cote=dsti/cp/cps%282012%2916/final&doclanguage=en
http://www.oecd.org/officialdocuments/publicdisplaydocumentpdf/?cote=dsti/cp/cps%282012%2916/final&doclanguage=en
http://www.oecd.org/officialdocuments/publicdisplaydocumentpdf/?cote=dsti/cp/cps%282012%2916/final&doclanguage=en
http://www.oecd.org/officialdocuments/publicdisplaydocumentpdf/?cote=dsti/cp/cps%282012%2916/final&doclanguage=en
http://www.york.ac.uk/res/celp/webpages/projects/cpr/tanzania/pdf/Annex7.pdf
http://www.york.ac.uk/res/celp/webpages/projects/cpr/tanzania/pdf/Annex7.pdf


Sonneveld, K., James, K., Fitzpatrick, L., & Lewis, H. (2005). Sustainable packaging: How do we

define and measure it? Proceedings of the 22nd IAPRI Symposium.

Stone, R.N., & Winter, F. (1985). Risk in buyer behavior contexts: A clarification. BEBR faculty

working paper No. 1216, pp. 20–22.

Taylor, J. W. (1974). The role of risk in consumer behavior. Journal of Marketing, 38, 54–60.
Vermeir, L., & Verbeke, W. (2006). Sustainable food consumption: Exploring the consumer

attitude-behavioral intention gap. Journal of Agricultural and Environmental Ethics, 19(2),
169–194.

Woodside, A. (1968). Social character, product use and advertising appeals. Journal of Advertising
Research, 8, 31–35.

Woodside, A. (1971, October). Product advertising and price perceptions of the small business

customer. Journal of Small Business Management, 9, 15–20.

38 J. Kozup



Non-Clinical Research-Based Product

Assessment

Dominique Deplanque

1 An Approach That Has Become Essential

The US Food and Drug Administration (founded in 1848, along with the Patent

Office) is probably one of the world’s oldest consumer protection agencies (history

of the FDA at www.fda.gov). An important change occurred on June 30th, 1906,

when President Roosevelt signed the Food and Drugs Act (prohibiting the interstate

transport of unlawful food and drugs). This fell under the remit of the Division and

Bureau of Chemistry, although the latter dealt with the regulation of product

labeling more than pre-market approval. The Bureau progressively devoted more

effort to drug regulation, with some emphasis on so-called “patent medicines”

following a series of incidents caused by products such as Lash-Lure®, an eyelash

dye that caused eye injuries in a number of women. The next major change came on

June 25th, 1938, with the introduction of the Food, Drug, and Cosmetic Act,

following the “Elixir Sulfanilamide” scandal (history of the FDA at www.fda.

gov). In 1937, a Tennessee drug company had marketed this new drug formulation

for pediatric patients. However, the solvent in this untested product was a highly

toxic chemical analogue of antifreeze, and over 100 people (including many

children) died. The Food, Drug, and Cosmetic Act brought cosmetics and medical

devices under control, and required that drugs be labeled with adequate directions

for safe use. Moreover, it mandated pre-market approval of all new drugs, such that

a manufacturer would have to prove to FDA that a drug was safe before it could be

sold. From this time onwards, several other national or international agencies (such

as the European Medicines Agency, EMA) have been created. A large number of

guidelines and rules governing the market access process have been introduced,
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including the requirement for non-clinical evaluations before human use. Drugs and

other medicines undergo the strictest non-clinical assessments, in which both

pharmacodynamic and pharmacokinetic issues should be examined. Moreover, it

is not possible today to bring a new molecule to the market without testing its acute

and chronic toxicity, mutagenesis, carcinogenesis, teratogenicity and effects on the

reproductive system in several pertinent in vitro and in vivo models (Blomme

2016). These approaches and methods have sometimes also been used to assess

non-drug products, such as foodstuffs, cosmetics and consumer products containing

chemicals. However, these non-clinical approaches do not always guarantee the

future users’ safety. For example, some products (such as medical devices) cause

serious accidents not only through device dysfunction but also occasionally due to

human error in the use of a badly designed device. Accordingly, the latest regula-

tions require human factors and usability engineering to be taken into account in the

development of medical devices (FDA Center for Devices and Radiological Health

Office of Device Evaluation 2016). It is essential to anticipate future developments

in pertinent non-clinical models because we lack knowledge of the acute and

chronic toxicities of a number of chemicals (such as endocrine disruptors) and

nanotechnologies. In addition to new biotechnological approaches (such as induced

pluripotent stem cells, iPSCs) and organs-on-chips), the development of Phase

0 clinical trials may be a key element in product testing and approval. In fact, the

human is probably the best model for future human use, provided that the main

issues are accurately forecast and addressed.

2 The Non-Clinical Evaluation of Drugs: A Major,

Restrictive Model

Drug development is a long, complex and expensive process that results in more

failures than successes; less than 10% of candidate molecules enter Phase I clinical

trials. While several thousand novel molecules are discovered or synthesized each

year, non-clinical safety testing represents a major issue—especially during the

compound optimization stages of drug discovery and in the early stages of clinical

development. Toxicity assessment is then a crucial issue for companies whose

future business activity will depend on tests performed early in the development

of a future drug candidate. A decade ago, it was assumed that stopping ineffective

or unsafe molecules as early as possible in discovery process would result in

substantial productivity gains. Nevertheless, the latest evidence suggests that the

non-clinical safety-related attrition rate has not changed and that the drug develop-

ment process has not been streamlined (Blomme 2016). In the development of a

new drug, it is important to rapidly determine the compound’s true toxicity profile

and the expected safety margin. To this end, it is essential to use a variety of models

that are able to accurately predict the compound’s behavior in humans (including

the drug candidate’s physicochemical properties and putative targets). However,
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the use of a variety of assays and models generates huge volumes of data that should

be analyzed with caution when deciding whether to continue the evaluation process

or not. From a public health point of view, drug regulatory authorities seek to

reduce the health risk to individuals and population as much as possible.

2.1 Pharmacodynamic Properties: How Does the Drug
Work?

One of the first steps in the toxicity assessment process is to precisely evaluate the

compounds pharmacodynamic properties (drug targets and effects) and pharmaco-

kinetic properties (drug metabolism). Some pharmacodynamic parameters are

sometimes already partially described, thanks to the way in which the molecule

has been discovered. Indeed, high-throughput screening (HTS) methods are mainly

based on selective ligand-receptor interactions in genetically modified cells or in

other specific bioassays (Walters and Namchuk 2003; Fraietta and Gasparri 2016).

This type of approach enables one to (i) establish whether or not a compound is able

to bind and activate/inactivate a target, and (ii) determine the intensities of the

binding and the biological response. The use of HTS can thus help to define the

target or biological system that a new compound activates or inhibits most selec-

tively and strongly. Studies of in vitro models can also help to predict drug

interactions. However, whenever possible, these in vitro studies should be

complemented by in vivo studies—ideally in an animal model of the human disease

that might be treated with the drug candidate. Using chemical, surgical or genetic

approaches, it is now possible to reproduce a number of human diseases in small or

large animals. For example, neurological diseases (such as stroke, Alzheimer’s
disease and Parkinson’s disease) can be reproduced in rats and mice. Type 1 or

2 diabetes can also be easily developed in various animals. Likewise, some cardio-

vascular diseases (such as heart failure) can be induced in various species, including

pigs (Milani-Nejad and Janssen 2014). More recently, progress in biotechnology

(such as genomic approaches involving CRISPR/Cas9 technology) has opened up

almost unlimited possibilities (Dow 2015; Fraietta and Gasparri 2016). Neverthe-

less, the ability of animal models to accurately predict human diseases is subject to

debate, and there are ethical limitations on animal experiments. Despite a number

of shortcomings, these pharmacodynamic approaches are crucial for better defining

a compound’s pharmacological profile, potential targets and certain safety features

(notably its effects on the heart, lung and brain). Pharmacodynamic studies probe

some other crucial parameters, including dose-effect relationships, time-effect

relationships and the median effective dose (ED 50, the dose that is effective in

50% of test organisms or treated individuals). These parameters will be of great

importance for further toxicological studies and for definition of the dose to be used

in clinical trials.
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2.2 Pharmacokinetic Properties: Where and How Do a Drug
and Its Metabolites Distribute?

Drug pharmacokinetics are often more difficult to study than drug pharmacody-

namics. Indeed, pharmacokinetics concerns all the processes to which a drug is

subjected (i.e. absorption, distribution, metabolism and elimination, ADME;

Fig. 1). Pharmacokinetics is a very complex process, with many interactions and

the involvement of key organs such as the liver and the kidney. The distribution of a

drug or other type of compound across tissues and organs depends not only on its

physicochemical characteristics but also on the presence or absence of selective

transporters in these tissues. Although drug metabolism (which predominantly

takes place in the liver) generally yields inactive compounds, the production of a

metabolite with greater activity or toxicity may have harmful consequences. Lastly,

drug elimination will also depend on many different factors. Overall, it is still

difficult to predict pharmacokinetic properties by using only in vitro models, and

sometimes even animal models are not fully predictive. Usually, in vivo studies are
performed in three different animal species and an administration route as similar as
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Fig. 1 Schematic view of the ADME pharmacokinetic process

42 D. Deplanque



possible to that planned for clinical use. Novel, physiologically-based pharmaco-

kinetic models have also been developed (Rowland et al. 2011). These models

predict the processes of drug clearance, distribution, absorption, quantitative drug-

drug interactions, and the impact of age, genetics, disease, and formulation. The

FDA first validated this type of approach in the 1990s for the approval of tretinoin, a

highly teratogenic active ingredient of a topical anti-wrinkle cream. Ever since a

workshop held in 2002, the FDA has encouraged study sponsors to use

physiologically-based pharmacokinetic modeling and simulation to determine the

best dosing strategy (Rowland et al. 2011). In order to validate the results of animal

experiments and modeling studies, data from early-phase clinical trials remain

crucial and, ultimately, constitute the only way of determine a new drug’s true

pharmacokinetic profile.

2.3 Evaluation of Acute and Chronic Toxicity

The acute and chronic toxicities of a new pharmacological compound are evaluated

in a range of tests. The goal is to identify any toxic or undesirable effects that may

occur during the proposed conditions of use in humans and in the context of the

targeted disease. The different tests also contribute to better qualitative and quan-

titative understanding of the compound’s pharmacological properties in humans.

The evaluation of acute toxicity takes account not only of qualitative and quanti-

tative effect but also of the latter’s time dependency (Table 1). The calculation of

the median lethal dose (LD 50) is no longer compulsory; determination of the

maximum non-lethal dose and the “no-observable-adverse-effect level” (NOAEL)

is preferred. These parameters are very important for choosing the dose given in

subsequent clinical trials. In acute toxicity studies, at least two species of mammal

are used (usually rats and mice). Animals are typically observed for at least

2 weeks. Toxic signs (including the time and date of onset, severity, duration, and

outcome) are noted for each animal. All animals are then necropsied, and a

histopathological examination is performed—particularly on organs in which a

macroscopic abnormality is observed.

Chronic toxicity is studied using the same principles, although the dosage is

repeated for between 2 weeks and several months. The duration of the exposure to

the drug is directly proportional to the planned duration of treatment in humans

(2 weeks of exposure in the animal for treatments of up to 2 weeks in humans,

1 month of exposure for treatments of up to 1 month, etc.). Exposure for 6 months is

required for use in clinical trials for more than 6 months. As specified in Table 1, the

animal experiments are performed in at least two mammal species (including a

non-rodent species). The planned clinical administration route must be used in the

animal experiments, and both males and females must be included. The animals are

closely observed during the toxicity tests. The body weight, food intake and

behavior are scrupulously analyzed, and a range of biological assays is performed.

Lastly, the animals are necropsied and the organs are carefully examined.
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Table 1 In vivo preclinical testing of acute and chronic drug toxicity

Type of

toxicity and

treatment

duration Objectives Animals Dose(s) Administration

Acute (sin-

gle dose)

• To establish a

dose-effect rela-

tionship

• To determine

the minimum

non-lethal dose

and the NOAELa

• To determine

the nature of

acute toxic

effects

• To provide

some indication

of the effects that

will possibly be

observed in

humans

• To take samples

for the kinetic

study of toxico-

logical effects

• � 2 mammal spe-

cies

• Usually the rat

and mouse

• 5 males and

5 females from

each species

• A single adminis-

tration for each

dose tested

• Defined according

to the dose previ-

ously used in phar-

macodynamic stud-

ies

• Estimation of the

lethal dose and the

dose-response

curve

• Drugs in sus-

pension or

solution

• At least two

distinct admin-

istration routes

• Administered

via the route

planned in

humans and

one other sys-

temic route

Subacute

(0–1

month)

Subchronic

(1–3

months)

Chronic

(>3

months)

• To determine

toxic effects after

repeated admin-

istration

• To observe

cumulative or

delayed effects

• To determine

whether or not

the toxic effects

are reversible

• To identify tar-

get organs

• To define a dose

lacking an effect

and (perhaps) a

dose-response

curve

• To choose the

dosage level for

long-term studies

• � 2 mammal spe-

cies

• Including a

non-rodent model

(e.g. the dog)

• Number: 10 males

and 10 females in

each group

(rodents) and

6 males and

6 females in each

group

(non-rodents)

• The choice of

species should take

account of the

metabolism

expected in humans

• Defined according

to the doses already

evaluated in single-

dose acute studies

or short-term

repeated-dose stud-

ies

• Three treatment

groups and a con-

trol group should be

used

• Different levels

should be tested: a

low dose (with a

pharmacodynamic

effect but no toxic-

ity), an intermediate

dose and a high

dose (a multiple of

the planned dose,

and which should

reveal toxic effects)

• Administered

via the route

planned in

humans

• The drug for-

mulation

should not

modify eating

behavior

• The animals’
drug exposure

should be

demonstrated

(plasma level).

aDetermination of the median lethal dose has not been compulsory since 1991

44 D. Deplanque



Toxicokinetic data are also acquired during this stage of development by determin-

ing the degree of exposure to the molecule as a function of the duration and the

administered dose. Changes of blood, plasma and serum levels of both the inves-

tigational compound and its metabolites are closely monitored. Hence, the studies’
objective is not only to observe and characterize toxic effects but also to precisely

define the dose that will be used for future clinical trials.

2.4 Mutagenesis and Carcinogenesis

Screening for both mutagenic and carcinogenic effects is another important step in

development. Mutagenesis is defined as a sudden, permanent modification of

hereditary characteristics through changes in the number and nature of genes. The

goals of mutagenesis and carcinogenesis testing are to (i) demonstrate any drug-

induced changes in the genetic material, (ii) evaluate the likelihood of transmission

of any abnormalities to future generations, and (iii) assess the risk of cancer

development in the present generation of cells or animals (depending on the

model used). Several batteries of in vitro and in vivo tests can be used. One of the

most famous is the Ames test, performed in bacteria (Ames et al. 1975). The results

of this simple, cheap, rapid test can predict a drug’s potential mutagenic effects.

Another important in vitro test consists of measuring chromosomal aberrations in

murine lymphoma cells or other mammalian cells. Chromosomal aberrations can

also be analyzed in vivo in rodent hematopoietic cells. Taken as a whole, the results

of these tests will provide important information on a drug candidate’s potential
mutagenic activity. Carcinogenesis tests in animals are designed to establish

whether life-long treatment of a drug might favor the development of tumors.

The proof of the drug exposure should be also clearly demonstrated (namely by

measuring plasma drug concentrations). Animals such as rats and mice are usually

treated from weaning to at least 24 to 30 months of age, which that represents a

large proportion of the lifespan for these small rodents. Here again, the planned

clinical administration route must be used, and three different doses are usually

tested.

2.5 Reproductive Functions

The term “reproductive functions” covers the whole cycle of reproduction, fertility,

embryo/fetal toxicity, teratogenicity, and the toxic consequences in offspring with

regard to survival, physical and mental development, and reproductive capacity

(Table 2). The primary goal of these reproductive toxicity studies is therefore to

characterize the compound’s profile with respect to toxic effects on three different

segments: fertility and early embryonic development, embryonic/fetal
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development, and pre- and postnatal development (including maternal functions).

Indeed, fertility can be affected in males and females, and the effects can range

from a slight decrease in reproductive capability to complete sterility. Embryonic/

fetal toxicity will influence the ability to survive to term, whereas teratogenicity

produces irreversible, adverse effects in the developing embryo and fetus and thus

harms the offspring’s physical status.
Following to the thalidomide disaster in the 1960s (in which more than 10,000

children suffered from a teratogenic limb defect that was only later demonstrated in

Table 2 Preclinical evaluation of drug effects on reproductive functions

Segment Objectives Animals

Dose and

administration

Estimated

parameters

Segment I
Fertility and

embryogenesis

To highlight:

• Effects on

mating

behavior

• The mainte-

nance or loss

of the fetus

• The appear-

ance of fetal

anomalies

• Possible

impairments

in the

progeny

• Both males and females

before mating

• Pregnant females

• �2 mammal species,

including a non-rodent

• The choice of species

should take account of the

metabolism expected in

humans

• Dose escala-

tion

• Adminis-

tered via the

route planned

in humans

• Maternal

toxicity

• Implantation

rate

• Number of

fetuses (dead

or alive)

• Fetus weight

• Sex ratio

Segment II
Embryonic/

fetal toxicity

and

teratogenicity

To highlight

any effect on:

• The mainte-

nance or loss

of the fetus

• The appear-

ance of fetal

anomalies

• Possible

impairments

in the

progeny

• Pregnant females

• �2 mammal species

including a non-rodent

• The choice of species

should take account of the

metabolism expected in

humans

• Dose escala-

tion

• Adminis-

tered via the

route planned

in humans

• Implantation

rate

• Sampling of

the uterus

before birth

• Weight and

sex of the fetus

• Organ

histopathology

Segment III
Pre- and post-

natal studies

To highlight

any effect on:

• Fetal growth

• Breast-feed-

ing

• Develop-

ment of

progeny

• Late pregnancy or

breast-feeding females

• �2 mammal species

including a non-rodent

• The choice of species

should take account of the

metabolism expected in

humans

• Dose escala-

tion

• Adminis-

tered via the

route planned

in humans

• Weight and

sex of the fetus

• Organ

histopathology
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a rabbit model), better determination of the teratogenic risk in appropriate models

has become an important concern. Different batches of pregnant females from at

least two mammalian species (including a non-rodent species) should now be used.

The choice of the most appropriate species is based on knowledge of the com-

pound’s supposed metabolism. Moreover, the metabolism in the animal should be

as similar as possible to the predictable metabolism in humans. The discovery of

teratogenicity in animal experiments is a bad sign for the drug’s chances of clinical
development, although the absence of any harmful effects should not be simply

interpreted as a guarantee of total safety. Only human studies and the drug’s
subsequent use under “real-life” conditions can provide high-quality data in this

respect.

2.6 Integration of Preclinical Study Results in Clinical
Development

All the above-described studies do not always have been completed before the first-

in-human study. Indeed, the choice of the testing strategy depends on the available

safety data (derived from previous non-clinical or clinical tests), which can be used

to define the future drug’s benefit-risk ratio. The timing of non-clinical safety

studies (with regard to clinical development) must also be considered. In the

International Council for Harmonisation (ICH)’s Guideline M3, the type and

duration of non-clinical safety studies are correlated with the clinical development

schedule (ICH 2009). In most cases, the following non-clinical safety studies

should be conducted before the first-in-human study: single-dose and repeated-

dose studies (minimum duration: 2 weeks); two in vitro genotoxicity studies; safety
pharmacology studies, and initial characterization of the pharmacokinetic profile.

For other clinical phases, and as part of the preparation of a new drug application for

the authorities, the results of the long-term repeated-dose studies, the full mutagen-

esis battery, the carcinogenesis tests, and the evaluation of reproductive functions

should be provided. In addition to these toxicological approaches, the pharmaceu-

tical formulation should be specifically designed before human use. This includes

synthesizing the drug in sufficient quantities with optimal quality and purity—

which sometimes raises the problem of stability. A relevant, specifically packaged

and labeled pharmaceutical formulation of the compound should also be developed.

All these stages must comply with good manufacturing practice, as explicitly

defined by the ICH Q7 guideline (ICH 2000).
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3 The Development of New Approaches

As discussed above, toxicity tests are intended to identify harmful effects caused by

acute or chronic exposure to a substance. Given that several factors determine

toxicity (such as the administration route, dose, frequency of exposure, and ADME/

biochemical properties), it is imperative to use the best models in this evaluation.

Animal models have been used for a long time, and the development of genetic

technologies is opening up new perspectives. However, in vivo models remain

particularly constrained by ethical and financial issues. Hence, in vitro and in silico
toxicity testing is becoming increasingly plausible. Indeed, recent advances in HTS,

the use of a broad variety of cell-based models, and the development of computa-

tional methods may help us to evaluate a chemical’s toxicity and shorten the time

between discovery and first-in-human studies.

3.1 What Role Do in silico Approaches Have?

In silico toxicology assessments use computational resources to analyze, model and

predict the toxicity of chemical substances (Raies and Bajic 2016). Along with

in vitro and in vivomodels, in silico assessments may minimize the need for animal

testing, reduce the duration of toxicity testing and improve safety. As long as the

model is relevant, an important advantage of these methods is the ability to forecast

a compound’s toxicity even before it has been synthetized. A wide variety of tools

are necessary for developing relevant in silicomodels: databases on known toxicity

and properties of chemicals, software for generating molecular descriptors, simu-

lation tools for systems biology and molecular dynamics, modeling methods and

tools for generating toxicity prediction models, adequate computing resources and,

lastly, appropriate statistical tools. These prerequisites emphasize some of the

limitations of in silico models. In fact, most computational toxicology models are

not efficient enough to justify their use in drug discovery. The reasons include the

complexity and variety of toxicity mechanisms for any given tissue, and the

extremely broad range of chemical structures associated with similar toxic end-

points. Another limitation of computational toxicology models is related to the

quality and quantity of the data used as training set; most available datasets do not

provide the necessary level of robustness and chemical diversity. Lastly, published

models are often not sufficiently validated ex silico (Blomme 2016). Nevertheless,

some computational approaches are of major value in drug discovery and develop-

ment. In silico methods can provide a better understanding of a drug’s pharmaco-

dynamic profile, quantitative structure-activity relationships (QSARs), genetic

toxicity and interactions with drug transporters. Importantly, the recent increase

in public-sector, private-sector and in-house databases and their combination with

appropriate information technology infrastructures can only improve knowledge

about toxicity if these various expert systems can interact. Recent regulatory
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changes in the industrial chemicals and cosmetics sectors have prompted a signif-

icant number of advances in the development, application, and assessment of

non-animal testing approaches (Patlewicz and Fitzpatrick 2016). In light of

advances in HTS approaches and constructs, in silico approaches will probably

become of great importance in drug discovery.

3.2 From Cell-Based Models to Organs-On-Chips

High-content screening involves a multitude of cellular approaches. In all cases,

complex information is extracted from single cells at medium to high throughputs.

Any analytical approach that produces multiparameter, phenotypic information

from cells (either cultured in vitro or within multicellular organisms) can be defined

as a “high-content” assay. Appropriate staining (fluorescent dyes, molecular

probes, antibodies, etc.), automated microscopy and quantitative image analysis

enables the detection of phenotypic changes occurring under specific pharmaco-

logical conditions (Fraietta and Gasparri 2016). The potential of such HTS has been

drastically expanded by recent advances in cell-based assay technologies, such as

the introduction of three-dimensional cell culture, iPSCs and genome-editing tech-

nologies (e.g., CRISPR/Cas9). The great majority of high-content assays are based

on cancer cell lines, such as HeLa and U-2 osteosarcoma cells. One of the main

limitations of these cells is that they have defects in DNA repair pathways, which

predisposes them to the accumulation of additional mutations. Hence, over-

passaged cell lines are likely to have a different phenotype or to respond differently

to external stimuli, relative to the original cells. This may be a major problem in the

pre-clinical evaluation of the toxicological effects of a new drug or other chemical.

Interestingly, new cell-based models have been developed, such as primary cell

cultures derived from normal tissues grown in vitro (specialized hepatocytes or

neurons, for example). Under these conditions, tissue-specific toxicological effects

in normal cells can be analyzed. Nevertheless, major limitations to use in in vitro
assays include a lack of inter-preparation reproducibility and difficult maintenance

in culture. In this context, the use of stem cells (which are able to undergo numerous

divisions while maintaining their differentiation capability) has been extensively

studied (Fraietta and Gasparri 2016). Gordon and Yamanaka’s discovery that

mature cells could be reprogrammed to become pluripotent (Nobel Prize 2012)

facilitates the use of human cells and also solves a potential ethical issue, since

access to human embryonic stem cells is limited in many countries. These iPSCs

enable the effects of new drugs or chemicals to be assessed in differentiated, tissue-

specific human cells. Cells have also been engineered in an attempt to produce more

relevant disease models (Benam et al. 2015). Use of the latest genome-editing

techniques (such as the CRISPR/Cas 9 system) may lead to the generation of

different types of engineered cells. Two- and three-dimensional (2D and 3D) cell

cultures have also been developed, such as tumor spheroids and cells embedded in a

3D matrix (Fraietta and Gasparri 2016). The combination of iPSCs, genome
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editing, and 2D or 3D structuration enables the development of normal or patho-

logical in vitro models for better evaluation of new drugs and chemicals (Benam

et al. 2015). With a view to evaluating cell-cell communication and tissue-tissue

interactions in a more relevant organ context, recent advances have led to the

creation of what have been called organs-on-chips (Ingber 2016). Organs-on-

chips are microfluidic cell culture devices created with computer microchip

manufacturing techniques. They contain hollow microchannels lined with living

cells and tissues cultured within an organ-relevant physical context. The channels

are continuously perfused with life-sustaining culture medium. A range of physi-

ological or pathological conditions can be mimicked and thus improve the validity

of these models. The combination of these technologies with the human iPSCs,

high-resolution, real-time imaging, and in vitro analysis of biochemical, genetic,

and metabolic responses opens up potentially unlimited possibilities (Ingber 2016).

3.3 Phase 0 trials: The Human as a Possible “Non-Clinical”
Model

Before to performing a conventional first-in-human (Phase I) study, there is a

growing body of evidence to suggest that new drugs could also be tested in a

“human model”—in parallel with pre-clinical development. These alternative

approaches, variously referred to as exploratory investigational new drug applica-

tions, Phase 0 trials and exploratory clinical trials, were set up by the regulatory

authorities with a view to reducing the risks to humans and limiting drug exposure

during first-in human trials (ICH 2009; Burt et al. 2016). In this context, Phase

0 trials are first-in-humans trials in which drug exposure is lower than in Phase I

studies (i.e. less than the maximum tolerated dose). They are not intended to assess

efficacy or tolerability. This “in humano” approach is situated in the spectrum

ranging from human in vitro cell-based studies, animal studies, and studies in

isolated human organs or tissues to systemic, therapeutic exposure in humans

(Burt et al. 2016). Various modalities are possible, such as a single micro-dose or

multiple doses repeated for no more than 14 days. In the single micro-dose trial, a

dose of between 100 μg and 1/100th of the NOAEL is administered, and only an

extended single-dose toxicity study in rodents is need. In the repeated-dose trial, a

starting dose of less than 1/50th of the NOAEL is used; a 14-day, repeated-dose

toxicity test in both rodents and non-rodents is needed, along with the results of an

Ames test and a chromosomal aberration assay (Burt et al. 2016). Of course, the

limited systemic exposure of Phase 0 studies requires more sensitive assays than

conventional analytical tools. The three most commonly used techniques are liquid

chromatography-tandem mass spectrometry, positron emission tomography and

accelerator mass spectrometry. The availability of these tools is probably one of

the main limiting factors in this field. Like conventional first-in-human studies,

Phase 0/exploratory clinical trials probe key properties that are relevant for “go/no-
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go” decision-making and improvement of the drug development process (Table 3).

These studies provide early information about drug pharmacokinetics in humans,

drug-drug interactions, pharmacodynamic mechanisms, and specific cellular

adverse reactions (mitochondrial toxicity, for example), and can also guide the

development of new biomarkers (Burt et al. 2016). Given that animal models are

notoriously poor predictors of human pathophysiology and treatment responses, the

human is probably the best model of the human! In addition to exploratory clinical

trials and conventional Phase I studies in healthy subjects, pharmaceutical compa-

nies are also developing early-stage evaluations in small numbers of patients, with a

view to rapidly validating their drug candidates’ mechanisms of action and safety

profile.

4 Issues Related to the Evaluation of Products Other than

Drugs or Medicines

4.1 Medical Devices: When a Non-Clinical Assessment
Needs a Clinical Approach

Medical devices constitute a broad group of products that ranges from relatively

simple devices (like bandages and surgical gloves) to complex equipment (like

Table 3 Comparison between Phase 0/micro-dosing trials and Phase I trials (adapted from Burt

et al. 2016)

Phase 0/micro-dosing Phase I

Possible associated aims

• Assessment of systemic

tolerability

No No

• Assessment of efficacy No Possible

• Proof of mechanism Possible with specific markers Possible

Preclinical requirements

• In vitro models Full requirements Full requirements

• Toxicology Limited requirements Full requirements

• Genotoxicology None or limited requirements Full requirements

Requirement for good

manufacturing practice

Flexible, depends on the pre-

clinical information

Full requirements

Main study characteristics

• Number of participants 4–10 6–30

• Duration 1–14 days (may be longer,

depending on the half-life)

6–60 days (may be longer,

depending on the half-life)

• Maximum dose < Maximum tolerated dose Maximum tolerated dose

• Drug exposure Limited Multiple and repeated doses

allowed

• Population Healthy volunteers or patient/

vulnerable populations

Healthy volunteers (except in

oncology studies)
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pacemakers, angioplasty catheters, MRI scanners and medical software). Bringing

a new device to the market is subject to authorization. It is not clear that either the

US or the European system particularly leads to the marketing of safer medical

devices. Both authorization systems are based on the classification of medical

devices (Table 4). The severity of the assessments required to obtain marketing

authorization depends on the device’s designated class (van Drongelen et al. 2015).
In the USA, the government via the FDA carries out all marketing authorization

procedures. Once a new product has been classified, the corresponding marketing

authorization application can be initiated. The FDA has two main procedures for

market authorization: pre-market notification (also referred to as a 510(k), princi-

pally for Class II medical devices) and pre-market approval (PMA) for the majority

of Class III medical devices. The PMA procedure is most stringent; the manufac-

turer has to submit an extensive set of documents to the FDA, including clinical

data (study protocols, safety and effectiveness data, adverse reactions and compli-

cations, patient information, and results) for Class III medical devices. In the 510

(k) procedure, the manufacturer has to show that its device is substantially equiv-

alent to currently marketed device (van Drongelen et al. 2015). The European

system is more complex, since devices are evaluated by third party companies

(referred to as notified bodies) designated and supervised by the European Union.

The conformity assessment procedures and level of stringency depend on the class

of the medical device. Stringency is higher for class III and implantable devices,

although the equivalence principle has also been used for a long time. The US and

Europe systems for establishing the safety and efficacy of new medical devices

have both been criticized for their predominant focus on equivalence with existing

devices. Following the occurrence of unexpected adverse effects with devices

approved for sale on the basis of equivalence data (such as metal-on-metal hip

implants), the European Commission issued its Implementing Regulation 920/2013

on the designation and the supervision of notified bodies in 2013. The goal was is to

achieve a higher and more uniform level of competence among notified bodies

across Europe (EC 920/2013).

Table 4 Medical device classifications

FDA Regulations

Risk

level Examples EMA

Class I (About

55% of

devices)

General

regulations

Very low Bandages, culture media Class I

Low Contact lenses, epidural catheter,

surgical gloves

Class IIa

Class II

(About 40% of

devices)

General and

special

regulations

Moderate Orthopedic implants, glucose moni-

tors, dental implants, hemodialysis

systems

Class IIb

Class III

(About 5% of

devices)

General and

special regu-

lations

Premarket

notifications

High Pacemakers, angioplasty catheters Class III
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There are many other differences between the US and Europe systems, notably

in terms of the technical requirements. In the USA, the documentation for a PMA

must include separate sections on non-clinical laboratory studies and on clinical

investigations involving human subjects. Nevertheless, FDA has only defined

specific requirements for a small group of devices. For example, title 21 of the

Code of Federal Regulations describes performance standards for electronic, ion-

izing-radiation-emitting, microwave- and radio-frequency-emitting, light-emitting

and sonic, infrasonic and ultrasonic-radiation-emitting products. These standards

are mandatory, and mainly cover limits on emissions and exposure (van Drongelen

et al. 2015). In Europe, the law provides only general requirements regarding the

safety, performance, design and construction of medical devices. These “essential

requirements” are applicable to all types of medical devices. In addition to these

general requirements for the safety and performance of a device during its life time,

several specific items are mentioned: chemical, physical and biological properties,

infection and microbial contamination, construction and environmental properties,

protection against radiation, requirements for medical devices connected to or

equipped with an energy source, and user information to be supplied with the

device (van Drongelen et al. 2015). These requirements apply not only to medical

devices but also to many everyday products that must also obtain European

marketing authorization.

Besides these numerous requirements, the real debate is about whether clinical

data (including the results of randomized clinical trials) should be required for Class

III medical devices. In fact, it is currently not possible to gain market authorization

without providing clinical data of some sort. Given the rapidly increasing number

of medical devices that use information technology and software, new guidelines on

usability engineering have been developed. In this respect, usability means com-

plying with the need to ensure patient and user health and safety by preventing user

errors (Bras Da Costa et al. 2015). This was first proposed in a European directive

(EC/47/2007) and more recently in new FDA guidelines (FDA 2016). These

approaches obviously require the application of expertise in human factors and

ergonomics for the correct identification and prevention of user errors but also

require expertise in risk analysis, risk management and related methods (Bras Da

Costa et al. 2015). In this context, the evaluation of medical devices is becoming

ever more complex; the convergence of science and digital technology has resulted

in the rapid development of innovative devices that allow the easy and accurate

characterization of certain parameters in health and in disease. These devices

include smartphone-connected diagnostic instruments, handheld/mobile ECG and

ultrasound devices, lab-on-a-chip technologies and telemedicine tools. Current and

future progress will require a regulatory framework that promotes the most effec-

tive, robust technologies for clinical use (Bhavnani et al. 2016). With regard to the

status of new technologies, there are again many differences between the USA and

Europe. Several connected health technologies are considered to be medical

devices in USA but not in Europe. Most recently, electronic cigarettes and other

borderline products (i.e. products that can satisfy the legal definition of medicinal
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products, medical devices or consumer products) have also been considered differ-

ently in USA, in Great Britain and in France. In this context, besides specific rules,

the International Medical Device Regulators Forum is preparing guidelines for the

worldwide harmonization of legislative requirements (van Drongelen et al. 2015).
Although these guidelines will only be advisory, they may help to streamline the

market authorization process for various devices (and not just medical devices).

4.2 Cosmetics and Personal Care Products

Risk assessment for cosmetics and personal care products currently requires the use

of alternative methods because animal testing has been banned since March 2013.

As described above, alternative in vitro and in silico approaches have been pro-

posed. Some of these methods are effective and have been validated by the

European Union Reference Laboratory for Alternatives to Animal Testing as tests

for irritation, corrosion and phototoxicity (Quantin et al. 2015). One of the models

that is ready for use is the ex vivo human skin model of percutaneous absorption.

Dermal toxicity (such as irritation and corrosion) could also be tested with a

reconstructed human epidermis or a membrane-sealing test. The need to evaluate

skin sensitization has led to the development of tests based on the correlation

between epidermis protein reactivity and skin sensitization; one of these tests is

based on the postulate that if a substance is able to bind proteins, then it can

potentially act as a contact allergen. Many other recently developed tests take

into account the involvement of different immune cell types and mechanisms,

although integrated testing is now needed (Quantin et al. 2015). Toxicokinetic
evaluations should also be considered. Hence, animal-free, systemic toxicity testing

could potentially include the development of integrated test strategies, collabora-

tion and data sharing between different industrial sectors. All the accumulated

information will be fed into system biology models that perform a probabilistic

risk assessment as a function of exposure scenarios and individual risk levels (Leist

et al. 2014). Among these approaches, quantitative in vitro—in vivo extrapolation is
of great importance. The starting point is the determination of the “real” toxicant

concentration to which a cell is exposed. Next, one calculates the corresponding

human plasma concentration by using a physiologically-based pharmacokinetic

model and in vitro data on metabolic conversion, human physiology and metabolic

parameters. Despite some encouraging results, these approaches (which are very

well advanced for drug assessments) requite further development for all other

products that contain chemicals (Leist et al. 2014).
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4.3 The Global Burden of Endocrine Disruptors and Their
Possible Life-Long Toxicity

Over the last 20 years or so, a large number of studies have suggested that exposure

to low doses of certain chemicals may disrupt the body’s endocrine system.

Bisphenol A (BPA, one of the most widely used and widely dispersed industrial

chemicals, found primarily in polycarbonate plastics) is a typical but controversial

example of an endocrine disruptor. BPA is known to mimic the female hormone

estrogen and has been found to leach from plastic materials. As with other hor-

mones and other potent endocrine disruptors, it appears that the effects are often not

observed until much later in the life cycle. This makes it extremely difficult to link

exposure to effects in humans (Gies and Soto 2013). It is noteworthy that despite the

development of both governmental and industry programs for risk identification or

risk assessment of hormonally active substances in Europe since 1982, the harmful

effect of BPA was probably discovered accidentally in 1993 by a group of endo-

crinologists at Stanford University. The researchers identified BPA as an estrogenic

contaminant in the polycarbonate cell culture dishes after autoclaving (Krishnan

et al. 1993). BPA also challenged our beliefs that (i) high doses produce more

serious effects than low doses, and (ii) that if a high dose of a chemical does not

cause harm, then neither will a low dose. The usual toxicological approaches

(including the evaluation of the dose-response relationship) may not be applicable

to the endocrine-disrupting effect of many substances. Both the stage at which the

chemical acts and the duration of exposure may be particularly important. Indeed,

an organism is most sensitive to endocrine disruptors during its development,

whereas while the total duration of the exposure (rather the dose level) is also an

important determinant. The complexity of the exposure assessment and the BPA’s
toxicological profile may have contributed to the differences of many orders of

magnitude in the acceptable doses for humans determined by a number of scientific

and regulatory bodies and committees (Gies and Soto 2013). These controversial

results emphasize the difficulty of this type of evaluation and the need for more

relevant approaches and models. The challenge for the coming years is to balance

the principle of precaution on one hand against the risk of widespread use of a

chemical whose health implications are not understood on the other. The European

Chemicals Agency (established by the European Union’s Registration, Evaluation,
Authorization and Restriction of Chemical Substances legislation) relies on the

industry for most risk assessments and toxicity test data (EC 1907/2006). The

challenge is thus to increase both research quality and research independence, in

order to avoid both public health issues and economic impacts. Recent controver-

sies over the toxicological evaluation of pesticides and genetically modified foods

have also contributed to this debate (Resnik 2015).
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4.4 The Evaluation of Food Toxicity: From Traditional
Ingredients to Novel Foods

Foods and food ingredients include a broad spectrum of materials, ranging from

simple chemical compounds to complex whole foods and ingredients. Food addi-

tives and flavorings are usually chemically defined substances that lend themselves

to conventional toxicological testing. Food additives and flavorings are governed by

legislation that notably requires a demonstration of safety. Other ingredients used

for technological purposes (such as solvents and enzymes) have their own sets of

regulations and internationally agreed standards. If a safe history of traditional use

is absent, foods or ingredients are considered to be “new” and are subject to the

novel foods legislation in place in a growing number of countries. These regulations

are managed by the FDA in the USA and the European Food Safety Authority in the

European Union (Blaauboer et al. 2016). Most of these novel foods (including

genetically modified organisms) are used as ingredients. In the risk assessment of

foods, it is necessary to (i) identify possible toxic compounds on the basis of their

chemical structure and mechanism of action, (ii) describe concentration-dependent

effects and long-term low-concentration exposure effects, and (iii) perform a proper

risk-benefit analysis. Although the characterization and detailed chemical and

nutritional analysis of the food is probably the first step, animal toxicology studies

may also be of value in the absence of other relevant models or methods (Blaauboer

et al. 2016). Nevertheless, the application of these approaches to food ingredients

(including genetically modified organisms) is much more challenging than for

non-food substances (i.e. drugs) because of the complexity of the food’ composi-

tion; the more complex the food, the more challenging the assessment. The con-

ventional toxicological approach of setting an acceptable daily intake (which

typically includes a 100-fold safety margin relative to the NOAEL seen in toxicol-

ogy studies) is possible for chemical nutrients but not for the majority of novel

foods (Blaauboer et al. 2016). Based on these considerations, a roadmap for safety

assessment of food and ingredients has been developed. The first step is to define

the type of food (i.e. as a chemically simple or complex food ingredient) and to

define the intended target population and use. Next, information on the material’s
physicochemical properties and composition (including changes occurring during

to production process) should be provided. Beyond this, computational approaches

may be used to predict the presence of impurities (QSAR approaches),

bio-accessibility, bioavailability, and metabolic aspects, and virtual tissue/organ

models can be applied to safety/efficacy assessments. Taking into account all these

previous evaluations, the daily exposure can be estimated. Nevertheless, further

testing will be needed if in silico models generated one or more alerts or if the

exposure is forecast to exceed a threshold of toxicological concern. In this context,

an integrated testing strategy should include appropriate assays for the better

identification of the mode of action, the determination of dose-response relation-

ships and the measurement of parameters that can translate to humans. In vitro
assays (preferably HTS methods), bioinformatics tools and systems biology will be
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of assistance. As extensively described above, data on true exposure and ADME in

humans or from physiologically-grounded, pharmacokinetic models should also be

used. The last option is to perform studies in human volunteers, in order to confirm

safety and demonstrate nutritional suitability in the general population and/or sub-

groups (Blaauboer et al. 2016). Although these early-stage clinical evaluations

(typically performed on small numbers of participants) will also help to evaluate

the allergenic potential and certain non-toxic effects (such as tasting, palatability

and acceptability) further reassurance may have to be provided by post-marketing

monitoring plans.

4.5 Issues Concerning Nanomaterials

The unique chemical and biological properties of nanomaterials make them useful

in many products for human use, including those used in industry, agriculture,

medicine, clothing, cosmetics and foods (Piperigkou et al. 2016). The unusual

physicochemical properties of engineered nanoscale materials are attributable to

their small size, chemical composition, surface structure, solubility, shape and

aggregation. In October 2011, the European Commission published a guideline in

which a nanomaterial is defined as “a natural, incidental or manufactured material

containing particles, in an unbound state or as an aggregate or as an agglomerate

and where, for 50% or more of the particles in the number size distribution, one or

more external dimensions is in the size range 1 nm-100 nm” (2011/696/EU). When

nanoparticles enter the body, they encounter the immune system and may induce

desirable or undesirable immune effects. Given the small size and unusual physi-

cochemical properties of nanomaterials, toxicological adverse events may affect

the lung, liver or brain. The current consensus is that each product must undergo its

own safety evaluation, with a need for particular investigations on a case-by-case

basis. The standard battery of preclinical toxicology tests performed for all novel

drugs should be sufficient to catch any tissue- specific adverse outcomes related to

nanoparticles. However, it should be recognized that additional product-specific

preclinical testing might be required. This issue has led to the development of

specific pharmacokinetic approaches that take account of the role of blood proteins

in the clearance of nanomaterials, the impact of surface curvature versus surface

chemistry, and the role of surface architecture and other geometric considerations

(Moghimi et al. 2012). Nanomedicines or nanoparticles containing drugs are not

faced with the same issues; maintaining the substance in the body is the main

challenge. In contrast, the challenge for nanoparticles used in foods or agriculture

may be to reduce their presence in the human body (Moghimi et al. 2012; Desai

2012). In this context, assessment of the safety of nanoparticles as a whole is of

great importance. International standard-setting bodies have recognized this issue

and have agreed that as a minimum set of measurements—size, zeta potential

(surface charge) and solubility of nanomaterials should be used as predictors of

their toxicity (FDA Nanotechnology Task Force 2007). Besides these
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pharmacokinetic and basic toxicological considerations, the issue of immunoge-

nicity is also tremendously important. Indeed, over the past decade, significant

progress has been made in understanding the immunogenicity of nanoparticles, the

immune cell response to nanoparticles, the consequences of nanoparticle-specific

antibody formation and the impact of these factors on drug delivery with

nanoparticles. In the future, research should focus on methods for better character-

izing undesirable nanoparticle contaminants and their undesirable immune and

antigenic effects (Ilinskaya and Dobrovolskaia 2016). Improving the mechanistic

understanding of nanoparticle effects in biological systems is also an important

challenge, namely for designing safer nanomedicines and safer nanomaterials for

use in various other fields (Piperigkou et al. 2016).

5 Rethinking the Future

For medical technology and many other everyday products, standards and regula-

tions are needed to ensure safety, protect the public, and guarantee that products are

fit for purpose. These obligations require the development of alternative methods

that limit or avoid animal use. Furthermore, data-sharing remains an important

challenge. Moreover, in the context of novel personal health technologies, the

current regulatory approach is not only unfeasible and difficult to enforce but

may also suppress innovation (Vincent et al. 2015). Given that many technological

products (other than drugs and standard medical devices per se) will be used to

support and deliver health care or will have an impact on medical practices,

regulators need to rethink their approaches. The field of healthcare is not the only

one to be affected by new technologies. For example, there are issues with the use

of touch-screen tablets in the office environment. Although office work and office

equipment are regulated, the health and safety regulations are unlikely to apply to

tablet computers if it is not possible to easily check how or where they are being

used (Stawarz and Benedyk 2013). Rather than trying to regulate these issues, more

flexible approaches are needed—such as shifting the focus away from the intro-

duction of technology towards user education (Vincent et al. 2015). Although it is

difficult to predict the lack of long-term safety for certain chemicals, novel foods or

nanotechnologies, we should also try to develop integrated approaches that take

account of the potential risks to the individual and to the environment as a whole.

Here again, consumer education is probably one of the main challenges for the

coming years.
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Clinical Research-Based Product Assessment

Rolf Weitkunat

1 Introduction

Clinical trials are conducted in many areas, including therapy, prognosis, and

prevention research, where they provide a well developed and powerful research

methodology. In order to apply this methodology in consumer product research, its

properties must be well understood and carefully adopted, and sometimes modified.

This contribution provides an overview of the historical developments and meth-

odological properties of clinical trials and points out aspects that require special

attention in the context of consumer product research.

2 Trying Conjectures

When a consumer product or service is assumed to lead to a specific effect, it can be

attempted to substantiate a claim by conducting an experimental study. The meth-

odology of conducting experiments in humans is most developed in drug therapy

research and is referred to as clinical research; clinical trial being the term to denote

a specific experimental clinical study—irrespective of whether or not the partici-

pants are healthy or diseased, as the “clinical” refers to “human”, not to “disease”.

Also, the “clinical” separates research conducted in humans clearly from

pre-clinical research (both in-vitro and in-vivo). The element “trial” points at

something being tried in some formal empirical investigation, which is already

the essence of clinical trials. Trying something means, in general, raising a

conjecture-based question to the world, let her speak, and then (through modus
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tollens) conclude whether what was conjectured is not the case or might be the case.

How we come to a conjecture in the first place is a fascinating but metaphysical

question, and this author agrees with intuitionistic views of the critical rationalistic

philosophy of science on the matter (Popper 1935, p. 208, simply speaks of “idea”

and “unjustified anticipation”), although this will not be further addressed in this

contribution.

How now do we try things? By flicking a switch, we can indeed turn the lamp on;

there being light. We have confirmed the conjecture empirically. This is straight-

forward, as the relationship between action and reaction is essentially deterministic,

and in case of doubt we can simply retry. If we want to know whether switching the

automatic transmission of our car from S (sporty) to E (economy) actually leads to a

reduced gasoline consumption, things are already getting a bit more complicated; as

the effect is not instantaneously visible (albeit possibly audible, but sound is not a

direct measure of fuel consumption but merely, at best, an indicator or proxy

variable) and it is also quite likely more confounded. Confounders might be our

driving style, the outdoor temperature, and the route we take. Due to the more

complicated, causally interwoven factors influencing our car’s fuel consumption,

which we might choose to view as being at least partially, but more likely mostly,

probabilistic by their nature and mode of action, and due to the gradual rather than

all-or-nothing effect (as with the lamp), we are this time quite unlikely to get away

with only one trial. We will need to retry, and finally, after a few weeks, to

aggregate the consumption data that we obtain from test driving periods with and

without the transmission set to E, using some statistics maybe. The good news is

that we do not really have to worry much about a complicated study design and

about sequence effects, or about the need to use a brand new car for every driving

period. A car is a car after all, and it should largely respond as any machine does, in

accordance to the parameters set, essentially irrespective of its mileage differing or

not by a few thousand.

With respect to generalizing the findings of our trials so far, we do not have

much of a problem either. Switching light switches and setting automatic trans-

missions to energy saving will, in the vast majority of cases, lighten up rooms and

reduce fuel consumptions respectively. Things get tougher though when what we

try does not relate to objects but to subjects, i.e., to human beings. As mentioned

above, the methodology of clinical trials has been, and still is, most developed in

therapy research, which is why this is where we will start, before moving on to

research on consumer products.

Trying something in humans is much more difficult than trying a light or a

transmission. Take a fictitious novel migraine pill for example. Based on the 2003

National Health Interview Survey, US migraine prevalence was 8.6% in males and

twice as high in females (17.5%), with prevalence peaking in the late teens and 20s

and around 50 years of age (Victor et al. 2010). A lot of research has been

conducted on biological, psychological, and environmental risk factors and mech-

anisms. For example, there is evidence that in about one out of ten migraine patients

the headache is associated with weather conditions (Hoffmann et al. 2015). Could

we simply pick, for example, a female 60-years old weather-sensitive migraine
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patient and try the pill with her?What might happen is that the pill would relieve the

headache on the first migraine day while on the subsequent episode, even four pills

would have no effect. In addition consider that, had we picked another patient, one

pill could have worked on both occasions—or on neither of them. Now, does the

pill work or not? This is impossible to say from the data obtained by our trial so far,

as obviously how humans respond to the same exposure can widely differ, both

across individuals and occasions. The epidemiology of migraine already points at

different subgroups and possibly different subtypes of migraine, related to sex, age,

and possibly weather sensitivity. Thus, if we want to know whether in general say

two of the novel pills relieve migraine headache, we can obviously not restrict

ourselves to a particular patient (or two), as even for our one patient the pills might

not work the same all the time. Rather, in order to be able to recommend the pill to

all adult migraine patients (i.e., to generalize our findings to the whole target

population of adult migraine patients), we need to investigate a whole sample of

them, making sure that not all of our study sample is female and/or older than

30 years of age, as this would imply missing out on men and/or younger patients.

There are other questions we have to address when we plan our trial. How do we

find the patients to participate in the trial? Sometimes there are attractive methods

that allow to conveniently fill the sample. For example, one could contact the

members of an online migraine support group that discusses their sensitivity to

weather conditions. While those patients might be quite motivated to participate,

this particular way of recruitment might select migraine patients that are not

representative of the whole population of migraine patients—as their migraines

are likely to be related to weather conditions whereas the majority of migraine

patients’ headaches are not. Also, the particular way of recruitment can lead to other

differences, both known and unknown, between the study participants and the

whole population of migraine patients. Also, should we provide pills on some

migraine days but not on others, and then compare the headache levels between

the two types of days? We could, but what if pills per se (i.e., irrespective of their
contents) would have an effect on migraine? One never knows. The problem is

indeed ubiquitous and referred to as placebo effect. If in our weather-sensitive study

sample the placebo effect of two white pills would be particularly strong, we might

conclude that the presumably active compound that is contained in the pills would

generally be efficacious, where it in fact is not. Could we mitigate this problem by

sometimes using a second set of identical pills that do not contain the compound,

and keep very careful track of which kind of pills were taken, when, and by whom?

We could. We could also split the total study sample upfront into two halves and

provide the active pills to one half and the placebo pills to the other. Of course, we

then would have to take precautions that the severity of migraine would be equally

distributed across the two groups, as well as other factors that could potentially

influence the response to the pills. Such factors include, but are not restricted to, the

duration of the disease, weather sensitivity, and age of the patients. Also, we would

be better not to tell our sample what kind of pills they take, as otherwise we could

introduce a differential placebo effect, most likely stronger in the active pill group.

Thus, we should keep the patients blind with regard to what kind of pills they
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receive, and even better also the study personnel, to avoid any sort of unforeseeable

influence (bias). Such a double-blind strategy can be implemented by randomly

allocating the type of pill (active vs. placebo) to each patient, and to make sure that

the groups are of equal size, we can deploy block randomization. Randomization

also reduces the chances of having, for example, migraine severity or some

unknown pill response predisposition differentially distributed across the sub-

groups. For these advantages, most clinical trials are actually designed as random-

ized clinical trials.

What this illustrates is that trialing something (i.e., some external intervention of

interest, as the pill in this example) with respect to some outcome (relieve of

migraine headaches) in some specified group of people (defined by inclusion- and

exclusion criteria, as adult patients with migraine but not with other types of

headaches in our example) is quite a bit more challenging than testing whether a

light bulb can be switched on or gasoline can be saved by changing the transmission

settings. Some careful thoughts are needed with respect to the target population and

how the study sample can be recruited from it in an unbiased manner, and how the

intervention of interest is planned and administered, so that the study results even

have a chance of being conclusive with respect to the research question. Clinical

trials thus require meticulous design, planning, and execution, and the devil is

definitely in the details. And there are many more details to consider than those we

have just lightly touched. For the taste of it: How, by the way, do we measure levels

of migraine headache and its reduction in a reliable manner? Pain is a private event,

and there is no direct and objective access to it, like for example to body temper-

ature through a thermometer. This being so: could we simply switch to body

temperature as our effect measure? We could. But it would not be meaningful.

Temperature is not a valid surrogate endpoint for migraine pain, even if it can be

measured at a high level of precision; in fact, it is a meaningless biomarker in this

context, and measuring it would tell us absolutely nothing about the efficacy of the

pill for relieving migraine headache. Some further thoughts must be given to even

more details of the study, like study duration: We could, for each patient, only treat

and record one migraine episode. However, it would probably be more relevant for

assessing the value of the pill if we would extend the treatment over a few months

and then look at the overall results—which of course raises the issue as to how to

integrate the findings from each individual episode. But then, would it be ethical

and/or scientifically smart to compare the novel pill to a placebo, or would it not be

a more reasonable approach to compare it with some existing therapy? If so, should

we attempt to demonstrate that the new pill is indeed better (superior) to the existing

one (the active comparator, in clinical research parlance) or would we be satisfied

with showing non-inferiority? We also must plan the statistical analysis of the study

data and, related to this, decide on the expected size and variability of the treatment

effect(s), considering of what magnitude such effects would need to be for them

being of any clinical relevance, and how many patients we should consequently

include in our study to make it sufficiently likely to find the expected effect when it

actually exists. And so on.
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As this short outline clarifies, designing good (i.e., conclusive) clinical trials is

cumbersome and requires profound knowledge, specific skills, experience and

diligence, let alone the huge amount of logistical planning and operative work for

the execution of the study, its documentation and quality control. Also, studies

conducted in humans require a lot of prerequisites, including the demonstration that

the product, or pill in our example, we want to assess is produced against well-

defined quality standards, evidence that the new drug is safe to take and that the

dose is reasonably chosen, approval of the study protocol by an ethics committee

and of course informed consent of the study participants.

3 Historical Developments

The current conceptualization, design, conduct and analysis of clinical experiments,

as implemented in medicine, public health, psychology, research in education,

consumer research, and many other areas, is largely based on the twentieth century

works of the English geneticist and statistician Sir Ronald Aylmer Fisher and his

compatriot, the epidemiologist Sir Austin Bradford Hill. Fisher conducted agricul-

tural field research and considered rigorous experimental design as the basis for

drawing valid inference on probabilistic hypotheses regarding the causal impact of

the deliberate variation of experimental exposures/factors (like fertilization) on

experimental units (plots of land; Fisher 1925) in terms of measured effects (crop

yield). Fisher deemed randomization the cornerstone of experiments, to warrant the

unbiased allocation of units to experimental groups (conditions, treatments, factor

levels), so rendering all residual error in the data unsystematic noise, achieved

through asymptotically balancing all background variables across the comparison

groups, irrespective of whether or not these individual (baseline) covariates are

even known or measured. Potential confounders so prevented from being system-

atically associated with the experimental manipulation renders the latter the only

possible explanation of the observed effects. Aside from considering the distribu-

tional properties of the individual variables for the choice of the appropriate

statistical calculations, no further prior assumption or multidimensional statistical

model is needed. Rather, the “likelihood” (Fisher’s “p-value” of the statistical “test
of significance”) of observing in the “dependent variable” (Tolman 1932) an effect

of at least the measured magnitude under the assumption of the experimental factor

(“independent variable”) having no effect (“null hypothesis”) can directly be

calculated. From an epistemological point of view, Fisher had proposed a probabi-

listic inductive inference method for concluding on a causal effect of the experi-

mental manipulation, by rejecting the opposing null hypothesis with a quantified

likelihood of this conclusion being erroneous. Even though it is not of particular

importance for the issues here addressed, it should be noted that the current practice

of frequentist statistical testing largely reflects a range of variants of inconsistent

amalgams of Fisher’s significance test logic and the method of hypothesis testing
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proposed by Neyman and Pearson (1933), and that neither party had ever intended

to merge the two methods.

The institution of the experimental design and analysis method in therapy

research is generally attributed to Austin Bradford Hill, who planned the first

modern blinded and properly randomized controlled trial (RCT) on the effects of

streptomycin in patients with pulmonary tuberculosis (launched in 1947 by the

Medical Research Council in the UK; MRC 1948). Probably less well-known, it

was also Hill who, seemingly in 1955, coined the expression “intention-to-treat”

(Lewis and Machin 1993), which will be addressed in more detail below. As not all

research questions on matters of human health relate to therapy effects and thus

often cannot be addressed through experiments (which are in many circumstances

impractical, irrelevant, unreliable, unethical, or a mixture thereof, coupled with the

notorious issue of the questionable generalizability of experimental findings to the

real world), Hill was strongly engaged in observational research and methods

development. Based on a case-control study in patients from 20 hospitals in

London, conducted together with Richard Doll, Hill concluded that smoking was

an important risk factor for lung cancer (Doll and Hill 1950), a finding subsequently

confirmed by the seminal prospective British Doctor’s cohort study which started in
1951 (Doll and Hill 1964). This etiologic endeavor, which included more than

40,000 physicians and measured chronic disease risk factors and long-term health

outcomes, was indeed far beyond the scope of an experimental design. Hill was

well aware of the methodological challenges of observational studies related to bias

and confounding. In 1965 he proposed “viewpoints” (sometimes denoted as “Hill’s
criteria for causation”) to consider in order to facilitate drawing inductive causal

inferences based on observational data. While John Stuart Mill, 1843 in his System

of Logic, had previously suggested methods of induction in the context of exper-

imental data, no such an attempt had yet been made for observational data (Morabia

2013).

With the Nuremberg Code, written in 1947, and the Declaration of Helsinki,

established in 1964, the framework for conducting clinical trials was defined, with a

focus on protecting the rights and wellbeing of study participants by voluntary

participation, and setting standards like mandatory informed consent and the ability

to withdraw at any time from the study. In spite of the watershed amendments to the

American Food, Drug and Cosmetics Act in 1962, which made RCTs a requirement

for marketing authorization of novel drugs and providing the Food and Drug

Administration with regulatory authority, acceptance of the experimental therapy

research approach increased only gradually after the Second World War. Opposi-

tion towards RCTs by clinicians was driven by traditions of viewing medicine as

mainly experience-based and largely grounded in clinical judgment, a widespread

lack of statistical understanding, and ethical concerns against placebo arms. In his

memoires, Hill (1990) pointed out that he carefully avoided using the word “ran-

domization” in the streptomycin-trial study protocol, in order not to raise opposition

from collaborating physicians. The increasing acceptance of experimental studies

on treatment benefits, up to the present where the method has gained the status of a

“gold standard” (cf. Cartwright 2010), occurred in the 1970s, promoted by the
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formation of the evidence-based medicine-movement, materially pioneered by

David Sackett, who co-initiated the Cochrane-Collaboration. The collaboration

was named after the Scottish epidemiologist Archibald Cochrane, whose preoccu-

pation with closing the gap between what is known versus what is actually done in

clinical medicine and his lifelong call for RCT-based substantiation of any medical

intervention’s benefit outweighing its harm was thereby acknowledged. As was the

case with RCTs, evidence-based medicine was initially not easily accepted by all

parts of the medical establishment (e.g., Grahame-Smith 1995).

To help clinicians critically appraise the accumulating published evidence on the

benefits of therapies, Sackett (1989) had developed a first design-focused hierarchy

of evidence with “large randomized trials with clear-cut results (and low risk of

error)” on top of the hierarchy (p. 38). This and subsequent study-design evidence

hierarchies led to some confusion, as the logic originally proposed for therapy

studies was not infrequently simply generalized to other domains, including diag-

nostic and prognostic research, even though RCTs can, for example (as briefly

indicated above), contribute little or nothing to etiological research on chronic

disease risks. This has been clearly pointed out early on by Sackett and others,

but has not always been considered carefully. Sackett and Wennberg (1997) wrote

(p. 1536): “Evidence based medicine is not restricted to randomized trials and meta-

analyses. It involves tracking down the best external evidence with which to answer

our clinical questions. To find out about the accuracy of a diagnostic test, we need to

find proper cross sectional studies of patients clinically suspected of harboring the

relevant disorder, not a randomized trial. For a question about prognosis, we need

proper follow up studies of patients assembled at a uniform, early point in the

clinical course of their disease.” The widely believed misconception that RCTs

carry some special scientific weight in any context and would be necessary for true
(“hard”) science-based conclusions (cf. Worrall 2007) has recently been addressed

in a series of high-profile publications in medical journals (e.g. Ho et al. 2008), and

the message seems to be gradually reaching all clinical areas. For example, DeVries

and Berlet (2010), while pointing out the importance of high-quality RCTs in

therapeutic research, state that prognostic studies follow different criteria, as the

exposure variable being studied would not be researcher-controlled, cannot be

randomly assigned, and a RCT “is inherently not possible” (p. 207).

4 Epistemological Aspects

An underlying reason for the sometimes unclear weighing of RCT-based evidence

is possibly a lack of discriminating between the concepts of internal and external

validity (Campbell and Stanley 1963). Internal validity depends on the tightness of

built-in controls and essentially refers to the degree of certainty at which effects

observed in a particular study can be causally attributed unequivocally to the

experimental manipulation. This notion is reflected in Tolman’s dichotomy of

dependent and independent variables, reflecting the concepts of effects of causes
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and of causes of effects, respectively. It is clear from the rationale underlying

Fisher’s experimental method that for all non-deterministic cause-effect relation-

ships, well-controlled randomized experiments provide the highest level of inter-

nally valid evidence—at least as long as the analysis does not deviate from the

original study design, as for example in subgroup comparisons, where

randomization-based protection from baseline covariate imbalance is typically

lost. Obviously, high levels of experimental control are well in-line with

deductivism, rigorous hypothesis testing, and concerns about internal validity.

External validity is, in contrast, a very different concept, and tends to be “at

odds” with internal validity, although the latter is often considered the sine qua non
of the former (Campbell and Stanley 1963, p. 5; Steckler and McLeroy 2008).

External validity addresses the question as to whether research results can be

generalized to other, typically real-life contexts and populations. Due to the strict

and largely canonical error-prevention controls and restrictions that are applied to

maximize internal validity, external validity is the notorious Achilles heel of

experiments, including RCTs, in particular when research findings are to be

transported to conditions of usual clinical care practices. Many typical RCT fea-

tures aiming at maximizing internal validity and often referred to bluntly as

“rigorous” contribute to the problem of generalizability of study results. These

include highly selected patient samples free of comorbidities and concomitant

medications, high compliance levels, short study durations and more or less artifi-

cial and highly restricted settings and tight procedural controls. Even the best (i.e.,

most “rigorous”) RCT in the world, however, does not ensure infallibility nor does

it generate external validity without a strong set of assumptions regarding the

generalizability of the research to the real world. Thus utmost “rigor” (in terms of

maximized internal validity) and complete irrelevance (in terms of absence of

external validity) can easily coexist. Unless translated into specific hypotheses for

subsequent empirical testing (further research), other than with internal validity,

external validity cannot be achieved by rigorous adherence to methodological

standards built on deductive logic within a given experiment. As Gadenne (2013,

p. 5) has clearly pointed out, “the problem of external validity is the problem of

induction”. The complexity around the concepts of internal and external validity

points at the challenges related to assigning weights to sets of evidence provided by

different studies. It is obvious, however, that extrapolating study design-based

evidence hierarchies mindlessly beyond their contexts (e.g. clinical randomized

experiments to proof therapeutic concepts) and assuming their universal applica-

bility is careless and can result in fallacious inferences and misguided policy

decisions (cf. Rothman 2014).

Somewhat along the same lines as internal and external validity, the distinction

of the two therapy research aspects of efficacy (i.e., whether a treatment can in

principle work under ideal circumstances) and effectiveness (i.e., whether it will

work under realistic circumstances) was popularized by Cochrane (1972). In line

with the above considerations regarding internal validity, RCTs can, when certain

assumptions hold, be the ideal approach for assessing the efficacy of drugs (Gupta

2011), and they can then be analyzed through a simple comparison of average
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outcomes between groups, not further adjusted for covariates, to draw causal

conclusions on the efficacy of the experimental variation. As usual, the devil is in

the detail or, more specifically, in the assumptions that are needed to draw valid

conclusions from experimental results, in addition to more general requirements

(related to the Duhem-Quine problem of required auxiliary assumptions) that need

to be fulfilled (e.g. construct validity, measurement accuracy or adequate and

correct data processing and analysis). From a counterfactual point of view (first

introduced to biostatistics by Neyman 1923), determining the average causal effect

of the novel product (a therapeutic drug, for example) would require exposing each

study participant simultaneously only once to both exclusively the drug with the

active substance and an indistinguishable version without that substance (placebo),
which is impossible (reflecting what is sometimes referred to as the “fundamental

problem of causal inference”). In any factual experiment, participants must instead

be randomized to active treatment or to placebo/control. The potential outcomes

model (Rubin 1974) provides a conceptual and formal framework of causal infer-

ence, grounded in counterfactual logic and accounting for the inter-individual

variability of treatment responses. It provides coherent definitions to describe

causal effects as they occur in empirical research. These include individual as

well as average causal treatment effects and specifications of key concepts like

randomization, selection bias, confounding, or compliance, and allow one to state

conditions and to specify assumptions, under which factual statistics provide valid

causal treatment effect estimates.

A key assumption for drawing valid conclusions from experiments (cf. West

et al. 2008) is ignorability (unconfoundedness), implying that potential outcomes

are independent of the assigned treatment. Even though sometimes neglected,

ignorability depends on a sufficient sample size for randomization to play out.

Other important assumptions are stable unit treatment value (SUTV—based on the

absence of treatment variation across units and on non-interference of treatment

effects across units), exclusion restriction (any effect of randomization is transmit-

ted through the experimental exposure/treatment, which often implies the require-

ment of blinding of personnel and participants with regard to the allocated

treatment to avoid performance bias), full compliance (post-randomization adher-

ence to treatment regimen) and completeness (i.e., no missing data, including no

post-randomization sample attrition). Fisher’s agricultural research fits, unsurpris-

ingly enough, remarkably well with these “ideal experiment” assumptions, which

his methodology in fact requires to yield valid conclusions. While indeed plots of

land rarely exhibit noncompliance, this is not necessarily so with all types of

experimental units, particularly not with humans, irrespective of whether they are

subjects, patients, or consumers.
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5 Treatment Effects

Evaluating the effects of a treatment (e.g., a drug) in a blinded manner (mainly to

avoid differential ascertainment) based on an ideal RCT relies basically on com-

paring it statistically, with regard to an endpoint, directly (i.e., without statistical

adjustment) to some control treatment (e.g., a placebo). Under the assumptions of

all baseline characteristics being equally distributed across the comparison groups

through randomization to the novel (R ¼ 1) or control treatment (R ¼ 0), no

noncompliance, and no missing data, the experimental results are automatically

(i.e., without the need for any mechanistic understanding, theory, or additional

assumptions) turned into evidence of a causal treatment effect, i.e., an efficacy

claim—the core strength of the randomized-experimental method in terms of

internal validity. The mechanism of randomization renders the impact of the actual

treatment (i.e., of A ¼ 1 as compared to no treatment or to an alternative treatment,

A ¼ 0) on the potential outcomes Y(A ¼ a) “ignorable” and participants

“exchangeable” across groups (Rosenbaum and Rubin 1983), i.e., Y(a)⊥A. Ideal

RCT is, however, a rather simplistic concept, as in real clinical trials compliance of

study participants and completeness of data is rarely one hundred percent. This

raises questions on how to deal with non-compliant participants (even treatment

crossover might occur, meaning that patients randomized to the experimental

treatment may have received (and actually taken) the control medication, R ¼ 0,

A ¼ 1, or vice versa, R ¼ 1, A ¼ 0) and incomplete data.

The intuitive response to broken randomization due to noncompliance (Ai 6¼ Ri

for some individuals i) and missing data would be to simply restrict the analysis to

compliant patients with complete records. This “per-protocol” analysis strategy can

provide “proof” of a therapeutic effect by answering the “can it work” (somewhere)

question (cf., Cartwright 2011), i.e., for a specific outcome (Y), study and context,

by demonstrating that here the outcomes were more pronounced in patients treated

with the novel treatment than in those treated with the control treatment,

i.e. E(Y|A ¼ 1, R ¼ 1)>E(Y|A ¼ 0, R ¼ 0), which corresponds to estimating

efficacy as it might occur under ideal circumstances (Fig. 1).

Unfortunately, per-protocol effect estimates can be biased, as the contrasted

groups are not any longer solely based on randomized treatment allocation, but also

on post-randomization compliance. As factors that determine compliance can also

influence the treatment effect (or can, in turn, be influenced by compliance and

treatment effect), the magnitude of the association between type of treatment and

effect can be confounded by such factors. The apparent benefit of the treatment can

therefore be biased (typically overestimated), as the target population would be

composed of a different, possibly less responsive and/or tolerant case mix than the

per-protocol study population. While a per-protocol analysis does not require

analyzing the details of noncompliance, it does bear the risk of introducing (self-

selection) bias as the ignorability assumption cannot be maintained, and rigidly

dismissing incomplete or noncompliant records always implies a loss of informa-

tion and power. Also, when otherwise protocol-adherent records have missing data
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only in variables of minor importance or if missingness can be assumed being

completely at random across participants, then excluding such records from the

analysis is not a very convincing strategy.

Thus, it might be considered preferable to analyze participants according to the

treatment that they have actually received, i.e., according to the “as-treated”

analysis strategy, aiming at demonstrating a treatment effect on outcome Y in a

specific study and context by showing that E(Y|A ¼ 1)>E(Y|A ¼ 0). As-treated is

the only viable analysis of non-randomized (observational) cohort studies, and

RCT-based safety data are usually also analyzed according to treatment received.

Also, as-treated is the standard approach for analyzing preventive vaccine trials

(Hudgens et al. 2004). When randomization cannot be relied on (or is absent in the

first place) it is usually attempted to establish conditional exchangeability, i.e.,

Y(a)⊥A|C by conditioning the effect estimation on measured potential confounders

(C). Conditioning can be achieved by some form (or combination of) adjustment,

stratification, standardization, or matching. In order to correctly specify actual

treatment (exposure) groups, an as-treated analysis necessitates the need to analyze

the details of noncompliance with regard to whether treatment has simply not been

Fig. 1 Generic randomized two-arm parallel group therapy superiority study example, assuming

one-sided non-compliance (patients in the control group are assumed not having access to the

novel treatment). Half of the sample is randomized to the novel treatment (R¼ 1), the other half to

the control treatment (R ¼ 0). There is a chance that the observed treatment effect is biased by

non-compliance, as 25% of the patients randomized to the novel treatment actually take the control

treatment (R ¼ 1, A ¼ 0). There are three options to assess the effect of the novel treatment:

(i) Taking into account both randomization and compliance—the per-protocol analysis;

(ii) ignoring randomization—the as-treated analysis; (iii) ignoring compliance—the intention-to-

treat (ITT) strategy. In an ITT analysis, patients are analyzed according to their randomized

treatment, irrespective of whether they take it or not
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taken, has been taken, but not according to the protocol, has been replaced

(or supplemented) by alternative treatment(s), the correct dosing and timing of

the treatment has been followed, and whether possibly physicians were

noncompliant as well. The details of this pre-analysis depend to a large degree on

the particular research question and circumstances, including whether or not com-

pliance was measured in the control group and whether or not the active drug was

accessible to the control group or some (active) control treatment was accessible to

the treatment group. The likelihood of such complications is increased in large,

long, and complex studies, in non-prescription settings, when the treatment under

investigation is already on the market, under open-label treatment, and when the

study is ambulatory rather than conducted in confinement.

Another classic response to protocol violations is to abstain from comparing

groups according to the treatment actually received, but according to the intention-

to-treat (ITT) principle. ITT analyses compare all participants according to the

group to which they were randomized. Even though the approach is generally

straightforward, in reality methodological problems are often encountered, as for

example the need to deal with missing outcome data when participants are lost to

follow up. As previously with the RCT methodology in general, the ITT approach

faced considerable opposition, in particular by clinicians. This might have possibly

been related to the need to statistically treat noncompliant patients as if they had

taken the investigational drug, which from a clinical point of view could indeed

appear being a “bizarre assumption” (Sheiner 1991, p. 4). Again like with RCTs,

ITT is to date often referred to as a “gold standard”, and sometimes—less

flattering—as having become gospel (Salsburg 1994). In 1990, the International

Conference on Harmonisation of Technical Requirements for Registration of Phar-

maceuticals for Human Use (ICH), in which regulatory authorities of Europe, Japan

and the United States and experts from the pharmaceutical industry participate, set

out to harmonize regulation on the evaluation of medicinal products for market

approval. Their 1996 E6 Good Clinical Practice guidance on clinical trials to

demonstrate efficacy and safety of medicinal products acknowledges the role of

statistics in trial design and analysis, which is detailed in the E9 guidance aimed at

harmonizing the principles of clinical trial statistical methodology. It supports (ICH

1998, p. 28) the “intention-to-treat ideal” and states that “Preservation of the initial

randomization in analysis is important in preventing bias and in providing a secure

foundation for statistical tests. In many clinical trials, the use of the full analysis set

provides a conservative strategy. Under many circumstances, it may also provide

estimates of treatment effects that are more likely to mirror those observed in

subsequent practice.” The authors of the Consolidated Standards of Reporting

Trials (CONSORT; Schulz et al. 2010) recommend ITT analysis of parallel group

RCTs for unbiased treatment effect estimates. Similarly, the Cochrane Collabora-

tion (Higgins and Green 2011, Sect. 16.2.1) points out that “ITT analyses are

generally preferred as they are unbiased, and also because they address a more

pragmatic and clinically relevant question.” Modifications of the ITT approach,

e.g. by excluding, after randomization, patients that were misdiagnosed or never

72 R. Weitkunat



had received any treatment, have been criticized for possibly introducing bias

(Montedori et al. 2011).

From a causal effect estimation point of view, ITT is a form of instrumental

variable analysis. In fact, the instrument (randomized treatment allocation) satisfies

the key prerequisites for the validity of an instrumental variable (Greenland 2000),

i.e., it is clearly linked to the actual treatment, but is unrelated to observed or

unobserved prognostic factors as well as to the outcome (other than through the

actual treatment; “exclusion restriction”, i.e., Y(R,A) ¼ Y(A)). In this case, any

confounding of the association between actual treatment and outcome is rendered

irrelevant with respect to the association between the instrument (randomization R)

and the potential outcomes, i.e., Y(a)⊥R. The reason is, based on causal-analytical

considerations (Greenland and Pearl 2011), that the backdoor-path from the out-

come to the instrument is blocked by the actual treatment, on which the effects of

randomization and potential confounders collide; unless (incorrectly so), the ITT

effect estimation would be conditioned on the actual treatment, which would open

the backdoor path and (re)introduce confounding.

As pointed out above, the ITT principle to analyze the data of all participants as

randomized has gained the status of the de facto standard (or even “gold standard”;
Armijo-Olivo et al. 2009) for the primary analysis of randomized superiority

clinical therapy trials and is broadly supported by regulatory and other authoritative

bodies (Ten Have et al. 2008). There are downsides, however. The counterintuitive

aspect of ITT is to some degree supported by an inherent asymmetry, which is that a

treatment might be efficacious without being effective (due to a large nonadherence

level). From this it can be deduced that an analysis which is exclusively based on

ITT cannot provide sufficient insight into treatment effects. This is related to the

fact that an ITT estimate, while avoiding confounding by self-selection through

ignoring compliance, is by no means independent of compliance. In superiority

settings, ITT estimates of treatment effects are being increasingly biased towards

the null, i.e., diluted (compared to compliance-based estimates) as noncompliance

increases. The simplicity of conducting an ITT analysis is largely restricted to

parallel-group superiority designs, while deviations (e.g. crossover-designs) pose

substantial conceptual and methodological problems. Moreover, for safety analyses

ITT appears to be generally inappropriate (Robins and Greenland 1994). When

post-randomization drop-outs occur, the ITT approach obliges some form of

adjustment to avoid selection bias due to differential loss to follow-up. One of the

simplest and most frequently applied forms of adjustment is by simply replacing

missing outcome data points by the last known value (LOCF) of the participant.

Although this is often considered to be a very conservative approach, it can

introduce bias in either direction and always leads to overestimating the precision

of the ITT effect estimates (Altman 2009). Under open-label conditions, the

assumption that ITT provides pure estimates of effects of treatment offer/allocation

does not hold anymore, as expectation effects can then introduce bias (e.g.,

Rosenthal, Hawthorne, and/or placebo effects). Due to the dilution of treatment

effects by extending the assessment to noncompliant participants, ITT effect esti-

mates are usually smaller than those of per-protocol and as-treated analyses, which
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increases the likelihood of underestimating or even failing to confirm a real effect

(increased false negative/type II error rate). As a consequence, the conservativeness

of ITT, compared to per-protocol and as-treated, does not extend to non-inferiority

or equivalence studies, where it tends to favor equality of treatments and therefore

to increase the type I (false positive) error. This becomes evident in a hypothetical

study where perfect equivalence would be guaranteed under complete

non-compliance of all study participants, at least as long as no additional success

criterion (e.g., a minimal effect magnitude) is implemented. Even in superiority

trials, to warrant external validity (generalizability, transportability) of ITT esti-

mates, the assumption of similar levels and patterns of noncompliance under study

and real-world conditions is required to hold.

Probably more importantly, however, the ITT approach addresses a different

research question than non-ITT approaches. While per-protocol provides answers

with respect to the effect of receiving a treatment as assigned to and in line with the

protocol, and as-treated on the effect of receiving a treatment (irrespective of

randomization and protocol-adherence), both are providing efficacy measures

aiming at explaining effects. In contrast, ITT aims at quantifying the effect of

being assigned to a treatment, regardless of whether it is received. ITT therefore

does not address treatment efficacy and clinical meaning, but rather pragmatically

quantifies the effectiveness of treatment allocation. This has in fact been considered
an asset with regard to similarity to the real-world clinical practice and its value for

informing policy decisions. However, the properties of RCT-based ITT estimates

need to be handled with great care and assessed in context, in particular when

comparing them to results from observational studies. An example is the contro-

versy on the impact of hormone replacement therapy on the risk of coronary heart

disease, where an observational cohort study (the Nurses Health Study) looking at

more than 30,000 postmenopausal women suggested a substantial risk reduction,

which was not confirmed by two subsequent RCTs (cf. Tannen et al. 2008). As

Hernán et al. (2008) demonstrated, the results from the observational study esti-

mated a different effect in a different population, and when reanalyzed by calcu-

lating an ITT-analogue effect in the sub-cohort of new hormone users and

accounting for time since menopause and length of follow-up, the apparent dis-

crepancies vanished.

While the conservativeness of ITT is often considered a major advantage, as it

would protect against overestimating therapy effects, this very property might

increase the risk of seriously disadvantageous public health strategies. Feinman

(2009) has illustrated this point based on data from the Artery Bypass Surgery trial

(Newell 1992). ITT analysis suggested a modest mortality advantage of surgery

over medical treatment (5.3% vs. 7.8% mortality, respectively), while per-protocol

and (more pronounced) as-treated showed a more than twofold higher mortality

under medical treatment. An indifferent clinical practice regarding the therapy

decision, in-line with the ITT results, might miss out on the potentially highly

relevant option of embarking on an orchestrated action plan that would aim at

allocating as many patients as possible to surgery. Not doing so effectively implies

assuming that noncompliance rates and patterns cannot be influenced and will

necessarily remain at what had been seen in the trial.
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6 Consumer Products

In the medical world, treatment allocations are to a large degree made by clinicians,

and patients are largely restricted to following this external allocation; they are in

need of therapy and are being made an offer that they cannot easily decline. Thus,

randomization appears to be an appropriate model of the external real-world. This is

reflected in Fig. 2a, where the typical situation for an RCT on a therapeutic drug is

summarized prior to the drug being marketed. Study participants selected from the

target population in accordance with pre-specified inclusion and exclusion criteria

are randomized to the novel drug (R¼ 1) or to some comparator (R¼ 0). If there is

Fig. 2 Basic causal diagrams of (a) pre-launch effects of therapeutic drugs or consumer products

in randomized parallel-group studies, of (b) clinical practice effects of prescription drugs, and of

(c) in-market effects of consumer products. In the drug-therapy context, a close structural match

between pre-launch clinical therapy research and post-launch clinical practice of components S,

P, R, A, C, and E, to be justified on a case-by-case basis, provides support for the generalizability

of the in-study findings (external validity). In consumer product contexts, the correspondence

between pre-launch research and post-launch market is far more questionable, in particular with

regard to the absence of external product allocation (component R) in consumer product contexts
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(i) no access to the novel product in those randomly allocated to the control group,

i.e. a zero probability of actually taking the novel product, Pr(A ¼ 1|R ¼ 0)¼ 0,

(ii) allocation to either group is equally probable through Pr(R ¼ 1) ¼ 0.5, and (iii)

in-study exposure occurs in a double-blind and non-discriminable manner, then the

effect in the study sample is essentially a function of actual treatment (exposure)

and, as pointed out above, compliance.

By comparing this with Fig. 2b, denoting the situation after the therapeutic drug

is on the market and can be prescribed by doctors, it becomes clear that the causal

relationships are quite similar. The in-study randomization (R) corresponds to the

post-market allocation of the drug by the doctor (D). All things being, while not

fully equal but largely comparable, it can be expected that the study results have a

good potential of predicting the real-world effectiveness of the drug once it is being

marketed. Of course, in order to generalize study effects to real world effectiveness,

the requirement of C1¼C2 is critical: If real-world adherence to prescription differs

from in-study compliance, then the study simply does not reflect the real world in

that respect, and the in-study findings cannot accurately predict the post-market

situation.

Transposing the above from pharmacotherapy to consumer product clinical trial

settings is difficult. The first problems become evident when it comes to sampling

study participants. In any research area, for generalizability, a study sample is

required that represents some specific real-world population of interest. Conse-

quently, a prerequisite of any study is that by some adequate selection mechanism S

on a certain target population, a representative sample of participants P is included

in the study, i.e., a sample having the same joint probability distribution over all

relevant variables as the target population. Identifying and selecting participants

into high-quality RCTs is in either case based on prudently defined procedures and

inclusion/exclusion criteria. Drug trials typically build on the additional criterion of

a confirmed medical diagnosis as well as related restrictions regarding

co-morbidities and concomitant medications. Also, in particular when patients

expect to benefit from the novel treatment, participation rates, i.e. Pr(P ¼ 1|

S ¼ 1), are likely higher than when consumer products are tested for which

potential study participants feel no immediate need. Target populations of drug

trials are therefore likely to be more narrowly defined than those of consumer

product trials. This implies that the representativeness of therapy study populations

tends to be better warranted than under consumer product premises. When the rate

and severity of adverse events under novel drug treatment is low and a lack of

effects is not easily discernable by patients in the control group, compliance, i.e. Pr

(A ¼ R), might in general also be higher in drug as compared to consumer product

trials.

Some consumer products aim at alleviating symptoms and conditions (like a

cream aimed at moisturizing dry skin or a standardized diet, fitness program, or

massaging device to address obesity). However, most health-related issues that are

linked to consumer products are related to whether or not the use of (or exposure to)

a certain consumer product is associated with improved wellbeing (rather than
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disease proper), or with increased or decreased risks of future adverse health-effects
in currently healthy consumers. The range of consumer products and product

categories that may be subjected to health-related research questions is quite

broad and fuzzy, bordering on matters of lifestyle patterns, “alternative therapies”,

and over-the-counter drugs. Examples are specific diets, certain fast-food items,

snacks, ready-made nutrition products, sugar-enhanced soft drinks, functional food

supplements, fitness programs, cosmetic products, sunglasses, alcoholic beverages,

bicycle helmets, toothpaste, or tobacco products such as cigarettes. Depending on

the type of consumer product tested in an RCT as outlined in Fig. 2a with regard to

its health-impact, the feasibility of blinding or concealing the actual exposure is

very likely generally lower (and often non-existent) than in a typical pharmaco-

therapy context. Also, the access to the (active) control product, which may already

be on the market and then is typically freely accessible, depends very much on the

study design, duration, and procedures. If the study is conducted in an ambulatory

manner, all study participants typically would have access to the control product

(other than in research on prescription drugs). For tobacco products, for example,

this implies that all (presumably adult) noncompliant study participants randomized

to the novel product (e.g., a candidate modified risk tobacco product, MRTP) would

be able to obtain and consume the control product (e.g., conventional cigarettes),

whereas the reverse would not be possible, as long as the novel product would not

be on the market.

A key aspect of transposing research concepts from pharmacotherapy to con-

sumer products is that prescription drugs are just that: prescribed, i.e., externally

allocated. Even when consumer product RCTs follow the principles of a pharma-

cotherapy trial as laid out in Fig. 2a, pretty much the opposite of external allocation

takes place under consumer market conditions, with largely unmediated and

unrestricted product access through self-selection, i.e., consumer-internal product

exposure allocation (Fig. 2c). Compared to the clinical practice world of prescrip-

tion drugs, in the post-market consumer product world there are typically no

diseases, no doctors, no treatments, and no patients, and products are not prescribed

but freely chosen. The lack of anything only barely resembling prescription renders

ITT and per-protocol based effect estimates meaningless, as there is nothing in the

consumer product world that would correspond with the underlying concepts; all

there is in the post-launch consumer product world is actual use (cf. Weitkunat et al.

2016, for a more detailed assessment of ITT estimates in the context of consumer

product trials). In order to render an RCT-based as-treated effect estimate a valid

predictor of the effect of actual use in the consumer market, it would be required

that S, P, C, A, and E are identical under study and market conditions. As a

comparison of Fig. 2(a) and (c) clarifies, this essentially necessitates that

R1 ¼ S3, i.e., that the self-selection to A ¼ 1 and A ¼ 0 under consumer market

conditions is an unbiased version of what would be achieved by randomization.
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7 Allocation vs. Preference

How can the problem of in-RCT randomization possibly not reflecting in-market

self-selection in consumer product research be consolidated? It appears that

accounting for consumer preferences is at the core of the issue. Even in the context

of therapy research, concerns have been raised against randomization when exter-

nal treatment allocation conflicts with patient preferences. In particular in contexts

of impractical or incomplete blinding, external but also internal validity may be

compromised through preference-related recruitment and compliance (King et al.

2005), and consequently preference-incorporating study designs have been pro-

posed (e.g. Brewin and Bradley 1989; Zelen 1990; Wennberg et al. 1993).

Irrespective of its relevance in therapy research, considering preference in the

design of consumer studies might provide a possibility to reconcile randomization

with relevance to and correspondence with the real world. By randomizing not the

allocation to a certain product per se, but rather (as in the preference arm of the

Wennberg et al. design) the option to choose a novel product to replace a previously

used comparator product, the consumer market situation would be mirrored by the

study design. Data obtained from this randomized choice option (RCO) design

would lend themselves to an ITT-analogue analysis, which could be denoted as

option-to-use or (for the sake of terminological similarity) intention-to-use (ITU)

analysis. What ITU would estimate is actually the effect of offering a consumer

product in a consumer market—something that cannot be achieved by an ITT

analysis which is based on participants being externally allocated to a certain

product through direct randomization. As with ITT in the therapy-research context,

ITU would have the advantage of being randomization-protected against

confounding by baseline variables, which of course requires analysis strictly

according to randomization, irrespective of actual product choice. A critical pre-

requisite of ITU to provide valid effectiveness estimates is evidently the correspon-

dence of in-study and real-world self-selection patterns and levels, which is in fact a

rather strong assumption, although it can in principle be validated after the product

has been launched by comparing in-study users with in-market consumers of the

novel and of the comparator product. In addition to effectiveness (through ITU

analysis), efficacy can be estimated from RCO data by analyzing actual use (AU)–

outcome associations in the choice-option arm, necessarily by accounting for

potential confounding (which corresponds to a classical observational cohort

study).

From a practical point of view, the RCO design has the advantage that only those

participants who are randomized to the product choice option need to be informed

of the novel product, whereas the control group would reflect a market to which the

novel product would never have been introduced. In addition, the RCO design

provides use prevalence rate estimates based on real volitional behavior rather than

solely relying on proxies of behaviors, like attitudes or intention-to-use declara-

tions. As it may be adequate in many contexts to randomize a distinctly smaller

number of consumers to the no-choice-option condition, the efficiency of an RCO
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design is likely comparable to a traditional RCT with direct (individual-level)

randomization to a certain product. It appears worthwhile to point out that reversing

the order of RCO events by first selecting participants based on their preference for

the novel product (or, a weaker variant, their willingness to being randomized to it),

while possibly leading to higher in-study adoption and compliance rates, will not

achieve the same study-to-real-world correspondence and will lead to a very

different (i.e., preference-selected) sample of participants (even though the

ITT-analogue effect of product use allocation in those preferring the product can

then be estimated, under the usual randomization-based protection from baseline

confounding). A sensible extension of the RCO design appears to be adding a

second randomization step to the scheme, allocating participants of the choice

option arm who had previously expressed their preference for the novel product

to actual product access versus to no access. Estimating the ITU effect of offering

the product as well as estimating the AU effect would still be possible (by a slightly

more complicated combination of the comparison groups), but now also a

randomization-protected product effect could be estimated in those choosing the

product offer and having versus not having actual access to the product.

8 Real World

Although it is often claimed that ITT would provide an effect estimate reflecting the

real-world effectiveness of an intervention, this must, even under circumstances

where the underlying logic applies, not be confused with population health impact

estimation; ITT is restricted to quantifying effectiveness at the individual level. To

quantify population-level effects, population impact measures are required, which

can be based on estimates of the risk (cumulative incidence or prevalence) or rate

(incidence rate) difference between the actually exposed and unexposed study

groups. To estimate the population attributable risk (PAR), this risk difference

(or attributable risk) is multiplied by the proportion of the total population that is

actually exposed (i.e., is actually taking the drug that is investigated, or is actually

using the consumer product under consideration). By multiplication with the

population size, the PAR can be converted to a headcount estimate. To obtain

valid PAR estimates, these calculations must be conducted in accordance with the

exposure and risk strata that actually occur in the target population. If, for example,

the impact of an exposure/therapy/consumer product on the outcome depends on

sex, age, dose, or other factors, then stratum-specific risks as well as stratum-

specific exposure prevalence estimates must be obtained in order to estimate the

integrative population attributable risk (cf. Weitkunat et al. 2015).

When the generalization of therapy study results to the target population as a

whole is assumed to be valid, then—in theory—a study-based ITT effect might be

considered being a valid estimate of the attributable risk as it will occur in the target

population, when the proportion of patients randomized to the drug in the study

corresponds to the proportion of patients that the treatment will later be prescribed
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to and when in-study compliance corresponds to clinical practice adherence pat-

terns and levels. Based on the considerations given to the generalizability of

findings from therapy RCTs to target populations, this is, even under very favorable

circumstances, a dauntingly long shot. For consumer products, it appears to be an

impossible one. Here, but probably also for drug contexts, a population health

impact assessment based on actual use effect estimates appears to be much more

logical. What is required are stratum-specific AU estimates, based on studies where

exposure-response data have been obtained for all strata (or contexts) of relevance,

in particular with regard to various levels of dose, as they occur in the real world, as

well as prevalence data regarding the size of all strata of relevance in the total

population.

Even though this is somewhat beyond scope, contemplating the logic of how to

analyze consumer product RCTs ultimately raises the question as to how useful this

design is in the first place. It appears that for biomarkers of exposure or other

objective short-term effects, the advantages of a randomized experimental approach

apply essentially in full, even though the usually unquestioned assumption of

baseline covariate balance being quasi-automatically achieved by randomization

is somewhat problematic with regard to a single RCT (cf. Worrall 2007). Whenever

the exposure period exceeds a few days or weeks, and whenever the outcomes are

more complex (including subjective and behavioral endpoints, let alone long-term

health outcomes), the question arises about what is actually being achieved through

randomization. Seligman (1995, p. 974) has voiced the concern that random

treatment allocation may be “less than useless” in mental disorder therapy research.

In such circumstances, the likelihood of protocol deviations, allocated exposure

contamination, and participants dropping out in a non-ignorable manner increases

markedly, and both efficacy and effectiveness become ambiguous concepts, imply-

ing that valid analyses of outcomes cannot be conducted without accounting for

post-randomization bias. Factually, the described complications render studies that

have been conceived as experiments essentially observational in nature, necessitat-

ing the application of bias-correcting analysis methods, rather than a simple (some-

times denoted “naı̈ve”) endpoint comparison across study groups. Such approaches

aim at establishing conditional independence through unconfounding and include,

by considering dynamic exposure as well as baseline and time-varying covariates,

adjustment, inverse probability of treatment weighting, stratification for actual use

patterns (irrespective of randomization), matching, propensity-score weighting

(or adjustment), instrumental variable analysis, marginal structural modeling, or

g-estimation (Schafer and Kang 2008, for an overview). According to Hernán and

Hernández-Diaz (2012) and Hernán et al. (2013), outpatient therapy RCTs on

effects of sustained interventions over long periods in real-world clinical care

settings (“pragmatic trials”) conducted in large samples tend to suffer from

non-differential noncompliance and sample attrition, and effectively become obser-

vational studies that require analyses beyond ITT; the authors suggest to analyze

them as observational studies. It might, depending on the degree of deviation from

the ideal RCT, indeed be more adequate to designate them as closed prospective

cohort studies with baseline randomization.
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To summarize: Clinical trials can contribute to consumer product assessment

and research related to the health and wellbeing of consumers. The methodology

was originally developed for and is most widely deployed in therapy research. It

cannot be simply copied for consumer product research. Rather, careful consider-

ation is required as to whether it can indeed provide sensible answers to the specific

research questions at hand. Many of the critical aspects of using clinical research

methods in consumer product research relate to the specific conditions of con-

sumer’s access to freely available products. Other than patients with serious

diseases, consumers usually do not have an inevitable need to use or consume a

certain product and their sovereignty to choose is largely unrestricted. Such differ-

ences have far-reaching methodological implications, including the meaning of

statistical data analysis strategies. To account for consumer preferences, behaviors,

and contexts, study designs may more likely than not need to be adopted or even

newly developed in rather unconventional ways. In general, planning and

conducting research must be guided by considering whether a specific set of

methods actually addresses the scientific questions at hand. Only then then col-

lected data can have meaning, i.e., can provide evidence.
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Epidemiological Product Assessment

Olivier Ethgen and Olivier Bruyère

1 Introduction

Policy makers and regulators have increasingly expressed an interest in obtaining

more safety data and guidance on the use of consumer products. A number of

concerns have been raised about the potential health risks associated with the

consumption of consumer products or exposure to some of their components. The

products that have received scrutiny cover quite a large range, including all sorts of

commercial products, home products, personal care products, children’s products,
and food products.

This increased interest has led to a greater emphasis on the use of observational

methods to understand the safety profile of products after they are marketed. With

the development of new technologies, increasingly available biomonitoring data

have provided evidence of widespread human exposure to large numbers of chem-

ical, microbiological, and physical agents. Epidemiological methods and studies

can contribute to assessments of the health risks posed by consumer products.

The objectives of this contribution are to introduce key notions of epidemiolog-

ical research and to show how these notions can be applied to consumer products.
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2 Epidemiological Concepts

2.1 Definition and Purpose of Epidemiology

Epidemiology is the study of the distribution of diseases and their determinants in

human populations (Silman 1995; Friedman 2004). The key principle is to compare

health-related events such as deaths, accidents, diseases, or injuries, between

groups of individuals that are exposed or not exposed to specific factors. Epidemi-

ology is not necessarily solely concerned with adverse health outcomes; it also

identifies positive health effects and assesses methods for improving and

maintaining health. Thus, the results of epidemiological studies can be used to

promote healthy behavior (e.g., physical activity or a healthy diet) or discourage

unhealthy behaviors (e.g., smoking, alcohol consumption, or a sedentary lifestyle).

Epidemiology plays a particularly important role in safety evaluations for

medicines. A classic example of how pioneering research has applied epidemio-

logic methods to safety evaluations is the discovery of the relationship between

thalidomide and limb defects in babies born in the Federal Republic of Germany in

the 1950s. In 1961, Lenz (1961) and McBride (1961) suggested a possible corre-

lation between congenital defects and the use of thalidomide during pregnancy. The

drug was removed from the market in Germany, and several other countries,

between 1961 and 1962. However, by that time, around 10,000 children had been

born worldwide that were affected by thalidomide. The thalidomide tragedy dra-

matically changed the way we currently assess the primary and side effects of

drugs. Prior to thalidomide, there were no statutory requirements for implementing

epidemiologic studies.

2.2 The Notion of Risk in Epidemiology

Risk refers to the probability of an adverse outcome over a specific period of time.

Risk is a quantifiable, but dimensionless concept. We may talk about the risk of

death or the risk of a heart attack, in general, but risk can vary with the time-period

under consideration. Therefore, it is essential to specify the period used to

assess risk.

A prerequisite for the quantification of risk is to quantify exposure to a so-called

risk-factor. This is not necessarily an easy task. Exposure may depend on the

characteristics of the factor of interest. The characteristics might include chemical,

radioactive, nutritional, environmental, occupational, or behavioral properties.

When the factor is a substance, exposure also depends on whether natural barriers

or specific equipment can be used to prevent exposure or mitigate the degree of

exposure. Exposure also depends on how the substance is adsorbed, metabolized,

and excreted by the body.
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Exposure can be defined by its intensity, its frequency (and duration), and its

route. There are multiple ways to categorize exposure (Table 1). The simplest

approach is dichotomous, where exposure is defined according two modalities

(yes/no or at least once/never). However, epidemiologists are usually more inter-

ested in comparing multiple degrees of exposure. Thus, they typically prefer to use

multi-modal categorizations, when possible and practical.

After an association is found, it is necessary to determine the extent of causality

between an exposure (cause) and the occurrence of an event (effect). This deter-

mination requires a great deal of effort from the epidemiologist. The Bradford Hill

criteria are used to assess evidence of a causal relationship between an exposure and

an event (Table 2). In particular, it is important to consider the temporal relation-

ship: the cause (i.e., the exposure) must precede the occurrence of the disease or the

event of interest. Although the timing might appear to be self-evident at first glance,

difficulties arise when exposures and outcomes are measured at the same time.

Finally, the exposed population (i.e., the “population at risk”) must be clearly

defined.

When an association is thought or proven to be causal, epidemiologists use the

term “risk factor”. Risk factors represent any product characteristic, individual

characteristic or behavior that can increase the likelihood of an event. Risk factors

are categorized as modifiable (e.g., behavior) or non-modifiable (e.g., gender, age,

ethnicity, genetics, or environment). Age is a risk factor for many diseases, but

some of the strongest risk factors are behavioral. Examples include an unhealthy

diet, smoking, alcohol abuse, or lack of physical activity.

Table 1 Different ways to categorize exposure

Categorization types Response types (Example: alcohol consumption)

Dichotomous (yes/no) At least once

Never

Rank Never

Very rarely (1 or 2 glasses per month)

Occasionally (1 or 2 glasses per week)

Frequently (every day)

Continuous

Stratification � 5 glasses per week

5–14 glasses per week

15–24 glasses per week

� 25 glasses per week

Statisticala 1st quartile

2nd quartile

3rd quartile

4th quartile

Continuous The quantity of alcohol consumed per week

Adapted from Silman (1995)
aQuartile or any other percentile of a continuous variable, like the milliliters of alcohol consumed

per week
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It is important to note that, typically, there is not a one-to-one relationship

between a risk factor and a particular disease. A given risk factor may cause

multiple diseases and a disease may have multiple causes. Finally, exposure to

some factors may promote good health by preventing adverse outcomes. In those

cases, the terminology “protective factor” is preferred.

2.3 Measures of Risk

Several measures are used by epidemiologists to quantify risk (Table 3). The

measures most commonly used are the incidence and the relative risk (i.e., the

ratio of incidences in exposed and non-exposed individuals). The incidence must be

distinguished from the prevalence, another commonly reported measure in epide-

miology. The incidence is the rate of occurrence, and the prevalence is the propor-

tion of individuals with a specific health condition at a given point in time.

Many medical endpoints are reported as binary outcomes; i.e., outcomes that

reflect the occurrence or non-occurrence of a particular event or disease. A conve-

nient way to represent and compare binary outcomes across two groups is to use a

Table 2 The Bradford Hill criteria for causation

Criteria Description

Strength (effect size) How strong is the association between the cause and the effect? A strong

association is good evidence of causality, but small effects might also

represent strong associations.

Consistency

(reproducibility)

An association reported in nearly all studies can provide a basis for

causation. Consistent findings across different studies support the pos-

sibility of an effect.

Specificity Causation is very likely when there is no other credible explanation.

Temporality Cause (exposure) must precede the effect (disease). When a delay is

expected between the cause and effect, then the effect must occur after

that delay.

Biological gradient Higher (lower) exposure should lead to higher (lower) incidence of the

effect. This is also known as the dose-response phenomenon.

Plausibility The effect must be biologically plausible and explainable. Nonetheless,

the understanding of the mechanism between cause and effect might be

limited by current knowledge.

Coherence Coherence between laboratory experiments (in which all variables are

controlled) and epidemiological findings increases the likelihood of a

causal effect. Nonetheless, a lack of laboratory experimental evidence

cannot nullify epidemiological associations.

Experiment Very strong evidence of cause and effect comes from the results of

experiments, where many significant variables are held stable to prevent

interference with the results.

Analogy When a factor is thought to cause an effect, then other similar factors

should also be considered in a list of possible causes.

Bradford Hill (1965)
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2� 2 contingency table (Fig. 1). Typically, a group of individuals exposed to a risk

(or protective) factor, such as smoking (or a healthy diet), is compared to a group of

individuals that are not exposed to this risk (or protective) factor. The relative risk

can then be readily computed to measure the association between exposure and the

risk of occurrence of the event or disease of interest (Fig. 1).

The odds ratio (OR) is another measure of the association between a risk factor

and the occurrence of disease. The OR is also readily computed from a contingency

table. The odds that an event will occur is usually numerically close to the

probability that an event will occur when the event rate is low. It is the ratio of

the odds in the exposed group to the odds in the non-exposed group (Fig. 1). The

OR approximates the RR when the event rate is low (typically below 10%). In

general, an OR provides a more extreme estimate of the effect (i.e., more different

Table 3 Measures of risk in epidemiology

Measures of risk Formulae Definition

Incidence

(or absolute risk)
I ¼ NNC

NT
The proportion of individuals that experience the dis-

ease (NNC), among a group of individuals initially free

of the disease of interest (NT), over a given period of

time. For instance, incidence refers to new cases of

disease that occur in individuals that were initially free

of the disease. The incidence is the best way for indi-

viduals, epidemiologists, and clinicians to understand

how risk factors impact health.

Relative risk (or risk

ratio)
RR ¼ IE

INE
The ratio of the incidence in exposed individuals (IE) to

the incidence in non-exposed individuals (INE). The RR

estimates the fold-increase in the likelihood of

contracting the disease, among exposed individuals

compared to non-exposed individuals (i.e., IE¼RR .

INE).

Attributable risk

(or risk difference)

AR¼ IE� INE The difference between the incidences of disease in

exposed individuals (IE) and non-exposed individuals

(INE). The AR estimates to what extent the incidence of

the disease is attributable to exposure (i.e.,

IE¼ INE +AR).

Population-attribut-

able risk

PAR¼AR�P The product of the AR multiplied by the prevalence P

of exposure to the risk factor. The PAR measures the

excess incidence of a disease associated with the degree

of exposure to a risk factor in the population.

Population-attribut-

able fraction
PAF ¼ PAR

IT
The ratio of the PAR to the incidence of the disease in

the total population (IT). The PAF determines what

fraction of the disease in a population is attributable to

exposure to a risk factor.

Adapted from Silman (1995) and Fletcher et al. (2014)

NNC Number of new cases of the disease over a given period of time, NT Total number of

individuals initially free of the disease in the group followed over that given period of time, IE
Incidence of the disease in exposed individuals, INE Incidence of the disease in non-exposed

individuals, IT Incidence of the disease in the total population (i.e., those who are exposed plus

those who are not exposed), P Prevalence of exposure to the risk factor in the population
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from 1) as the event rate increases. Generally, ORs are used for cross-sectional and

retrospective studies, while RRs can be calculated for prospective studies.

3 Epidemiological Studies and Risk Assessment

A number of different study designs can be used to assess causal relationships

between exposure to risk factors and the occurrence of an event or disease. In all

instances, it is essential to have clear definitions of the event or disease of interest

and the exposure. In the absence of clear definitions, it can be difficult to design and

interpret an epidemiological study.

3.1 Cross-Sectional, Retrospective, and Prospective Designs

Epidemiological studies can be cross-sectional, retrospective, or prospective

(Fig. 2). A cross-sectional study measures exposure and disease in a specific

population at a particular point in time. A survey is a typical example of a cross-

sectional study. With survey information, concurrent exposed and non-exposed

Health impact

Disease No disease Total Risks Odds

E
x

p
o

su
re

Exposed (E) a b a+b a/(a+b) a/b

Non-exposed (NE) c d c+d c/(c+d) c/d

Total a+c b+d NT (a+c)/NT

Relative risk (RR) <1 Risk in exposed group is lower than in the unexposed 

group; i.e., exposure decreases the risk of disease 

=1 Risks in both groups are the same; i.e., there is no effect of 

exposure on the risk of disease

>1 Risk in exposed group is higher than in the unexposed 

group; i.e., exposure increases the risk of disease

Odds ratio (OR) <1 Odds in the exposed group are lower than in the unexposed 

group; i.e., exposure decreases the risk of disease

=1 Odds in both groups are the same; i.e., there is no effect of 

exposure on the risk of disease

>1 Odds in the exposed group are higher than in the unexposed 

group; i.e., exposure increases the risk of disease

Fig. 1 Medical outcomes in a contingency table can be used to compute relative risk (RR) and

odds ratio (OR). (Top) Contingency table shows how formulas are derived; (bottom) formulas and

potential values are shown with standard interpretations. Note:

NT ¼ aþ bþ cþ d; IE ¼ a
aþb ; INE ¼ c

cþd ; IT ¼ aþc
aþbþcþd 6¼ IE þ INE
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groups can be compared for their disease status or vice versa (Silman 1995). The

main purpose of surveys is to determine prevalence, both of exposure and of

outcomes. While being the simplest design, cross-sectional studies cannot properly

discern whether an exposure is the potential cause of a disease. Ideally, exposure

status should be documented before disease onset. In retrospective studies, expo-

sure is recorded after the outcome.

In a retrospective study, the event or disease of interest has already occurred

before the start of the study, but epidemiologists look backward in time to deter-

mine the exposure status. Case-control studies and retrospective cohort studies are

typical examples of retrospective studies (Fig. 2). In a prospective study, the event

or disease of interest has not yet occurred. Individuals free of the event or disease

are followed forward in time. Prospective cohort studies, such as clinical trials, are

typical examples (Fig. 2).

In cohort studies, individuals are followed to see how the subsequent occurrence

of an event or the development of new disease cases differs between exposure and

non-exposure groups. Attributable and relative risks can be estimated. This type of

study provides the best evidence to support the causation of disease. Although

conceptually simple, cohort studies represent a major undertaking. They may

require long follow-up periods as many exposures are long-term in nature. The

difficulty is further increased when there is a long induction period between the first

exposure to a hazard and the eventual manifestation of a disease, as with most

carcinogens, for instance.

Fig. 2 Cross-sectional, retrospective, and prospective study designs (Adapted from Silman 1995)
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Case-control studies provide another way to investigate the causes of diseases.

They recruit individuals with the disease of interest and a comparable control group

of individuals without the disease. The study then compares the extent of past

exposure to the suspected risk factor between groups. An important consideration in

case-control studies is the identification of an appropriate and comparable control

group. The cases and controls should belong to the same general population.

Exposures should be measurable to the same degree of accuracy in controls and

cases.

Absolute risk and relative risk cannot be determined directly from case-control

studies, because the incidence of disease is not known in either the exposed or the

unexposed population. However, as mentioned above, ORs can be calculated to

determine the association between exposure and the risk of disease. Note that a

case-control approach is preferred when studying rare diseases, because a relatively

large number of individuals would be necessary to draw conclusions from a cohort

study.

Finally, it should be noted that retrospective studies are typically much less

expensive and time consuming than prospective studies. The costs of retrospective

studies can occasionally be further reduced by using historical cohorts, identified on

the basis of records of previous exposure. This type of investigation is then called a

historical cohort study, because all exposure and disease status data have been

collected before the study was planned. This sort of design is relatively common for

studies on cancers related to occupational exposures.

3.2 Observational Versus Interventional (Experimental)
Studies

Observational studies allow nature to take its course. The researchers observe,

measure, and analyze, but they do not intervene. Observational studies are generally

descriptive or analytical. A descriptive study documents the occurrence of a disease

in a population. It is often the first step in an epidemiological investigation. For

instance, descriptive epidemiology determines the distribution over time of health

outcomes, in individuals grouped by age, gender, socioeconomic status, levels of

exposure, etc. An analytical study goes a step further. It examines the potential

relationships between health outcomes and other variables. The aim is to investi-

gate which factors might be responsible for increasing or decreasing the risk of

occurrence of a specific event or disease. In other words, descriptive studies are

concerned with the prevailing distribution of variables. They do not test hypotheses

or make inferences concerning possible causality. In contrast, analytical studies test

for a hypothesized causal relationship and focus on the identification and quantifi-

cation of specific risk factors.

In experimental (or interventional) studies, the researchers intend to assess the

effect of a specific intervention on health outcomes. The researchers define the
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nature of the intervention, the selection/exclusion criteria for enrollment into the

study, the length of follow-up, and a plan for proper management of the study

population during the follow-up period. Experimental studies are necessarily pro-

spective cohort studies. They are more controlled and managed than cohort studies.

They are usually referred to as clinical trials, when the exposure is to a treatment

that is designed to protect individuals against the occurrence of the event of interest,

such as premature death, myocardial infarction, or cancer relapse.

A randomized controlled trial is an investigational epidemiological experiment,

where the enrolled individuals are randomly allocated to the intervention group or

the control group (e.g., placebo or active-control). Randomization promotes a

balance between groups with regard to both known and unknown confounding

and prognostic factors. Therefore, randomization guarantees that the only differ-

ence in outcomes between the groups lies in the treatment given; other character-

istics are assumed to be evenly distributed with the randomization process. Thus, a

causal relationship between outcome and treatment can be established. When

randomization is accompanied by double-blinding (neither the investigator nor

the subject know to which group the subject belongs), the study is less subject to

“noise” or bias.

Randomized clinical trials are the gold standard among study designs for

assessing intervention effects. When well designed and conducted, they provide

the most compelling evidence of cause and effect. However, they are subject to

extra constraints. Ethical considerations are of paramount importance. It is not

acceptable to expose subjects deliberately to potentially serious hazards, and no one

should be denied appropriate intervention as a result of participation in an exper-

iment. The intervention tested must be acceptable in the light of current knowledge.

Finally, properly informed consent from participants must be sought and obtained.

Of note, in the context of consumer products, randomized trials are mostly

conducted with healthy individuals. In these cases, the goal is to assess risk or

prevention effects. Notwithstanding, randomization to the use of a consumer

product is often very difficult, impractical, or even totally unrealistic.

3.3 Meta-Analysis

The term ‘meta-analysis’ refers to an analysis where a collection of pooling and

weighting methods are applied to the results of two or more independent individual

studies to provide an overall combined estimate. The result is essentially the

quantitative component of a systematic review of the relevant literature. The

rationale behind a meta-analysis is to provide an estimate with more power than

the estimates provided by the separate studies. Simply said, a meta-analysis

increases the statistical power, due to an increased sample size.

A critical question is which studies should be included or excluded from the

meta-analysis. In fact, the quality of a meta-analysis depends on the quality of the

individual studies and the integrity of the process used to combine them. Another
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important point to consider is the potential heterogeneity across the selected

studies. Studies are typically different in design, population, degree of exposure,

etc., and when data are combined assuming a unique global effect, the results could

be misleading. One approach to this problem is to use statistical random effect

models that take into account the heterogeneity across studies.

The use of meta-analyses in epidemiology has increased in recent years, due to

ethical reasons, cost issues, and the need to estimate the overall effect of a particular

intervention or factor. These reasons are particularly true for clinical trials, where

the sample sizes of individual trials are often too small to permit drawing a robust

conclusion from any single trial. In addition, results from multiple studies may

sometimes be conflicting. Thus, a meta-analysis might be able to increase statistical

power, improve the precision of the effect estimate, and provide an overall sum-

mary measure.

3.4 Sources of Concerns

There are few sources of concerns to be aware of when designing and interpreting

epidemiological studies.

3.4.1 Confounding

When studying the association between an exposure and the risk of a disease,

confounding can occur when another exposure is present in the studied population,

and it is associated with both the disease and the exposure being studied.

Confounding can have very profound effects. It can even change the apparent

direction of an association. A variable that appears to be protective may in fact be

harmful after controlling for confounding factors. Confounding might also create

the appearance of a causal relationship that does not actually exist. For instance,

antioxidant supplementation is relatively popular among the lay population. Lab-

oratory experiments and studies on individuals that take antioxidants on a regular

basis have suggested that antioxidants can prevent cardiovascular disease and even

certain cancers. However, careful randomized studies, which are able to avoid

confounding factors, have routinely found little effect of antioxidants. In fact,

results showed that, compared to individuals that do not take antioxidants, individ-

uals that regularly take antioxidants are more conscious of their health in general,

are more likely to exercise more frequently, tend to watch their weight, eat more

vegetables, and avoid smoking. It might well be that all of these activities, not

solely the intake of antioxidants, lead to better health outcomes in non-randomized

studies on antioxidants.

Several methods are available to control for confounding factors (Table 4).

These methods can be applied either during the study design and conduct
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(randomization, matching, restriction) or during the data analysis (standardization,

stratification, statistical modeling).

3.4.2 Bias

Bias (or systematic error) occurs when results differ in a systematic manner from

the true values. Bias has been defined as “an error in the conception and design of a

study or in the collection, analysis, interpretation, publication, or review of data,

leading to results or conclusions that are systematically (as opposed to randomly)

different from the truth” (Porta 2008). The possible sources of bias in epidemiology

are many and varied. Over 30 specific types of bias have been identified. The

principal biases are confounding (see above), selection bias, and measurement

(or classification) bias.

Selection bias occurs when there is a systematic difference in characteristics

between groups, other than those under study. That is, two groups that differ in a

specific characteristic of interest (i.e., the degree of exposure) might also differ in

Table 4 Methods of controlling for confounding factors in epidemiological studies

Methods Description

Randomization In prospective investigational studies, randomization is the ideal method for

ensuring that potential confounding variables are equally distributed among

the groups being compared. With randomization, individuals have an equal

chance of falling into any of the groups.

Restriction Individuals that are recruited in a study can be limited to only those with a

predetermined, narrow range of characteristics. This procedure ensures that

certain characteristics are similar in the groups being compared.

Matching Individuals in an exposed group are matched by selecting one or more

individuals with the same characteristics for the comparison group. Subjects

are typically matched for age and sex, because these variables are often

strongly related to risk or prognosis in many diseases. Matching on the

severity of disease or the socioeconomic status can also provide meaningful

results.

Stratification Groups of individuals can be divided into sub-categories (i.e., strata)

according to similar risks or disease prognoses, other than the major exposure

of interest.

Standardization Groups can be compared by weighting (or adjusting for) the potential con-

founder. In the analysis, a standard set of weights is applied to different

groups to ensure that they are compared “fairly” (i.e., free of the effects of

different proportions in the various groups). Subject groups are typically

standardized according to age.

Statistical

modeling

Multivariable statistical analysis can adjust for the effects of many variables

simultaneously on the outcome of interest. Logistic regression or Cox pro-

portional hazard analyses are typical examples of multivariable statistical

models that can be used to adjust (control) for the effects of multiple variables

simultaneously to determine the independent effect of one.

Adapted from Fletcher et al. (2014)
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other characteristics. When these other characteristics are related to the outcome,

the comparison is biased (Fletcher et al. 2014). Thus, the independent effect of the

characteristic of interest cannot be properly assessed, because the difference might

actually be due to the differences in other characteristics. For example, not all

subjects selected for a study will necessarily fully complete or return the question-

naire. This is a potential source of selection bias, because the study might only

evaluate individuals that fully participated in the study. Another source of selection

bias is when participants volunteer for a study, because either they feel unwell or

they are particularly worried about their exposure to a risk factor. The possibility of

selection bias should always be considered when defining a study sample.

A measurement bias occurs when individual measurements of a disease or

exposure are inaccurate; i.e., when the instruments do not correctly measure what

they are intended to measure. There are many sources of measurement bias, and the

importance of the effect is variable. For instance, biochemical or physiological

measurements are never completely accurate, and different laboratories often

produce different results on the same specimen. When specimens from exposed

and control groups are analyzed randomly by different laboratories, the chance of a

systematic measurement bias is lower than when all specimens from the exposed

group are analyzed in one laboratory and all those from the control group are

analyzed in another laboratory.

Another type of measurement bias, the recall bias, is a particular concern in

retrospective case-control studies. Indeed, the ability to recall information may be

different between case and control groups. For example, diseased individuals might

be more likely to recall past exposure than healthy individuals, particularly when

they have a disease that is clearly suspected to be associated with exposure. Recall

bias can either exaggerate or minimize the degree of association between exposure

and disease, depending on whether affected subjects are, respectively, more or less

likely than controls to admit or recall past exposure.

Finally, it should be kept in mind that meta-analyses are sensitive to publication

bias. Publication bias is a form of selection bias, because some results have a higher

probability of being published than others (Ioannidis 2008). For example, studies

that show a statistically significant effect have a higher likelihood of getting

published than studies that show no significant effect. Publication bias can be

addressed with a funnel plot (i.e., the plot of each study effect against its respective

level of precision). The funnel plot should be symmetric, and it should converge to

the true effect size in the absence of publication bias.

Nearly all epidemiological studies are subject to bias of one sort or another. This

does not mean that they are scientifically unacceptable, or that they should be

disregarded. However, it is important to be aware of biases and to assess their

potential impact when drawing conclusions from a study.

96 O. Ethgen and O. Bruyère



3.4.3 Statistical Power

One problem that often arises in epidemiological investigations is how to determine

an adequate sample size to address a specific research question. The sample size

must be large enough to provide appropriate statistical power (i.e., the ability to

demonstrate a significant association, if one exists). Sample size calculations are

based on a number of study design factors, such as the prevalence of the outcome,

the acceptable statistical error, and a meaningful difference required for detection.

3.4.4 Representativeness

Observations about exposure and disease are based on groups of individuals

sampled from the population of interest. Thus, epidemiologists must ensure that

the selected individuals are representative of the population. The sample charac-

teristics must correspond, as much as possible, to the characteristics of the original

population. Ideally, each member of the population should have an equal chance of

being selected in the study sample.

3.4.5 Generalizability

The findings of a study should be applicable, and thus generalizable, to individuals

elsewhere. It is important to define precisely how the studied subjects were selected

from what population of interest. Detailing the baseline characteristics of the

studied subjects (such as age, gender, or duration and severity of symptoms, for

instance) is a prerequisite in a study report. With this information, the extent of

similarity between the studied population and the original population can be

gauged.

4 Case Studies

This section presents a selected series of case studies that illustrate how findings

from epidemiological reports can be used to assess the risk associated with the

consumption of consumer products.

4.1 Health Products

Oral contraceptives are known to reduce the incidence rate of endometrial cancer

(Collaborative Group on Epidemiological Studies on Endometrial Cancer 2015).
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However, it is uncertain how long this effect lasts after use ceases or whether it is

modified by other factors. The Collaborative Group on Epidemiological Studies on
Endometrial Cancer investigated the association between the use of oral contra-

ceptives and the subsequent risk of endometrial cancer. The Group used data from

36 epidemiological studies on endometrial cancer. In all, 27,276 women with

endometrial cancer and 115,743 controls were analyzed. In both groups, the

proportion of women that used oral contraceptives was comparable (35% of cases

versus 39% of controls). The protective effect of oral contraceptives was confirmed.

Women that had consumed oral contraceptives had a relative risk (RR) of 0.69

(95% confidence interval [CI]: 0.67–0.72) for endometrial cancer compared to

women that had never consumed oral contraceptives. Moreover, this study showed

a positive association between the duration of oral contraceptive consumption and

protection from endometrial cancer. The longer women had used oral contracep-

tives, the greater the reduction in risk of endometrial cancer. Every 5 years of use

was associated with a risk ratio of 0.76 (95% CI: 0.73–0.78). The study also showed

that, at 75 years of age, women that had never used oral contraceptives had a

cumulative incidence of endometrial cancer of 2.3 per 100 women. This cumulative

incidence decreased to 1.7, 1.3, and 1.0 per 100 women among women that had

consumed oral contraceptives for 5, 10, and 15 years, respectively. The authors

concluded, by extrapolation, that oral contraceptive consumption could have

prevented more than 400,000 endometrial cancers, in 21 countries around the

world, between 1965 and 2014, and half of these cancers had occurred over the

last 10 years.

4.2 Food Products

Butter is known to have a cholesterol-raising effect, and it has often been included

as a negative control in dietary studies. Nonetheless, the effect of moderate butter

intake was unclear, until the study by Engel and Tholstrup (2015). The authors

compared the effects of moderate butter intake, moderate olive oil intake, and a

habitual diet on blood lipids, high-sensitivity C-reactive protein (hsCRP), glucose,

and insulin. The study was a controlled, double-blinded, randomized, 2 � 5-week

crossover dietary intervention study with a 14-day run-in period, during which

subjects consumed their habitual diets. The study included 47 healthy men and

women that substituted part of their habitual diets with 4.5% of energy from butter

or refined olive oil. Butter intake increased the levels of total cholesterol and LDL

cholesterol more than the olive oil intake, compared to the run-in period. Butter also

increased HDL cholesterol compared to the run-in period. No effects were observed

on triacylglycerol, hsCRP, insulin, or glucose concentrations. The intake of satu-

rated fatty acids was significantly higher in the butter period than in the olive oil and

run-in periods. The authors concluded that individuals with hypercholesterolemia

should maintain minimum consumption of butter, but individuals with

normocholesterolemia may consider moderate butter intake in the diet.
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Fractures during childhood are common. The risk of fracture can be influenced

by both genetic and environmental factors. The identification of detrimental dietary

patterns early in life may contribute to reducing the high incidence of fractures

among healthy children. To test this hypothesis, Danish and Australian researchers

conducted a systematic review and meta-analysis of observational studies that

examined the association between dietary intake or serum nutritional concentra-

tions and childhood fractures (Händel et al. 2015). The authors identified 18 obser-

vational studies that were primarily case-control in design. Randomized controlled

trials were absent, potentially due to the unethical nature of randomly assigning

children to dietary exposures that could increase later fracture rates. The authors

found that the absence of breastfeeding, the non-consumption of milk, the con-

sumption of fat cheeses and highly-caloric soft drinks may be risk factors for

sustaining fractures between 2 and 13 years of age. The authors speculated that

the effect of calcium intake on the risk of fracture would follow a U-shape curve,

with increased risk at low and high calcium intakes.

4.3 Internet Usage

The internet has become part of our daily life. It is widely available, often

unregulated, and it provides ready access to a broad range of information and

communication with strangers around the world. The high intensity of internet

usage has given rise to concerns about how it may negatively impact vulnerable

individuals, notably those with suicidal tendencies (Mok et al. 2015). In this

context, Mok et al. (2015) reviewed the literature to assess the use of the internet

for suicide-related issues. Those authors reported that many individuals used the

internet to search for suicide-related information and to discuss suicide-related

problems with others. However, the causal link between suicide-related internet

use and suicidal thoughts and behaviors remains unclear. There is a lack of studies

that focus on internet users with suicidal tendencies. Only case studies are available

that have examined the influence of suicide-related internet use on suicidal behav-

iors. No studies have specifically assessed the influence of pro-suicide or suicide

prevention websites. Although online professional services might be useful for

reinforcing suicide prevention, more work is required to demonstrate their efficacy.

Currently, further research is needed, particularly research involving direct contact

with internet users, to improve our understanding of the impact of both informal and

professionally moderated suicide-related internet use.

4.4 Psychoactive Drugs

Over the past 20 years, epidemiological studies have provided ample information

on how regular cannabis use in young adulthood has adverse effects on mental
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health and psychosocial outcomes. The Christchurch Health and Development

Study (CHDS) made a particularly valuable contribution to this field (Wayne

2015). That study followed the life course, from birth, of 1000 New Zealanders,

and found that 80% of those individuals had used cannabis by their mid-20s. Nearly

a third had consumed cannabis regularly and for long periods. That number was

sufficient to enable an assessment of potential associations between regular canna-

bis use and adverse psychosocial and mental health outcomes. Daily cannabis

consumers consistently attained lower levels of education and employment in

young adulthood, compared to non-consumers. Compared to non-consumers,

daily consumers were also more likely to consume other illicit drugs, to report

symptoms of psychosis or depression, and to commit suicide. Many of these risks

increased with the intensity of cannabis use. Moreover, these risks persisted after

statistically adjusting for plausible confounding factors. The study also showed that

the adverse health effects of cannabis were mostly concentrated among daily users,

which comprised nearly 20% of all individuals that had ever consumed cannabis.

This risk pattern was most common among individuals that began cannabis con-

sumption in their mid-teens and continued to consume it daily throughout young

adulthood.

In the US, the Centers for Disease Control and Prevention (CDC) have published

noteworthy data on polysubstance abuse trends involving alcohol, opioid pain

relievers, and benzodiazepines (Ogbu et al. 2015). The CDC report was based on

the 2010 data retrieved from the Drug Abuse Warning Network (DAWN). DAWN

had randomly sampled 237 hospitals to collect data on alcohol use, illegal drug use,

prescription and over-the-counter medication use, emergency department

(ED) visits, and deaths. In 2010, they reported that 438,718 ED visits in the US

had been associated with opioid abuse, and of these, 18.5% had also involved

alcohol consumption. Alcohol involvement was even higher for ED visits related to

benzodiazepine abuse; of the 408,021 ED visits associated with benzodiazepine,

27.2% also involved alcohol consumption. Opioid-related ED visits involving

alcohol were the highest (20.6%) among individuals aged 30–44 years.

Benzodiazepine-related ED visits involving alcohol were highest (31.1%) among

individuals aged 45–54 years. Of the 3833 opioid-related deaths and 1512

benzodiazepine-related deaths, 22.1% and 26.1% involved alcohol, respectively.

Opioid-related deaths involving alcohol were highest among those aged 40–49

years (25.2%) and 50–59 years (25.3%). Benzodiazepine-related deaths were

highest among individuals aged 60 years and older (27.7%). However, the

DAWN data had a number of limitations. The most important limitations were

the lack of accurate drug identification, the lack of accurate quantification of

alcohol consumption, and the failure to distinguish between medical and

non-medical uses.
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4.5 Food Supplements

An increasing number of individuals use dietary supplements to promote health.

For instance, calcium-collagen chelate (CC) is a dietary supplement that can

contribute to preventing osteoporosis among postmenopausal women with

osteopenia (Elam et al. 2015). Elam et al. (2015) randomly assigned 39 women to

receive either 5 g of CC containing 500 mg of elemental calcium + 200 IU of

vitamin D or 500 mg of calcium + 200 IU vitamin D. Both groups received the

dietary supplement daily over a 12-month period. The loss of whole body bone

mineral density in women that received CC was substantially lower than that of the

control group at 12 months. Moreover, the CC group had significantly better results

in bone biomarker assessments compared to the control group. The authors con-

cluded that the CC supplement improved bone health in terms of bone density and

bone turnover, in postmenopausal women with osteopenia.

4.6 Injuries

Head injuries are relatively common among alpine skiers and snowboarders. It was

hypothesized that helmets might prevent these injuries. However, helmets might

also increase head injuries by reducing the field of vision, impairing hearing, and

giving skiers a false sense of security. To obtain more definitive evidence of the

actual effects of helmet use, investigators in Norway conducted a case-control study

(Sulheim et al. 2006). Both cases and controls were selected from visitors to eight

major Norwegian alpine ski resorts during the 2002 winter season. The cases

comprised 578 individuals that had sustained head injuries, according to ski patrol

reports. The controls comprised a sample of individuals that were waiting in line at

the bottom of the main ski lift at each of the eight resorts. For both cases and

controls, investigators recorded other factors that might confound the relationship

between helmet use and head injury, including age, gender, nationality, type of

equipment, previous ski school attendance, rented or owned equipment, and skiing

ability. After taking confounders into account, helmet use was associated with a

60% reduction in the risk of head injury.

5 Perspectives

5.1 Summary of Key Messages

Currently, people are exposed daily to a multitude of potentially hazardous agents

from consumer products. In the evolving policy and regulatory landscape, concerns

are being raised about the health risks associated with these exposures. An essential
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component in evaluating health risks is to estimate the magnitude, frequency, and

duration of exposure. This task is challenging, because many exposures are mixed

and long-term in nature. The amount of product used (or misused) by individuals

(i.e., how much, how frequently, and under what conditions) is often either

unknown or varies substantially among individuals. An individual’s exposure to a

risk factor may vary with the setting (e.g., the workplace vs. home) and the timing

(e.g., variations from season to season or from day to day).

This contribution has reviewed the main epidemiological concepts and methods

employed to establish a potential causal relationship between exposure and the

occurrence of disease, injury, or adverse outcomes. Selecting the appropriate study

design is critical for epidemiological investigations. It should be kept in mind that

each study design has different strengths and limitations. Prospective randomized

trials remain the gold standard for therapeutic research. However, in the field of

consumer products, they may not be practical or feasible.

Prospective, non-randomized cohort studies can provide valuable information

about the causation of diseases from specific exposures. However, a large number

of individuals must be followed up over long periods of time to accrue sufficient

cases for statistically meaningful results. This is particularly true when investigat-

ing the causation of chronic diseases, such as cancer, coronary heart diseases, or

diabetes. The difficulty is intensified, when there is a long induction period between

the first exposure and the clinical manifestation of disease.

Case-control studies can also be valuable, when designed effectively. In this

approach, one of the most difficult tasks is to identify an appropriate control group.

The degree of exposure should be determined in the same manner for both groups.

Case-control studies can estimate the relative risk of disease, but they cannot

determine the absolute incidence of disease.

5.2 Recommendations for Future Epidemiological Product
Assessments

It is critical for epidemiological research to assess exposure to the risks spawned by

consumer products in a reliable manner. However, this is probably the greatest

challenge that epidemiologists must face. Professionals from relevant disciplines

(e.g., chemists, engineers, toxicologists, and even behavioral scientists and sociol-

ogists) should be involved in the design of monitoring programs for epidemiolog-

ical studies to ensure they provide suitable exposure assessments. We also

encourage greater collaborations between epidemiologists and regulators. Indeed,

it is worthwhile to present the results of epidemiological studies in a form that can

be readily utilized by regulators, and in turn by policymakers, to support the

establishment of consumption policies and safeguards.
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5.3 Implications for Consumer Risk Perceptions, Behaviors,
and Decisions

Many people actually use, consciously or unconsciously, epidemiologic informa-

tion in daily life to reduce their health risk. For instance, when we decide to quit

smoking, to use the stairs instead of the elevator, or to order vegetables instead of

fries, we are influenced by epidemiologists’ assessment of risks to our health.

Findings from epidemiological studies are directly relevant to the choices we

make every day to promote our health and well-being. In other words, the knowl-

edge of epidemiologically identified risk factors can steer our lifestyle, with health-

related decisions and behaviors. Concerns about health risk reduction are currently

publicized through a multiple of channels, including television, newspapers, mag-

azines, and a myriad of web sites. The emergence of the internet has provided

consumers unlimited access to product information, usage recommendations, and

cautionary statements. There is little doubt that all this information increasingly

drives our consumer decision-making processes.

6 Conclusion

Regulators are increasingly faced with the necessity of correctly informing and

protecting consumers about the potential hazards of consumer products. Accurate

characterizations of exposure to risk factors are essential for guiding policies and

safety recommendations. However, it is challenging to assess the effects of expo-

sure to a multitude of risk factors embedded in consumer products. Human behav-

ior, social factors, and complex product characteristics play important roles in

exposure. Improving the reliability of individual exposure assessments will

enhance the evidence that can be generated through epidemiological studies. In

turn, this evidence can provide a basis for consumers and policymakers to make

better-informed consumption choices and policies.
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Individual and Population Risks

Viviane Kovess-Masfety

1 What Is Risk?

Risk is defined as the proportion of new cases and the number of individuals at risk

of becoming a case, during a certain period of time. For example, in the case of a

disease that occurs only among women like uterine cancer, men are not included in

the denominator. Also, women who have had a hysterectomy are removed from the

denominator. While the above definition of risk can be used for a variety of

situations, most health issues require a measure of association. It is then necessary

to measure disease occurrence among those exposed and those not exposed.

Relative risk is a risk ratio obtained by dividing the risks of those exposed and

those not exposed. When individuals are sampled with and without the disease of

interest and retrospectively assessed for their exposure status, as in a case control

study, the odds ratio is calculated as an estimate of the relative risk. In any case,

reliable measures of both exposure and disease status are necessary, which can be

difficult to achieve. Estimating risk is a complex task and has often led to contro-

versy. While researchers are bound by high scientific standards and are faced with

peer-reviews prior to publication, the media largely ignore scientific limitations of

any given study and are often not aware of methodological pitfalls. Also, the

epidemiological definition of risk is far from the public’s understanding of risk.

The general population is mostly interested in the implications of exposure for

individuals and their immediate surroundings. It is therefore important that health

authorities carefully address the communication of risk estimates to the general

population.
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2 Risk Assessment and Regulation

2.1 The Case of Formaldehyde

In the U.S. during the 1970s, urea-formaldehyde foam insulation (UFFI) was used

in many homes, often in the form of pressed-wood products containing formalde-

hyde resins. Although the short-term health effects of formaldehyde exposure were

well known, less was known about its potential long-term health effects. In 1980,

laboratory studies showed that exposure to formaldehyde could cause nasal cancer

in rats. This raised the question of whether formaldehyde exposure could also cause

cancer in humans and suspicion of formaldehyde started to present a risk for

professionals exposed to the substance. The long-term effects of formaldehyde

exposure have been evaluated in epidemiologic studies attempting to uncover the

patterns and causes of disease in groups of people. In cohort studies, groups of

people varying in their level of exposure to formaldehyde were followed over time

to determine whether or not they developed a disease. Also, case-control studies

compare people who were already diagnosed with a disease (cases) with people

who do not have the disease (controls), in an attempt to identify differences in

exposure to formaldehyde that might explain why the cases developed the disease

while the controls did not.

Studies have first focused on certain professions that are often exposed to the

substance, such as anatomists and embalmers. A study, carried out among funeral

industry workers who had died between 1960 and 1986, compared those who had

died from hematopoietic and lymphatic cancers and brain tumors with those who

died from other causes. This analysis showed that those who had performed the

most embalming and those with the highest estimated formaldehyde exposure had

the greatest risk of myeloid leukemia (Hauptmann et al. 2009). Another study,

conducted by the US National Institute of Cancer (NCI), examined 25,619 workers

in industries with the potential for occupational formaldehyde exposure and esti-

mated each worker’s exposure to the chemical (Hauptmann et al. 2003). The results

showed an increased risk of death due to leukemia, particularly myeloid leukemia,

among workers exposed to formaldehyde. This risk was associated with increasing

peak and average levels of exposure, as well as with the duration of exposure, but

was not associated with cumulative exposure. An additional 10 years of data on the

same workers were used in a follow-up study (Beane Freeman et al. 2009). The

analyses supported a probable link between formaldehyde exposure and cancers of

the hematopoietic and lymphatic systems, particularly myeloid leukemia. As in the

initial study, the risk was highest earlier in the follow-up period. Risk declined

steadily over time, such that the cumulative excess risk of myeloid leukemia was no

longer statistically elevated at the end of the follow-up period. The researchers

noted that similar patterns of risk over time had been seen for other agents known to

cause leukemia. Finally, several case-control studies, as well as analysis of the large

NCI industrial cohort (Beane Freeman et al. 2009), have found an association

between formaldehyde exposure and nasopharyngeal cancer, although other studies
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have not. However, data from the extended follow-up of the NCI cohort found that

the excess of nasopharyngeal cancer observed in the earlier report persisted (Haupt-

mann et al. 2004).

As a consequence, in 1987 in order to protect workers, the U.S. Occupational

Safety and Health Administration (OSHA) established a federal standard that

reduced the amount of formaldehyde to which workers can be exposed over an

8-h workday from 3 ppm to 1 ppm. In May 1992, the standard was amended, and the

formaldehyde exposure limit was further reduced to 0.75 ppm. In order to protect

exposure in homes the U.S. Environmental Protection Agency (EPA) recommends

the use of “exterior-grade” pressed-wood products to limit formaldehyde exposure

in homes. These products emit less formaldehyde because they contain phenol

resins, not urea resins. Pressed-wood products include plywood, paneling, particle-

board, and fiberboard and are not the same as pressure-treated wood products,

which contain chemical preservatives and are intended for outdoor use. However

since this substance is also present in many products in homes, buyers are required

to ask about the formaldehyde content of these products before purchasing pressed-

wood products, including building materials, cabinetry, and furniture. Furthermore,

the population was informed that formaldehyde levels in homes can also be reduced

by ensuring adequate ventilation, moderate temperatures, and reduced humidity

levels through the use of air conditioners and dehumidifiers.

Formaldehyde has been classified as a probable carcinogen by the

U.S. Occupational Safety and Health Administration (CIRC) since 2004, although

it is classified as a potential carcinogen in Europe. Where concentrations repeatedly

reach peaks at 5000 μg/m3 the risk of such cancers is multiplied by 2; where

exposure over 8 h is over 1230 μg/m3 there is a risk to develop such cancers;

between 250 and 1230 μg/m3 the risk could not be excluded, and below 250 μg/m3

the risk is negligible. Germany has set up a threshold at 124 μg/m3 in order to

prevent irritant effects which precede carcinogenic effects.

Such norms have been set for industry, however health authorities have yet to

define values to guide decisions, which would prevent the population from any

negative health effects. The French environmental authority AFSSET has proposed

50 μg/m3 for a 2-h exposure and 10 μg/m3 for long-term exposure. These thresholds

protect against eye and nose irritations and possibly respiratory effects, which have

not been established but may not be sufficient for those who are particularly

sensitive. The World Health Organization (WHO) proposed to set the level at

100 μg/m3 for 30 min. Values have been proposed for professionals as well for

different periods of exposure: 250 μg/m3 for 8 h; 500 μg/m3 for 15 min.

As outlined above, regulations concerning toxic substances vary across countries

and contribute to tough discussions when unified market treaties are negotiated. In

the E.U., in order to improve the protection of human health and the environment

through the improved identification of the intrinsic properties of chemical sub-

stances, a new directive called “REACH” (EC 1907/2006) has been established in

2006 by the European Parliament and the Council. It defines four processes: the

Registration, Evaluation, Authorization and Restriction of Chemicals. REACH

aims to enhance innovation and competitiveness of the European chemical industry

by the “No data, no market” concept. By doing so, REACH regulation places
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responsibility on the industry to manage the risks from chemicals and to provide

safety information on substances. Manufacturers and traders are required to gather

information on the properties of the chemical substances and to register the

information in a centralized database with the European Chemicals Agency

(ECHA). The Agency is the central point in the REACH system: it manages the

databases necessary to operate the system, co-ordinates the in-depth evaluation of

suspicious chemicals and is building a public database in which consumers and

professionals can find hazard information. REACH also calls for the progressive

substitution of the most dangerous chemicals (referred to as “substances of very

high concern”) when suitable alternatives have been identified. One of the main

reasons for developing and adopting the REACH regulation was that a large

number of substances have been manufactured and placed on the market in Europe

for many years, sometimes in very large amounts, and yet there is insufficient

information on the hazards that they pose to human health and the environment.

The process aims to fill these information gaps in order to ensure that the industry is

able to assess hazards and risks of the substances, and to identify and implement the

risk management measures to protect humans and the environment (http://ec.

europa.eu/environment/chemicals/reach/).

The case of formaldehyde illustrates how a complex process evolved over the

years, from experimental work on animals to guidelines that will affect the entire

population. Indeed, animal experiments raised suspicion that formaldehyde may be

carcinogenic; then observational studies were used to compare workers exposed to

the different levels of the substance, followed by prospective cohort studies of

funeral industry workers to eventually set up norms for industry. Regulations were

then extended to the general public though norms, which however vary across

countries due to different views of health authorities regarding the acceptability of

risks.

2.2 The Case of Nuclear Risks

Dangers for health have been described for different levels of nuclear radiation at

short and long term, resulting in people’s fear of radiation. Studies on events

involving radiation and risk perception show that exposure, whether real or per-

ceived, is conflated with nuclear weapons and the bombings of World War II

(Bromet et al. 2011). According to the EPA, ionizing radiation has sufficient energy

to cause damaging chemical changes in cells. Some cells may die or become

abnormal, either temporarily or permanently. By damaging the genetic material

(DNA) of cells, radiation can cause cancer. Fortunately, our bodies are extremely

efficient at repairing cell damage. The extent of the damage to the cells depends on

the type, dose and duration of the exposure, as well as on the organs exposed.

A very large dose of radiation over a short period of time can cause sickness or

even death within hours or days. Such acute exposures are extremely rare and may

occur during nuclear accidents in people directly involved with the nuclear site. In
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most cases, a large acute exposure to radiation causes both immediate radiation

sickness and delayed effects such as cancer or death. Chronic continuous or

intermittent exposure to radiation over a prolonged period of time can affect a

larger number of individuals than those directly involved with a nuclear site. With

chronic exposure, there is a delay between the start of the exposure and the

observed health effects, such as cancer, benign tumors, cataracts, and potentially

harmful genetic changes. Nuclear events are very frightening because radiation

may not be adequately measured and people may ignore their exposure levels and

the effects may only appear years later, making people feel very insecure about the

future. Current science suggests that there is some cancer risk from any exposure to

radiation. However, it is very hard to tell whether a particular cancer was caused by

very low doses of radiation or by something else (https://www.epa.gov/radiation/

radiation-health-effects).

While experts disagree over the exact definition and effects of “low dose”,

U.S. radiation protection standards are based on the premise that any radiation

dose carries some risk, and that risk increases directly with dose. As stated at the

beginning of this contribution, risk is the probability of injury, disease or death from

exposure to a hazard. Radiation risk may refer to all excess cancers caused by

radiation exposure (incidence) or to excess fatal cancers (mortality). A 1% excess

risk of cancer incidence can equivalently be expressed as a 1 in a hundred (1/100)

surplus risk or an excess risk of 0.01. For radiation, the method of estimating risk is

called the “linear no-threshold model”. It is based on the assumption that the risk of

cancer increases linearly as radiation dose increases. This means, for example, that

doubling the dose doubles the excess risk and that even a small dose could result in

a small risk. That being said, it is currently impossible to know what the actual risks

are at very small doses. In addition, the risk of cancer from radiation also depends

on age, sex, and factors such as tobacco use. Pregnant women and children are

especially sensitive to radiation exposure. The cells in children and fetuses divide

rapidly, providing more opportunity for radiation to disrupt the process and to cause

cell damage. EPA accounts for these differences in sensitivity due to age and sex

when revising radiation protection standards.

Evaluating the effects of radiation on health is a rather complex process in case

of a nuclear accident. It requires understanding the type of radiation exposure

(alpha, beta, gamma, x-ray), the manner in which a person is exposed (external

vs. internal), the dose and the duration. This type of information is difficult to

communicate to a population when nuclear accidents occur, since individual risks

may be quite different following a particular accident, depending among others on

meteorological factors, physical factors (housing type and place where they resided

at the time of the accident) and on personal health factors. Nuclear accidents lead to

emergency decisions concerning evacuation by delimitating perimeters where

people are not allowed to stay, perimeters where people could spend some time

but not live, and so on. People are not infrequently traumatized, confused and

misinformed regarding the complexities of specific risks. After analyzing different

nuclear accidents, Bromet (2011) stressed how communication to the public has

been inadequate and was responsible for considerable damages, mainly regarding
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the mental health of the affected populations. This assessment is based on analyzing

in detail some toxic disasters, among them the three more recent nuclear disasters:

Three Mile Island (TMI) (1979), Chernobyl (1986) and more recently Fukushima

(2011).

Looking back at the Three Mile Island accident (March 28, 1979, 4:00 a.m.),

Bromet described the communication as follows: the Governor of Pennsylvania

advised that pregnant women and preschool children evacuate the 5-mile area near

TMI (later extended to 20 miles), and 144,000 people (just under half of population)

left the area.

Starting on March 28, TMI, the Governor’s office, NRC, and scientists of

various stripes made contradictory statements reported in the media. On March

30, the NY Times title “The Credibility Meltdown“. “Credibility was not enhanced

by public statements. . .Was it a little leak, a bigger leak—or a general emergency?

The reactor’s operators said one thing, state officials another, Federal officials yet

another, not to mention the contributions of equipment manufacturers and politi-

cians. Who is to be believed? The profusion of explanations and of contradictory

statements has meant troubling confusion.”

As a consequence, fears contradicted facts. For example, the anti-nuclear com-

munity predicted that over 300 cancers would occur, a PhD physicist from the

University of Pittsburg showed data indicating there was an increase in stillbirths

downwind of TMI. Rumors spread about three-legged cows, kittens born without

eyes, and other such phenomena.

The President’s Commission Report in December 1979 stated that the maximum

individual dose estimate was equal or below 1 millisievert, leading to 1–2 excess

cancers possible among the plant workers and that the biggest impact was on mental

health mainly due to misinformation.

Based on the Presidential Commission report Bromet’s research team focused on

the long-term psychological aftermath among three groups:

– Mothers of young children living in the 10 miles radius of TMI

– TMI workers

– Psychiatric outpatients in the public mental health system

Their main findings regarding the Three Mile Island disaster were that 25% of

mothers versus 14% of controls had clinical depression or generalized anxiety in the

year following the incident (Bromet 1982). Symptoms of distress remained high

over 10 years. Ten years later, mothers still continued to worry about the health

impact of the incident: 42% believed their health was affected, another 68% were

concerned about their children’s health. Risk perceptions were significantly corre-

lated with distress and poor self-rated health. Other studies have confirmed the

long-term psychological impacts (Dew and Bromet 1993).

By comparing the three nuclear disasters, Bromet described common patterns:

deeply rooted fear of radiation and lack of understanding, on one hand radiation

safety experts using jargon to communicate the “facts” and on the other anti-nuclear

proponents airing graphic, alarmist “facts”. The case of nuclear disasters
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demonstrates the importance of communication and information: results have to be

presented in person clearly and consistently to local stakeholders in open forums.

Scientists have to contribute to better communicating science, which in the end

might lower the level of distrust towards them, and ultimately can help people

knowing how to differentiate good from bad information and what questions they

should be asking. The media play a key role and bear the responsibility of trans-

lating scientific information into accessible messages to the public while avoiding

sensationalism.

3 Individual Versus Collective Risk

3.1 Sick Individuals and Sick Populations

A seminal paper by Rose (2001) focused attention on the importance of reasoning at

the level of the population instead of the individual to investigate causality.

He pointed out that clinicians typically rely on case control or cohort studies to

investigate causality. In this “individual centered approach” a relative risk is

estimated dividing the risk of exposed by the risk of non exposed; the higher the

ratio the higher the risk for a particular disease when exposed.

The author argues that this reasoning is neither adequate for etiological research

nor for a public health approach. Indeed, to be able to identify a risk factor, this risk

factor needs to be highly prevalent in one group of people and such methods are

based on the assumption of heterogeneity of the distribution of the risk factor in the

population. Rose gave the example of tobacco smoking and lung cancer: if every-

body smoked 20 cigarettes a day the exposure would be constant and the distribu-

tion of cases would be determined by individual factors. One could then conclude

that lung cancer has a genetic origin, which may not be totally wrong, except that

this genetic susceptibility may not be expressed without exposure to tobacco. As a

consequence, the more widespread the cause of a disease is, the less it will explain

the distribution of cases. Consequently, the probability of finding a cause decreases

when the cause is universally present which is why Rose claimed that control group

or cohort studies are not pertinent in causal research.

To illustrate the concept, Rose compared the distribution of systolic blood

pressure in two populations; London civil servants and Kenyan nomads. The two

curves have a normal distribution with a peak and a bell shape. However, the

London curve had its peak at 140 mm/Hg while the Kenyan curve at around

120 mmHg. In each population, some people have above average blood pressure.

Hence, risk factors for high blood pressure exists within both populations, where

genetic variation and to a lesser extent environmental and behavioral differences

explain the variation. However, the most public health pertinent question which is

why Kenyan nomads have lower blood pressure than London civil servants would

be missed. What accounts for that most important difference is not individual
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susceptibilities within both populations but the shift of the population distribution

towards higher values in the London population.

Rose provided another example: Serum cholesterol in Finland is high and

coronary heart disease is frequent, while in Japan cholesterol levels are much

lower and coronary heart disease is relatively rare. Again in each country there

are individual differences produced by genetic susceptibility and other causes, but

these do not explain the large differences between the two countries. Differences

between the two populations may regard diet, which is very different between the

two countries. However, since within countries people have a relatively similar diet,

this factor may not be found, other than when comparing populations where diet is

different. Only by comparing populations where diets are very different, becomes

possible to show strong associations between population mean values for saturated

fat intake versus serum cholesterol levels and coronary health disease rates, for

sodium intake and blood pressure or for energy intake and overweight.

Thus, what causes a case is not necessary the same factor that determines the

incidence of the disease. The consequences on risk factor research are very impor-

tant since any factor that is uniformly distributed in a population will escape

identification, and research will focus on individual susceptibilities only and miss

the point. In some cases exposure varies within the population and can then be

identified, such as for tobacco and lung cancer. Because not everybody smokes in a

population, researchers could identify smoking as the risk factor. However, this

situation is not too frequent. Genetic factors are widely distributed within

populations and do not differ so much between populations, while for environmen-

tal factors the reverse is the case. Indeed immigrants who could be genetically very

different acquire the disease rates of the country they immigrated to, because after

some time they are exposed to the same environmental factors than the

non-immigrant population.

Rose points out that the causes of many non-infectious diseases remain

unknown. Some personal characteristics of individuals who are at greater risk are

known, but what influences incidence rates is not known. In addition,

non-infectious disease rates fluctuate over time: duodenal ulcer in Britain was

quite frequent during the first half of the twentieth century then rose steadily to

then decrease to near disappearance nowadays, without any documented determi-

nants for these changes. Since many diseases fluctuate between populations and

over time, studying incidence changes may be more a promising research focus.

These considerations have a tremendous impact on prevention strategies. “High

risk” strategies attempt to identify a subpopulation at risk using screening tech-

niques and then proceed to offer risk reduction interventions such as for example

treating hypertension. Rose describes the advantages of this strategy: to be appro-

priate for the individual, to motivate the subject as well as the physician, to be a

cost-effective use of resources, and to have a favorable risk/benefit ratio. On the

other hand, there are disadvantages such as the difficulties and costs of screening

and the fact that the effect is only palliative and temporary, as the cause is not

eradicated, implying that the strategy needs to be maintained with no end in sight.

Even if we know certain risk factors, the ability to predict individual future disease

112 V. Kovess-Masfety



cases is very weak. People “at risk” can remain well and people not “at risk” may

develop the disease, since relative risk does not determine outcome. Rose reports

being impressed with the ability of the Framingham study to distinguish high and

low risk groups at baseline (Kannel et al. 1971). However, at follow-up there were

no significant differences in cholesterol levels among those who developed coro-

nary disease and those who did not. Indeed, there may be very few individuals at

high risk while the great majority is at low risk, potentially leading to a greater

number of cases in the latter group. Lastly, the “high risk” strategy may be

inappropriate when dealing with behavioral factors like eating, smoking, exercise

and other life style characteristics which are constrained by social norms. It is very

difficult to provide effective health education based on individual needs because

people find it hard to step out of line with their peers.

“Population” strategies attempt to identify and manage the determinants of

incidence and can be preferable. These strategies attempt to control the determi-

nants of incidence to lower the mean risk levels in order to shift the whole

distribution of exposure in a favorable direction. The advantages include the

following: removing the underlying cause; with a relatively small shift in distribu-

tion of risk a large number of cases are avoided and it is more effective to manage

behavioral factors with population strategies (for example banning smoking in

public places). Such enthusiasm is moderated by the disadvantages of the approach:

the individual benefit is small, since most people would have been well anyway, but

are required to change their habits. The author calls this phenomenon the “preven-

tion paradox”: a preventive measure which brings much benefit at the population

level might offer very little to the individual. If individual benefits have to be visible

and immediate, the populations approach can fail. Immunization does not show any

individual positive measurable effect that people can directly feel or be proud of,

while quitting smoking can be viewed as an accomplishment. Consequently the

population approach leads to poor motivation of individuals, including physicians,

who may play an important role in the process. Some doctors were enthusiastic

about anti-smoking education, but achieving 5–10% cessation rates is too low to be

rewarding; in addition, they likely lack the skills to provide for effective behavioral

counseling. The medical community is more familiar with an individual patient-

oriented approach and not very sensitive to population issues.

Rose concludes that both approaches will continue to co-exist and emphasizes

that the priority should be to identify and manage the causes of incidence. Another

conclusion that can be drawn is that individual and population risks are two rather

different concepts.

3.2 Vaccinations and Epidemics

Balancing the risks and benefits of vaccination is an emblematic example to

illustrate the aspects of individual versus collective risks. In this case the epidemi-

ologic approach shows that the key variable for understanding the relationship
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between individual risk and societal risk is the size of the population. A risk may be

very small at the individual level, but be a strong collective risk if millions of people

are exposed.

For example, models have been proposed on risks and benefits of small pox

vaccination (Meltzer 2003), suggesting that most individuals in the general popu-

lation would not accept pre-exposure smallpox vaccination and support the

U.S. recommendation to stop routine childhood immunization against smallpox.

The study warns that a factor such as new information (e.g., reported cases of

vaccine-related adverse events) could alter the perception and valuation of risks and

that public health officials must always be prepared to assess how new information

and communication alter the risks involved.

For other more common and less severe infectious diseases, the vaccine is both

an individual and collective protection: by reducing the number of infected people,

the risk of contagion for each individual is reduced. The heart of the debate is then:

to protect the group, is it acceptable that some pay the price and experience

significant side effects? The doctor’s role is to vaccinate an individual after

weighting the potential benefits and risks. The public health officer argues at the

population level, focusing on the collective level, the benefits outweighing the risks.

But the issue is complex; there is no universal standard in place, which explains

why each country according to its culture, its resources, its beliefs and its values has

a vaccination policy of its own.

A recent survey titled the “Vaccine confidence Project” (www.

vaccineconfidence.org) revealed the levels of confidence in the safety of vaccina-

tions in 67 countries. France is the most distrustful country of the survey: 41% of

French people think that vaccines are not safe as compared to 13.5% in the U.S.A.,

15.8% in China, 8.7% in the U.K., 4.2 in Portugal, 5.4% in Australia. However, in

some countries such as Russia (27.5%), Greece (25.4%), Japan (25.1%) or Iran

(22.6%), the distrust is quite high and in some others like Bangladesh (0.2%) it is

quasi absent.

In countries like Bangladesh people might have been able to see how widespread

vaccinations have improved children health. In France, the high level of distrust has

been attributed to a mixture of pharmaceutical industry scandals such as excessive

profits from vaccines and conflicts of interest within health authorities, a mandatory

vaccination system, plus the quasi military organization of H1N1 vaccination,

which excluded general practitioners who are the closest to the population, the

hepatitis B vaccination fiasco, and many mistakes in the communication to the

public added to a distrust towards the general practitioners themselves (Verger et al.

2015). In addition, the media have been accused of stressing the negative effects

without quoting the positive effects.

However, France is not the only country where defiance is important, especially

in Europe; measles is resurging as endemic in the U.K. due to the lack of vaccina-

tion. In Europe, where the distrust is high, people forget that most severe diseases

such as poliomyelitis or smallpox have been eradicated thanks to vaccination, and

that these could reappear if vaccination is no longer generally accepted.
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3.3 Societal Aspects

Vaccination is not solely a medical issue. It questions the way we organize our

society.

In 1423, the Venetians introduced quarantines to prevent the risk of plague they

rightly suspected arriving with ships from the Far East. The use of quarantines was a

breakthrough for two reasons. First, quarantines are based on collective protection,

rather than on an individual perspective of illness. Second, religious faith was no

longer the only approach to protection, but an organized community effort was put

in place to ensure safety, with it the idea of a “public health force”, since it required

to set up a police to ensure the effectiveness of the decisions.

There are questions about the legal obligation to vaccinate, as it is the case in

France, where distrust is high. Other societal questions are relevant such as the

religious taboos around vaccination. In the above confidence survey, Asians were

most likely to consider that religion does not allow vaccination (Vietnam, Thailand

andMongolia, 26–46%) while this was not the case in Saudi Arabia (2%) and Brazil

(3%). However 15% of the people around the world estimated that their religion did

not allow them to be vaccinated. Women were more prone than men to find

vaccination important, as were those over 65 years versus young people.

With the fear of biological terrorism and the possible resurgence of the most

severe diseases the vaccination level of a population could become a serious issue,

and some governments or health authorities are currently taking steps to try to

reverse the tendency and to increase the level of confidence in vaccination.

Infectious diseases could also introduce tensions when, on behalf of the group’s
protection, personal freedom is restricted. This was the case during the Ebola threat

to the United States in New York, where Ebola infected a physician who worked in

Liberia before returning to the US in October 2014.

This led several governors to decide that health professionals returning from

epidemic countries should be routinely quarantined upon their return for 3 weeks.

An article in the New England Journal of Medicine (Drazen et al. 2014) refuted the

idea, classifying it in the “false good idea” category. Regarding emotions manage-

ment, often mobilized by politicians, the authors emphasize a management based

on biological and epidemiological evidence.

Indeed scientists have demonstrated that to catch the virus, mucous or skin with

an open wound have to be in contact with a high concentration of virus. Such

concentration is only present in symptomatic patients (fever, vomiting, diarrhea,

deteriorated general health state) in their stools, their sweat, their tears, and their

blood. When symptoms progress and viral load increases towards the end of their

life, more patients become hyper-contagious. This was the case for the only nurses

who had been contaminated by a patient in Dallas, because she took care of him at

the end of his life; in contrast, for the persons who shared housing with the patient

when he was not feverish, risks were small and they were not contaminated.

Unfortunately, there are no absolute truths: in most cases the carriers of the virus

are not infectious when they have no fever, but can we certify that this is true for
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100% of cases? No; so we must acknowledge some uncertainty and therefore

authorities may be right to be cautious. In reality, judgment must result from a

systemic reasoning, analyzing all the risks and benefits of a decision.

On one hand, the fight against epidemics should be guided by science and not

purely by political considerations. On the other hand, the history of epidemics

teaches that it is by acting on their epicenter that best limits their spread. If

voluntary caregivers are discouraged from travelling to epidemic areas, this may

create the conditions for a pandemic. This illustrates how much risks are not risks

“per se” but are embedded into societal values and intertwined into rather complex

interactions (Zylberman and Flahault 2009). It is another example of how different

risks can be at the level of the individuals versus that of populations.

4 Risk Uncertainty

In some cases there are no comprehensive data to evaluate a risk: either data are

completely lacking, contradictory, not interpretable, or believed to be produced by

parties with conflicts of interest. Two attitudes can be contrasted: One considers

that it is necessary to reduce uncertainty before any action. The other advocates

acting with caution before all the evidence is gathered. A recent article (Peretti-

Watel et al. 2013) illustrates this question, using French data on the perception of

health risks linked to electromagnetic waves, including electricity, mobile phone

waves, Wi-Fi and microwave ovens. These non-ionizing waves share common

characteristics: they are everywhere in our environment, they are invisible,

undetectable without a measuring device, but are related to visible emitters such

as high voltage or relay antennas.

The effects of waves differ depending on the type of field (electric or magnetic)

and frequency. Most studies focused on waves with a frequency over 400 MHz,

which corresponds to mobile phones. A lot of studies did not apply robust meth-

odological procedures to measure dosage or its biological effects. The studies that

did failed to provide evidence of any genotoxic or carcinogenic effect, effects on

the immune system, on the nervous system or on the reproductive system (https://

interphone.iarc.fr/UICC).

In addition, an important international study has been conducted in 13 countries,

Australia, Canada, Denmark, Finland, France, Germany, Israel, Italy, Japan,

New Zealand, Norway, Sweden, and the UK, using a common core protocol.

“Interphone” was the largest case–control study to date investigating risks related

to mobile phone use and to other potential risk factors for the tumors of interest and

included 2765 glioma, 2425 meningioma, 1121 acoustic neuroma, 109 malignant

parotid gland tumor cases and 7658 controls. In addition to a detailed history of

mobile phone usage, information was collected on a number of known and potential

risk factors for the tumors of interest. The study concluded that overall, there was no

increase in risk of glioma or meningioma observed with use of mobile phones.

There was no increase in risk of acoustic neuroma with regular use of a mobile
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phone or for users who began regular use 10 years or more before the reference

date. Elevated odds ratios observed at the highest level of cumulative call time

could be due to chance, reporting bias or a causal effect. As acoustic neuroma is

usually a slowly growing tumor, the interval between the introduction of mobile

phones and the occurrence of the tumor might have been too short to observe an

effect, if there is one (INTERPHONE 2010; Swerdlow et al. 2011).

The French government agency AFSSET published a report to state that no risks

have been demonstrated. Despite this publication, the controversy continued and

groups of people continue to oppose antennas and base stations, claiming that

waves are a risk for health.

Peretti-Watel et al. (2013) investigated lay risk perceptions related to exposure

to electromagnetic fields (from an electric power-line, a TV, a cellular phone or

micro-wave oven) in France. Answers to an opened-ended questions suggested that

many people worry about such exposures: they believe that it may interfere with

natural electricity circulating in the human body, disturb the nervous system and

cause cancer. Statistical analyses showed that risk perception related to these four

devices were strongly correlated with one another and shared common predictors.

The results suggest that these risk perceptions are built within the same perceptive

frame. The authors advise not to consider them as “false beliefs” as they are based

on consistent conceptions of the body, health and disease, they are fueled by the

contemporary leveling of knowledge, and they reflect the difficulties experienced

by many people living in a changing world. It also seems that the understanding of

the way electromagnetic waves can affect health is not a matter of knowledge and

education, since in this survey the most educated were the ones who feared the

power lines the most. Indeed the “educational” approach is unlikely to convince,

because two factors play a role in structuring opinions and behavior firstly, emo-

tions and representations and secondly, confidence that health is not sacrificed over

economic interests.

Again we see how much trust in government and health authorities is essential in

all these individual versus collective tensions. Society needs projects for its eco-

nomic development: people need electricity, internet, mobile phones, antennas and

relays. Independent research is required to establish risks, but independence is

difficult to establish and many “independent” committees have been accused of

having shared interest with one of the stakeholders. The education system is a key

element as well: when a survey shows that the most educated are those who are the

most fearful, it is quite surprising to see how much ignorance concerning health

matters and scientific reasoning might be abundant in very highly educated people,

including those who could have responsibilities related to health matters. A basic

health education could render citizens more able to make judgments about their

risks and the decisions to be made for staying healthy.
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5 Amount of Risk

The International agency for research on cancer IARC (www.iarc.fr), the WHO

agency responsible for assessing the evidence for the carcinogenicity of environ-

mental or dietary exposures, has classified red meat as “probably carcinogenic to

humans” (group 2A of the scale of evidence) and processed meat after salting,

fermentation or maturation as “somewhat carcinogenic to humans” (group 1).

Although the agricultural sector has declared that they do not believe in the data,

supporting a causal relationship between the consumption of any red meat and any

cancer, the WHO’s decision resulted from a long process of expertise and

multidisciplinary scientific data on some 800 published studies. Indeed, the IARC

scale is not a risk scale, but a scale classifying the level of evidence available for the

existence of a danger. “Probably carcinogenic” means that there are strong argu-

ments in favor of a role of consumption of red meat in the occurrence of cancer in

humans, but that we cannot conclude with certainty on the causal link. IARC

assesses the dangers, but not the risk, although in this case, the agency provides

guidance on the relationship between the level of consumption and cancer risk.

Danger, or hazard, is the ability of a substance to cause an adverse effect. It is a

potentiality. This says nothing about the degree of realization of this potential. Red

meat is probably dangerous, however it does not mean that all those who eat it will

develop cancer (we are talking about digestive and prostate cancers). The frequency

at which a danger is realized is the risk. For processed meat, the estimate is an

increase in the excess relative risk of cancer of about 0.2 per 50 g serving. That is,

by consuming 100 g, the baseline absolute risk multiplies by 1.4, etc. To consume

250 g per day doubles the risk of cancer, which still can be described as moderate.

Indeed, another fundamental element is that cancer is a multifactorial disease.

Cancer develops in the interplay of genetic, biological, behavioral and environ-

mental factors. It is difficult to distinguish with the current knowledge the contri-

bution of each of these factors.

In terms of safety, one must not only consider the danger of exposure, but also

think in terms of the level of risk. Clearly, a danger scale is not a risk scale. It is

often asked why there isn’t a universal risk scale? The answer is that such a scale is
impossible to define because the level of risk actually depends on several param-

eters such as the amount ingested (dose), on co-exposures, personal characteristics,

age, gender, etc. Another important factor, but not quantified for all cancers, is the

family history of cancer. In sum, cancer risk is a function of each of the above

factors, exposure to carcinogens and genetic heritage.

In addition, the amount of meat eaten per day matters; IARC experts concluded

that each daily serving of 50 g of processed meat increases the risk of gastrointes-

tinal cancer, including colon and rectal cancer, by about 20 %. Thus, 150 g of cold

cuts consumed daily result in an increased risk of 60%. This means that instead of

an annual colorectal cancer risk of 1 in 10,000, a person consuming that quantity

increases his or her risk to reach 1.6 per 10,000. In epidemiology, such an increase

of a low baseline risk can be described as small. Moreover, two facts must be kept in
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mind: the average lifetime risk of developing any cancer is about 33%, while eating

meat has nutritional benefits. No rational decision to risk prevention can be taken

without carefully considering the magnitude of the risk.

6 The Precautionary Principle

Uncertainty about risks generally leads to a preventive approach to avoid known

and possible risks. Indeed, many new technologies and products may convey risks

that have not yet been assessed because we are lacking knowledge on their short and

long-term effects, or the instruments or tests to measure their effects are

non-existent. Alternatively, some of these risks have been measured, but the results

are not coherent, so they may have an effect but the effect may not be solidly

grounded. What to do? The tolerance to risk is very low, but “zero risk” does not

exist, since any action or product induces a risk. However, when there is some

information about a risk, even in the absence of proof, a new attitude has become

prevalent: “The precautionary principle”.

In the EU, the precautionary principle has been detailed since 2000 in the Treaty

on the Functioning of the European Union (EU). The precautionary principle

enables rapid response in the face of a possible danger to human, animal or plant

health, or to protect the environment. In particular, where scientific data do not

permit a complete evaluation of the risk, recourse to this principle may, for

example, be used to stop distribution or to order withdrawal from the market of

products likely to be hazardous. Since the definition of the principle may have a

positive impact at international levels it has been recognized by various interna-

tional agreements, notably in the Sanitary and Phytosanitary Agreement (SPS)

concluded in the framework of the World Trade Organization (WTO).

The precautionary principle may only be invoked upon consideration of three

preliminary aspects: identification of potentially adverse effects, evaluation of the

scientific data available and the extent of scientific uncertainty. In most cases,

European consumers and the associations which represent them, must demonstrate

the danger associated with a procedure or a product placed on the market, except for

medication, pesticides and food additives. However, in the case of an action being

taken under the precautionary principle, the producer, manufacturer or importer

may be required to prove the absence of danger. This possibility is examined on a

case-by-case basis. It cannot be extended generally to all products placed on the

market (http://eur-lex.europa.eu).

There are views suggesting that precautionary principle may do more harm than

good. The principle induces concerns regarding the dangers of certain human

exposures to agents in the environment, which requires that these exposures are

considered dangerous until proven otherwise. The principle can induce in the public

a feeling of insecurity fueled by the slightest warning. For others, the principle is

fundamentally reassuring. It provides assurance that uncertainty must benefit pri-

marily the protection of the health of the population and create trust.
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To evaluate the effects, a large international study was conducted in students of

social sciences and humanities (Wiedemann et al. 2013), about 400 in each country

in Australia, Brazil, Germany, India, Japan, the Netherlands, South Africa, the

United Kingdom, and the United States. The study focused on possible risks of

radio frequency mobile phones and base stations. Its main objective was to measure

the impact on risk perception following information about the possible risks of

electromagnetic waves. The research questions were:

Does informing about precautionary measures affect risk perception differently across

various countries? Does it make a difference whether the precautionary measures refer to

cell phones or to base stations? Does precautionary information framed in terms of safety

have a different effect on risk perception compared to information framed in terms of risk?

The question wording to evaluate the risk perception was:” All in all, how threatened do

you feel by electromagnetic radiation emissions from <base stations/cell phones>? (1 ¼ I

don’t feel threatened at all; 7 ¼ I feel very threatened)”.

The mean risk perception level for both base stations and cell phones varied

across countries, with the Netherlands having the lowest ratings and India the

highest. Except for India and Japan, perceived risk for base stations was higher

than for cell phones. Compared with cell phones as target of precautionary mea-

sures, where the effect was quite weak, it seems that informing about precaution has

a stronger effect when targeting base stations, albeit in the direction of increasing

the perceived risk. The data suggest that informing people about precautionary

measures aiming at base stations does not decrease concern. Rather, results point in

the opposite direction.

The only variable that in all countries, except for Japan, consistently showed

significant correlations with perceived risk was perceived personal benefit. The

higher the perceived personal benefit of cell phones, the lower the perceived risk.

Interestingly, the amount of daily use of cell phones was not associated with

perceived risk. Gender also showed no statistically significant correlation with

perceived risk, except for Japan, where women tended to have higher perceived

risks than men. Attitudes towards science and technology were also not consistently

related to perceived risks of cell phones, but when they were, a more favorable

attitude towards science and technology was associated with lower perceived risk.

With regard to the association of perceived risks of base stations, the direction of

the associations was the same as for cell phone risk perceptions. Framing the

information on precautionary measure as “protecting public health” versus

“avoiding health risks” did not result in different risk perceptions. The authors

concluded that “Public health authorities should not expect that precautionary

measures are sufficient in and of themselves to increase confidence in risk man-

agement and thus reduce the perception of risk. If the intention is to reassure the

public, information about precautionary measures is likely to lead to failure”. This

study is obviously not sufficient to evaluate the effects or applying the precaution-

ary principle to perceived risks, but it underlines that a measure which is supposed

to be positive and aimed at reassuring people can have opposite effects. However,

even though the precautionary principle is apparently not reassuring, it has become

highly present in people’s life. Ironically, for a lot of risks that are well documented,
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governments have failed to agree and take the necessary decisions because of a lot

of conflicting interests, including on issues regarding global warming or armed

conflicts, while for potential risks that may have very small effects, a lot of debate

has occurred and decisions to suspend projects have been made.

7 Mental Disorders

Stress is an inherent part of the life; reactions to stress have been first described by

H. Selye (Rosch 2016) who stated that the organism is in equilibrium and that any

change will stimulate the system to adapt; he proposed to refer to these changes as

“stressors” and the mechanisms to adapt as “stress”. Since stressors are inevitable,

humans are programmed to face them to survive, but if the stressors are too

important or too frequent, the adaptation can fail and can create detrimental effects

on health. However, people have different levels of resistance and their ability to

face high stressor levels is called resilience, as opposed to vulnerability.

Selye studied mainly the physical reactions associated with stress. Brown and

Harris opened (Brown 1978) the field of psychosocial stressors and depression,

studying large cohorts of vulnerable women in non-affluent areas in suburban

London. They described how vulnerability factors starting from childhood, such

as the loss of one’s mother before the age of 11 years, interact with protective

factors such as having a job or a satisfactory relationship with a partner, when a

negative event occurs, precipitating or not the person into clinical depression.

Moreover, the authors described how specific events such as humiliation or entrap-

ment could be more precipitating to depression than others. They also documented

how a “fresh start”, that is a positive event, could help a person recover.

All of this work is at the interface of personal versus population risks. Indeed, it

demonstrates that a population risk such as poverty, which leads to poor housing for

example, is a risk factor for depression in general, but that for the individual this

factor becomes a risk only if the person has certain characteristics that renders her

vulnerable. For the general population, poverty increases the prevalence of depres-

sion, but only because certain vulnerable individuals could not cope with the event

because of their own vulnerability, and become depressed.

Another illustration of this interaction comes from work on Post-Traumatic

Stress Disorder (PTSD). North et al. (2012) have studied 15 disasters over

25 years and followed over 3500 survivors, directly exposed to a disaster. They

classified disasters into Natural disasters: floods, tornado, earthquake and hurricane;

Technological accidents: dioxin contamination, plane crash and firestorm; Inten-

tional acts/terrorism: 4 mass murders; OKC bombing; bombing of US Embassy in

Nairobi, Kenya; 9/11 attacks on NYC; bioterrorism (anthrax) on Capitol Hill.

The authors found that after disasters many persons experience symptoms, but

few meet diagnostic criteria and that most symptoms disappear with time. More-

over, following the Oklahoma City bombing, those who met full diagnostic criteria

had pre-trauma disorders including PTSD, major depressive episode, panic disorder
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and generalized anxiety disorder. Curiously, no new incident cases were found for

alcohol and drug use disorders, although an increase of alcohol consumption has

been documented. Similar results have been reported by Galea regarding depressive

symptoms (Contractor et al. 2015) in soldiers confronted with traumatic events in

Afghanistan: half of the soldiers did not have any symptoms, some had symptoms

which faded over time, and those who either had an increase of symptoms or a

chronic level of symptoms have had experienced childhood adversity and a high

number of lifetime traumatic events prior to the exposure.

These studies converge to demonstrate the interaction of individual risk factors

such as genetics, childhood and adult traumas. Once confronted with a stressor, the

combination of these factors determine whether that stressor develops into a disease

in a certain individual, while at the population level these traumas per se increase

the prevalence of disorders.

This has consequences in terms of prevention; it may be more efficient to screen

for those at high risk and to offer an intervention to those who had one rather than

offering interventions to all individuals confronted to a traumatic event. Indeed, this

may become an approach recommended in case of a disaster or tragic event. Instead

of trying to propose help to everybody, it can be preferable, based on rapidly

screening those at risk, concentrate efforts on those at individual risk. On the

other hand, these high-risk strategies do not exclude population-based interventions

aimed at reinforcing trust, as they may affect population-level well-being and thus

reduce the incidence of mental disorders.

8 Conclusions

Evaluating risks is a fairly difficult task. Societies are becoming highly sensitive to

risks and the development of technologies increases both risks and the ability to

detect them. Sophisticated statistical methods, together with the capacity to follow

large samples of the population, allow the calculation of attributable risks, but they

are not easily transformed into individual risks. Indeed, evaluating individual risks

is currently a quasi-impossible task as a number of factors are involved, including

personal history and background, health practices and access to care, which interact

with collective, mostly environmental risks.

Notwithstanding these difficulties, the psychological aspects of risks are con-

stantly underestimated, as are mental health problems in general. Whatever the

circumstances, the most psychologically fragile will always be those most at risk,

and a risk management policy should take care of this specific dimension. In cases

of disasters or highly traumatic events, general psychosocial interventions will

benefit most people, but only some of them should be offered specialized care,

possibly after effective screening. Finally, gap between scientific knowledge and

policy has to be bridged since a lot of decisions are made under political pressures,

often ill-informed about major scientific facts. Communication skills and consid-

eration of ethical principles have to be improved at each level to avoid generating
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unnecessary panic. Ideally, all parties should join forces involving representatives

of those impacted to elaborate actions and messages that reflect the best available

knowledge, in a language that is accessible to each citizen.
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Risk Communication

Hye Kyung Kim

1 Introduction

Product labeling, patient information leaflets inserted in product packaging, product

warning labels—all of these represent ways in which consumers commonly

encounter product-related risk information in their daily lives. Today, it is not

only considered good business practice to inform consumers of potential risks

associated with consumer products, but numerous laws and regulations—varying

by product type and jurisdiction—also mandate risk communication to protect

consumers from potential harm. Properly done, the communication of product-

related risks also implicates actors from across the spectrum of product fabrication

and use, including scientists, regulators, legislative representatives, and end users.

Considering the highly interdisciplinary nature of the field, practitioners who

communicate product risk should be able to understand the complex dynamics of

risk communication from a number of vantage points, at both the individual and

societal levels.

This contribution starts with a definition of risk communication that should help

identify key features of effective risk communication. Those definitional aspects

are followed by a section on the risk communication process, which provides

practical examples for addressing product-related risks. The remainder of the

contribution explores approaches for understanding how people perceive and inter-

pret risk, and how producers might effectively communicate risk to consumers.

Several theories have been proposed to explain why people evaluate and respond

differently to risks and hazards. Thus, the contribution divides the major theoretical
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approaches into three groups: psychological approaches, sociological approaches,

and interdisciplinary approaches.

Psychological approaches to understanding risk communication focus on factors

that influence perceptions of risk at the individual level. In this contribution, both

cognitive (unrealistic optimism) and affective (risk as feelings and affect heuristic,

functional emotion theory) factors are introduced and their implications for risk

communication are discussed. Scholars tend to emphasize the importance of risk

information-seeking and processing as tools for making better risk decisions; the

contribution thus explains important considerations for promoting those informa-

tion behaviors. Beyond individual-level risk, this contribution also explores socio-

logical contributions to risk factors at the group level (cultural theory), and it

evaluates interdisciplinary (social amplification of risk) approaches to understand-

ing perceptions of risk. Each sub-section concludes with practical insights for

communicating risk.

2 Defining Risk Communication

Risk communication refers to an exchange of information about the “risks caused

by environmental, industrial, or agricultural processes, policies, or products among

individuals, groups and institutions” (Glik 2007, p. 34). Although risk communi-

cation comes in many different forms, in this contribution, the term refers to the

communication of health, safety, or environmental risks associated with consumer

products. Previously, risk communication had been considered a one-way form of

communication, with consumers being told what the experts or companies consider

important. With growing demand for consumer involvement in risk management,

however, risk communication is now considered a two-way, interactive process

involving informational exchanges between different groups of key players, includ-

ing consumers, experts, companies, organizations, and institutions.

The primary objective of risk communication is to improve the match between

the actual magnitude of a risk issue and the magnitude of risk that consumers

perceive and to which they respond. Thus, to act as a bridge between the experts/

companies and consumers, communication practitioners should develop a strong

understanding of the risk issue as well as consumers’ concerns, feelings, and

reactions toward the risk issue. Recognizing the reasons behind a perceptual gap

between the consumers and the expert/company constitutes one of the most critical

enterprises in the practice of risk communications. Furthermore, communicating

risk often involves information or messages that may be threatening to consumers,

and which may trigger defensive reactions, unnecessary fear, misunderstanding, or

suspicion. Risk communicators must therefore be able to diffuse these potential

consequences by showing empathy and exercising negotiation skills, while also

protecting their credibility and trustworthiness with the public.
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3 Processes of Risk Communication

As outlined above, risk communication is an interactive process involving infor-

mational exchanges between different stakeholders to address potential hazards or

risks associated with consumer products. Several steps are involved in the devel-

opment and execution of an effective risk communication program. As Fig. 1

illustrates, the process starts with identifying and assessing potential risks, and

finishes with program evaluation.

3.1 Step 1: Identify and Assess Risk

Risk identification refers to the process of determining potential threats to the

environment or human safety and health (in this contribution, as posed by consumer

products). This critical first step in the risk management process allows companies

to prevent product returns and recalls, and it reduces the threat of litigation that may

arise if consumers are placed in danger. The objective is the early and continuous

identification of product risks that may cause harm to consumers and their envi-

ronments. To meet that objective, risk assessments are performed at different

stages, from the product design to manufacturing. In many parts of the word,

Fig. 1 Risk

communication process
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product risk assessments of this sort are not mandatory, but in other jurisdictions,

companies may be required by law to conduct product risk assessments (e.g., for

toys in the US and EU). For example, governments frequently adopt into legislation

elements from the international standard ISO 10377: Consumer product safety—
Guidelines for suppliers, which offers practical guidance about product risk assess-
ment such as hazard identification, the development of injury scenarios, and

evaluations of the probability and potential severity of injuries.

3.2 Step 2: Determine Communication Needs and Objectives

Not all product risks can be eliminated, even after their identification through risk

assessment. The subsequent step, then, in cases where some level of product risk

persists, is to inform consumers of those potential product risks. A successful risk

communication should have a defined purpose and set of objectives, because the

tactics used to communicate risk may differ according to distinct goals. Potentially

five different objectives may be established for risk communication (Kasperson

et al. 1992): (1) to diagnose and maintain public trust; (2) to increase awareness of

risks; (3) to improve public understanding of risk; (4) to develop mediating skills;

and (5) to mobilize the public. Risk communication can further be divided into

several categories depending on its purpose: care communication, consensus com-

munication, crisis communication, and product communication (Lundgren and

McMakin 2013; Ng and Hamby 1997).

3.2.1 Care Communication

The purpose of care communication is to inform consumers about potential risks

and to educate end users on the effective means to reduce such risks, based on

scientific evidence. As an example of the importance of relying on scientific

information, coffee drinking was associated with an increased cancer risk as early

as the 1980s. However, twenty-five years after classifying coffee as a possible

carcinogen leading to bladder cancer, the World Health Organization removed

coffee from the list of cancer causes in light of cumulative evidence suggesting

no link between cancer and coffee drinking. Conversely, shampoo and other body

care products routinely inform consumers about the dangers associated with

swallowing; this is intended to reduce proven risks of intestinal illness or discom-

fort as a result of ingestion.

3.2.2 Consensus Communication

Consensus communication aims to inform and encourage relevant stakeholders to

work together in order to make a decision about how the risk should be managed
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(Lundgren and McMakin 2013). Typically, consensus communication involves

activities such as panel discussions, public consultations, and audience interactions.

Engaging in this sort of public involvement enables an organization or company to

improve its decision-making processes, but just as importantly, it enhances the

firm’s local credibility. Communities are also more likely to accept decisions made

with their input, which may reduce the likelihood of legal delays and political

pressure (Sandman 1985). An example would be a citizens’ advisory panel, a group
of experts, and representatives from a governmental agency working together to

decide on the location for a new nuclear energy facility.

3.2.3 Crisis Communication

Crisis communication aims to manage perceptions around unpredictable events that

might threaten the product-related expectations of key stakeholders; such events

include disease outbreaks and natural/human-caused disasters. Communication

objectives during a crisis may seek to inform, convince, or motivate certain

stakeholders to take some form of essential action, though the key objective in

these circumstances is often damage control—an effort to prevent drastic negative

changes in the relationship between stakeholders (Sturges 1994). The Tylenol crisis

in 1982, which involved a series of poisoning deaths resulting from drug tampering

in Chicago, constitutes an exemplary case of successful crisis communication

(Lazare 2002). Johnson & Johnson immediately warned the public of poisoning

risks and proactively issued a nationwide recall of Tylenol products. This incident

led to reforms in over-the-counter substance packaging and in federal anti-

tampering laws (Mitchell 1989).

3.2.4 Product Communication

Product communication intends to inform consumers about product risks particu-

larly when introducing a new product. This type of risk communication is often

mandated by regulations and has become more important as failure to properly

inform consumers of product risks puts companies at exposure to large-scale

lawsuits. Chemical companies, for instance, communicate potential hazards of

their products through product labels, product health/safety bulletins, and material

safety data sheets (MSDS). An example would be creating public awareness around

the environmental and health risks associated with using pesticides. According to

WHO specifications (WHO 1985), pesticides should be packaged and labeled in

English or in the local language, and labels should indicate the contents, the proper

safety instructions (warnings) to follow, and possible measures to take in the event

of contamination or swallowing.

Pharmaceutical manufacturers also use product labeling (the Summary of Prod-

uct Characteristics, SmPC), patient information leaflets (package inserts), and

product warning labels to inform consumers about product risks. One of the
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major challenges to product communication is delivering the risk information in an

easy-to-understand format while also ensuring that the instructions are comprehen-

sive and accurate. In developing a patient information leaflet, for instance, it

would be important to avoid using technical jargon that only medical experts can

interpret.

3.3 Step 3: Selecting Potential Audiences

Owing to the fact that a wide range of individuals and groups have a stake in the

risk-related aspects of any product, it is important to properly identify these

stakeholders and to understand their distinct views and concerns. In developing a

communication program, risk communicators may prioritize target audiences

depending on their roles and the magnitude and probability of the risks they face.

For instance, in communicating risks related to children’s products (e.g., toys),

parents are the primary target audience as they make purchase decisions and serve

as caregivers for the children who cannot make proper risk-related decisions

themselves.

Communicative approaches—in terms of the content, tactics, and strategies—

differ based on the intended audience largely as a function of their knowledge of the

issue, their attitudes toward the company, and their reading level and numeracy

skills. Understanding the intended audiences’ perception of risk is thus an essential

step in creating successful risk communication. Risk perception refers to “people’s
beliefs, attitudes, judgments and feelings, as well as the wider social or cultural

values and dispositions that people adopt, towards hazard and their benefits”

(Pidgeon et al. 1992, p. 89). As indicated in this definition, because each audience

tends to have some commonality or shared identity, risk perception should be

understood against the societal and cultural background, beyond the individual-

level process.

For instance, the cultural theory of risk (Douglas and Wildavsky 1983) suggests

that social aspects and cultural adherence shape how we perceive and respond to

risk. Accordingly, variation in social participation can be accounted for by the

interaction between the two dimensions: (1) the strength of allegiance to a group

(the group axis) and (2) the extent of regulation within or outside of the group (the

grid axis). Using the group-grid scheme, four kinds of social environments exist:

individualism (“low grid, low group”, protecting individual freedom) versus fatal-

istic (“high grid, low group”, indifferent about risk), and hierarchical (“high grid,

high group”, relying on experts) versus egalitarian (“low grid, high group”, striving

for equality). Risk communicators should take these distinct social and cultural

environments into account when developing strategies for effective risk

communication.
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3.4 Step 4: Develop Risk Messages

3.4.1 Comprehension and Accuracy

Risk information or messages should be appropriately suited to audiences’ reading
levels, prior risk experience, and perceptions/feelings about risk, in order to

enhance comprehension. Instead of using technical terms that are unfamiliar to an

audience, risk communicators should develop more easily understood terms with

clear definitions. Using comparisons is a common strategy to enhance comprehen-

sibility, as people often find it difficult to understand probability-based risk esti-

mates (Slovic 1987). For instance, the risk associated with a particular new product

can be compared to similar products’ risks, to natural background levels, or to

regulatory standards. To ensure comprehensibility, it is always desirable to pretest

the developed risk messages through focus groups or in-depth interviews with

members of the target audience prior to implementation.

Risk communication inevitably involves some degree of uncertainty. When

delivering research findings in particular, uncertainties should be clearly acknowl-

edged by addressing the study’s limitations and caveats, expert disagreements, and

inconsistencies. Because uncertainty can be perceived as incompetence, risk com-

municators should deliver factual information supported by cumulative research

evidence and reviewed by an expert panel.

3.4.2 Fear Appeal

Fear inducing messages are often used, particularly in health campaigns, to promote

protective behaviors or to deter unhealthy behaviors. The process of inducing fear

works by raising the prospect of personal risk vulnerability, and by underscoring the

severity of harm associated with unhealthy behaviors. According to the Extended

Parallel Process Model (EPPM; Witte 1994), there are potentially two different

coping strategies that audiences may adopt when they face fear-inducing messages:

danger control and fear control. Danger control allows audiences to take precau-

tionary actions to reduce personal risk, whereas fear control leads to maladaptive

behaviors (e.g., avoiding risk information) as a self-defense mechanism. When fear

is aroused, audiences can activate danger control, instead of fear control, only when

they perceive themselves as capable of managing the risk. To promote protective

behaviors using fear appeal, risk communicators should provide information on

effective ways to reduce the risk (response efficacy) and on the audience’s compe-

tence to perform those actions (self-efficacy).
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3.4.3 Message Framing

Persuasive outcomes differ depending on how messages are framed. Although not

all risk communication involves persuasion, message framing can be useful for

changing perceptions of and solutions to risk. For instance, news framing research

suggests that news coverage featuring an individual who suffers from a problem

(episodic frame) makes readers more likely to attribute responsibility to the indi-

vidual than to society, compared to coverage that focuses on the issue’s overall

impact in society (thematic frame) (Iyengar 1991). When the objective is to

promote society-wide solutions to a risk issue (e.g., to establish a new policy), it

might thus be useful to employ a thematic frame as opposed to an episodic frame;

doing so would likely serve to emphasize society-level responsibilities in

addressing the risk issue.

Many persuasion scholars have investigated the relative persuasive efficacy of

gain- and loss-framed messages. A gain-frame focuses on the benefits and positive

outcomes of taking the recommended action, whereas a loss-frame focuses on the

costs and negative outcomes of not taking the recommended action. According to

Prospect Theory (Kahneman and Tversky 1979), people tend to seek risks when the

message is loss-framed and to avoid risks when the message is gain-framed. For

instance, a loss-frame tends to perform better in promoting detection behaviors

(e.g., cancer screenings), which involve the potential to receive negative risk

information (Rothman and Salovey 1997). In promoting prevention behaviors

aimed at achieving desirable outcomes (e.g., regular exercise), on the other hand,

a gain-frame tends to be more persuasive than a loss-frame (Rothman and

Salovey 1997).

Prior research suggests that the relative efficacy of gain- and loss-frames differs

by individual predispositions, such as one’s cultural worldview. In particular,

evidence suggests that loss-frames are more effective than gain-frames at increas-

ing policy support to address risk for those with a hierarchical worldview; however,

the reverse appears to be true for those with an egalitarian worldview (Nan and

Madden 2014). Combined with the cultural theory of risk (Douglas and Wildavsky

1983) explained earlier, gain-loss framing could be useful in risk communication

when matched with the intended audience’s cultural worldview.

3.4.4 Visual Presentations

Proper use of visuals can significantly improve an audience’s understanding and

recall of risk information. The use of bar graphs and pie charts in product labels, for

instance, has been shown to improve consumer comprehension of nutrition infor-

mation, compared to text-only product labels (Geiger et al. 1991). Visuals also help

clarify abstract or complex concepts in risk information by allowing audiences to

construct mental models (Graber 1990).
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Product warning labels, such as those used for prescription drugs and household

chemicals, often utilize visuals and graphics to convey product risks. For instance,

graphic warning labels on cigarette packages have been found to improve consumer

knowledge about the risks from smoking (Hammond et al. 2006); thus, such

warning labels are now mandated in many countries. The United Nations Economic

Commission for Europe and its partners developed a worldwide voluntary guideline

for labeling chemical hazards, which requires specific symbols on labels to indicate

particular hazards (e.g., a white jagged star inside a human silhouette to indicate a

health hazard). These symbols can be applied to pharmaceutical packages to

prevent children or pregnant women from taking certain medications. Because

symbols may have different meanings in different cultures and industries, it is

important to pre-test those symbols with target audiences prior to actual

implementation.

3.5 Step 5: Select a Media Vehicle and Execute

Risk communicators utilize multiple media platforms, from traditional media (e.g.,

newspaper, radio, television) to social network platforms, to disseminate risk

information through advertisements and press releases. Beyond diverse media out-

lets, risk communicators also frequently adopt more interactive approaches that

involve public participation such as community meetings, panel discussions, and

public consultation. Other tactics include brochures, information packets, fact

sheets, newsletters, videotapes or slide shows, product inserts, and warning labels.

The selection of an appropriate media vehicle and tactic largely depends on the

objective of risk communication and the characteristics of the intended audience.

For example, mass media-based advertisements are typically effective at dissemi-

nating risk information. News coverage, conversely, is useful for increasing

the salience of a particular risk issue in the public’s mind. Because preferences

over the outlet type and exposure levels vary by the audience, audience analysis

can assist with the selection of appropriate forms of media through which to

communicate risk.

3.6 Step 6: Evaluate the Communication Program

The evaluation of an overall risk communication program is an important final step

that allows risk communicators to learn from their experience and mistakes.

Evaluation can begin at the early stages of a program in order to identify issues

and to make adjustments regarding the remaining program components. Like many

other communication practices, however, it is a challenging task for risk commu-

nicators to document actual changes in knowledge, perceptions, and behaviors that

result from program exposure. Thus, it is desirable to establish a baseline or
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comparison group in order to draw the most accurate conclusions possible about the

effects of a risk communication program. Feedback from the audience, gathered

through post-program surveys, focus groups, or interviews, can help to identify

issues such as definitional problems, conflicting expectations, and communication

barriers, and thus to ensure the continual improvement of the risk communication

program.

4 Unrealistic Optimism and Debiasing Risk

Communication

People tend to believe they are not vulnerable or less likely than similar others to

experience illness, injury and other negative health issues (Weinstein 1980). Unre-

alistic optimism about personal risk is a well-documented phenomenon in the

literature across a wide range of topics and different populations. By negating

one’s own vulnerability, individuals are able to maintain positive self-view (e.g.,

healthy) and reduce anxiety that may be caused by thinking of uncontrollable future

occurrences (Taylor and Brown 1988). However, underestimating one’s own risk

could be problematic because it may reduce attention to risk information and the

performance of risk-reducing behaviors (e.g., Radcliffe and Klein 2002).

4.1 Conceptualization and Consequences

Understanding the consequences of optimism about personal risk (or perceived

invulnerability) requires a careful examination of how the construct is conceptual-

ized. People can be optimistic about their risk either absolutely, by considering their
own risk to be lower than the actual level of risk they face, or comparatively, by
believing their own risk to be lower than what they believe to be the average risk.

Scholars have less frequently investigated absolute optimism by dint of the eviden-

tiary difficulties that arise in obtaining the actual level of risk to which risk

judgments can be compared in gauging the existence of absolute errors. Compar-

ative risk is considered psychologically important given that people’s understand-
ing of risk in terms of odds and probabilities is limited and subject to cognitive

errors (Slovic 1987). Also, social comparisons constitute an important part of how

people understand their own personal risk.

Scholars have emphasized the importance of distinguishing optimism from bias

or illusion (Dillard et al. 2009). While people typically consider themselves to be

less vulnerable to risk in a comparative or an absolute sense, this estimation may be

either correct (realistic) or incorrect (unrealistic optimism or unrealistic pessi-

mism), depending on the individual’s actual level of risk (Dillard et al. 2009). For

example, if an individual estimates his or her own risk of pesticide poisoning to be
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low because the person does not use pesticides (i.e., low actual risk), then it would

be inappropriate to consider this person as unrealistic.

Comparative optimism and unrealistic optimism have often been conflated in

studies, yet they differ critically. The former refers to a relative risk judgment

irrespective of the accuracy of that belief, while the latter refers to a mistaken belief
that one’s risk is lower than that of other people or of one’s actual risk (Radcliffe

and Klein 2002). The appropriate identification of such biases thus requires an

objective criterion for measurement and comparison (e.g., actual comparative or

absolute risk). To determine whether “being biased” is consequential, one must be

capable of identifying distorted risk perceptions at the individual level. Table 1

shows the categorization scheme for identifying unrealistic optimism.

Emerging evidence exists to suggest that unrealistic optimism, but not compar-

ative optimism, has negative health consequences. Researchers have suggested that

people’s comparative risk judgments are often ordinally accurate and do not have

negative implications; that suggests little need for making comparative judgments

the target of interventions (e.g., Radcliffe and Klein 2002). Although high-risk

individuals like smokers or siblings of cancer patients do tend to underestimate their

own personal risk, they at least tend to estimate their risk to be higher than that of

low-risk individuals such as non-smokers or people without a family history of

cancer (e.g., Strecher et al. 1995).

Distinctly different patterns have been reported with respect to unrealistic

optimism. Unrealistic optimists, as defined in terms of identifying bias, tend to

perceive themselves to be at lower risk despite their actual high risk standing

(Radcliffe and Klein 2002). More importantly, evidence indicates that unrealistic

optimists often employ ego-protective strategies that help them to sustain their

unrealistic beliefs, such as avoiding risk information and downplaying the riskiness

of their behavior (Radcliffe and Klein 2002; Klein 1996). In a longitudinal study

using a sample of college students, unrealistic optimism about alcohol-related

negative events was associated with a greater number of respondents who actually

experienced those events at subsequent time periods (Dillard et al. 2009).

4.2 Psychological Mechanisms and Interventions

Weinstein (1984) recommended several strategies to better endorse risk-reducing

behaviors by changing risk perceptions such as emphasizing the association

Table 1 Categorization scheme for identifying unrealistic optimism

Comparative risk

perception

Actual comparative risk

Below average Average Above average

Own < Other’s risk Realists Unrealistic optimists Unrealistic optimists

Own ¼ Other’s risk Unrealistic pessimists Realists Unrealistic optimists

Own > Other’s risk Unrealistic pessimists Unrealistic pessimists Realists
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between behavior and susceptibility, providing specific behavioral objectives, and

offering others’ preventive actions. Although some interventions were successful,

many theory-driven intervention strategies have failed to change the bias in per-

sonal risk assessments (e.g., Weinstein and Klein 1995; Klein 1996). A better

understanding of the psychological mechanisms related to how unrealistic optimists

become biased serves an important starting point for tackling such biased

perceptions.

Unrealistic optimism is thought to originate from multiple psychological factors

that are quite difficult to tease apart. The most prominent explanations include

(1) self-serving motivations to protect and maintain a positive self-image, and

(2) cognitive errors in processing risk information due to egocentrism (which

leads to a failure to think carefully about others’ risk status), a lack of information

about other’s self-protective behaviors, and selective focus on one’s risk-reducing
factors (e.g., Weinstein 1980).

Egocentric thinking in the context of risk judgment refers to an inability to

access information about other’s risk levels while focusing exclusively on one’s
own risk factors. Based on the assumption that unrealistic optimism results from

unmotivated errors in understanding the risk that people face—particularly

others—, providing individuals with risk information that they had been unaware

of or had overlooked is frequently cited as a remedy for such misunderstanding

(e.g., Weinstein and Klein 1995). This informational approach has not always been

successful in changing risk perceptions, however, suggesting that unrealistic opti-

mism is not caused solely by unmotivated cognitive errors.

People tend to adopt various cognitive strategies to justify their own past

unhealthy behaviors and to maintain a positive self-view (Klein 1996). This self-

serving motivation often creates a situation in which unrealistic optimists resistant

to correction via information interventions (Klein 1996; Weinstein and Klein

1995). Instead, addressing overlooked personal risk factors could actually prompt

defensive information processing and interpretation, particularly in contexts in

which an individual is motivated to self-defend (Weinstein and Klein 1995). For

instance, when comparative optimism was directly challenged in research studies,

people tended to hold on to their superiority either by distorting their memory about

their own past unhealthy behaviors or by lowering the relevance or importance of

these behaviors to their health (Klein 1996).

4.3 Practical Insights

Considerable evidence suggests that both cognitive and motivational factors con-

tribute to the emergence of unrealistic optimism about personal risk. Informing

individuals about the risk status of others or about behaviors for reducing risk is

likely to reduce comparative risk judgments by lowering risk estimates about

others, but those strategies are unlikely to influence personal risk estimates. As

previously discussed, however, comparative optimism is typically of less concern
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given that it is associated with rather positive outcomes. Thus, no strong grounds

exist to argue in favor of providing other’s low-risk information as a strategy for

changing an individual’s unrealistic optimism about personal risk. Instead, it seems

crucial to identify those who have unrealistic risk judgments and to inform these

individuals about their personal risk standing. The key to this process would be the

reduction of possible defensive reactions, considering that unrealistic optimists are

likely to be defensive.

Two intervention strategies have the potential to bring unrealistic optimists’
perceived risk in line with their actual risk level: (1) eliminating the need for self-

defense (via self-affirmation) before exposure to personalized risk information, and

(2) providing vicarious experiences through narratives that depict a person who

shares a similar risk profile with the audience. In the context of alcohol-related

problems among college students (Kim and Niederdeppe 2016), for example,

providing risk information to unrealistic optimists while also protecting their self-

concept via either self-affirmation or narratives, tends to reduce defensive reactions

and to align their perceived risk more closely with their actual risk. These inter-

vention strategies are based on an educational approach (rather than using decep-

tion techniques), which can be applied to risk communication campaigns.

5 The Role of Affect in Risk Communication

Emotions are generally viewed as internal, mental states representing evaluative,

valenced reactions to events, agents, or objects that vary in intensity (Ortony et al.

1988). Emotions are thought to be specific, focused, and foregrounded in con-

sciousness; this puts emotions in contrast to mood, which is often viewed as a

diffuse background affect of uncertain cause (Dillard and Peck 2000). Risk com-

munication scholars have emphasized the role of emotions in interpreting and

responding to potential hazards and risks. In this section, major concepts and

theories relevant to the role of emotions are outlined and their implications for

risk communication are discussed.

5.1 Risk-as-Feelings and the Affect Heuristic

Because emotions and affective reactions are triggered automatically, often before

conscious evaluation of a risk, they offer important information about how indi-

viduals perceive risk situations. Scholars who investigate the role of affect in

decision-making processes have noted a distinction between anticipated affect

and anticipatory affect, especially in response to risks and uncertainties (e.g.,

Loewenstein et al. 2001). While anticipatory affect is “immediate visceral reactions

(e.g., fear, anxiety, dread) to risks and uncertainties” (Loewenstein et al. 2001,

p. 267), anticipated affect does not include immediacy but expected to be
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experienced in the future. The risk-as-feelings perspective (Loewenstein et al.

2001) posits that factors such as anticipated outcomes (including anticipated affect)

and subjective probability related to a risk influence an individual’s feelings about
the risk. This emotional reaction to risky situations, in turn, leads to a behavioral

response to the risk either with or without mediation from cognitive evaluations

about the risk. When emotional reactions are not in agreement with cognitive

assessments of risk, the emotions often drive behavioral responses to those risks.

The affect heuristic explains how an individual’s affect can change the way he or
she makes risk decisions. People tend to make those risk decisions relying on their

current emotion or “affect pool” as a cue about the judgment of a risk (Finucane

et al. 2000); this subconscious process occurs quickly and efficiently as it allows the

individual to shorten the decision-making process. The affect heuristic is often,

then, used to make judgments about the risks and benefits of a particular situation or

object based on the positive or negative feelings that people relate to that situation/

object. Specifically, the negative relationship between perceived risk and benefit is

closely related to the strength of positive or negative affect associated with the

situation/object. For instance, if an individual’s feelings toward a particular con-

sumer product are negative, he or she will be more likely to judge the risk as high

and the benefits low. In contrast, if an individual’s feelings toward the product are

positive, he or she is likely to evaluate the risks as low and the benefits high, even

when doing so is logically unwarranted for that product. This suggests that a strong

affective response toward a consumer product can change an individual’s judgment

about the product’s risks and benefits, which could be an illogical judgment.

5.2 Functional Emotion Theory and Crisis Emotions

Functional emotion theory explains how different emotions influence the mobiliz-

ing and allocating of mental and physical resources for person-environment inter-

actions. Generally, emotions operate as basic information processing systems

designed to deal with a certain, limited set of person-environment relationships

(Lazarus 1991); they signal the mobilization of psychological and physiological

resources in response to that context (Dillard and Peck 2000). This action tendency

is related to physiological changes, which in turn influence future perceptions,

cognitions, and behaviors in accordance with the goal set by the action tendency

(Lazarus 1991).

Emotions play an important role in how individuals respond to risk information

in the sense that emotions serve as a frame, influencing the way in which informa-

tion is gathered, stored, recalled, and used to make risk judgments. When emotion is

evoked, its associated action tendency guides information processing and influ-

ences selective attention and recall (Nabi 2003). For instance, the public would be

more open to mobilization efforts and stronger penalties for criminal offenses if an

anger frame is repeatedly used with crime stories focusing blame on perpetrators.
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This suggests that message-relevant emotions can lead to selective processing of

emotion-relevant information, and, in turn, to decision-making.

Fear is typically considered an avoidance emotion, while anger is treated as an

approach motivation that triggers action on the part of the consumer (Frijda et al.

1989). Because different emotions trigger different action tendencies, it is impor-

tant to identify discrete emotions associated with a risk event, particularly a crisis

that may trigger stronger emotional reactions. Emotions can be broadly divided into

two categories, negative and positive.

5.2.1 Negative Emotions

Four primary negative emotions are associated with a crisis (Jin and Cameron

2007): anger, sadness, fright, and anxiety. In response to the September 11 terrorist

attacks, anger, sadness and fear were the three most dominant negative emotions

(Fredrickson et al. 2003). Based on the functional emotion theory, negative emo-

tions promote selective processing of available information about a crisis and guide

decision-making, which then influences attitudes toward the issue and the organi-

zation in crisis. For example, anger aroused by a toxic waste dumping story is

associated with greater support for punishing goals compared to goals relating to

systemic change or helping victims.

5.2.2 Positive Emotions

The role of positive emotions in a crisis has been largely neglected in the literature,

in large part because they are considered to be less intense and less enduring than

negative emotions. However, scholars emphasize that people in stressful situations

experience both negative and positive emotions (Fredrickson et al. 2003); while

positive emotions may seem inappropriate in the context of crisis, positive emotions

indeed co-occur alongside negative emotions. For instance, gratitude, interest, and

love were the three most frequent positive emotions noted in studies following the

September 11 tragedy (Fredrickson et al. 2003).

Positive emotions not only provide more pleasant subjective experiences than

negative emotions, but they also help reduce the focus on negative emotions. More

specifically, they tend to work as a “breather” by undoing physiological arousal and

enhancing broadminded coping (Fredrickson et al. 2003). As opposed to negative

emotions that narrow people’s attention to specific action tendencies (e.g., attack),

people’s attention, thinking, and behavioral repertoires are widened by positive

emotions (Fredrickson et al. 2003). Applying these effects to the crisis context,

positive emotions can aid an organization by allowing stakeholders to be more

flexible in interpreting a crisis situation and to be more open-minded in the

processing of relevant information. Positive emotions might also mitigate the

impact of negative emotions on organizational reputation and may encourage

stakeholders to engage in active communication.
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5.3 Practical Insights

Emotions play a key role, often times more than cognitive evaluations of risk, in

interpreting and responding to risks. Furthermore, because people tend to evaluate

risk by relying on their current emotion as a heuristic cue, their risk decisions do not

always correspond to the actual level of risk that they face. To promote more

accurate evaluations of risk, practitioners would thus need to address illogical

conclusions that could be drawn from heuristic thinking and to encourage con-

sumers to consider probability-based assessments of product risk. In light of

functional emotion theory, it would be also beneficial to understand the specific

types of emotions that could be triggered by a particular risk issue or crisis, along

with the associated action tendencies. For instance, the core action tendencies of

fear and anxiety are changing plans in order to enhance protection or learning

(Dillard and Peck 2000). Thus, if fear and anxiety are the dominant emotions to

emerge in a crisis situation, risk communicators would need to provide information

that reduces uncertainties or that offers other means to address protection and

learning goals.

6 Risk Information Seeking and Processing

Information seeking and processing are critical components of risk decision-

making, yet individuals vary greatly in their capability and motivation to engage

in these processes. It is thus important to understand when individuals are likely to

seek out risk information and how they are likely to process it. The risk information

seeking and processing model (RISP; Griffin et al. 1999) explores predictors of

these risk information behaviors guided by the heuristic-systematic model (HSM;

Chen and Chaiken 1999) and the theory of planned behavior (TPB; Ajzen 1991). In

this section, key components and predictions of the RISP model are introduced and

its implications for risk communication are discussed. Fig. 2 offers a visual

representation of the model.

6.1 The RISP Model

6.1.1 Information Seeking and Processing

In keeping with the dual processing models in psychology (e.g., HSM, Chen and

Chaiken 1999), two types of information processing exist: systematic and heuristic.

These two processes differ in the amount of mental energy an individual exerts to

process the information at hand. Systematic processing requires both cognitive

ability and motivation to process information in a relatively analytic and
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comprehensive manner. On the other hand, heuristic processing makes fewer

cognitive demands on the individual, as it relies primarily on cognitive shortcuts

or “heuristics”. While utilizing a mental shortcut has pragmatic benefits, it may also

lead to flawed or biased risk decisions. Not surprisingly, compared to heuristic

processing, systematic processing has been found to promote more long-lasting

attitudinal and behavioural changes (e.g., Chaiken et al. 1989).

Information seeking refers to a volitional process of attempting to obtain desired

information by selecting relevant information channels. Like processing, RISP

suggests that information seeking can involve more or less mental effort: one

could heuristically seek risk information through routine media exposure such as

watching a TV news program after dinner, or, on the other hand, one might

purposefully search for particular risk information via nonroutine media channels.

The latter would be an example of engaging in systematic information seeking.

Fig. 2 Risk information seeking and processing model (adopted from Griffin et al. 1999)
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6.1.2 Model Components and Predictions

The primary proposition of RISP is that individuals seek out and process risk

information depending on their subjective assessments of the gap between what

they know about a risk and the extent to which they feel sufficient to respond

adequately to that risk (information insufficiency). Based on “accuracy motivation”

(Eagly and Chaiken 1993), systematic information seeking and processing occur

only when one is sufficiently motivated to engage in the tasks required to achieve a

desired degree of judgmental confidence regarding a risk decision (sufficiency
threshold). Thus, a low sufficiency threshold activates heuristic seeking and

processing, whereas a high sufficiency threshold promotes systematic seeking and

processing. In a meta-analytic study (Yang et al. 2014), current levels of knowl-

edge, rather than a sufficiency threshold, explained a larger share of the variance in

predicting information seeking and processing. That suggests that individuals may

not accurately estimate the amount of information they need to make proper risk

decisions when dealing with less familiar risks, so the RISP model may have more

practical utility in addressing risks that are relatively familiar to the respondents

(Yang et al. 2014).

Informational subjective norms (ISN), derived from TPB (Ajzen 1991), refer to

perceived normative pressure to engage in information seeking and processing.

Based on “impression motivation” (Eagly and Chaiken 1993), individuals are more

likely to seek and process risk information when they are under greater normative

influence from close confidantes or loved ones. Evidence indicates that ISN does

influence information seeking and processing, both directly and indirectly via

changing information insufficiency (Kahlor 2010). Meta analytic studies suggest

that ISN is the strongest predictor of risk information seeking and processing (e.g.,

Yang et al. 2014).

Two other major components in the RISP model moderate the relationship

between information insufficiency and information behaviors: perceived informa-

tion gathering capacity and relevant channel beliefs. Relevant channel beliefs
(RCB) refers to perceptions about the nature and quality of available information

(e.g., useful, unbiased, trustworthy). Individuals are more likely to utilize a partic-

ular information channel when they perceive that channel to deliver information

that is most relevant to them. Information seeking typically involves multiple

channels, which may vary by the context and information needs. Due to the

corresponding challenges in conceptualizing and operationalizing RCB in clear

and consistent ways, recent RISP studies (e.g., Kahlor 2007, 2010) have adopted the

concept of behavioral beliefs, derived from TPB (Ajzen 1991), to assess people’s
beliefs about information seeking behaviors.

The RISP model accounts for the capacity, in addition to the motivations, that

individuals possess to seek and process risk information. Perceived information
gathering capacity (PIGC) refers to the perceived ability to acquire needed risk

information from information channels. Similar to the concept of self-efficacy

(Ajzen 1991), which has been suggested as an important predictor of behaviors,
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individuals with higher capacity will find it easier to identify the most relevant and

valuable information needed for their risk decision-making. Although the original

RISP model suggests that PIGC is a key factor in promoting systematic information

seeking and processing (and reducing heuristic processing), studies have found

inconsistent evidence in support of that claim (e.g., Kahlor 2007), suggesting that

PIGC may play a marginal role in the model (Yang et al. 2014).

The RISP model also proposes several antecedents to information insufficiency

including cognitive evaluations of and affective responses to a particular risk.

Cognitive evaluations of risk are termed perceived hazard characteristics, and
are commonly conceptualized based on two dimensions: perceived likelihood and

severity. Although the RISP model also includes affective responses to risk,

particularly in the form of worry, the model focuses more heavily on cognitive

factors. Other individual-level difference factors in the RISP model (e.g., demo-

graphic factors, past experience) serve as distal predictors of information behaviors,

but their predictive power has been relatively small compared to other RISP factors

(Yang et al. 2014).

6.2 Practical Insights

The RISP model offers useful insights for the design of risk messages and cam-

paigns. For instance, practitioners who communicate risks should address the key

potential motivators of risk information seeking and processing, such as accuracy

motivation (relevant to information insufficiency) and impression motivation (rel-

evant to ISN) (Eagly and Chaiken 1993). In light of the meta-analytic findings

suggesting that ISN is the strongest predictor of information behaviors (Yang et al.

2014), it would be most useful to emphasize what is expected of the audiences by

important referent groups, for instance, by increasing the salience of social envi-

ronment where they can observe the behaviors and expectations of important

others. Perceptions about the quality of an information channel can also play an

important role in seeking and processing risk information from that channel. Thus,

in selecting media vehicles, risk communicators should take into account the

credibility and relevance of the media source in order to improve the likelihood

that the intended audience will indeed be exposed to the message. Although the

RISP model addresses both systematic and heuristic processing, the heuristic

processing variables in the model show only limited explanatory power (Yang

et al. 2014). More work is needed to better understand the factors associated with

heuristic processing and the manner in which heuristic processing shapes risk

assessments.

Risk Communication 143



7 Social Amplification of Risk

Many risk scholars have been interested in understanding the gap between how

experts and lay audiences assess risk. In particular, relatively minor risk events as

evaluated by experts often elicit public panic and concern, thereby generating

significant social consequences. Why might experts and lay audiences interpret

risk events so differently? The social amplification of risk framework (SARF;

Kasperson et al. 1988), a conceptual framework for understanding the processes

of amplification and attenuation of public risk perceptions, offers plausible expla-

nations to answer this question. Since its introduction in 1988, this framework has

received widespread attention from both scholars and practitioners, serving as a

useful conceptual tool for examining the social experience of risk. Figure 3 visually

presents the framework.

7.1 Social Amplification of Risk Framework

The SARF describes the social mechanisms underlying the communication of risk

messages, while integrating the cultural-, societal-, and individual-level structures

that shape the public experience of risk. Its primary proposition is that risk events

interact with psychological, societal and cultural processes to amplify or attenuate

public risk perceptions and related behaviors. These, in turn, produce secondary

consequences at the societal level, such as changes in political climate and risk

monitoring/regulation, which may also amplify or attenuate the perceptions of risk.

Secondary impacts then prompt social groups and individuals to engage in another

stage of amplification spreading or “rippling” to other social parties. Thus, the

Fig. 3 Social amplification of risk (adopted from Kasperson et al. 1988)
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social amplification of risk refers to a dynamic phenomenon of “the social struc-

tures and processes of risk experience, the resulting repercussions on individual and

group perceptions, and the effects of these responses on community, society, and

economy” (Kasperson et al. 1988, p. 179).

7.1.1 Socially Constructed Risk

Proponents of SARF suggest by way of criticism that the concept of risk, often

conceptualized as the multiplication of the probability of risk events by the severity

of the event consequences, has been too narrow and technical to serve as a useful

guideline for making policy decisions. Instead, they emphasize a socially

constructed definition of risk, which is shaped by individuals and social groups

learning to create interpretations of hazards (Renn et al. 1992). These interpreta-

tions depend largely on how risk information is communicated via various social

and individual amplification “stations”, including scientists, risk-management insti-

tutions, the news media, opinion leaders within social groups and personal net-

works. Amplification or attenuation occurs during the transmission of information

through these “stations” at both the information reception and recoding stages.

7.1.2 Two Stages of Social Amplification of Risk

The SARF includes two major stages: the transmission of risk information and the

response mechanisms of society. Most people do not experience risks directly;

instead they learn about the risk from others and the media. Attributes such as the

volume of information, the amount of dramatization and dispute, and the symbolic

connotations of information are all involved in the transmission stage of the social

amplification of risk. For example, repeated media coverage and dramatization

direct public attention toward a particular risk issue, which may trigger public fear

about the risk. Disagreement among experts and disputes covered in the news

media may also increase public uncertainty about unknown hazards, which can

serve to amplify the public perception of risk. The risk event amplification process

is typically assigned a signal value, which may not always correspond to the signal

value of the risk itself (Slovic 1987). One essential role of the media comes in

repackaging the signal value of a risk event and transmitting it to the general public,

but the incentives of media outlets may not militate in favor of a true or appropriate

signal value (Kasperson et al. 1988).

The second stage of the social amplification of risk addresses four components

that formulate public reactions to risk events: heuristics and values, social group

relations, signal value, and stigmatization (Kasperson et al. 1988). These mecha-

nisms explain how risk information is understood and how values are assigned

within social and cultural contexts. For instance, individuals evaluate risks using

their mental shortcuts or values in order to respond to those risks in an efficient

manner. Social group relationships also shape public responses to risks as those risk
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events enter the political agenda. When a risk event becomes an important political

issue, creating conflict among social groups, it gathers more public attention. The

signal value characterizes the risk event; high-signal events mean that more serious

risk is introduced than was previously known. Negative imagery associated with the

risk can create stigmatization of social groups or individuals who were influenced

by the risk.

7.2 Practical Insights

The SARF is a useful conceptual tool for understanding the complex social

processes involved in the amplification and attenuation of public perceptions of

risk. This framework is particularly useful for identifying communication pathways

through which risk information is transmitted. Given their central role as amplifi-

cation stations in the transmission of risk information, the news media has received

much attention from communication scholars and researchers. Risk communicators

should regularly monitor and evaluate the volume of coverage in the media, the

amount of dispute, and the news angles and frames to prevent misrepresentation of

risks by the news media. Because disagreements and disputes among experts tend to

amplify perceptions of risk, it is important to reach a consensus before communi-

cating risk to the public. Furthermore, owing to the crucial role that opinion leaders

play within social groups, risk communicators need to identify these opinion

leaders and properly address their concerns. The SARF highlights the news media

as an important amplification station, but the role of other types of media has not

been clearly established. Insofar as many people learn about risks through personal

networks or social media, future work should examine other types of channels,

beyond the news media, that might amplify or attenuate perceptions of risk.

8 Conclusion

Risk communication is a dynamic and interactive process involving informational

exchanges between different stakeholders. To act as a bridge between relevant

stakeholders, communication practitioners must have a strong understanding of

both the risk issues and the concerns and reactions of consumers related to those

risks. Recognizing the perceptual gap between consumers and the expert or com-

pany responsible for the product constitutes a crucial first step for an effective risk

communication. Guided by psychological and sociological approaches, this contri-

bution introduced theoretical frameworks that could serve as useful lenses for

designing risk communication programs. In outlining those frameworks, the con-

tribution offers a better understanding of the complex dynamics involved in risk

communication, both at the individual and societal levels.
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Part II

Perception of Product Risks and Benefits



Comprehension of Products and Messages

Christopher L. Cummings

1 Factors Affecting Consumer Perception

Consumers constantly face decisions regarding product choices, product uses, and

how to respond to product messages. Such decisions weigh heavily for the con-

sumer as well as for industry and policymakers. Decisions that consumers face are

often difficult and are constantly changing given the advent of new products and

technologies, the diversity of product alternatives, and increased information from a

variety of competing message sources. Foundationally, the field of marketing is

centered on improving product comprehension through strategic efforts to commu-

nicate information about a product to stimulate positive reactions and demonstrate

how a product might satisfy consumers’ desires, or persuade potential consumers to

engage in behaviors like purchasing a new product, or referring others to consider a

specific product over its competitors.

Besides marketers, product comprehension is also important to quality and

safety regulators who seek to improve consumer understanding of potential risks

and benefits associated with product use. Agencies in the United States like the

Consumer Product Safety Commission (CPSC), the Department of Agriculture

(USDA), and the Food and Drug Administration (FDA) guide policy creation and

govern necessary product information needs and labelling criteria to improve

comprehension of products and their messages. Often these groups require product

sponsors to conduct comprehension studies to ensure that consumers understand

risk information and warnings about a product and to identify areas where such

important consumer information can be presented more simply and clearly to

improve comprehension among literate and low-literate individuals. These
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agencies provide detailed guidelines to product developers to assist in the develop-

ment of product risk information, labelling, and mandatory and voluntary instruc-

tions for product use.

Still other groups and individuals are motivated to influence product compre-

hension among potential consumers and may attempt to persuade consumers to

view a product negatively or avoid or boycott the use or development of specific

products. Anti-product messaging about vaccines and other medical products,

genetically modified foods, and products using emerging science applications like

nanotechnology and synthetic biology have garnered significant public attention in

recent decades and have heavily influenced product comprehension and often

miscomprehension, where some consumers come to hold beliefs and attitudes

about products that are incongruent to scientific consensus regarding product safety

(Scheufele and Lewenstein 2005; Van Eenennaam and Young 2014). Ultimately,

consumer products and messages live within a chaotic array of competition for

attention and comprehension of a product is likely influenced by motivations of

information providers—be them product proponents, opponents or otherwise.

Increased mass media coverage of product quality and safety issues have given

rise to increased desires of consumers to have more information about products they

consume—this has also corresponded with a similar rise in beliefs that consumers

should hold the right to be better informed about choices and safety regarding

products (Jacoby and Hoyer 1987). However, it is also established that more

information does not equate to better comprehension, especially regarding the

potentially hazardous consequences of some product’s use (Sj€oberg 1999). The

increased uncertainty that arises from the influx of information around products

leaves consumers with a challenging task to first comprehend products and their

messages before they ultimately make decisions about product intentions, pur-

chases, and use.

Although preceded by exposure and attention, comprehension of a product is

commonly considered the crux of the product-consumer relationship and is

succeeded by consumer motivations, intentions, and purchasing decisions. Com-

prehension is the baseline from which consumers derive attitudes, make judgments

about risks and benefits, and produce intentions to engage or avoid a product or

service. The first half of this contribution unpacks the terminology associated with

consumer comprehension of products and messages into two distinct approaches

where (1) comprehension is equated with knowledge outcomes, and (2) where

comprehension is equated with sense-making processes. This foundational section

provides historic examples of each approach and details how comprehension has

been conceptualized and measured across disciplines. The second half of this

contribution details how the process of comprehension is complex and bounded

by a variety of factors including (1) communication processes and approaches,

(2) information asymmetry and the role of branding and labelling as a comprehen-

sion heuristic, (3) individual consumer differences and vulnerable consumer

groups, and (4) types of products. Understanding the cognitive and social processes

from which consumers comprehend and then make judgments about products and

their messages is vital to improving consumer relations both from an industry
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standpoint, as well as for regulators and communicators who drive initiatives to

inform consumers regarding potential benefits and risks of products.

2 Unpacking Product Comprehension

Much of the scholarly work concerning ‘consumer product comprehension’ is

suitably published in the fields of business, advertising, and marketing. However

many of the concepts and methods used to understand and measure comprehension

are drawn from other fields including psychology, communication, economics, risk

analysis, public policy, and governance; leaving consensus of the meaning of

‘product comprehension’ obfuscated by overlapping terminology across this

multidisciplinary landscape. The term ‘product comprehension’ has maintained a

pernicious history over the past century and has been used to signify different

meanings to different groups. It is important to formally ‘unpack’ these ontological
differences concerning product comprehension, noting how the term has been used

in different ways, so that we can better understand the opportunities and constraints

of the distinct conceptions of consumer comprehension.

Foundationally, the term ‘comprehension’ stems from the Latin comprehensiō,
comprised of the prefix com-meaning ‘together’ and the verb prehendōmeaning ‘to
grasp, or embrace’. The basic linguistic meaning of the term is that comprehension

is the ability to understand a phenomenon based through intelligent reasoning and

thought. Comprehension is also noted as the process of matching referents or

concepts related with a specified target with cognitive representations based on

previous knowledge that can be stored as memory (Quillian 1968). From these

premises, it is of value to note that at its core, comprehension has been used as verb

and noun; process and outcome. This is reflected in its scholarly applications to

consumer product comprehension. Comprehension is the process and totality of

understanding an individual holds with regards to any particular phenomenon, be it

physical or abstract. Concerning products and their messages, comprehension can

be thought of as a knowledge outcome stemming from messaging about a product,

or as a process of sense-making with regard to a given product. Both of these

distinct approaches to product comprehension and messages have been employed

across disciplines and are further detailed below.

2.1 Comprehension as Knowledge

The majority of studies, and most early studies of products and message compre-

hension focused on comprehension from a positivist paradigm approach. This

approach asserts that consumers would come to form correct or incorrect memories

about products by applying reason and logic while interpreting messages. This

positivist perspective equates comprehension to ‘correct’ knowledge production
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and recall of that assumed knowledge as a function of memory. This form of

comprehension as ‘correct knowledge’ has been acknowledged as “objective com-

prehension” (Mick 1992). This comprehension as knowledge approach is both

simple and intuitive, which has its benefits and limitations.

The comprehension as knowledge approach is appealing for various reasons.

First, this approach allows for easy conceptualization where comprehension

becomes a unidimensional construct that interrogates if consumers could accurately

identify and later recall certain elements of a product or message. Second, the

measurement of this conceptualization is quite simple as well, amounting to post-

product message exposure evaluation in the form of true-false quizzes about the

message contents, or interviews that assess if respondents could identify salient

features of the product message.

The history of use of the comprehension as knowledge approach is far reaching

and was the primary form of social scientific research in the field of consumer

product comprehension stemming from roots in assessing listening and reading

comprehension beginning in the 1930s. Concerning mass media, others have

adopted this approach by measuring recall of message claims post-stimulus using

television advertisements. Rather than study comprehension of product messages,

Jacoby et al. (1980) chose to focus upon “miscomprehension” which they note to be

“the evocation of a meaning not contained in or logically derivable from the

message” pertaining to television advertisements (p. 32). Specifically they tested

for

the accuracy of memory traces (in the form of meaning structures represented by beliefs

and impressions) which our receivers described after exposure to a particular phenomenon.

We were note concerned with the receiver’s ongoing perception of the communication

itself, i.e., or subjects were not asked to describe their mental contents as they viewed a

given communication. Rather, what was examined instead was the accuracy of their

comprehension of that communication shortly after then had finished attending to it, i.e.,

we assessed the beliefs they held regarding what the communication said or implied (p. 32).

Miscomprehension was assessed via a six-item true-false quiz “developed to

assess the core meanings contained in each communication” (Jacoby and Hoyer

1987, p. 7). The authors note that measuring miscomprehension was likely to be

more relevant and pressing for regulatory agencies and consumer activists who hold

motivations to improve miscomprehension regarding products and messages, rather

than industry who hold other persuasive motivations. A sample quiz reported by

Jacoby et al. (1980) is recreated in Table 1 below.

As can be noted from Table 1, such measurement is limited in scope and focuses

solely on ‘correct’ comprehension—there is no major distinction between counting

the number of ‘correct’ responses of a true-false quiz given by a consumer than

alternatively counting the number of ‘incorrect’ responses. The choice to highlight

‘misconception’ over ‘correct’ conception is a measurement of the same variable

and remains little more than rhetorical flourish.

While the positivist comprehension as knowledge approach has had a long

history of use, it has also been criticized for its conceptualization of comprehension

and measurement. Conceptually, this approach disregards consumer-based
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meaning of a product or message, and instead focuses solely on the saliency of

message characteristics as determined by the researcher. In this sense, this approach

only conceptualizes the consumer’s ability to adequately distil prespecified facts or
meanings from a message as intended by the message creator or researcher. This
discounts all potentially-relevant and salient knowledge and meaning that may be

created and reported by the consumer, but is not accounted for by the researcher’s
conceptualization and measurement of their decided-upon ‘correct’ responses. This
approach also is likely to be confounded by memory effects including memory

retention and retrieval in their comprehension assessment (Mick 1992).

2.2 Comprehension as Sense-Making

Others have adopted an approach toward product comprehension that originates

from a constructivist or hermeneutic paradigm where comprehension equates to

consumer experience in sense-making and inference processing when exposed to a

product or message. The key determinant in the constructivist approach is that it

relies on the consumer’s view of the product in question without predetermining

what ‘correct’ comprehension means, and instead focuses on consumer experience

in assessing how consumers come to understand a product or message. This

constructivist comprehension as sense-making approach has been less frequently

applied to the field of consumer perceptions and behavior than the positivist

approach but has garnered greater attraction and use in recent years.

The consumer comprehension as sense-making approach originates from the

work of Herbert Krugman (1965) who noted that people experienced mass media in

distinct ways. Specifically he notes there are:

two entirely different ways of experiencing and influenced by mass media. One way is

characterized by lack of personal involvement. . . The second is characterized by a high

degree of personal involvement. By this we do not mean attention, interest, or excitement

but the number of conscious “bridging experiences,” connections, or personal references

per minute that the viewer makes between his own life and the stimulus (p. 355).

Table 1 Example sample quiz

True-False questions True False

1. The technician in this scene is analyzing a new sound effects record. [ ] [ ]

2. Charlie’s Angles figure the call came from long distance. [ ] [ ]

3. The technician in the scene is telling Charlie’s Angels which airline is best to
fly.

[ ] [ ]

4. According to the airport noises, the commuter flight terminal is near the

International Terminal.

[ ] [ ]

5. The technician decided that the sounds came from outside the airport, near

the Terminals.

[ ] [ ]

6. The technician says the sounds are from the San Francisco Airport. [ ] [ ]
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Krugman’s seminal conceptualization that some people had “bridging experi-

ences, connections, or personal references” noted that people rely on memory and

come to make sense of stimuli through cognitive elaboration and instantiation of

new meanings of how stimuli fit with their current state of being or experience.

Greenwald (1968) adopted Krugman’s sense-making approach and including it

into his theorization of product comprehension that focused on consumer-generated

meanings rather than rote memory recall of ‘correct’ knowledge about a product. In
a subsequent study Greenwald and Leavitt (1984) examined the role of audience

involvement in advertising. Here they conceptualize comprehension as a level of

involvement that includes “syntactic analysis” which “analyzes speech or text by

constructing a propositional representation of it” and precedes further elaboration,

inference-making, or integration of message contents with existing conceptual

knowledge (p. 854). Their conceptualization of message comprehension follows

from Krugman’s (1965) examination of low versus high involvement within their

larger elaborative framework outlining peripheral and central routes to persuasion.

Greenwall and Leavitt note that “the comprehension level requires symbolic word

codes for construction of propositional representations” and precedes conceptual

analysis (p. 587).

Celsi and Olson (1988) examined the role of involvement in attention and

comprehension processes. In their study they adopt Greenwald and Leavitt’s
(1984) framework that separates comprehension from elaboration, and they

conducted an experiment to test effects of intrinsic and situational sources of

personal relevance on attention and comprehension processes. Their findings are

much less influential for this contribution than their operationalization of compre-

hension where the note, “after viewing the pair of ads in each product category,

subjects were told to write the thoughts they had while processing each ad. We

considered the total number of thoughts in each subject’s cognitive response

protocol as a measure of comprehension effort exerted during ad processing”

(p. 217). This quantitative measure equates comprehension to perceptual elabora-

tions, or the number of thoughts an individual has about a product. This is a

significant departure from the positivist approach that assessing if respondents

accessed memory functions to recall any assumed ‘correct’ knowledge about the

product and instead defines comprehension as cognitive elaboration, or inference-

making that occurs as consumers consider a product or message.

This comprehension as inference conceptualization has been further explicated

by Graeff and Olson (1994) and Graeff (1995) who argue that the positivist

approach of product comprehension “is independent of context and situational

factors” (p. 29) and that product comprehension involves assimilating product-

related information from external sources and “supplementing given information

with inferences so that the product information fits with our existing knowledge,

makes sense, and has a coherent meaning” (p.30).

This constructive comprehension as sense-making process resituates the locus of
“meaning” from residing in the product message itself or of researcher derived

‘correct’meaning, to residing in the consumer’s cognitive evaluation of the product
message. This approach helps to explain how individuals can form different

158 C.L. Cummings



meanings about the same product message as consumers vary in their experiences

and perceptual filters to the degree that each consumer likely forms a personal

interpretation of a product that is “correct” to them but potentially quite distinct

from other consumers (Graeff 1995, p. 30).

The comprehension as sense-making process has been incorporated into larger

approaches including the Means-End Chain (MEC) approach to note how individ-

uals assess product attributes, their functional and psychological consequences, and

make value-based judgments upon this chain prior to ultimate intention to engage

or avoid a product or service (Olson and Reynolds 2001). Figure 1 below depicts the

MEC:

Measurement of the comprehension as sense-making approach is much more

challenging than for the positivist approach. Rather than simple post-stimulus

measures as witnessed in the previous section, assessing how consumers come to

make sense of a product or message is more involved and most often has been

undertaken using qualitative methods including in-depth surveys, focus groups, and

ethnographies, although some quantitative experiments have been conducted as

well (Graeff 1997).

Most scholars using this constructivist comprehension as sense-making
approach have relied on qualitative laddering interview techniques to prompt

consumers to respond to a series of semi-structured questions designed to elicit

opportunities for researchers to better assess how consumers come to comprehend a

product or message. The typical laddering interview is comprised of two processes,

(1) the researcher must first seek to identify primary criteria that consumers may

employ when considering a potential product among a set of alternatives, and

(2) the researcher should seek to learn why these consumer-derived criteria are

salient and meaningful to the consumer. To do so, most laddering interviews ask a

series of “why” questions that probe the consumer to seek out higher-order, abstract

reasons for why certain salient features of a product or message were considered

important for consumer judgments. Laddering techniques urge consumers to con-

sider how product attributes (A) are linked to more abstract consequences (C) of

product use, which in turn are associated with core values (V) the consumer holds.

For instance when considering the anti-lock braking system of a new car, a

consumer may note the consequence of this product attribute to be an increase in

safety compared to alternative cars without anti-lock braking systems, and thus may

comprehend that this car is superior because they hold beliefs and values that safety

Fig. 1 Depiction of means-end chain theory
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is of primary importance with their choice of car as they want to protect their own

lives and those who may also ride in the car.

Assessing consumer responses from laddering techniques often appear as

scaffolded hierarchical value maps that follow the A-C-V format and move from

baseline product attributes (A) to consequences (C), that represent abstract values

(V). Figure 2 below depicts a hypothetical hierarchical values map for granola bars

where the base is comprised of identified product attributes (A) that correspond to

higher-order consequences (C), which ultimately represent values identified by the

potential consumer (V).

Many versions of MEC and A-C-V laddering techniques have been adopted that

employ qualitative forms of inquiry. While they have been lauded in their ability to

assess a greater breadth and depth of consumer sense-making of products, they also

hold particular limitations. One of the most pressing limitations is that such

exercises produce forced exposure to product messaging and then continually

seek further elaboration from the consumer being evaluated. As Hoeffler (2003)

notes, it is “always a concern when people have been guided to think about products

in ways they would not during the product adoption decision. Careful evaluation of

a product concept can change consumers’ preferences and perceptions” (p. 419).

Qualitative techniques like these may be more prone to produce social desirability

biases among consumers who may report a greater tendency to respond to

researchers in ways they believe will be desired by the research rather than reflect

their true feelings and perceptions (Paulhus 1991).

In sum, comprehension of products and messages has been approached from two

distinct perspectives; comprehension as knowledge and comprehension as sense-

Fig. 2 Hierarchical laddering depiction of granola bars
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making. The former posits that comprehension is an outcome of cognitive

processing and recall of specified salient product attributes, while the latter contests

that comprehension is an evolving process of inference-making that is not bounded

to recall of ‘correct’ product features. As the field of product comprehension moves

forward it is important to note these distinct ontological differences as each

perspective provides its own opportunities and constraints to evaluating how

members of the public come to comprehend products and their messages. Key

determinants of communication and cognition, as well as major challenges should

be well defined and understood by researchers and practitioners regardless whether

studying comprehension as knowledge, or comprehension as sense-making. The

latter half of this contribution introduces the reader to some of the challenges and

opportunities of comprehending products and messages.

3 Communicating About Products: Processes

and Approaches

In order for a consumer to comprehend a product or message, there must first be

some initial sense of the product’s existence. Comprehension is predicated by

message exposure and attention. Without a primary form of sensorial experience,

there is no basis for a consumer to further comprehend of a product or message. The

tradition of advertising has relied heavily on a linear model of communication for

depicting how consumers come to experience a product through targeted advertis-

ing messages. In this model, a message sender (often a marketer) encodes messages

made up of symbols that carry intended meanings, and transmits those messages

through various media to message receivers (consumers) who decode the symbolic

message and thusly comprehend the product to some degree or another. The linear

model of communication highlights the dual functions of message creator

encoding, and receiver-based decoding, which can be muddled by message char-

acteristics and noise.

Each message has various characteristics that both provide opportunities for

comprehension, and constrain understanding and sense-making. Messages are

bound by the physical limits within which a message receiver tangibly experiences

a message. Physical characteristics can include message intensity, volume, color,

numbers, and any other physically delimiting factor that influences the in situ
environment of message exposure and attention. Other characteristics, like the

simplicity or complexity of message contents, the credibility and trustworthiness

of the perceived message source, and congruity of the message with pre-existing

perceptions all can influence ultimate message comprehension.

Another constraint to comprehension is noise; the distortion of intended mes-

sages between senders and receivers. Noise can come in four main forms along the

linear pathway from message instantiation of the message sender through the

decoding process of the message receiver. First, noise can be semantic in nature,
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where the symbolic use of language chosen by the sender may not suitable for

decoding by the receiver. Second, noise can come in the form of physical, external

influence on message reception. This is commonly seen when targeted product

messages are physically limited by the scope, market space, and competing mes-

sages within which they attempt to reach consumers. A third form of noise,

psychological noise, refers to the consumers’ values predispositions, prejudices,

moods and transient affective states, and biases that influence the message decoding

process. The fourth form of noise is physiological noise, which refers to the human

biological influences on message processing, for instance message attention and

decoding processes are likely to be influenced by illness, fatigue and the like. The

linear model which has dominated much of the last 75 years of advertising theory is

depicted below, however, within the communication discipline such linear models

are notably dated and have been mostly abandoned for more modern transactional

and dynamic models that are becoming more widely accepted across disciplines

(Fig. 3).

The linear model typifies a person as either only sender or receiver. This holds

true for many product messaging initiatives in the forms of advertisements, product

warnings, and the like, but this model does not account for all forms of product

messaging. Consumers experience products often through targeted- and

non-targeted messages. In the linear model, meaning is transmitted from marketer

to consumer, without the consumer providing any messaging themselves (except in

the form of purchasing). However, many consumers today have direct communi-

cation with product creators and engage in ongoing dialogues about products. Also

many consumers have turned to peer-to-peer communication to make-sense of

products and to better comprehend them together (Jarvis 1998). Such messages

are often seen as product reviews, testimonials, and ratings that are not created by

marketers or quality and safety regulators, but are from other potential consumers

who have shared experiences (Huang et al. 2014). Given these larger
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communicative arenas, an expanded view of communication itself helps to improve

upon the shortcomings of the linear model of communication that has dominated

the field of product advertising and influenced how product comprehension has

been defined and measured.

Barnlund’s (2008) transactional model of communication shifts focus toward

creating shared meaning through simultaneous sending and receiving of symbolic

messages. Communicators gain greater comprehension through messaging and

feedback as each party continually encodes and decodes messages. Unlike the

linear model, this model notes that both parties are responsible for the effectiveness

of communication and can influence the comprehension process for themselves and

others. Further, this model incorporates past experience and the larger sociohistor-

ical context as an important factor in creating greater shared understanding. One

message builds upon previous messages and there is interdependency between

communicators who negotiate a shared field of experience regarding the product

or message (Fig. 4).

Barnlund’s model is likely to be more reflective of the role of digital and social

media in the consumer comprehension process. This model provides a greater sense

of the role of sociohistorical context as a primary factor in decision-making, which

has been often described as significantly influential in product decision making, and

a primary concern for product comprehension is the larger context of alternative

choices consumers have in the market.

It is also of value to note that consumers also are not always acting on individual

bases. Consumers may take the form of groups, organizations, and even institutions

that make purchasing decisions collectively, or at the call of decision-makers, for

instance company accounts, sales personnel, or agency leaders. Consumers of all

Fig. 4 Barnlund’s transactional model of communication
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types can engage in communicating about products and have the power to influence

other consumers.

To date, consumers have unprecedented access to product information in various

forms and from various sources ranging from marketers, to quality and safety

regulators, to peers. This evolution in communication media about products poses

new opportunities for consumers to consciously seek out greater amounts of

information as they make sense of products and messages. However this abundance

of information can also become overwhelming and may produce biases that stem

from heuristic processes in sense-making. Heuristics are mental shortcuts that

function to ease cognitive load and simplify comprehension and decision-making

processes. In a recent experiment, Aljukhadar et al. (2010) noted that as information

load increased among consumers, they were more likely to employ heuristics and

default to basic recommendations from others when confronted with larger amounts

of information about a consumer product. While there are many forms of heuristics,

the next section will examine the role of branding and labelling as heuristic cues

that may spur comprehension and decision-making within the asymmetric infor-

mation context consumers face when trying to comprehend products.

4 Information Asymmetry—Brands and Labelling

The principle of information asymmetry assumes that at least one party within any

communication environment holds less pertinent and relevant information than

others, which may leave that party susceptible to making judgments without the

resources to consider all relevant information. This is especially true of consumers

who often hold little information when exposed to products and messages and then

must attempt to comprehend and make decisions about products. In today’s mar-

kets, there may be a great deal of product information, both promotionally as well

as pertaining to quality and safety, but the majority of consumers are on the

receiving end of very little of such information and they ultimately make product

choices based upon this dearth of information.

Within this information asymmetric context, many consumers default to product

cues in the forms of brands in order to better comprehend a product. Product brands

are symbolic messages aimed to distinguish one product from another while

conveying salient concepts from which consumers can derive greater comprehen-

sion of the what the product is, what it means to the consumer, and its value. In this

sense, branding serves a heuristic function that influences consumers’ process of
comprehension under low information contexts. Van Dam and van Trijp (2007)

note that consumers

associate brand names to facts, thoughts, feelings, perceptions, images, and experiences.

Associations also combine the brand to various usage situations. Brands may also signal

social dimensions of the product, as brand awareness implies that the brand has a reputation

within the consumer’s social network or within society as a whole. Through its various

associations, brand name awareness may render the particular brand salient in the face of a
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consumer decision problem. This means that brands come to mind at the very moment of

product choice and that they are more likely to feature in the consumer’s consideration set,
out of which a final product choice is being made (p. 156).

In terms of comprehension, brands serve as potentially salient product attributes

that may spur sense-making processes regarding consumer’s perceptions of the

value and quality of the product. Brand awareness is likely to also guide informa-

tion processing through vicarious learning, where brands with increased awareness

may serve as a heuristic cue and be comprehended as more socially valuable or

intrinsically better. Brands are also likely to serve a vital function in comprehension

situations where consumers have high information asymmetry (hold low knowl-

edge) and are confronted with high variability of product choices. Under such

decisions, brands with higher awareness or familiarity are likely to be

comprehended more favorably than other similar products, as has been demon-

strated in taste studies where consumers are asked to rate brands on taste alone, yet

those with greater brand awareness trump other products in purchasing intentions

(Hoyer and Brown 1990). Indeed, as consumers make-sense of what a product is

and its value, a successful brand becomes a touchstone with which consumers

perceive unique and sustainable added values over other similar products and are

more likely to feel that the product aligns to their needs.

While certainly similar to brands in many aspects, product labels, and product

packaging serve a different role for products. Labels name products and define

specific product attributes, while packaging providing tangible cues from which the

consumer experiences products and messages. Labels are often affixed to product

packages themselves. Product packaging serves as an important signboard that

influences the physical experience a potential consumer has with the product and

message. However, labels may not be limited to direct product packaging place-

ment, but can also exist as spoken or visual information about a product. Unlike

brands, labels typically describe objective product attributes including country or

region of origin or manufacture of the product, use, shelf-life, or other criteria that

may be either voluntarily labelled or be mandated by quality and safety governing

agencies (van Dam and van Trijp 2007).

Quality labels are often governed by certification organizations or governmental

agencies, and some quality labels incur extra costs to the producer, which in turn

may be passed on to consumers at higher market pricing. Quality labels also

simplify comprehension processes by pre-evaluating the value of a product and

serving as a quick information source from which consumers can come to under-

stand a product’s worth and fit. However, like all information, comprehending

brands and labels can be challenging for many consumers and labels are often

miscomprehended, or go unnoticed or unused by consumers as they process

information.
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5 Special Subgroups

It should come as no surprise that consumers vary in their ability to comprehend

products and their messages, and some consumer groups are more vulnerable to the

persuasive qualities of product messages than others. Consumer may become

vulnerable because of “uncontrollable conditions related to physical, cognitive,

motivational or social characteristics” (Bonifield and Cole 2007, p. 430). Two

age groups are identified as holding lower comprehension capabilities than the

typical consumer, older adults and children.

5.1 Older Adults

Older adults are a growing population around the world and are a market segment

that will be increasingly targeted with product messages. This group is more likely

to be vulnerable to certain product messages when their previous knowledge and

experience does not fully compensate for declines in cognitive abilities associated

with increased aging (Bonifield and Cole 2007). Older adults face significant

deficits concerning memory recall of product messages, regarded above in the

comprehension as knowledge domain. Older adults recall less than their younger

counterparts when it comes to rational persuasive messages and knowledge-based

appeals for products. This decline of cognitive ability is especially pronounced as

people transition from become young-old adults (65–74) middle-old (75–84) and

old-old adults (over 85 years of age) where linear declines in fluency, memory, and

perceptual speed are commonly observed. Repetition of product messages

improves recall of product claims among older adults, but also can dissuade

younger segments (Singh and Cole 1993). Interestingly for older adults, repetition

of a product claim as false improved recall that the claim was false in the short term,

but later made this vulnerable group more likely to remember the product claim as

true following a three day delay (Skurnik et al. 2005). This switch from

comprehending the claim as false in the short term, but miscomprehending the

claim in a longer-term was not observed among younger demographics. Older

adults have lower working memory function and often have difficulty in

comprehending complex or similar information. Older consumers proved less

capable of making good nutritional choices as compared to their younger counter-

parts, even when encouraged to focus on particularly relevant information. It has

also been identified that older adults are more likely to use heuristic information

processes to comprehend product messages and thus may be less likely to base

decisions out of deliberative processes (Hess et al. 2001).
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5.2 Children

Like many older adults, children hold lower cognitive abilities to comprehend

products and messages, yet they are also directly targeted by many product mes-

sages. The average child is exposed to over 20,000 product advertisements annually

in the United States. As children grow, so too does their ability to encode and

decode messages and to accurately form memories and recall product message

features. Very young children have difficulty comprehending the difference

between television programming and advertising. By age 5, roughly half of children

are able to correctly comprehend the difference between advertisements and pro-

grams. This jumps to above 60% around age 10, and is near 100% among adults.

Also, most children under the age of 8 are unable to comprehend the persuasive

intention of product messaging, and this too increases as children develop, where by

age 9 roughly 90% of children understood that television product advertisements

held persuasive intentions. Internet-based product message comprehension is less

understood among children, although younger generations are more readily using

such media to greater extents than their older counterparts. Morrison (2004) noted

that children aged 9–11 had little understanding of the persuasive nature of product

websites and the children primarily viewed the websites as informative rather than

commercial in nature.

5.3 Safeguarding Special Groups

In order to safeguard vulnerable populations, some groups and individuals have

called for greater ethical considerations and legislation regarding product message

exposure. Nwachukwu et al. (1997) discuss the need for establishing an ethical

premise of consumer sovereignty when it comes to assessing how vulnerable

consumer groups comprehend products and their messages. While the basis for

consumer sovereignty notes that knowledgeable, critical consumers with adequate

resources are mostly autonomous and freely base decisions out of individual need,

there are other groups who may not be able to easily comprehend product messag-

ing and are more susceptible to making decisions based out of unethical persuasive

claims from others (Drumwright 2007).

In order to assess consumer sovereignty, Smith (1993) promotes a three dimen-

sional test. First, the cognitive capabilities of the consumer should be assessed. For

example, Walsh and Mitchell (2005) found that certain consumer clusters who were

older and of lower educational attainment were less able to comprehend product

differences among similar products, thus leaving this group more vulnerable to

“mistaken and misinformed purchases” (p. 140). Second, the availability and

quality of product information should be evaluated to ensure that consumers are

not forced into overly asymmetric information deficits where comprehension and

decision-making is based from little information. Third, Smith advocates for
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determining if consumers have opportunity to make informed choices about alter-

nate products, and that tests should involve “switching costs” from one product to

another (p. 30).

Besides advocating for increasing sovereignty among these groups, some groups

and agencies have made strides to limit advertising initiatives that target children

and older adults. In the 1970s, the United States Federal Trade Commission (FTC)

favored banning of all television advertisements to children under the age of 8 as

they do not yet hold the mental faculties to adequately comprehend the differences

between programming and product advertisements, however the proposal was

defeated on the backs of strong arguments that such legislation would infringe

upon the rights of advertisers to free speech under the First Amendment. Later the

US Congress would pass the Children’s Television Act in 1990 that limited the

amount of commercial airtime to 12 minutes per hour on weekdays and 10.5

minutes per hour on weekends. More recently in 2006, the FCC has also introduced

rulings that websites being referenced during children’s programming must adhere

to specific criteria and must contain non-commercial related content that is clearly

divided from commercial portions of product websites.

Older adults have been the targets of unethical telemarketing activities—an

activity that has been estimated to cost roughly $40 billion in fraudulent sales

annually. One survey found that 56% of telemarketing fraud victims were 50 years

of age or older, and that upward of 10% of all telemarketing firms in the United

States may be fraudulent (Aziz et al. 2000). In 1997, the National Fraud Information

Center reported three to four reports per hour of older adult fraud victims whose

average total losses were around $5000 (Elder Fraud Task Force 1997). Although

there are no directly limiting legislations pertaining to advertisements targeting

older adults, initiatives have been taken to diminish the miscomprehension of

fraudulent advertisers among this group in the US. In 2003, the FTC established

the National Do Not Call Registry which prohibited commercial telemarketers from

calling potential consumers who had opted-out of the call system. Other agencies

have helped to provide greater consumer knowledge and programming for older

adults to make informed decisions about products and messages. The Financial

Fraud Enforcement Task Force (FFETF) provides many resources aimed at improv-

ing the comprehension and recall of potentially fraudulent advertisers among older

adults.

6 Product Types

Comprehension of products and their messages vary also by the type of product

under evaluation by consumers. Many consumer protection laws have been created

to ensure that consumers’ rights and safety are maintained, and that consumers

maintain a right to be informed about products, which in turn is thought to stimulate

greater comprehension of products, their messages, and consequences.
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In the US most products fall under the jurisdiction of the CPSC with some

exceptions. Agricultural and food products are governed by the USDA, medical

devices and medicines by the FDA, automobiles by the National Highway Traffic

Safety Administration, and rightly alcohol, tobacco, firearms, and explosives are

overseen by the Bureau of Alcohol, Tobacco, Firearms, and Explosives (ATF). This

section details two distinct product classes that have been investigated regarding

their comprehension: food products and nutrition labels, as well as medical devices,

products, and drugs.

6.1 Food Products and Nutrition Labels

Food is the staple product and a great deal of research has been conducted to

evaluate the role of nutrition labelling on consumer comprehension of food prod-

ucts. Nutrition labels have been mandated for use following the Nutrition Labeling

and Education Act of 1990 that gives the FDA authority to regulate labelling of

most food products and ensure that nutritional content claims (e.g. “low fat”)

ascribe to FDA regulations.

While nutrition labels have been added to many food products to help improve

consumer comprehension of the nutritional value of foods, studies have demon-

strated that consumers pay little attention to the labels, often lack the ability to

correctly interpret them, and are more likely to use heuristics based on branding and

product appearance than on cognitive evaluations of the nutritional aspects of food

products (Graham and Mohr 2014). Some initiatives, like the use of summary

information (e.g. average or range information) along with numerical nutrition

data regulated for use within the nutrition label improves correct comprehension

of nutrition label information, but this improvement is diminished when multiple

competing brands are portrayed (Viswanathan 1994). Sinclair et al. (2013) evalu-

ated if consumers could correctly estimate the calorie content of a food product

based upon nutrition label information and found that participants of lower educa-

tion, lower income, and above 64 years of age were significantly less likely to

correctly comprehend the number of calories in portrayed food products. The

researchers also noted that consumers of higher education, higher income, and

white ethnicity were significantly more likely to correctly comprehend the percent

daily value of nutritional aspects of the food products as given by the nutrition label.

Besides the FDA, the USDA’s Agricultural Marketing Service (AMS) oversees

programs for standardization, grading, and marketing news of agricultural products

across five domains including cotton and tobacco, dairy, fruits and vegetables,

livestock and seed, and poultry. The AMS National Organic Program (NOP) also

oversees labelling standards for organic agricultural products and is the accrediting

agency that inspects and certifies the production and handling procedures necessary

for USDA certification standards.
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6.2 Medical Devices, Products, and Drugs

Older adults consume significantly more prescription and non-prescription medi-

cines than other subgroups, yet this group is known to have greater difficulties

comprehending product messages including medical instructions for use that if not

comprehended correctly could have severe consequences and even result in death

(Park et al. 1992). Comprehension of medical product use can be increased by

pairing written instructions with verbal consultations and that face-to-face commu-

nication from a health care provider that directs attention to particular aspects of

medical product use (e.g. how often to take a prescription pill) improves consumer

comprehension and recall of salient product features and uses (De Tullio et al.

1986).

Wolf et al. (2010) evaluated the use of “enhanced print” on prescription drug

warning labels and found that the addition of uses of icons was useful in conveying

meaning to lower literate adults while simple and explicit language use increased

correct consumer comprehension of the desired understand of the product warning.

For example, rather than saying the standard line used on many warning labels,

“For external use only,” the simpler diction “use only on your skin” increased

correct comprehension that the product was not intended for internal consumption.

The FDA oversees medical product messaging and provides guidance for indus-

try to provide detailed descriptive, operating, and troubleshooting information for

consumers and lay caregivers, as well as additional information through product

messages across a variety of labelling formats including patient brochures, leaflets,

user manuals, and videotapes that are intended to be supplied to and used by

consumers with or without additional professional guidance. The FDA notes that

such materials should include risk/benefit information as well as instructions for

proper product use.

7 Summary

Consumer comprehension begins with exposure and attention to products and their

messages. As detailed in this contribution, comprehension has been used to con-

ceptualize correct and incorrect knowledge outcomes and recall of product features

like label information and warnings, or particular salient features of a product

message. Comprehension has also been used to conceptualize the sense-making

process enacted by consumers when they are exposed to a product or message. This

perspective highlights the asymmetric context consumers face along with adaptive

inference-processes through which consumers solidify what a product means to

them individually, which may be different from how marketers and regulators

would envision them comprehending a particular product, its attributes, or conse-

quences. Both perspectives are valuable for quality and safety regulators who seek

to improve evaluation of the influences that messages have on providing crucial

170 C.L. Cummings



information to consumers that influences how they come to comprehend a product.

Evolving communication technologies provide greater opportunities for consumers

to access product information, although this appears to only be of use of more

literate segments of today’s population. This parallels evolutions in communication

models that help to explain the larger sociohistorical context in which product

messaging exists and is accessed. Safeguards to protect more vulnerable consumer

groups should continue to evolve as well in to improve comprehension among the

increasing population of older adults while limiting potentially unethical product

messaging to children. Understanding that product types like food and medical

products also face significant challenges highlights a greater need to continue to

develop the field of consumer comprehension studies in order to maximize the

efficacy of consumers to comprehend warnings and nutrition information that can

have significant impact on human health.
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Perception of Product Risks

Arnout R.H. Fischer

1 Introduction

By the end of the 1960s it had become clear that the public often perceives risks and

benefits considerably different from experts. This implies that an expert view on

risk does not suffice for understanding risk perceptions of the public. Consumers are

often seen as non-rational decision makers by experts. If it is, however, taken into

account that a logical weighing of arguments requires substantial topical knowl-

edge, mental resources, attention, and motivation it can be understood why con-

sumers do not always follow the argumentation of experts. In addition, experts tend

to appraise risks within a fairly narrowly defined quantified definition of risk, that

does not allow for many ethical or social deliberations, that may be central to

consumers perceptions of risks (Gupta et al. 2015).

Following the realization that consumer risk perception consistently deviates

from that of experts, a considerable amount of research into consumer or lay

perceptions of risk developed. The research of risk perception was developed across

several domains from the 1970s onwards. Different traditions of risk perception

research look at how the public responds to risks in society they have little control

over. Throughout these research agendas there tended to be a twofold aim, first of

all to understand the regularities in where consumer risk perception deviates from

expert assessments, and secondly to figure out how consumer and expert assess-

ments could better be aligned (Hansen et al. 2003). The research of risk perception

has also investigated what properties in products increase perceived risks. For

responsible business practice it is important that consumer make informed choices

about which products and service they choose to purchase. Good understanding of
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consumer risk perception can support producers in selecting the information that is

relevant to consumers to inform themselves, and present this information in such a

way that consumers are best helped in evaluating risks in a way that is relevant to

their decision.

2 Risk Perception Models

2.1 Unrealistic Optimism

Generally, people underestimate the risks they run in a large number of health

threatening behaviors (Weinstein 1989). In particular it appears that consumers

consistently underestimate the risks they take in their personal behavior, while they

more or less accurately perceive the risk that a member of the general population

takes when exhibiting the same type of behavior (Frewer et al. 1994). There is some

evidence that this optimistic bias about perceived health risks to the person depends

on the multitude of risky behaviors that did not lead to negative consequences in the

past. The subsequent positive feedback loop leads to stable, overly optimistic risk

perceptions that are not easily influenced. When people suffer from the negative

consequences, by for example falling ill due to improperly prepared food, optimis-

tic bias tends to decrease. This effect is however short-lived and risk perception

quickly reverts to original, overly optimistic levels when the subsequent behavior

does not lead to additional negative consequences (Parry et al. 2004).

There are several properties that set this type of risk perception apart from other

risks. First of all, the risks are immediately related to behavior of the involved

individual. This implies there might be the feeling of personal control about the

situation. Secondly, these behaviors tend to be repeated behaviors. In many of these

behaviors, safeguarding oneself against risk is possible, but it takes effort, again and

again every time the behavior is conducted. This makes it very tempting to take

short cuts, and find ways to limit effort by skipping risk reducing practices. Once

such short cuts work, and no negative consequences are suffered from skipping risk

reducing practices, individuals are likely to take the short cut again and again and

add another short cut, and another, until they settle at a level where they feel to run

justifiable risks (Wilde 1994) which may be much higher than recommended by

experts. The combination of having no ill effects of the risky behavior, in combi-

nation with the effort involved to avoid risks, every time over again, steers to an

equilibrium.
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2.2 Psychometric Approach

The psychometric model first applied in the late 1970s shows that in general

consumers perceive higher risks if a product or situation is seen as leading to

dreadful consequences (Slovic 1987). This dread dimensions is high for situation

that contain risks that are fatal, have global impact, whose effects are not fairly

distributed, have influence on future generations, are uncontrollable and involun-

tary. A second dimension that increases perceptions of risks are those risks that are

uncertain; i.e. not observable, uncontrollable, new and unknown to science (Slovic

1987). The classification of a long list of applications in this scheme gives an

intuitively plausible overview of why some risks (e.g. of nuclear reactors and

airplane crashes) are perceived higher than others. The psychometric approach

has been applied with some success to specific groups of products, such as foods

(Fife-Schaw and Rowe 2000), where similar factors could be found, indicating that

risks of fat and sugar tended to be underestimated and those of hormone and

pesticide residues overestimated. At an even more detailed level, risk perceptions

of nanotechnology applications could be placed in a similar dimensional map

(Siegrist et al. 2008).

Through the dimension lack of control and uncertainty, the psychometric

approach can explain the generally heightened risk perception related to the intro-

duction of new technologies into society, such as nuclear power plants, the intro-

duction of consumer products such as genetic modification, mobile phones,

hydrogen as energy carrier. These topics have in common that individual con-

sumers have little influence about the risk they take, as the placement of nuclear

power plants, allowing unlabeled genetically modified foods in the food chain, the

placement of base stations of mobiles phones and the introduction of hydrogen in

normal traffic are taken at a policy level. Potential negative consequences, do,

however, also influence consumers who have not chosen for this option themselves;

and in several cases the benefits accrue to stakeholders not immediately close to the

risks. Generally, it seems that these risks are perceived higher by the public than by

experts, which can be explained in part because the consumer does not perceive

control over these risks (cf. Slovic 1987).

While the psychometric paradigm provides an intuitively plausible classification

of products in relation to perceived risks and underlying rationale why the risk for a

product is perceived as higher or lower, it only explains part of the variation in risk

perception observed across the population (Sj€oberg 2002).

2.3 Risk Aversion

Another line of research takes the point of view that in all choices there is a level of

uncertainty, which invokes the risk of making the wrong choice (Kahneman and

Tversky 1979). Initially much of this research investigated to what extent monetary
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losses are considered in relation to the same gains, and found that in general losses

and risks are perceived as larger than the same monetary gains (Kahneman and

Tversky 1979). The ideas have later been extended to situations where the risks are

not as easily monetarized, with much the same results. This suggests that people in

general may be risk, or loss averse when choosing between alternatives. It therefore

also seems that in many cases people base their judgment more on limiting the

amount of regret and disappointment they expect, (Loomes and Sugden 1987)

rather than aligning their choice with the highest possible gain. From an evolution-

ary point of view this makes sense as in our past many risks could be instantly fatal,

so avoiding those at all costs makes sense. The consequence in the current situation

is that many people tend to be overly risk averse however (Tversky and Kahneman

1991). In addition this research program also showed discounting of extreme

values. That is that linearly increasing monetary gains/losses lead to a gradual

reduction in the perceived increase in gains losses, in other words. The difference

between 10 and 11 Euros is seen as larger than between 1000 and 1001 Euros.

2.4 Risk Seeking

Besides a general tendency to be risk averse, some people tend to seek risks (Weber

and Milliman 1997). Two types of risk seeking can be distinguished, a first type

where people have an uncontrollable, emotional urge to engage in highly stimulat-

ing behavior (Zaleskiewicz 2001). Stimulating risk seeking tends to neglect nega-

tive consequences and focusses on positive arousal associated with the risky

behavior. The decision to engage in such risky behavior is largely impulsive and

unconscious. This is the type of risk seeking where individuals go out for thrill

seeking experiences, a type of behavior that is exhibited more by adolescents than

by either children or adults (Defoe et al. 2015). A second type of risk seeking relates

to long term, rational decisions and focusses on avoiding possible losses while

gaining most profit. The decision to seek such risk for long term benefit is more

instrumental and is more based on rational deliberation compared to the impulsive

decision to engage in stimulating risky behaviors (Zaleskiewicz 2001).

2.5 Individual Differences

Another approach to understand differences in risk perception focusses on differ-

ences in risk perception between individuals. Individual differences are suggested

by some to be more relevant than differences in risk perception related to product or

service attributes (Marris et al. 1998). Specific personality traits are known to affect

risk perception. People who score high on neophobia, a propensity to dislike new

products, tend to perceive the risks of new products and technologies as consider-

ably higher than others. People with a personality trait aimed at risk aversion
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exhibit lower willingness to take risks (Weber and Milliman 1997). Risk aversion

appears fairly strongly related to demographic variables, where females are often

shown to be generally more risk averse than men. This translates to risk perception

where men tend to perceive lower risks than females, and (at least in countries

where the upper class is dominantly white) white people tend to perceive lower

risks than non-whites (Marshall et al. 2006). Although the same demographic

variables relate to higher risk aversion and higher risk perception, some care with

equating risk aversion to risk perception is warranted. Especially in financial risk

taking, there is evidence that it is not the risk perception that distinguishes risk

averse individuals from individuals more open to risk seeking, but instead the risk

attitude; that is the evaluation to what extent and how negatively the perceived risk

contributes to the overall evaluation of the decision to be taken (Pennings and

Smidts 2000).

2.6 Cultural Cognition

Besides demographic differences in risk aversion and risk perception, it has been

proposed that the formation of risk perception depends to a substantial extent on

socio-cultural differences between population groups. This goes beyond proposing

that specific population groups perceive higher (or lower) risks in the same situa-

tion, but argues that there is a difference between cultural population groups in how

the same risk information is processed. The cognition of individuals is in part

cultural (Kahan et al. 2009). The cultural cognition approach has been used to

explain differences in risk perception across sub-populations in the United States

regarding nanotechnology, gun control and the climate debate (Kahan et al. 2011).

By adopting the cultural cognition approach, trust in the source of communica-

tion becomes related to risk perception in a structured way. Following cultural

cognition, population groups whose values and preconceptions align with those of

the communicator (i.e. who trust the communicator) are more likely to adopt the

proposed information and conclusions and use these as a basis for risk perception.

Population groups whose values conflict with those of the communicator may reject

the provided arguments, and may even consider the arguments as colored by the

values of the communicator. This could lead to reinterpretation of arguments of the

communicator as indication of their opposite; and thus a message intended to

mitigate perceptions of risk may be re-construed and result in increased risk

perception (Kahan et al. 2009). Cultural cognition also provides a framework to

understand the finding that risk perception often predicts that we trust those

confirming our perceptions and values, rather than that we update our perceptions

based on information from those we trust (Poortinga and Pidgeon 2005). Cultural

cognition explains observed confirmation biases, where we do not seek for, ignore

or even actively deny counter-attitudinal information (Jonas et al. 2001). By

accounting for cultural cognition risk information can be framed and developed

to serve specific groups. The main conclusion from cultural cognition is that to
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communicate risks to a specific population group content, framing and communi-

cator should align with the cultural values of that group.

The cultural cognition theory has been posited as a comprehensive theory that

explains much of the variance risk perception. This positioning of cultural cognition

as such a broad and a comprehensive theory has raised criticism. While the effects

predicted by cultural cognition appear to be generally robust, the effects are

relatively small (as shown in a meta-analysis by Xue et al. 2014). The limited

predictive power of cultural cognition compares to criticism on earlier cultural

approaches to risk perception (Sj€oberg 2002) and suggests that the contribution of

cultural cognition to understanding risk perception is more modest than sometimes

suggested. A theoretical criticism is that cultural cognition relies on

overgeneralization of a multitude of effects shown in very specific conditions.

The abundance of covered effects and the abstract level of presentation makes it

hard to empirically assess the cultural cognition hypothesis. Therefore it is argued

the theoretical assumptions underlying cultural cognition should be critically

assessed and if necessary re-evaluated to further develop cultural cognition into a

fully-fledged cognitive theory (van der Linden 2016).

3 The Rationality of Lay Risk Perception

The models above present an overview when and how lay people perceive risks in a

systematically different way than experts. It does, however, not address the issue to

what extent lay risk perceptions are rational, right or wrong.

Many experts argue that since lay perceptions deviate from their “objective”

models, these lay perception must be wrong and irrational (see e.g. Hansen et al.

2003). There are however arguments against this view. First, it is important to

realize that expert risk assessment models are based on a number of assumptions

about what should be included in a risk assessment and how strongly each of these

elements should weigh. These decisions are, at least to some extent, subjective

(Hansen et al. 2003), which unavoidably makes the outcomes of any risk assess-

ment based on such starting points subjective as well. From public consultations it

becomes clear that the public desires that, besides measures of for example public

health burden, moral and ethical values such as integrity of nature are also impor-

tant in determining risks. Most expert models do not incorporate such values, in part

because it is nigh impossible to measure this impact quantitatively and objectively,

in part because there is little agreement on what is ethically or morally desired. In

addition, individuals may (either consciously or unconsciously) assign different

weight to dimensions of risks than expert models. For example, the fear of social

exclusion may cause high risk perceptions associated to exhibiting a specific,

conspicuous behavior that deviates from the norm in the own peer group. As both

the aspects of a product or service included in assessing the risk, and the weights

assigned to these aspects bear at least some level of subjectivity, the claim that the
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difference between expert risk assessment and lay risk perception is due to fallacies

in lay risk perception should be carefully reconsidered (Hansen et al. 2003).

It is often claimed that lay individuals are susceptible to biases and miscalcula-

tions when forming risk perception. In this context it is important to realize that

human mental capacity is limited, and that humans therefore rely on bounded

rationality, rather than brute calculating power. Bounded rationality relies on

heuristics that have been formed within a realistic decision context for human

beings. These heuristics can lead to fallacious decisions, for example when stepping

outside of realistic decision contexts from the human perspective (Gigerenzer and

Todd 1999). This happens when people are presented with information on a risk

topic that appears to be relevant, but is not. In such cases, people will still integrate

the information into their perception. In addition, when people are confronted with

numbers as proportions or percentages, they tend to deviate substantially from

technical risk assessment, while the same information presented in natural numbers

leads to substantially better risk estimates (Gigerenzer and Todd 1999). Bounded

rationality suggests that as long as information is tailored to capitalize on, or fits

within the scope of existing heuristics and decision rules, individual risk percep-

tions are often rational. While the resulting risk perceptions of the heuristic process

are often rational, the actual judgment process is based on heuristics—which is a

process that does not follow the general idea of a rational judgment process based

on formal logic and mathematical weighing of evidence.

Individuals are often risk averse and forego larger gains, or they are unrealisti-

cally optimistic when they should not be. It is important to distinguish between risk

aversion and unrealistic optimism that aggregate to irrational behavior at a societal

(macro) level and those that are irrational at the individual (micro) level. The well-

known prisoner dilemma illustrates this. Mutual collaboration (not admitting any-

thing) leads to the best collective outcome (total number of years imprisonment for

all accused together is lowest; i.e. at societal level the lowest negative consequence

is taken). Hence, it would be rational for the collective of accused parties to

collaborate. Both one and mutual sided defection (accusing the other) leads to a

larger collective negative consequence (more years imprisonment), but a lower

individual penalty. For the individual it is always rational to defect, and this is what

is often observed. Similarly, risk aversion may well be a rational, short term

survival trait for the individual but not for society as whole. Unrealistic optimism

may create problems for individuals, but it also provides confidence required for

making decisions and take action. Such short term individual rewards may results in

a relatively large proportion of risk averse tendencies in the gene pool (Tversky and

Kahneman 1991; Kahneman and Tversky 1979). Irrationally high risk perception

may also be detrimental for individuals. This is the case with phobias and anxiety

disorders, which lay outside the scope of normal consumer behavior.

To recap, the rationality of lay risk perception should be considered while taking

account of (1) the subjectivity of expert inclusion and weighing of risks factors

(2) The fact that lay risk perception often exhibits outcome rationality, but not

process rationality; but that this only works within a more or less normal situations

(3) That societal and individual risks cannot always be equated.
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4 Risk Perception in Context

4.1 Risk Information Seeking

People require sufficient and relevant risk information to form an adequate risk

perception. Since looking for, interpreting and evaluating information requires

substantial effort, it is unlikely people will expend that effort unless they feel the

need to do so. The risk information seeking and processing model (RISP e.g. Griffin

et al. 2004) provides a framework that predicts when people will look for and use

risk information. At the heart of the RISP lies a perception of information suffi-

ciency. Information sufficiency is defined as the gap between the current knowledge

level and a knowledge level felt as sufficient. If there is a substantial gap between

current knowledge and the sufficient knowledge level information search is insti-

gated to fill this knowledge gap (Griffin et al. 2004).

The sufficiency threshold is determined by the social norms imposed on by peers

and the affective response people have towards a risky situation. Situations that

incorporate risk increasing properties, for example those relating to the psychomet-

ric dread dimensions, are likely to create an effective response and through that the

requirement for information. Socio-cultural and other individual characteristics

predict the current knowledge level but also influence trust in information sources,

and perceived capacity to gather information. Depending on this interplay of

perceived information gap, belief in information channels and perceived informa-

tion gathering capacity, routine or non-routine information search will be instigated

and the information will be processed in a heuristic or systematic way (cf. Trumbo

1999) to arrive at a more informed risk perception. The risk information seeking

and processing framework is fairly robust in predicting that risk information will be

sought and processed in a systematic way in situations where a large knowledge gap

is experienced (Yang et al. 2014).

4.2 Benefit Perception and Attitudes

Risk perception is sometimes considered as the evaluation of negative or risky

elements of a situation. If only risks are considered when planning behavior, each

situation that holds some risks would then be evaluated as negative; and the only

relevant behavior would be to avoid the situation. In practice, people often engage

in situations that contain at least some risks. Risk perceptions therefore have to be

offset by perception of positive elements of the situation, or benefit perceptions (see

e.g. Bredahl 2001). More specifically it appears that for the acceptance of poten-

tially risky products the benefits to the end user need to be clear and tangible for that

end user, rather than long term abstract benefits that accrue to society as a whole ore

others (Johnson 2003). This need to offset risks with benefits relevant to the

end-user followed the realization that the benefits of genetic modification going
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to producers and possibly society as a whole, did not feature in consumer deliber-

ation to accept the technology at all. As a consequence of this lack of perceived

benefits, all risks were perceived as too large by large groups in the public. The need

for clear and tangible benefits for the end-user may also help to understand NIMBY

(not in my backyard) effects where individuals are unwilling to accept interventions

that benefit society as a whole but impose some risk to them. To understand the

effect of risk perception in context, we should also understand benefit perception

(Johnson 2003). However, where much research since the 1970s has focused on

understanding risk perception, but such effort for understanding benefit perception

is largely lacking.

When risks and benefit perceptions are studied together it is shown that risk and

benefit perceptions for realistic products are often negatively correlated. This

negative correlation between risk and benefit perception is unexpected. If risk and

benefit perception were fair representations of actual risk and benefit, as it would

imply that most of the products on the market that impose considerable risks to

consumers have low consumer benefits. It is unlikely that such low benefit-high risk

products will make for a profitable market proposition and remain on the market for

a long time. Since this negative correlation between risk and benefit perceptions

was found across several products, it was concluded that there must be something in

the mind of the consumers that connects the perceptions of both risk and benefits,

thus creating a spurious negative correlation (Finucane et al. 2000).

4.3 Emotions

Much of the early work on risk perceptions was based in more or less rational,

cognitive deliberations of the risks, and biases (Kahneman and Tversky 1979) or

psychological dimensions (Slovic 1987) that influence how an actual risks is filtered

to form a risk perception. The importance of issues like fear and dread do however

already suggest that risk perception is at least partially caused by feelings or

emotions. Perhaps the most obvious examples of this is the emotions of fear that

is felt in situations where there is a high risk for the self or disgust which is evoked

when confronted with (obviously) spoiled food. Negative feelings in forming risk

perception can be combined with cognitive deliberations in forming risk percep-

tions (Loewenstein et al. 2001). Feelings, or affect can also be seen as a main driver

of risk perception. Negative affect is considered a driver for higher risk perception

and lower benefit perceptions and positive affect to lower risk perception and higher

benefit perception (Finucane et al. 2000). This way the underlying affect causes the

negative correlation between risk and benefit perception. The affect heuristic to

understand risk perception, highlighted the issue whether risk perception is a

predominantly cognitive and conscious process, or whether it is more of an auto-

matic unconscious process (Slovic et al. 2002). While risk perception the affect

heuristic considers risk-perception as predominantly affective phenomenon, the

observation that the negative correlations between risk and benefit perceptions
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are generally low (see e.g. Finucane et al. 2000), suggests there is a substantial part

of risk perception (and for that matter benefit perception) that cannot be attributed

to the affect heuristic.

4.4 Social Amplification of Risk

The social amplification of risk framework brings together risk perception theories

based on properties of products or situations (such as the psychometric model or

prospect theory) with communication theory and risk perception theories based on

personal values and cultural differences (Kasperson et al. 1988). By bringing

together these approaches, the social amplification of risks framework aims to

understand why the same situations sometimes lead to high perceived risks, and

at other times do not. The social amplification of risk framework starts with a risky

situation that is perceived in according to its properties. This will lead to an initial

response or behavior by those involved with the risky situation. The outcomes of

these initial actions then may or may not spread in society, for example because of

other people being confronted with the outcome of the behavior, or the media

starting to report on the case. If the impact remains with those originally involved

with the risk event, and little media coverage is generated, it is unlikely that risk

perceptions in society will increase. However, if substantial media coverage is

created and people outside those originally involved are affected, the perception

of risk may be amplified. This amplification of risk may create a ripple effect where

involved companies may suffer beyond the affected situation (for example through

loss of brand equity of the parent company). If the risks are further amplified, other

actors in the same sector may be affected and a whole industry may be perceived as

risky. Further amplification may even affect situations only loosely related to

original situation. An example is that of nuclear power following the Chernobyl

disaster in 1986. The Chernobyl accident is to date the most disastrous nuclear

power plant accident in history and substantially surpasses the 2015 Fukushima

disaster. While the Chernobyl disaster was caused by human error, the media

attention catalyzed the already heated debate on nuclear power and resulted in

shelving of many plans for new nuclear power plants. The effects rippled beyond

the nuclear power industry and negatively affected the perceptions of food irradi-

ation, a technology based on ionizing radiation aimed at eliminating microbial food

hazards.

The social amplification of risk framework is frequently used to interpret how

media attention amplifies perceptions of risk in society. It should be noted though,

that the framework was developed in the 1980s when the media consisted of the

(classical) printed media, radio and television. The media arena has changed

substantially since with the emergence of the internet. It has changed even more

with the introduction of internet 2.0 which allows everyone to post personal

viewpoints on blogs and fora. Social media like Twitter and Facebook have created

different dynamics in how events are communicated, and what information is
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generated and shared among the public. It is suggested that the social amplification

of risk framework may not fully capture the new dynamics and may require an

update to align it with this new media landscape (Kasperson 2015).

5 Risk Perceptions and Consumer Products

So far this contribution has dealt with risk perception theories in general. To

understand how people look at products and services, we should look more specif-

ically what in products makes for risk perception.

To do so, we distinguish different paths of deliberation that lead towards product

evaluations (Fischer et al. 2013); which we apply to risk perceptions. The first path

is about properties of specific product attributes, and whether such properties

induce such a high perceived risk that other attributes of the product no longer

matter. In other words, the risk perceptions of parts form a non-compensatory risk

for the whole. Secondly there is a path where risk perceptions of product attributes

are integrated with perceptions of other attributes to form a comprehensive percep-

tion of the product. This distinctions may help us to recognize the different

approaches in published research.

The first path of risk perception heavily depends on the risk perception of a

single attribute. If risks of such an attribute are perceived as high this may lead to

categorical rejection of products. Obvious examples are those of allergic people,

who will reject an unknown product if there is even a chance of holding the

allergen. Risk perception research on the acceptance of novel technologies has

also frequently taken this path, where it is assumed that high risk perception of a

technology used to create a product would be decisive in consumer decisions

towards the product, regardless of other product properties. In this vein, it has

been shown that many consumers deem the risk of irradiation of food as creating an

unsurmountable risk and hence as a reason to reject any product produced in this

way out of hand. Another example from food, is the case of genetic modification.

Genetic modification of, in particular, food products received a lot of attention in

academia in the 1990s and the 2000s. Much of this research focused on outright

rejection of genetically modified plant or animals by the public based. Risks of

genetic modification are often perceived as high (Siegrist 2000; Frewer et al. 2013)

and these perceptions may block consumer willingness to even consider production

of thus created plants or animals even if there are clear societal benefits (Frewer

et al. 2013). The use of growth hormone in dairy production also sparked some

outrage and subsequent categorical rejection of products based on this technology.

It is the general rejection of several technologies as being unnatural and hence risky

to health that makes consumer groups reject many foods and opt for the organic

option. Other examples where the perceived risk of the technology as a whole may

form a barrier against consumer acceptance of specific products is the introduction

of hydrogen based fuel cells, where associations with, for example, the Hindenburg
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disaster and the H-bomb impact consumer response towards the introduction of

personal cars based on hydrogen fuel cells.

Many technologies that are considered as unacceptably risky are considered as

such because of their potential for major societal impact; and not so much because

the immediate risk to the end-user. For example, for nuclear power the risk is not so

much about the electricity that is provided in the home (the product) but the chance

of a nuclear power plant melt-down. For mobile phones, most of the risk perception

is not so much about the radiation caused by the receivers, but by the ground

stations and masts. Similar concerns about the risk for nature were also found as

reasons to categorically reject genetically modified foods.

In other cases technologies where not categorically rejected. But nevertheless

the technology may be perceived as somewhat negative, as is for example the case

with nanotechnology. This brings us to the second way in which risk perception of

products may play a role—through product attribute perceptions. This approach

assumes that the overall perception of risks of a product is not based on a single

attribute or technology but on the product as a whole. This can either imply that

risks and benefits may be offset against each other and some overall judgment of the

product is formed or that a first impression of a product as a whole is dominant. As

long as no single attribute creates unacceptable risk perception (i.e. triggers cate-

gorical rejection), the top down overall impression of the product influences the

perception of the attributes (Grunert 2002). In extremis this can mean that risky

attributes of a product are completely overlooked in favor of the overall perception

of the product as whole. This is most likely to happen with frequently used products

like food leading to obesity, unsafe preparation practice (Parry et al. 2004) or car

driving behavior (Wilde 1994). When this is less extremely so, the attribute risk

perception can than still be integrated into the overall evaluation of the product, but

will have only limited influence. This approach is similar to that of a rational

decision maker who weighs risks against benefits and converges onto an overall

assessment, where risks can be compensated by sufficiently large benefits. This has

been applied to research into the acceptability of genetically modified organisms as

well with some success, especially when there were clear benefits to the end-user

(De Steur et al. 2012). The obvious benefits to the user may also play an important

role in the reason why mobile phone sets are readily adopted in spite of initial

discussion about the risks caused by the electro-magnetic radiation (EMR) required

for these products to operate. In fact, the risk of EMR for mobile phones is

perceived as generally low compared to other sources in the environment and this

specific risk of mobile telephony is even hardly noticed by people who have not

been accustomed to land lines prior to the introduction of mobile phones (Van Kleef

et al. 2010).
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6 Risk Perception and Behavior

To understand the role of risk perception in behavior, we can consider human

behavior as the outcome of a process where the world is perceived, the status of the

world is evaluated, and behavior is exhibited to achieve goals. This allows us to

consider risk perception in relation to behavior. It also makes explicit that the

relation between risk perception and behavior is not clear cut. Some approaches

place risk perception at the first stage and position consider it as a perception filter

that translates real world observations into mental representations. It could be

argued that prospect theory that proposes a perception function for losses and

gains takes this approach (Kahneman and Tversky 1979). Other studies consider

risk perception as part of the evaluation of the situation; where the perceived real

world observations are already integrated into some kind of risk evaluation. In these

cases risk perceptions are sometimes considered a part of a larger evaluation or

attitude. Risk perception research from social or consumer psychology perspective

tends to take this approach (e.g. Siegrist 2000). While in practice the distinction

between perception and evaluation are not always explicitly made; both approaches

consider risk perception as a precursor of the formation of behavioral intention, and

as such as an indirect predictor of actual behavior.

Self-regulatory approaches, and approaches that rely on automatic, habitual

behavior suggest a more direct relation between risk perception and behavior. In

situations of where frequent behavior with high perceived personal control occurs,

risk perception gradually diminishes and the barrier against risky behavior is

lowered as long as no negative consequences are encountered. In many cases this

tends to converge on behavior that is relatively risky (e.g. unrealistic optimism

Weinstein 1989; target risk, Wilde 1994). On the other hand phobia’s and extreme

risk aversion may completely inhibit behavior whatever the benefits are; and fear

induced by a risky situation may trigger automatic response without conscious

perception of the risk. The extent to which risk perception has a direct or indirect,

conscious or unconscious impact on behavior depends on whether the behavior is

more deliberate or more automated.

7 Conclusions

The risk perception literature presents several insights that explain risk perception

in different situations. Frequently repeated, lifestyle related risky behaviors tend to

result in unrealistic optimism, and hence risky behavior. Properties of products and

situations that have dreadful consequences, or are unknown increase perceptions of

risks. Some people tend to actively seek out risks, but there are also personality

traits that make people avoid risk at all costs. On average, people are somewhat risk

averse resulting in more attention to avoiding risks than gaining benefits. Cultural

context determines what information about risk is interpreted in what way.
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Together these insights can explain lay risk perception to a considerable extent.

In addition, if we should keep in mind that selecting and weighing elements of a

situation depends on personal priorities, that risk perception is geared at individual,

rather than societally, relevant decisions, and that human decision making depends

on bounded rational heuristics that require the information which fits the natural

context of the individual.

In the larger context of human decision making, it helps to figure out when

individuals will engage in risk information seeking, and when they process this

information. It makes sense to study risk and benefit perception together and to

include affective and emotional perceptions of risk. The influence of the media on

the amplification of risks and ensuing ripple effects beyond the original situation are

important in understanding public response to incidents. When people are asked to

choose a product or service, it is important to study perceived risks about the risky

attribute as such an attribute may sometimes lead to categorical rejection of the

product. It is also important to study risky attributes embedded in a product context,

as the consumer may adopt a product with a risky attribute when other attributes

bring sufficient benefits to offset the risk.

Understanding risk perception in isolation is not the end goal. It is important to

understand risk perception of consumers, and we need to do research to increase its

understanding. Ultimately, as long as risk perception remains a mental process in

the mind of consumers, risk perception research has to contribute to understanding

consumer behavior. This brings us back to William James who in 1890 already

stated that “My thinking is first and last and always for the sake of my doing.”. Risk
perception as evaluation in a more or less deliberate decision, or as trigger for

automatic behavior are ways in which risk perception influences behavior. The

situation and the individual consumer will determine what behavior is adopted. To

fully understand risk perception we should therefore always consider the real life

behaviors that consumers may, or may not decide upon as a consequence of the

risks they perceive.
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Measuring Risk Perception

Stefan Cano and Thomas Salzberger

1 Key Concepts

1.1 Objective Versus Perceived Risk

The risk associated with the use of products is important to government, legislative

and regulatory bodies, such as the US Food and Drug Administration. “Objective

risk” can be assessed, for example, by epidemiological studies examining products

that have been on the market for some time. Such studies may reveal hitherto

unanticipated risks and trigger new guidelines or amended legislation. For products

subject to regulatory approval prior to their introduction to the market, risk assess-

ment is equally crucial. However, opportunities to appraise objective risk are

limited to small experiments or clinical studies. While providing some insight,

these studies do not allow for a reliable assessment of the long-term risks to the

individual and population at large. Whereas the individual use of pharmaceutical

products, such as prescription drugs, can be controlled to a large extent, the

situation is different for products, such as gambling or tobacco and other

nicotine-containing devices. Once approved by regulatory bodies, there is little

control of who uses the product (or service) and to what extent. In this situation, an

assessment of perceived risk as a subjective evaluation can be helpful to better

understand expected usage patterns, in terms of who will adopt the product and how

intensely it will be consumed.
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“Objective” and “perceived” risk differ in many respects. Perceived risk is not

confined to products used by the individual or already on the market. However, it

seems plausible that risk perception might be better elaborated when products are

familiar to the individual. In contrast to objective risk, perceived risk is a subjective

reality to the individual. Risk perception is a psychological, predominantly cogni-

tive concept, which cannot be observed directly. In the social sciences, such

concepts are represented by one or a set of latent variables. We need observations

from which we infer the latent variable. Manifest observations can be created by

means of questionnaires (or self-report instruments). Respondents are offered a

number of response categories, assumed to be ordered by intensity, associated with

a statement or question (also referred to as an ‘item’). The observed choice is scored
and analyzed by a measurement model. The discipline of psychometrics provides

models that relate manifest scores and measures of latent variables in a way as to

infer measures of a latent concept.

1.2 Perceived Risk as a Latent Variable

Compared to other latent variables, risk perceptions are somewhat more compli-

cated. A personality trait defines one property that resides within the individual. An

attitude comprises an internal disposition with respect to an outside object. Risk

perception also refers to an external object, which could also be a behavior, but at

the same time requires a subject, whose risk is perceived. In other words, there are

three entities involved: the object that implies the risk, the individual who is

affected by the risk, and the individual who perceives the risk. The subject affected

by the risk and the subject perceiving the risk can, but need not, be the same person.

For example, the risk of driving a car as perceived by the driver can refer to the risk

to the driver (the personal risk to the individual) or to an abstract driver (the general

risk to others).

Perceptions of risk related to the consumption of tobacco products can

vary based on whether one is comparing oneself to a specific reference group

(e.g., similar in age, race or smoking status), the time frame being considered

(e.g., lifetime, 10 years, etc.), and conditional on whether one stops or continues

to smoke. Weinstein (1998) found individuals typically believe they are less at risk

personally of experiencing an undesirable life event than are other people. This

finding makes clear the importance of recognizing the distinction between people’s
beliefs about the health risks of smokers in general, and their beliefs about their own

personal health risks of smoking. Most smokers agree smoking poses a serious

health risk, yet many continue to smoke. To better understand these issues, the

appropriateness of risk perception measures is particularly important to ensure valid

and generalizable results.
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2 Measurement

2.1 Current Approaches

In general, studies investigating tobacco product risk perception classify perceived

risk as a multidimensional variable. For example, Rindfleisch and Crockett

(Rindfleisch and Crockett 1999) describe perceived risk as being made up of:

(1) addiction risk (e.g., the risk of a smoker wanting to quit but fearing that he or

she will be unable to, and the danger of developing a lifelong smoking habit);

(2) health risk (e.g., lung cancer, heart disease); (3) social risks (e.g., the

adverse impact of a smoker’s interpersonal interactions or how he or she is

perceived by others); (4) financial risk (e.g., wasting money or needing to borrow

money for tobacco); and (5) time risk (e.g., wasting time, losing time). However,

the majority of existing studies have primarily focused on health risk perceptions

(Romer and Jamieson 2001a, b; Shiffman et al. 2001; Lyna et al., 2002; Halpern-

Felsher et al. 2004; Oncken et al. 2005; Weinstein et al. 2005; Tilleczek and Hine

2006; Song et al. 2009; Morrell et al. 2010; Wagener et al. 2010; Dillard et al.

2012). Many published studies have focused on personal risk perceptions (Lyna

et al. 2002; Halpern-Felsher et al. 2004; Song et al. 2009; Morrell et al. 2010;

Wagener et al. 2010; Dillard et al. 2012), general risk perceptions (Shiffman et al.

2001; Weinstein et al. 2005) or a combination of both (Romer and Jamieson 2001a,

b). In addition, risk perceptions have been assessed in relation to different products

or cessation (e.g., Romer and Jamieson 2001a, b; Weinstein et al. 2005; Song et al.

2009; Lyna et al. 2002; Oncken et al. 2005; Tilleczek and Hine 2006; Wagener et al.

2010; Dillard et al. 2012). The most common assessments of risk perceptions have

been in the form of single items (Romer and Jamieson 2001a, b; Lyna et al. 2002;

Halpern-Felsher et al. 2004; Oncken et al. 2005; Weinstein et al. 2005; Tilleczek

and Hine 2006; Song et al. 2009; Wagener et al. 2010), which have included a

variety of response options types (e.g., Likert-type (Budd and Preston 2001);

numeric rating scale (Rees et al. 2001)). Most existing multi-item self-report

instruments contain items about risk perception as part of a wider battery of issues

(Budd and Preston 2001; Heishman et al., 2003; Jeffries et al. 2004; Lewis-Esquerre

et al. 2005; Park et al. 2009; Rees et al. 2009). Four commonly used instruments

typify the wider research field.

2.1.1 Attitudes and Beliefs About the Consequences of Smoking Scale

Budd and Preston (2001) developed a 27-item instrument including four subscales:

attitudes and beliefs about smoking related to emotional benefits, health hazards,

self-confidence, and body image. In this instrument, risk perceptions fall under the

term “health hazards”, covering short and long term risks (i.e., smoking accelerates

the effects of aging; smoking causes lung cancer; smokers are sick more often;

smoking is addictive; smoking makes your breath smell bad; smoking causes
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shortness of breath; smoking is a cause of heart disease; smoking causes people to

die at a young age; smoking and other drugs are frequently used together).

2.1.2 Smoking Behavior Questionnaire

Gilliard and Bruchon-Schweitzer (2001) developed a 42-item instrument including

four subscales (7-items each): dependence, social integration, regulation of nega-

tive affect, and hedonism. In this instrument, addiction risk is the primary focus.

2.1.3 Smoking Consequences Questionnaire

The Smoking Consequences Questionnaire (SCQ) was initially developed to mea-

sure outcome expectancies related to cigarette smoking in college students (Bran-

don and Baker 1991). An adult version of the SCQ (SCQ-A) was developed for

assessing expectancies in more typical, older, nicotine-dependent smokers

(Copeland et al. 1995), and psychometrically evaluated by Jeffries et al. (2004).

Lewis-Esquerre et al. (2005) modified the SCQ-A for adolescent nonsmokers and

current smokers. They proposed a seven sub-scale factor structure including:

negative affect reduction, taste/sensorimotor manipulation, social facilitation,

weight control, negative physical feelings, boredom reduction and negative social

impression.

2.1.4 Risk Perception Questionnaire

Park et al. (2009) used a cross-sectional study in the US to develop a 10-item risk

perception questionnaire to measure perceived lifetime risk of lung cancer and

other smoking-related diseases (SRDs). An individual’s risk perception profile was

constructed on respondents’ views of personal and comparative risk. The authors

suggest that since each informs and influences the other, individuals’ personal risk
reports (own risk) as well as their comparative risk reports (risk in relation to others)

should be included.

2.2 Future Directions

The US Institute of Medicine makes three key recommendations for measuring risk

perception in relation to modified risk tobacco products (MRTP; Institute of

Medicine 2012). First, measures of perception of tobacco-related outcomes should

include the perception of short- and long-term risks and addiction, including issues

such as overall risk of harm or addiction, as well as perceptions of specific harm,

such as risk of lung cancer or heart disease. Second, self-report instruments should

use the most appropriate scale type (e.g., log linear, lexical, comparative). Third,
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the measurement of risk perception should allow for comparison of an MRTP with

existing tobacco products and comparison among different smoking statuses (i.e.,

people who have never used a tobacco product; people who have used any tobacco

product in the past, but not currently; people who currently use a tobacco product

and do not intend to quit; and people who currently use a tobacco product and do

intend to quit).

All the self-report instruments described in the previous section have some level

of psychometric evidence supporting their use in group-level studies. However,

none checked all the boxes for comprehensive instrument development (Mokkink

et al. 2010). Also, there exists no self-report instrument developed specifically to

compare risk perceptions across different tobacco product types, importantly newer

products such as e-cigarettes or MRTPs. Also, in general, the validity of current

instruments is questionable, given the broad lack of rigorous qualitative research

supporting content and the non-existence of clear conceptual frameworks. In

addition, none were developed using modern psychometric methods, which open

them up to further potential criticism (see below). Thus, new self-report instruments

are required. This necessitates a consideration of best practice self-report instru-

ment development methodology and psychometrics.

3 Instrument Development

3.1 Methodology

To be fit for purpose, self-report instruments must be conceptually meaningful and

scientifically sound. A questionnaire that is conceptually meaningful addresses

those issues considered important by key stakeholders (e.g., the most relevant and

important issues that reflect risk perceptions of tobacco products for consumers,

researchers and regulators). Scientific soundness refers to the demonstration of

reliable, valid, and responsive measurement of the concept of interest. Conceptual

meaningfulness does not guarantee scientific soundness, and vice versa. Of partic-

ular relevance is the field of quality of life research, in which a series of texts and

articles have been published on the subject of methodology (Mokkink et al. 2010).

In particular, given the regulatory issues, guidelines for the development of new

patient reported outcome (PRO) instruments have been published by the US Food

and Drug Administration’s (FDA), which lay out the scientific requirements for use

in clinical trials (US Food and Drug Administration 2009). To optimally measure

risk perceptions, new instruments should ideally undergo careful and extensive

development and psychometric evaluation. There are usually three stages to this

process.

Stage 1 defines the conceptual framework and generates a pool of items to ensure

all important areas are considered for inclusion in the final instrument. To develop

these, qualitative research is required. The item pool is then pre-tested (or piloted)

in a small sample of subjects to clarify ambiguities in the wording of items, confirm
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appropriateness, and determine acceptability and completion time. In Stage 2, field-

testing is performed on a larger sample of subjects with the goal to select the best

items for inclusion in the final instrument. Items are eliminated or revised according

to psychometric criteria. In Stage 3, psychometric validation of the instrument is

performed. Here, the instrument, in its final form, is administered to a large group of

subjects.

At a broad level, self-report instruments should be psychometrically assessed

against the following criteria: data quality, scaling assumptions, targeting, reliabil-

ity, validity, and responsiveness (Hobart and Cano 2009). Indicators of data quality,

such as item non-response and percent computable scores, reflects respondents’
understanding and acceptance of a self-report instrument and helps to identify items

that may be irrelevant, confusing, or disturbing to subjects. Tests of scaling

assumptions determine whether it is legitimate to generate scores for a self-report

instrument using the algorithms proposed by the developers. Targeting is the extent

to which the spectrum of the concept of interest measured by a self-report instru-

ment matches the distribution of concept in the study sample and is determined

simply by examining score distributions. The reliability of a self-report instrument

is the degree to which it is free from random error. Validity is the extent to which a

self-report instrument measures what it intends to measure. The distinction between

reliability and validity is important, because an instrument may be reliable

(i.e. always yield the same score), but may not be valid, as it may be consistently

measuring the same thing but not what it is supposed to measure. Finally, respon-

siveness is the extent to which the instrument can detect change. How each of these

criteria are evaluated depends on the psychometric approach taken.

3.2 Psychometric Theories

3.2.1 Classical Test Theory

The dominant psychometric paradigm for the development of self-report instru-

ments is classical (or traditional) test theory (CTT), the foundations of which were

laid down by Charles Spearman. Classical Test Theory posits that an observed score

(O) is the sum of a True score (T) and an error score (E), assuming the relationship

between these is additive (e.g. as opposed to multiplicative). Data from self-report

instruments is analyzed to ascertain the appropriateness that items can be summed,

without weighting or standardization, to produce a score. Between the turn and the

middle of the twentieth century, CTT related methodology developed further (e.g.,

Kuder-Richardson’s coefficients for internal inconsistency, Cronbach’s alpha, cor-
relations between replicated measurements). The key traditional psychometric

properties commonly associated with CTT became: data quality, scaling assump-

tions, targeting, reliability, validity, and responsiveness (these are described more

fully elsewhere (US Food and Drug Administration 2009; Hobart and Cano 2009)).
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As a psychometric approach, CTT is useful for broad analyses of item-level data

in self-report instruments. However, despite its dominance, there are some long

time acknowledged limitations of CTT (Cano and Hobart 2011): (1) observed data

are always ordinal rather than interval; (2) scores for persons and samples are scale-

dependent; and as such (3) psychometric properties, such as reliability and validity,

are sample-dependent; (4) data support group-level inferences but, importantly, not

individual subject measurement.

3.2.2 Rasch Measurement Theory

Georg Rasch, a Danish mathematician, argued that social measurement should

parallel the rules of physical measurement, and be concerned with invariant com-

parison. He developed the simple logistic model (now known as the Rasch model),

and demonstrated that his approach met the stringent criteria for measurement used

in the physical sciences (Rasch 1960). The term Rasch Measurement Theory

(RMT) encompasses instrument development methods that use the Rasch model

to evaluate the legitimacy of summing items to generate measurements, and their

reliability and validity. Through this approach items of an instrument are examined

to assess the extent to which observed data (subjects’ responses to items) “fit” with

predictions of those responses from a mathematical (Rasch) model. Thus, the

difference between what should happen (expected) and what does happen

(observed) indicates the extent to which measurement is achieved.

There are seven key measurement properties that should be considered: thresh-

olds for item response options; item fit statistics; item locations; differential item

functioning (DIF); correlations between standardized residuals; person separation

index (PSI), individual person change statistics. We describe these in more detail

elsewhere (Hobart and Cano 2009). Importantly RMT address each of the four

limitations of CTT described above. First, the approach offers the ability to

construct linear measurements from ordinal-level data, thereby addressing a

major concern of using self-report instruments as outcome measures. Second,

RMT methods provide item estimates that are independent of the sample distribu-

tion and person estimates that are independent of the scale distribution, thus

allowing for greater flexibility in situations where different samples or test forms

are used. Third, the methods allow for the use of subsets of items of each scale

rather than requiring all items of the scale, without compromising the comparability

of measures made using different sets of items. This is the foundation for item

banking and computerized adaptive testing. Fourth, RMT enables estimates suit-

able for individual person analyses rather than only for group comparison studies.

3.2.3 Item Response Theory

Item Response Theory (IRT) is another psychometric approach that involves the

statistical estimation of item and person parameters on a latent continuum (Lord

Measuring Risk Perception 197

http://en.wikipedia.org/wiki/Physics
http://en.wikipedia.org/wiki/Psychometric
http://en.wikipedia.org/wiki/Statistical_estimation
http://en.wikipedia.org/wiki/Parameters
http://en.wikipedia.org/wiki/Continuum


and Novick 1968). There are three main IRT models. The one parameter (1P) model

is essentially identical in structure to the Rasch model. Mathematical models

relating the probability of a response to an item, to the person’s location, the

item’s difficulty and the item’s discrimination are known as two parameter

(2P) models. The addition of a third parameter (a person guessing parameter) to

the basic 2P model results in the 3P model. The general approach in IRT focuses on

mathematical models that explain the observed data. The reasoning behind model

selection is empirical evidence of model suitability to account better for the data. In

relation to the four shortcomings of CTT, IRT only haphazardly and indirectly

overcomes these, depending on whether the data at hand are found to fit a

one-parameter (Rasch) model.

4 Conclusions and Recommendations

Risk perception is a significant indicator for better understanding the uptake and use

of tobacco products. As a means to quantifying and understand risk perception, self-

report instruments are part of the future of tobacco-related research and marketing

practices. Traditional psychometric methods, based on classical test theory, form

the current dominant paradigm for developing such instruments. But there are now

newer methods (e.g., Rasch Measurement Theory, Item Response Theory) increas-

ingly being used, which will help extend the utility of risk perception instruments. It

is, therefore, essential that professionals working in this area are aware of the

scientific issues surrounding the appropriate development and use of self-report

instruments. In this way, these key stake holders can be directly involved in how

these methods are used to shape the future of risk perception measurement.
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The Perception Risk Instrument (PRI)

Thomas Salzberger and Stefan Cano

1 Introduction

Consumer behavior typically involves consequences that the consumer cannot

anticipate with certainty. Some of them are likely to be unpleasant (Stone and

Grønhaug 1993). The notion of perceived risk has been proposed as a hypothetical

construct that captures the consumer’s assessment of adverse consequences of

buying behavior and product use. Risk perceptions by consumers, or laymen,

often deviate considerably from expert perceptions (for a detailed treatise of risk

perception see Fischer 2017). While experts often rely on a narrow definition of risk

invoking the concept of probability, the general public entertains a broader per-

spective of risk comprising aspects that cannot be captured by a simple probability.

Therefore, what consumers perceive as risk typically is uncertainty that does not

allow for attaching probabilities to future events (Stone and Grønhaug 1993). Even

though expert risk perception does not necessarily reflect “true”, or “objective”, risk

(Fischer 2017), the lack of agreement of expert assessment and consumer risk

perception implies that expert judgment cannot replace subjective consumer risk

perception. Furthermore, it has to be noted that no objective risk assessment is

possible for products that have not been marketed yet (Cano and Salzberger 2017).

Risk perceptions are influenced by a number of mechanisms. As a rule, people

tend to underestimate their individual risk resulting in an unrealistic optimism,

specifically in relation to health consequences (Weinstein 1989; Weinstein et al.

T. Salzberger (*)

Institute for Statistics and Mathematics, Institute for Marketing Management, Vienna

University of Economics and Business, Welthandelspl. 1, 1020 Wien, Austria

e-mail: Thomas.Salzberger@wu.ac.at

S. Cano

Modus Outcomes, Suite 210b, Spirella Building, SG6 4ET Letchworth Garden City, UK

e-mail: stefan.cano@modusoutcomes.com

© Springer International Publishing AG 2017

G. Emilien et al. (eds.), Consumer Perception of Product Risks and Benefits,
DOI 10.1007/978-3-319-50530-5_11

201

mailto:Thomas.Salzberger@wu.ac.at
mailto:stefan.cano@modusoutcomes.com


2005). The observation that the perceived risk of exhibited hazardous behavior is

likely to be downplayed is also line with cognitive dissonance theory (Festinger

1957). What is more, the formation of risk perception may take the form of an

ex-post rationalization when the decision to engage in a particular behavior pre-

cedes the formation of risk perception (Slovic 1987). In contrast to optimism

regarding one’s own risk, the risk incurred by others exhibiting the same behavior

is perceived more accurately suggesting that risk perceptions have to be differen-

tiated in terms of individual (personal) risk and general risk affecting members of

the general population.

Rather than relying on objective data, people rely on heuristics that may lead to

biases (Kahneman et al. 1982). Valid risk perceptions are further hampered by

difficulties in understanding what probabilities mean, by restricted access to infor-

mation, and by improper consideration of personal experiences (see Slovic 1987).

Risk perceptions are also impacted by affective heuristics (Slovic et al. 2004). The

role of personal experiences, individual affect and cognitive processing implies that

risk perceptions differ between individuals. The inter-individual variability may be

more relevant than variability due to risk-related product attributes (Fischer 2017).

The notion of perceived risk as a hypothetical construct accommodates the

characteristics of risk perception. Risk perceptions are inherently subjective and

thus need to be assessed at the level of the individual. The complex and multifac-

eted nature of risk perceptions, which transcend one specific behavioral conse-

quence comprising a multitude of outcomes, implies a challenge to the empirical

assessment of perceived risk. The psychometric paradigm lends itself as a frame-

work for developing a measurement instrument for perceived risk represented by

potentially multiple latent variables (Cano and Salzberger 2017).

2 Risk Perception in Tobacco Research

The use of tobacco is an example of a behavior associated with a range of highly

unpleasant consequences. Tobacco use may harm nearly every organ in the human

body. What is more, the adverse consequences of tobacco are not confined to the

user but also affect non-users through second-hand smoking. The use of tobacco,

most notably by smoking cigarettes, therefore represents one of the biggest health

concerns worldwide. In many countries, public initiatives have been devised that

are to encourage users of tobacco to stop smoking, which is the best way to reduce

the adverse health consequences of smoking (U.S. Department of Health and

Human Services 1990). Smoking cessation is difficult to achieve, though; and

relapse remains a frequent threat. Therefore, the class of modified risk tobacco

products (MRTPs; Institute of Medicine 2012) has been proposed as a complemen-

tary harm reduction strategy of alleviating the detrimental effects of tobacco use to

the society (Royal College of Physicians 2007). MRTPs imply reduced exposure to

tobacco toxicants and/or reduced risk of developing tobacco-related diseases. The

Food Drug Administration (FDA) drafted guidelines for application of modified
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risk tobacco products (MRTPs) (Food and Drug Administration (FDA) 2012). The

FDA draft guidance highlights the importance of perceived risks and their mea-

surement among tobacco users and non-users as risk perception is seen as an

important determinant of product use. Specifically, the assessment of perceived

risks of MRTPs in comparison to perceived risks of cigarette smoking, using

cessation aids, and quitting all tobacco use is crucial. Thus, a valid, trustworthy

measure of perceived risk is essential to assist and inform public smoking initiatives

and authorities concerned with the regulation of MRTPs. Such an instrument needs

to capture the dimensions of perceived risk that are more important to consumers.

Salzberger et al. (2016) have carried out a literature search on available measure-

ment instruments of perceived risk. The authors reached the conclusion that no

instrument is fit for purpose specifically with regard to comparative measurement of

perceived risk associated to a range of products. Therefore, a new instrument, the

Perceived Risk Instrument (PRI), has been developed. The scale development

project was sponsored by Philip Morris Product S.A.

3 The Perceived Risk Instrument (PRI) Scale Development

3.1 Objectives

The project aimed at developing a self-report instrument, easy to administer, to

measure the perceived risks associated with the use of tobacco-related products.

The instrument should be generic allowing for the comparative assessment of

perceived risks associated with a broad range of tobacco-related products including

nicotine replacement therapy, and potential MRTPs. The proposed instrument

should capture the domains of perceived risk that are most relevant and meaningful

to users and non-users. Further objectives were the applicability of the instrument to

different subpopulations including current users of the products, former users as

well as never users, and the applicability to the perceived risk to the individual user

of the product and to users in general.

The development of the instrument was to reflect the state-of-the-art in psycho-

metrics and take the criteria of good self-report instruments into account (see Cano

and Salzberger 2017). This implied: (1) the development of a conceptual frame-

work of the construct of perceived risk based on existing research and qualitative

investigation; (2) the generation of items representing suggested dimensions of

perceived risk and the qualitative assessment of their appropriateness; and (3) the

investigation of the psychometric properties of the proposed instrument based on

the Rasch model for measurement (Rasch 1960; Andrich 1988). Finally, while the

validity of the proposed instrument was assessed in the USA, the conceptualization

should allow for future applications of the instrument in other countries as well.
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3.2 Conceptualization of the Construct

The conceptual framework defined the domains of perceived risk and explained

their content. The conceptualization followed the best practice guidelines for

developing patient reported outcome (PRO) instruments (Scientific Advisory Com-

mittee of the Medical Outcomes Trust 2002; Food and Drug Administration (FDA)

2009), including the current widely quoted US Food and Drug Administration’s
(FDA) scientific requirements for PROs in clinical trials (Revicki 2007). The

development of the conceptual framework was based on input from a literature

review, focus groups and expert opinion (for a detailed description see Salzberger

et al. 2016). The literature review comprised two stages. First, it was to reveal

existing self-report instruments (see Cano and Salzberger 2017). Based on the

existing instruments’ applicability to various smoking status groups (i.e., smokers,

former smokers, never smokers), tobacco-related products, their content coverage

and psychometric properties, it was concluded that none of the existing instruments

were suitable to assess risk perceptions in a directly comparable way across

different smoking status groups and tobacco-related products. Second, the key

themes of risk perception were extracted from published studies. During this

stage, health risk (to the person using the tobacco-related product as well as health

hazards to third persons), social risk, financial risk and time risk were identified as

potential dimensions.

Focus groups with consumers were the second source of qualitative data that

informed the conceptualization of the construct. In order to provide the best

possible basis for future extension of the instrument’s applicability to other coun-

tries, discussions were initially conducted in the UK (nine groups with a total of

72 participants), Italy (four groups with a total of 32 participants), and Japan (four

groups, 32 participants). Subsequently, additional focus groups were run in the

USA (twelve groups, 93 participants) in order to establish the appropriateness of the

conceptual framework in the USA, too. The analysis of the focus group results

revealed 88 concepts that were grouped into three thematic clusters: health and

addiction risks, societal and social risks, and material and financial risks. Thus, the

literature review and the focus groups converged on the same themes that were

important to consumers.

Subsequently, input from experts in the field of risk research was sought serving

two purposes. First, it was another source of input to the formation of the conceptual

framework. Second, it was to facilitate the consolidation of all input gathered. The

expert panel agreed on the proposal of the domains of physical risk (health issues),

addiction risk, social risk, emotional risk, and practical risk (risks associated with

time and financial resources).

The broad agreement of the preliminary conceptual framework based on the

literature review and the focus groups and the outcome of the open elicitation phase

with experts provided strong support in terms of triangulation. As a result, the

consolidation of all sources of input was non-critical (see Salzberger et al. 2016, for

details). Thus, the conceptual framework based on qualitative input from the
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literature, focus groups in four countries, and expert opinion comprised the follow-

ing domains of perceived risk:

Perceived Health Risk. The perceived negative risk (or impact) of product use to the

user’s physical health, going from minor immediate concrete manifestations of

health risk (e.g. having poor gum health) to more serious long terms ones

(e.g. having lung cancer);

Perceived Addiction Risk. The perceived negative risk (or impact) that product use

may have on the user’s sense of being addicted to using the product;

Perceived Health Risk to Others. The perceived negative risk (or impact) to the

physical health of non-smokers when being around during product use;

Perceived Social Risk. The perceived negative risk (or impact) that product use will

affect interpersonal interactions adversely or how the user is perceived by others;

Perceived Practical Risk. The perceived negative risk (or impact) that product use

may have on the user’s time and finances.

3.3 Item Generation

Based on focus group discussions, existing literature, and input from experts, items

were generated for each of the five domains proposed by the conceptual framework.

In this context, the term item denoted a symptom, a disease, a condition, or,

generally speaking, an adverse consequence of using a tobacco-related product.

In addition, a sentence stem shared by all items in a domain was generated. For each

previously defined smoking status group, slight adaptations were made in order to

tailor formulations to the smoking behavior and thus enhance cognitive orientation.

Moreover, reflecting the differentiation between risk to the individual (referred to as

personal risk) and risk to a user of a product in general (referred to as general risk)

discussed in the literature, two versions of the instrument were developed. Since the

necessary adaptation was minimal and limited to the sentence stem, potential

comparability of the measures to be derived was preserved. As a response scale, a

five-point fully verbalized rating scale was used. The verbal labels explicitly refer

to the level of risk ranging from “no risk” to “very high risk”. This offered the

opportunity to express a medium level of risk by endorsing the middle category

labelled “moderate risk”. In order to avoid enforcing a response if respondents did

not relate to the content of the item and therefore lacked a genuine perception, the

option “don’t know” was added.
Cognitive debriefing interviews (CDIs) were carried out in order to review the

respondents’ comprehension and interpretation of the items and the sentence stems,

as well as the appropriateness of the response scale. For the English version of the

instrument, CDIs were conducted in the UK (40 CDIs) and in the US (48 CDIs).

The CDIs entailed minimal changes to the items. After the CDIs, the final draft

versions of the perceived risk instrument (PRI), one for personal risk (PRI-P) and

one for general risk (PRI-G), comprised a total of 67 items each. The items related
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to five domains: Perceived Health Risk (30 items, plus 1 item confined to nicotine

replacement therapy), Perceived Health Risk to Others (3 items), Perceived Addic-

tion Risk (11 items), Perceived Social risk (13 items), and Perceived Practical Risk

(9 items).

3.4 Psychometric Scale Formation

3.4.1 Objectives, Study Design and Methods

The psychometric analysis aimed at the empirical confirmation of the conceptual

framework and the assessment of the proposed items. Specifically, the applicability

of the draft PRI to various tobacco and nicotine-related products across product

users and non-users was to be investigated. To this end, a pilot study and two

surveys were conducted in the USA administered online as web-surveys (see Cano

et al. 2016, for details). In all studies, four subpopulations based on their self-

reported smoking status (current smokers with no intention to quit, current smokers

with intention to quit, former smokers, and never smokers) accounted for approx-

imately 25% of the total sample in order to assess item properties for each group.

Within each subpopulation, quota sampling based on gender, age group and edu-

cation was implemented. In addition, for former smokers, proportions for recent

quitters and long-term quitters were defined. The purpose of the small-scale pilot

study (n ¼ 233 completers) was to gain insight in terms of the feasibility of

developing the proposed five scales in parallel. While Survey 1 (total n ¼ 2020

completers) aimed at scale formation and assessment, Survey 2 (total n ¼ 1640

completers) served as a cross-validation. In the psychometric analyses, the

polytomous Rasch model for measurement (Rasch 1960; Andrich 1988) was

used. The basic principles and requirements are described in Cano and

Salzberger (2017).

In the pilot study and in Survey 1, respondents completed the proposed PRI

applied to conventional cigarettes (CC), a tobacco heating system (THS) 2.2

(a candidate MRTP developed by Philip Morris Product S.A.), nicotine patch and

cessation (defined as having successfully stopped smoking and not using any

tobacco and nicotine-containing product). In Survey 2, the draft PRI was also

applied to e-cigarettes, while nicotine patch was replaced by nicotine replacement

therapy (NRT) as a general category. In the following, the tobacco and nicotine-

related products as well as cessation are referred to as “objects”. Half of the study

participants responded to the PRI applied to the risk for the individual user

(personal risk, PRI-P) and half of the participants to the PRI applied to the risk

for the user in general (general risk, PRI-G).

Apart from the draft PRI, additional measures were administered for convergent

validity assessment (the Short-Term and Long-Term Smoking Risks Questionnaire

by Slovic (2000); visual analogue scales (VAS) as overall measures of selected

domains of perceived risk).
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3.4.2 Findings: Pilot Study

For items related to perceived social and perceived practical, the pilot study

revealed considerable floor effects (lack of perceived risk) when applied to products

other than conventional cigarettes. For this reason, it was decided to restrict further

quantitative field tests to the three health-related domains (i.e., perceived health risk

to self, perceived addiction risk, perceived health risk to others), which also were

the most frequently addressed themes in the literature and most often reported in

focus groups.

3.4.3 Findings: Surveys 1 and 2

An important prerequisite of the assessment of the validity of the PRI is the

acceptability of the instrument to the participants. In both surveys, the acceptability

of the PRI in terms of complete responses was very high. In survey 1, 98% of all

participants who completed the whole survey provided responses to all PRI items.

In survey 2, the proportion was 99%. At the item level, missing responses were

extremely scarce with a proportion of 0.1% at most.

Given the objective of the development of an instrument that is broadly appli-

cable to different subpopulations and products (or objects), the psychometric

analysis of Survey 1 data suggested the omission of some items due to a lack of

fit to the measurement model or other problems such as different functioning of the

item for different subpopulations or objects. As a result, an 18-item Perceived

Health Risk scale and a 7-item Perceived Addiction Risk scale were derived. One

item assessing Perceived Addiction Risk was confined to cessation, for which

addiction risk referred to the remaining addiction to cigarettes. Both scales showed

excellent psychometric performance. Items related to Perceived Health Risk to

Others did not form a separate scale and also could not be co-calibrated with items

addressing Health Risk to the user of the product. These items were therefore

interpreted as single items providing additional information to the two scales of

the Perceived Risk Instrument (PRI).

The analysis of the 18-item Perceived Health Risk scale and 7-item Perceived

Addiction Risk scale data in Survey 2 confirmed the psychometric properties of the

scales. Importantly, no DIF was observed based on gender, age group, education,

object, and type of risk (personal versus general risk). Thus, the scale provided

perfectly comparable measures of perceived risk. The adequacy of the five-category

response format was addressed by the investigation of the item threshold order. All

item thresholds, marking the transition from one response option to the adjacent

option, were properly ordered demonstrating that the scored responses did indeed

represent an increasing amount of the perceived risk. Finally, the PRI scales

adequately captured the risk perceptions of study participants providing satisfactory

precision of measurement (Cano et al. 2016).
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3.4.4 Further Evidence of Validity

Besides assessing the fit of the data to the Rasch model for measurement, further

evidence of validity was provided based on convergent, discriminant and known-

group validity (see Cano et al. 2016, for details). In terms of convergent validity,

correlations of the 18-item Perceived Health Risk measure for conventional ciga-

rettes with each of the five items of the Short- and Long-Term Smoking Risks

Questionnaire (Slovic 2000), which were not supposed to form a summative scale,

were in the expected direction for both personal and general risk. The size of the

correlations was mostly weak to moderate, though, illustrating the limitations of

single items as stand-alone measures. Correlations of the VAS and PRI measures

for both perceived health risk and perceived addiction risk were higher (in the range

of 0.52 to 0.68 for CC, THS 2.2, E-Cigarettes and NRT). Discriminant validity was

examined by computing correlations between the two domains of Perceived Health

Risk and Perceived Addiction Risk separately for each object and type of risk

(personal versus general risk). The Pearson correlation coefficients were between

0.67 and 0.78 (depending on the object, Survey 2 data) indicating distinct yet

related measures of perceived risk. Finally, as assessment of known-group validity,

mean differences between subpopulations or types of risk were investigated that

were to be expected based on previous studies in the literature. For example, current

smokers perceived their personal health risk of smoking cigarettes as lower than the

health risk for smokers in general. For more details, see Cano et al. (2016).

3.5 Estimation of Perceived Risk Measures

The estimation of measures of perceived risk is facilitated by a conversion table that

converts the simple unweighted raw score across all items in a scale into a linear,

i.e. interval-scaled measure (Fischer 1995). Missing responses or responses in the

don’t know category, which are to be set to missing, can be replaced by the

respondent-specific mean response to other items in the scale provided at least

50% of the items have been responded to in valid response options. This score has

then to be rounded to the nearest integer. For ease of interpretation, the metric of the

linear measure is transformed into a 0-to-100 scale. The bottom end at 0 represents

the lowest possible measure of perceived risk as assessed by the PRI. It indicates

that all responses are in the “no risk” category. The mid-point at 50 implies a

moderate risk, while 100 means that the respondent perceives a very high risk on all

items.
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4 The PRI: Purpose and Application

4.1 Purpose of the PRI

The PRI consists of two scales assessing Perceived Health Risk (18 items) and

Perceived Addiction Risk (7 items) of using a tobacco or nicotine-related product

(see Table 1 for examples). While the items remain the same regardless of the

tobacco or nicotine-related product the instrument is applied to, the sentence stem

for each scale provides the reference to the product to be assessed as well as the type

of risk (personal risk—PRI-P, general risk—PRI-G). Furthermore, if applicable, the

sentence stem accommodates the smoking status (see Table 2 for sentence stem

examples).

The PRI establishes a continuum of perceived risk allowing for a direct compa-

rability of measures in terms of (1) different tobacco and nicotine-related products,

(2) different subpopulations based on smoking status, and (3) perceived risk to the

individual user versus perceived risk to the user in general. In addition, comparisons

across gender, age groups and education can be made. While these comparisons are

made at a particular point in time, the PRI can also be used in order to track risk

perception for a product over time. This is of particular interest in the context of

newly developed products, such as MRTPs, where consumers have limited infor-

mation and understanding of the product. The PRI helps assess the impact of new

information, such as communication messages, labels or labelling, on the risk

perception by consumers. In the following, we present illustrative examples of

applications of the PRI-P and the PRI-G to various tobacco and nicotine-related

products across different subpopulations. Furthermore, we demonstrate the usage of

the PRI as a predictor of product trial and its utility to assess the impact of

communication messages.

Table 1 PRI items (examples) and response scale

PRI Health Risk

Having poor gum health

Having lung cancer

PRI Addiction Risk

Being unable to quit cigarettes

Having to smoke cigarettes to feel better

PRI response scale and scoring

No risk (0); Low risk (1); Moderate risk (2); High risk (3); Very high risk (4);

Don’t know (set to missing)
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4.2 Application of the PRI to Different Tobacco
and Nicotine-Related Products

Figure 1 shows the means of Perceived Health Risk (personal risk) across all

smoking status groups for all five objects the PRI-P has been applied to in Survey

2. Conventional cigarettes are perceived as the riskiest tobacco product. THS 2.2

ranks second and is perceived to be slightly riskier than e-cigarettes. Study partic-

ipants perceive NRT as the product with the lowest health risk. The cessation

scenario is associated with the second-lowest perceived health risk. NRT being

less risky than cessation may seem counterintuitive. However, NRT is meant to be

applied for a limited time only. It is, in the end, a cessation scenario, too. More

importantly, cessation refers to the risk due to smoking in the past while the

perceived risk of NRT emphasizes the future use of NRT.

4.3 Application of the PRI to Different Subpopulations

The applicability of the PRI to different subpopulations based on smoking status is

illustrated by a comparison of the perceived health risk of using conventional

cigarettes and THS 2.2 (see Fig. 2) based on Survey 2 data. Within all four smoking

Table 2 PRI Sentence stems (examples)

PRI-P Health Risk applied to conventional cigarettes

Smokers with no intention to quit or with intention to quit:

What do you think is the risk, if any, to you personally of getting the following (sometime
during your lifetime) because you smoke cigarettes . . .

Former smokers:

If you were to resume smoking, what do you think would be the risk, if any, to you personally of
getting the following (sometime during your lifetime) because you smoke cigarettes ...

Never smokers:

If you were to start smoking, what do you think would be the risk, if any, to you personally of
getting the following (sometime during your lifetime) because you smoke cigarettes . . .

PRI-P Health Risk applied to cessation

Smokers with no intention to quit or with intention to quit:

If you were to successfully quit smoking, what do you think would be the risk, if any, to you
personally of getting the following (sometime during your lifetime) because you smoked ciga-
rettes in the past ...

Former smokers:

If you remain a former smoker, what do you think is the risk, if any, to you personally of getting
the following (sometime during your lifetime) because you smoked cigarettes in the past . . .

PRI-G Health Risk applied to conventional cigarettes

All subpopulations:

In general, what do you think is the risk, if any, to smokers of getting the following (sometime
during their lifetime) because of smoking cigarettes . . .
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status groups, conventional cigarettes are perceived as riskier than THS 2.2, even

though for never smokers the difference is the smallest. The means reveal big

differences between the smoking status groups. While the risk perceptions of

former smokers and never smokers are rather similar, current smokers, particular

those with no intention to quit, are considerably lower. Former and never smokers

perceived THS 2.2 as riskier than current smokers with no intention to quit perceive

conventional cigarettes.

Fig. 1 PRI-P measures of Perceived Health Risk across objects

Fig. 2 PRI-P measures of Perceived Health Risk across subpopulations
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4.4 Application of the PRI to Different Types of Risk

The measures of the PRI-P assessing the perceived risk to the individual user and

the PRI-G measuring the perceived risk to product users in general refer to the same

latent continuum of perceived risk. The measures are expressed in the same metric

and are thus directly comparable. Figure 3 exemplifies the comparison across types

of risk for perceived health risk. For conventional cigarettes, nicotine replacement

therapy and cessation, the perceived health risk is higher for the user in general than

for the individual participant. By contrast, no such differences prevail for THS 2.2

and e-cigarettes.

4.5 Application of the PRI as a Predictor of Product Use

Perceived risk is one potential antecedent to usage behavior (Ajzen 1991; Bandura

1998). In the context of the scale development project, the predictive power of the

PRI was investigated with regard to initiation of THS 2.2. Since the product is new

and not yet available on the market, actual usage could not be investigated. Since

the intention to use the product continuously arguably depends on how the con-

sumer experiences the product during a trial phase, the intention to try THS 2.2 was

considered as the predicted behavior. Intention to try was assessed using a single

item with six response categories labelled definitely not, very unlikely, somewhat

unlikely, somewhat likely, very likely, and definitely. For the purpose of investi-

gating predictive power, intention to try was dichotomized by retaining the

Fig. 3 PRI-P and PRI-G measures of Perceived Health Risk
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definitely not category and collapsing the other categories. Thus, intention to try

meant the slightest chance to try THS 2.2. Among the participants assessing

personal perceived risk, across all smoking status groups, 40% of participants

(Survey 2) said they would definitely not try the product. In the general risk sample,

44% had definitely no intention.

A logistic regression of the intention to try on the conversion table-based linear

measures of the PRI of Perceived Health Risk and Perceived Addiction Risk

revealed a significant relationship of the PRI measures and intention to try for

both personal and general risk in the expected direction. Thus, a higher score on the

PRI implies a lower intention to try. The impact of Perceived Health Risk (odds

ratio 0.90 in case of personal risk, and 0.86 in case of general risk) and Perceived

Addiction Risk (odds ratio 0.89 in case of personal risk, and 0.88 in case of general

risk) was in a similar range. In total, the strength of the relationship was limited.

The reasons were twofold. First, the vast majority of never smokers (80% in the

personal risk sample, 88% in the general risk sample) ruled out any intention to try.

Similarly, 64% (personal risk) and 70% (general risk) of former smokers did

definitely not want to try THS 2.2. Second, lacking any personal product experience

and more detailed information on the product, many participants might not have

been able to state a valid intention to try. This could change when consumers

receive more information and the product is available on the market. The assess-

ment of how new information influences the risk perception of the product consti-

tutes another application of the PRI.

4.6 Application of the PRI to Assess the Impact
of Communication

Risk perception depends on how much and what kind of information consumers

possess. In case of new products, such as MRTPs, it is, from a regulatory point of

view, crucial how communication messages impact on risk perception. The PRI

allows for the assessment of their effect. In a study on the effect of messages about

THS 2.2 on risk perception, Beacher et al. (2016) used the PRI-P to assess the

Perceived Health Risk of THS 2.2 and comparators. Figure 4 shows the means of

Perceived Health Risk in various smoking status groups as a result of different

messages. While message 1 was a reduced exposure claim (reduction in harmful

chemicals while pointing out that a risk reduction has not been demonstrated),

message 5 was a reduced risk claim (switching from cigarettes to THS 2.2 reduces

the risks of tobacco-related diseases while pointing out that reduced risk does not

mean no risk).
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5 Limitations of the PRI

When applying the PRI, researchers should be aware for limitations that constrain

the use of the instrument. The limitations are related to the order in which products

are assessed, to the meaningfulness of the administration of the PRI given the

smoking status of the respondent, and to the characteristics of tobacco and nicotine-

related products.

5.1 Carry-over Effects

In experimental research, carry-over effects may occur when the exposure to an

experimental condition affects another condition the subject is exposed to subse-

quently. While the presence of carry-over effects is rarely investigated in survey

research, the application of the PRI to multiple objects raises the question whether

risk perceptions are altered depending on the order in which objects are assessed. In

Survey 2, the order of objects was randomized allowing for analyses shedding light

on this potential problem. To this end, mean comparisons (Wellek and Blettner

2012) were carried out for all objects when presented first versus second or later in

the sequence. For CC, THS 2.2 and e-cigarettes no differences were detected.

However, for cessation, both personal and general Perceived Health Risk were

higher when cessation was presented as the first object compared to it being

presented after at least one other object. For NRT, a similar effect was found for

general risk, with the level of risk being higher when NRT was assessed first.
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S-NITQ Current smokers with no intention to quit

S-ITQ Current smokers with intention to quit

FS Former smokers

NS Never smokers

LA-25 NS Never smokers from legal age of smoking 

to 25 years of age

Fig. 4 PRI-P measures of Perceived Health Risk as a function of different messages
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The indication of carry-over effects for cessation and NRT suggests care should

be taken when administering the PRI to a sequence of objects including cessation or

NRT. In particular, comparisons of perceived risk across studies that applied the

PRI to products in a different order might be adversely affected. Based on findings

from Survey 2, carry-over effects may best be accommodated by a fixed order of

objects to which the PRI is applied to. The best-known product, typically CC,

should be presented first, as it helps the participant setting a meaningful reference

point. Subsequently, further applications of the PRI to other tobacco products

should be administered in decreasing order in terms of product familiarity.

Reflecting the transition from product use to non-use, objects related to quitting

smoking should be presented at the end. In particular, cessation (not involving any

use of NRT) should be presented as the very last object.

5.2 Applicability to Cessation

The assessment of perceived risk of the use of a product should be meaningful to the

respondent. It turned out that never smokers have extreme difficulties to imagine a

personal smoking history for which they state their risk perceptions. Similarly,

never smokers found it hard to relate to the personal use of NRT, which almost all

participants ruled out categorically. For these reasons, the PRI-P was not adminis-

tered to cessation and NRT for never smokers when assessing personal risk.

However, never smokers had no issues with stating their risk perceptions with

regard to a smoker in general who stopped smoking or started using NRT. There-

fore, it is recommended not to apply the PRI-P to cessation or NRT in case of never

smokers, while the PRI-G may be applied under these conditions.

The assessment of the perceived risk of cessation is affected by another intricacy

related to its time reference. While all other objects refer to the risk due to

prospective product use, cessation pertains to the risk of smoking behavior in the

past. For this reason, the perceived health risk of using NRT (referring to a

relatively short usage period in the future) was lower than the perceived health

risk of cessation (referring to a possibly very long period of using cigarettes).

Therefore, NRT and cessation should be used as alternative endpoints of lower

risk on the continuum of perceived risk depending on the purpose of the study.

5.3 Applicability to Further Products

The scale development project considered a broad range of products the PRI was

applied to. The psychometric properties were assessed for conventional cigarettes,

electronic cigarettes that vaporize a liquid, an MRTP that heats but does not burn

tobacco, and a concrete NRT product (nicotine patch) as well as NRT as a product

category. In addition, the past but successfully discontinued use of cigarettes was
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considered (cessation). It is to be expected that the PRI would also be applicable to

further tobacco or nicotine-related products. However, if such products are based on

a different technology that was not covered by the studies undertaken, it is

recommended to confirm the psychometric properties of the PRI.

5.4 Applicability to Novel Products

The formation of risk perceptions requires that respondents possess at least some

understanding of the product. If respondents feel unable to state their perceived risk,

they should not be forced to respond. For this reason, a “don’t know” category was

offered. While study participants made little use of this category in case of familiar

products, such as conventional cigarettes, it was more often resorted to when

assessing the unfamiliar THS 2.2. While responses in the “don’t know” category

represent valuable qualitative information, they do not contribute to the estimation

of a participant’s measure of perceived risk. If less than half of the items are

responded to in the “don’t know” category, the responses can be replaced by the

respondent’s mean response to the remaining items. Otherwise, no estimation of

perceived risk is possible for such respondents. Therefore, when assessing novel

products, a reduced sample size is to be expected as far as the estimation of

measures of perceived risk is concerned.

6 Conclusions

Adequate measurement of perceived risk at the level of the individual consumer

informs regulatory decision making specifically with regard to the risk reduction

strategy that complements efforts to facilitate smoking cessation. The appraisal of

the effects of introducing MRTPs benefits from comparative perceived risk assess-

ment across different tobacco and other nicotine-containing products and across

different smoking status groups. Since existing instruments did not adequately meet

the requirements of direct comparability, a new instrument to measure perceived

risk was developed following a multistep process.

At first, a conceptual framework of perceived risk was developed. Subsequently,

quantitative studies were conducted in the USA aiming at forming scales for the

most relevant domains of perceived risk. The scale development project resulted in

the Perceived Risk Instrument (PRI) consisting of two scales: the Perceived Health

Risk scale and the Perceived Addiction Risk scale. Both scales can be applied to

personal risk (PRI-P) and general risk (PRI-G). The strengths of the PRI lie in its

ease of administration and the high acceptability by the respondents, its versatility

in terms of tobacco and nicotine-related products it can be applied to, and the

straightforward comparability of the estimated measures.
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The application of the PRI should observe a few constraints. The administration

of the PRI to cessation or NRT in case of never smokers is not advised when

referring to their own individual risk rather than general risk. Care should be

exercised when applying the PRI to multiple products at a time as carry-over effects

may be present. It is recommended to start the assessment with the most familiar

product, typically conventional cigarettes, and assess NRT and cessation at the end.

The applicability of the PRI has been demonstrated for a broad range of products

suggesting its suitability for products other than those considered in the scale

development project. However, when applying the PRI to products with a new

technology, the psychometric properties should be re-evaluated. Finally, the for-

mation of perceived risk may be impeded in case of novel products where consumer

knowledge and understanding are meagre. A higher proportion of responses in the

“don’t know” category is then to be expected.

The PRI fills a critical gap and lends itself to be used in clinical and population-

based studies. Future empirical studies utilizing the PRI promise to expand the

knowledge-base and provide more insight into the understanding of risk perception

data. In particular, the PRI will be useful for the investigation of how risk percep-

tion impacts behavior or behavioral intention including switching behavior or

product initiation among non-users or former users. The PRI may also inform

studies on the effects of risk communication on the understanding of risk and

product perception and thereby allow for recommendations as to how to contribute

to realistic risk perceptions.

The development of the PRI demonstrates that complex constructs such as

perceived risk, which involve the consumer as the subject and the product as the

object, can be measured allowing for comparative assessment of perceived risk.

The approach lends itself as a template for scale development in risk research in

general. Whenever perceived risks of consumer behavior are to be measured using a

self-report instrument, the development of the PRI can serve as a roadmap. The

scheme outlines the developmental process starting with the generation of a con-

ceptual framework informed by a multiple sources, followed by item generation

and qualitative pre-testing of the of items, and ultimately concluded by the psy-

chometric analysis of quantitative data from the administration of the new instru-

ment. In a broader context, measurement in health research is expected to benefit

from new scale development in line with the development of the Perceived Risk

Instrument. The PRI and a calibrated scoring table will be available through MAPI

Research Trust (http://www.mapi-trust.org/).
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Role of Emotions in Risk Perception

W. Gerrod Parrott

1 Introduction

It is possible to conceive of risk in terms that are completely unemotional: risk is the

undesirability of an event, weighted by its probability; increasing either the prob-

ability or the undesirability of the event will increase the risk (see, e.g., von

Neumann and Morgenstern 1944). Such a formulation uses abstract concepts and

mathematical calculation to elide the emotional qualities inherent in the psychology

of risk perception. An abstract term, “undesirability,” neutralizes the emotional

associations that are inherent in more specific and vivid terms such as danger,

disease, pain, suffering, harm, injury, death, or loss. The obvious connection

between these terms and emotion provides an intuitive reason why it is necessary

to consider the emotional aspects of risk to understand how consumers perceive

product risks.

More rigorous proof that emotion is related to risk perception may be found in a

classic laboratory experiment. Johnson and Tversky (1983) asked participants to

read one of several newspaper reports about the death of a young adult; the reports

described the cause of death—either leukemia, fire, or homicide—in a detailed

manner that induced anxiety and worry in readers, who subsequently were asked to

estimate the frequency of various causes of death that were either similar to or

dissimilar from to the one described in the newspaper. The participants estimated

the risk of death to be much higher than did participants in a control condition who

read only mundane newspapers reports that did not induce negative emotions. Most

importantly, the participants perceived increased risk from all causes of death,

regardless of whether they were similar to the cause of death that they read about.
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For example, participants who read about a death from leukemia were just as likely

to perceive elevated risk from electrocution or lightning as from other types of

cancer. Subsequent studies demonstrated that elevated perceptions of risk extended

to non-lethal life problems such as bankruptcy or divorce; that newspaper accounts

of non-lethal sad events such as job stress and romantic breakup could raise

perceptions of lethal risk as much as did a story about a homicide; and that a

newspaper article about a person’s good fortune (admission to medical school)

decreased perceptions of the risk of all manner of bad events. From these experi-

ments, Johnson and Tversky (1983) concluded that the mechanism influencing

participants’ perceptions of risk was not the specific information in the newspaper,

nor was it cognitive inference about particular risks, but rather it was the emotions

that were aroused by the newspaper report that led to an increased or decreased

sense of vulnerability to all kinds of problems.

During the decades since Johnson and Tversky’s (1983) article, researchers have
greatly refined our understanding of the ways that emotions are related to risk

perception and other judgments. These decades witnessed a transformation in

theory and research on emotions, including research on how emotions are related

to perception, memory, attention, and other cognitive processes. The purpose of the

present contribution is to explore how emotions affect the perception of risk. It will

first summarize the advances in the theory of emotion that have occurred since

Johnson and Tversky’s (1983) research. It then will describe the principal theoret-

ical frameworks for understanding emotions’ effects on judgments of risk, survey

the empirical support for these theories, and apply these findings to the specific

issue of how emotions influence consumers’ perceptions of product risks and

benefits.

2 Risk Perception and the Nature of Emotion

The concept of emotion has long been accorded an ambivalent status in the Western

cultural tradition, from the ancient Romans to the present day. On the one hand,

emotion has been opposed to reason and characterized as irrational, primitive, and

biased; on the other hand, emotion has been opposed to mechanical detachment and

characterized as caring, intuitive, sensitive, and motivated (Lutz 1988).

Researchers’ approach to emotion’s role in risk perception has been similarly

ambivalent. Risk experts sometimes disparage the way that emotion affects the

general public’s perceptions of risk; the public’s aversion to nuclear energy, or its

willingness to abandon freedoms and allocate resources to combat rare acts of

terrorism may be viewed by experts as irrational and disproportionate, whereas the

public’s acceptance of indoor air pollution or automobile crashes seems danger-

ously blasé. The general public, in turn, often distrusts the judgments of experts

(Slovic 1999).

The perspective of modern research on emotions can help resolve this ambiva-

lence. Two fundamental conclusions from contemporary emotion research are that

222 W.G. Parrott



emotion and reason cannot be sharply distinguished, and that emotions generally

function in ways that are adaptive and beneficial (Frijda 1986; Lazarus 1991).

Rather than contrast dispassionate experts with an emotional public, it is more

accurate to characterize experts and public as applying different ideologies and

values to their assessments of risk, with emotions being involved for both experts

and general public alike (Slovic 1999).

2.1 Components and Levels of Analysis of Emotion

These two conclusions derive from the renewed study of emotion that began in

psychology in the mid-1970s and continues today, having spread to most academic

disciplines in the social and biological sciences, as well as in the humanities. An

essential breakthrough was the development of a conceptual framework that allows

coordination of biological, cognitive, and social research while accommodating the

somewhat imprecise definition of emotion. Essentially, the solution entailed con-

ceiving of emotions as involving a set of components that can each be analyzed

fruitfully regardless of whether the overall category is itself precisely defined. This

approach treats emotion as a fuzzy concept that, prototypically, incorporates a set of

components, none of which is essential or sufficient to constitute emotion, but

which are frequently present in any given emotional state. There is considerable

agreement among theorists about the components of emotion, although there are

slight differences between theorists (Parrott 2007; Scherer 1984).

Emotions may be considered to be valenced reactions to events. A valenced

reaction is one that may be described as positive or negative in some sense, whether

it be a judgment of being in accord or opposed to one’s wishes, a feeling of pleasure
or displeasure, or a motivation to approach or withdraw. Emotions are more than

simple valence, however. Emotions may be characterized as entailing five compo-

nents: feelings, cognition, action tendencies, expression, and self-regulation.

The first and most traditional component is feeling, the conscious experience of
being emotional in some way. Whether the feeling is of a specific emotion, such as

fear, anger, or satisfaction, or whether it is a vaguer sense of well-being or

unhappiness, this feeling is part of what people typically mean when they say

they are experiencing a mood or emotion. In this contribution the word emotion
will be used generically to encompass all such affective states. Feeling sometimes

appears to be the central feature of emotion, but at other times is only one aspect

part of emotion, and at other times is not essential at all—consider an emotion that a

person is unaware of (such as unacknowledged shame or repressed anger), or

emotions in animals, which are studied by researchers despite the impossibility of

assessing the animal’s subjective experience. As shall be discussed later in this

contribution, feeling is central to one major approach to understanding the effect of

emotion on risk perception, the “affect heuristic” (Finucane et al. 2000).

The second component, cognition, are part of emotions in two ways, one being

the interpretation that gives rise to an emotion and sustains it (known in psychology
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as ‘appraisal’), the other being the alteration in subsequent thinking that occurs

once an emotion is underway (which may be termed “emotional cognition”).

Appraisals differ from other perceptions and beliefs because they relate situations

and events to a person’s cares, concerns, and values, and they are central to another
major approach to understanding the role of emotion in risk perception, the

“appraisal-tendency framework” of Lerner and Keltner (2000).

The third component, action tendencies, refers to the variety of ways that

emotions alter motivation (Frijda 1986). Emotions do not result in fixed behavioral

responses, but rather potentiate behavioral and cognitive tendencies. These tenden-

cies may include preparation or readiness for action, either physically in the world

or mentally with respect to attention, perception, memory, or reasoning. Action

tendencies are the primary way that emotions can be useful and adaptive because

they prepare an organism for behavior and cognition that are likely to be functional

given the appraisal of circumstances that gave rise to the emotion. The anxiety that

arises from an appraisal of heightened threat includes cognitive attentional vigi-

lance and behavioral preparedness for escape, both of which are likely to promote

survival and flourishing under the circumstances.

The incorporation of cognitive processes within appraisal and action tendencies

demonstrates why researchers no longer make a sharp distinction between emotion

and reason. Although it is possible to distinguish emotional cognition from unemo-

tional cognition, it does not make sense to characterize emotion as being

non-cognitive because the appraisal of events is intrinsic to emotion itself, as is

the redirection of attention, memory, and perception that emotion initiates (Parrott

and Schulkin 1993).

The fourth component of emotion is expression, the observable changes that

communicate an organism’s emotional state to others. Expression introduces a

means by which emotion can spread from one person to another, as well as a

means of inducing complementary or reactive emotions in others. Emotional

communication can occur via facial expressions, tone of voice, posture, movement,

and gesture.

Finally, most emotions involve a component of self-regulation by which the

emotion’s nature, intensity, duration, and expression are modified to suit the

circumstances in which it occurs. Although some theorists maintain that regulation

should not be considered to be part of the thing being regulated, many psychologists

argue that emotions are shaped from beginning to end in ways that cannot be

separated from other aspects of emotion, and therefore that regulation and emotion

are one (Kappas 2011). Emotions related to risk perception are continuously

monitored and adjusted in light of the changing characteristics and demands of

the circumstances.

A key feature of the componential approach is that each component can be

analyzed at multiple levels of analysis (Parrott 2007). There is no fixed number of

levels, but this idea can be illustrated by distinguishing three levels: the individual,

the social, and the biological. Emotions are often examined on the individual level

of analysis, which considers an isolated person’s consciousness, thoughts, feelings,
and actions when in an emotional state such as anger, fear, or happiness. Emotions
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can also be examined at the social level of analysis, which would situate the anger,

fear, or happiness within the dynamics of a particular social interaction involving

members of a group, set of groups, and culture. Although the participants in the

social interaction would all be having emotions describable at the individual level,

their interaction gives rise to social phenomena that are more than the sum of the

individual reactions. An example of risk perception that requires explanation at the

social level of analysis would be public panics that start with an isolated case or an

unsubstantiated rumor but rapid social dissemination spreads fear and results in

elevated perceptions of risk (Loewenstein and Mather 1990). These social and

cultural phenomena require their own terminology and principles of organization,

and often their own research methodologies as well. Finally, there is the biological

level of analysis, which addresses the same set of five components in terms of

hormonal, neural, and bodily activity. For example, if damage to a specific region of

the brain alters risk perception, then biological changes can be mapped onto

individual perception and behavior. As with the social level of analysis, the

terminology, concepts, and research methods appropriate to biological processes

differ markedly from those appropriate to the individual level. The optimal level of

analysis for describing the effects of emotions on risk perception will vary

depending on the type of influence and the way in which it is measured.

2.2 Emotions’ Potential to be Functional

The idea that emotions are functional and adaptive stems from both theoretical and

empirical roots. Many lines of evidence point to emotions having an evolutionary

basis. Emotions rely on neurological and hormonal systems that have a genetic

basis and that have analogs in non-human species; some expressions of emotion can

be recognized cross-culturally in humans and develop with minimal experience in

infants. Evolutionary theory postulates that an elaborate and calorically costly

system would not continue to exist unless it provided some adaptive benefits that

outweighed these costs (Tooby and Cosmides 1990). Emotions’ modification of

action tendencies, thought processes, expressions, and conscious awareness can

facilitate adaptive functioning in the situations in which they occur (Frijda 1986).

Functionalist theories of emotion posit that emotions exist in order to be useful;

unpleasant emotions typically arise in situations where obstacles need to be

confronted, where dangers require vigilance or escape, where relationships are

threatened and must be monitored or repaired, where loss or failure requires the

abandonment of prior attachments, where social transgression requires submissive-

ness and making amends; positive emotions typically arise when there is opportu-

nity to take advantage of opportunities when things are going well (Parrott 2014).

The purpose of emotions is not to make people feel pleasant but rather to motivate

and guide actions that optimize responses to the problems and opportunities at

hand. This idea represents quite a break from the psychology of the mid-twentieth-

century in which emotions were considered to be disruptions that disorganize
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behavior. The claim is not that emotions cannot be dysfunctional and lead to

erroneous and maladaptive perceptions of risk. Rather, functionalist theories

claim that the purpose of each type of emotion is to be adaptive, and that accurate

appraisal and appropriate regulation maximize the probability that an emotion will

be aroused in circumstances in which it can be beneficial (Parrott 2002).

One well-known empirical demonstration of emotions effectiveness in guiding

risk perception comes from research on patients who have damage to the ventro-

medial prefrontal cortex (VMPFC) of the brain (Damasio 1994). Damage to this

brain region does not impair attention, working memory, cognitive estimation,

language, or social knowledge, but does cause difficulty in feeling and expressing

emotion. Remarkably, patients with damage to the VMPFC also tend to be less

avoidant of risk and to experience difficulty in making decisions. In laboratory

studies, decision making that involves uncertainty, risk, and reward has been

studied by presenting these patients with a gambling task that required participants

to select from one of four decks of cards to obtain a card that would reveal either a

financial reward or a penalty (Bechara et al. 1997). Unknown to the participant, two

of the decks contained high rewards but on occasion even higher penalties, so on

average those decks yielded a net loss, whereas the other two decks contained low

rewards but even lower penalties, so on average those decks allowed the participant

to make money. The gambling task was repeated for 100 trials so that participants

could get experience with the outcomes. The cards were too variable to allow a

participant to figure out the exact rule for each deck, but repeated trials led healthy

controls to develop a preference for cards from the safe, profitable decks. In

contrast, patients with damage to the VMPFC did not develop this preference.

The patients prefered the risky, losing decks throughout the task (Bechara et al.

1997). Although these findings are consistent with a variety of explanatory mech-

anisms (Dunn et al. 2006), they suggest that emotional reactions to choices under

conditions of uncertainty and risk can affect risk perception in ways that benefit

decision making.

2.3 Integral, Incidental, and Anticipated Emotions

When discussing the ways that emotions affect risk perception it must be noted that

the emotion can be related to the risk in several distinct ways. In the case of the

gambling task described in the preceding paragraph (Bechara et al. 1997), the

emotion (fear) was elicited by the risky choice itself (whether to choose a card

from a deck that has delivered large financial losses). Emotions that arise from the

decision at hand have been termed “integral emotions” (Lerner and Keltner 2000).

Emotions can affect risk perception in others ways, however. An emotion that is

aroused by one source can influence how risk is perceived in other, unrelated

domains. For example, in the classic studies of risk perception that were described

in the present contribution’s Introduction (Johnson and Tversky 1983), an emotion

(anxiety) that was elicited by a newspaper article about a person’s death (from, say,
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leukemia) led to elevated perception of risk for a wide variety of unrelated bad

outcomes, ranging from other diseases to accidents to divorce or bankruptcy. When

an emotional state caused by one situation influences risk perception about an

unrelated situation, the emotion can be termed “incidental emotion” (Lerner and

Keltner 2000).

This contribution is concerned with the ways that ongoing emotional states

affect risk perception, so all possibilities are encompassed by the twin categories

of integral and incidental emotions. It is worth mentioning, however, that emotion

can influence risk perception in less direct ways as well (Loewenstein and Lerner

2003). For example, a third way that emotion can be related to risk perception is by

being anticipated and thereby shaping the perceived riskiness of a decision or

course of action. For example, if a consumer anticipates that buying an expensive

new hat might lead to regret over the wasted money or to sadness about not getting

two less expensive hats or to embarrassment when confronted by an angry spouse,

then the possibility of unpleasant emotion becomes part of the risk that the

consumer perceives. This relationship of emotion to risk differs from the previous

two in that it does not involve an ongoing emotional state; the emotion is not present

at the time of decision making but rather is considered as a future possibility. Some

research has addressed anticipated emotions and risk. For example, Zeelenberg

et al. (1996) found that consumer decision making could be influenced by the

possibility of later feelings of regret about the decision, and that risk aversion is

distinct from regret aversion. The focus of this contribution is on the effects of

ongoing emotional states, however, so there is no need for further review of the

literature on anticipated emotions.

The effects of integral and incidental emotions on risk perception have been

explained from two theoretical perspectives. One considers the effects of the

appraisal and action tendency components of emotions; it is known as the

“appraisal-tendency framework” (Lerner and Keltner 2000). The other focuses on

the feeling component of emotions, specifically on how feelings provide informa-

tion that is incorporated into risk perception. There are several variants on this

approach that are known variously as the “affect heuristic” (Finucane et al. 2000),

as “affect as information” (Clore 1992), or as the “risk-as-feelings hypothesis”

(Loewenstein et al. 2001). Considered as a group, they may be referred to as “affect

as information” theories. Each of these theoretical perspectives applies the theory

of emotion to risk perception. The remainder of this contribution will describe each

perspective in turn, and review some of the research that demonstrates how it has

been applied to understanding consumers’ perception of risk.

3 The Appraisal-Tendency Framework

The appraisal-tendency framework was initially proposed by Lerner and Keltner

(2000), and has continued to be tested and refined in subsequent years (Han et al.

2007; Lerner et al. 2015). The aim of this theory is to account for how emotional
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appraisals and action tendencies modify judgment and decision making, including

risk perception. The primary innovation of this theory was to account for differen-

tial effects of various emotions that share the same valence (positive or negative).

Whereas prior theories tended to assert that all negative emotions (e.g., fear, anger,

disgust, sadness) would have the same effects on risk perception, the appraisal-

tendency framework applied the theory of discrete emotions outlined above to

explain why emotions sharing the same valence could have different effects.

The name “appraisal-tendency framework” refers to the theory’s linking aspects
of an emotion’s appraisal to their effect on risk perception. Part of the appraisal for
fear, for example, is an assessment of low certainty and low control in a situation,

whereas the appraisal for anger includes an assessment of high certainty and high

situational control. Given that prior research had demonstrated that risk perception

is heightened when hazards seem uncertain and uncontrollable (Slovic 1987), the

appraisal-tendency framework predicts that fear will tend to increase perceived risk

whereas anger will tend to decrease it.

The first test conducted by Lerner and Keltner (2000) verified these predictions

by using the same risk questionnaire that had been used in 1983 by Johnson and

Tversky, but assessing participants’ fear and anger. The researchers found that fear

and anger levels predicted strikingly different effects: whereas fear correlated with

higher assessments of risk, anger correlated with lower assessments of risk. A

subsequent study added a measure of happiness and found that it, like anger,

lowered risk perception, a finding that was consistent with the appraisal for happi-

ness involving perceptions of certainty and control (Lerner and Keltner 2001).

In a more rigorous test that experimentally manipulated emotional states, Lerner

and Keltner (2001) randomly assigned participants to perform a task that would

make them either fearful or angry. Subsequent assessments confirmed that anger

activated higher appraisals of certainty than did fear, and that appraisals of control

mediated the effect of emotion on risk perception.

The appraisal-tendency framework has since proven remarkably applicable to a

variety of laboratory and real-life situations. In a national field experiment

conducted a few months after the September 11, 2001 terrorist attacks in the United

States, in the midst of the anthrax crisis, real-life fear was found to increase

perceived risk of terrorism whereas anger decreased the perceived risk (Lerner

et al. 2003).

Emotions also change people’s memory of past perceptions of risk. A year after

the September 11, 2001 terrorist attacks in the United States, Americans who were

induced to feel fear recalled having experienced high levels of risk during that prior

time, whereas those who were induced to feel anger remembered experiencing low

levels of risk (Fischhoff et al. 2005). That is, emotions produced a hindsight bias in

memories for previous judgments of risk.

The association between happiness and greater risk taking has been studied

using a subtle manipulation. Rapid thought speed is known to be a symptom of

mania, and some research indicates that fast thinking induces a positive mood. In

research on risk, thought speed was manipulated by varying the rate at which

volunteers read neutral text. It was found that participants who read the text quickly
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took more risks with actual money and reported more intention to engage in risky

behaviors such a using illegal drugs and engaging in unprotected sex in their own

lives (Chandler and Pronin 2012).

The appraisal-tendency framework addresses more than appraisal. It also takes

into account the action tendencies of emotions. Anxious individuals have been

found to show more risk-averse behavior than do non-anxious individuals (Maner

and Gerund 2007). In a laboratory study in which participants had to choose

between a riskier choice with a high reward and a less risky choice with a low

reward, anxious participants were more risk averse than were controls; in contrast,

sad participants chose greater risk than did controls (Raghunathan and Pham 1999).

Although happiness is associated with decreased risk perception, when risks are

recognized happiness is similar to anxiety and unlike anger in being associated with

heightened risk aversion (Blanchette and Richards 2010).

4 Feelings as Information

The idea that affective feelings can shape judgment by acting as a source of

information focuses on different aspects of emotion than does the appraisal-

tendency framework. Feelings are informative because they serve as a heuristic

guide to cognitive assessments that may be too complex, quick, or not fully

conscious to access directly. The nature of appraisal is that it assesses the signifi-

cance of a situation in terms of a person’s cares and concerns. Any resulting

affective feeling may therefore serve as a heuristic for the overall outcome of that

assessment. The idea was first put forth in a classic set of studies by Schwarz and

Clore (1983) who telephoned people at random on sunny days or cloudy days and

asked them to rate their overall life satisfaction. On average, life satisfaction was

reported significantly higher on sunny days (which elevate mood) than on cloudy

days (which depress mood). In another condition the pollster first nonchalantly

asked people about the weather outside, and then asked about their life satisfaction;

in this condition there was no significant difference between the life satisfaction

reported on sunny and cloudy days. The affect-as-information theory explains these

results in terms of attribution theory. Mood did not alter cognitive processes

involved in judgments of life satisfaction so much as it provided a quick source

of information that could be relevant to answering what is a rather vague question.

If not reminded about the weather, respondents answered the pollster’s question by
noting that they felt in a good or bad mood and interpreting that feeling as

information about the quality of their life overall. In the condition in which they

were first asked about the weather, the respondents were reminded that weather was

a possible cause of their moods and therefore that their mood was not a valid

heuristic for the overall quality of their lives. Thus, moods and emotions will be

used as a source of information for a judgment if they are believed to be valid

indicators, but otherwise they will not (Clore 1992).
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The idea that affective feelings can serve as information is at the core of two

leading approaches to risk perception. The “affect heuristic” suggests that emo-

tional feelings are used both for judging risks and for judging benefits (Finucane

et al. 2000). The theory therefore predicts that if providing information only about

benefits improves mood, then the mood will have the effect of also decreasing the

perception of risk; likewise, if providing information about risks depresses mood,

then the mood will have the effect of also decreasing the perception of benefits.

Finucane et al. (2000) tested this hypothesis by providing information about nuclear

power; four separate conditions stated either that nuclear power’s benefits are high,
its benefits are low, its risk is low, or its risk is high. In each case, perception of risk

changed inversely with perception of benefit, suggesting that the emotion, created

by the information about either risks or benefits, mediated the effect. Furthermore,

forcing participants to make their decisions under time pressure strengthened the

inverse relationship between perceived risks and benefits.

The risk-as-feelings hypothesis addresses similar relations between emotion and

risk perception (Loewenstein et al. 2001). For example, in research in which

participants were asked to assess the likelihood that they would avoid a risky

situation (such as getting out of a taxi driven by a drunk driver), participants

rated themselves as more worried and more likely to exit the taxi than an unspecific

average person. Risk-as-feelings theory predicted this result based on the idea that

people are less likely to project their emotions onto an abstract other person

(Loewenstein et al. 2001).

Research has examined positive mood and gambling behavior and shown that

participants in a positive mood are more risk averse and loss averse than controls

(Isen and Patrick 1983). This effect cannot be explained in terms of the availability

heuristic because happy moods should make positive outcomes more available and

thus encourage greater risk taking. So the mechanism is most likely a mood-as-

information account of perceived utility, such that the happy mood works by

making the reward seem less valuable—if everything is fine then there is no need

to take risk in order to get more reward (Blanchette and Richards 2010).

In sum, the feelings as information approach explains perception of risk in terms

of the heuristic that one’s feelings convey relevant information about the riskiness

of a situation or object. If the feeling is thought to be invalid, or is not thought to

pertain to a judgment or to another person, then the feeling will not be used as

information and will not influence the perception of risk.

5 Conclusions

Emotion theory accounts for two general ways in which emotional states influence

consumer’s perceptions of risk. One is by shaping the way in which events are

perceived and the motivational tendencies for dealing with risk. The other is by

providing a source of information about the present circumstances that is used as a

heuristic for evaluating risk. Both have found support from research on a range of
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emotions using a variety of methodologies. These theories suggest an important

role of emotion in consumers’ perceptions of product risks and benefits.
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Rational Choice and Bounded Rationality

Ronald E. Goldsmith

1 A Prolegomena to Consumer Decision Making

Life is filled with problems to solve. Not all problems are consumption problems,

but many are. The focus of this contribution is on consumer problem solving by

making decisions. One way consumers solve problems is by creative thinking, that
is, by devising a novel solution to the problem. One example would be using an

empty can and some wire to fix a broken muffler. Such novel and ingenious problem

solving is highly valuable and highly praised. Another way consumers solve

problems is by critical thinking and decision-making. These problem solutions

require consumers to analyze the problem situation, develop a set of possible

solutions, and select the solution that best solves the problem. An example would

be buying new muffler to replace the old one, but having to choose a muffler shop to

do the work. Both approaches to problem solving are ubiquitous and common. The

present contribution focuses on the latter type of problem solving, judgment and

decision-making, leaving the creative thinking for others to discuss (e.g.,

Csikszentmihalyi 1997).

Much of life involves making decisions, both consumption and otherwise. We

must all decide all the time. Many decisions are easy, requiring little time, thought,

or information; and the outcomes are of no great import. Examples would be

whether to watch TV or take a walk. Some of these decisions are major life choices,

such as which college to pick, whom to marry, or what model car to buy. These

“Logic: The art of thinking and reasoning in strict accordance with the limitations and
incapacities of the human misunderstanding.” Ambrose Bierce

“The heart has its reasons, of which reason knows nothing.” Blaise Pascal

R.E. Goldsmith (*)

Department of Marketing, Florida State University, College of Business, 505 Rovetta Building

A, Tallahassee, FL 32306-1110, USA

e-mail: rgoldsmith@cob.fsu.edu

© Springer International Publishing AG 2017

G. Emilien et al. (eds.), Consumer Perception of Product Risks and Benefits,
DOI 10.1007/978-3-319-50530-5_13

233

mailto:rgoldsmith@cob.fsu.edu


decisions can be hard to make, require a great deal of time and energy to make,

require a body of information, and have major consequences for the life course.

Some decisions, of course, fall in between these extremes. Thus, we can think of

decision-making as a continuum of tasks ranging from minor to major, distin-

guished by the relative impact of a variety of aspects that characterize the decision.

Table 1 presents this decision continuum.

The background for consumer decision-making lies in the motives or needs that
drive behavior. These motives provide the energy that compels consumers to solve

their problems by making a variety of decisions on a daily basis. Although scholars

have offered several schemes to describe the types of human motivations (e.g.,

Maslow 1970; Lawrence and Nohria 2002), for the purposes of understanding

consumer decision-making, we can propose a list of consumer motives or needs

derived from these and other sources that is parsimonious, intuitive, useful, and

justifiable:

• Physiological (e.g., food, drink, safety, security).

• Social (e. g., friendship, love, belonging, sex)

• Cognitive (e.g., curiosity, need for cognition, understanding)

• Hedonic (e.g., pleasurable sounds, sights, tastes, smells, and touch)

• Experiential (e.g., fun, excitement, pleasure, stimulation)

• Psychological (e.g., self-esteem, subjective well-being, self-concept)

• Spiritual (e.g., connection with some transcendent other)

Each human is born with these needs, but individuals differ in the intensity with

which these needs drive behavior. These individual differences stem from unique

genetic inheritances plus the individual’s learning experiences (such as socializa-

tion) during the circumstances of life, such as the family, social class, or culture in

which one is born; and specific learning histories accumulated through life experi-

ence. Moreover, we can further distinguish between this small number of global,

inherent needs characterizing all consumers and the vastly more numerous and

varied wants derived from the needs. For example, every consumer more or less

needs food (a physiological need); the specific food an individual wants depends on

Table 1 A decision-making continuum

Relatively minor decisions Relatively major decisions

Only a minor impact on life course Major impact

Little information needed More information needed

Reliance on memory for information External sources of information

Requires little thought Requires more thought

Minor evaluation of consequences Major evaluation of consequences

Situation or criteria salient at time of Situation or criteria at time of

The decision is very important The decision is less important

Risk of poor decision minor Risk of poor decision major

“Consumption Examples: Candy bar, Lunch, New shirt, Kitchen appliance, Vacation, Car, House”
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the aforementioned sources of individual differences. A hungry German might want

a bratwurst, while a hungry Mexican might want a taco (perhaps sometimes vice

versa).

When consumers make their consumption decisions, seeking to solve their

problems (satisfy their needs and wants), they enter the marketplace to exchange

their resources for the products and services that satisfy their needs and wants. The

four major resources or assets consumers’ possess are their money, time, physical

energy, and cognitive energy. The dilemma is that these resources are not unlim-

ited; even billionaires cannot buy more time. Most consumers have distinct limits

on their resources so that their decision-making is more than simply choosing

options to satisfy their needs and wants. Consumer decision making describes

how consumers allocate their limited resources in exchange for a shopping basket

of goods and services intended to satisfy their needs and wants. They have to

expend their money, time, and energies in a series of decisions that they think

will be the most effective use of their resources. Moreover, consumers face risks

when they make decisions arising from both uncertainty about the outcome of the

decision and the severity of the consequences of a wrong decision. How people

make these consumption decisions is a subset or variety of the ways people make

decisions across all aspects of their lives (e.g., work, family, spiritual). The basic

decision process can be modeled as a sequence of five-steps that describe the tasks a

decision maker performs. Table 2 presents a model of the generic decision making

process.

Obviously, decision makers, especially consumers, neither explicitly nor con-

sciously go through all five steps for every decision they make, but the model does

provide valuable insight into the psychological processes taking place when people

make decisions. For the minor consumer decisions, consumers rapidly notice they

have a problem, search their memories for relevant information, and quickly pick

an option. Mid-level problems might require more time and cognitive energy, but as

decision makers, consumers tend to follow a “cognitive miser” strategy by which

they expend as little time and energy needed to make their decisions. Finally, most

likely, only the most important decisions call for the full model. This contribution

focuses on the fourth stage of the model; that is, having resourced sufficient

Table 2 The five-stage decision-making process

1. Problem Recognition—the consumer notes a difference between the ideal situation and the

real situation (e.g., the gas gauge says the tank is nearly empty)

2. Search for Information (the driver remembers the location of a preferred gas station, spots a

sign identifying a gas station, or asks a passenger to tell him or her where the best place to get gas

is)

3. Alternative Evaluation (the set of potential gas stations is evaluated along some criteria, such

as price, brand name, nearness, long lines, etc.)

4. Choice (from the set of alternatives, a fueling station is chosen)

5. Outcomes (after filling up the driver may be reinforced that the favorite station again served

well, may be satisfied with the choice, or may become dissatisfied with it)
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information to create a selection of possible solutions, how do consumers actually

make their choices?

Keep in mind that the model is a global generalization, so that individuals differ

in how closely they follow the model, yielding individual differences in decision-

making strategies. Moreover, no one expects consumers to use the same strategies

for every decision. People differ overall in their preferences for making decisions

and they switch between strategies depending on the type of product they are

buying and depending on external situational influences, such as the purpose of

the purchase, the time of year, and presence of other people. So the question

remains, how do consumers actually make decisions? Economists pioneered the

study of decision-making and proposed a model to describe the optimal way to

make decisions, termed rational decision-making. This model is the foundation or

touchstone used to describe and explain how consumers and others make decisions

(Yang and Carmon 2010).

2 The Concept of Rationality and Its Denial

The rational model of decision-making is a highly formalized (prescriptive)

description of an ideal decision making process. It’s most detailed formulation by

von Neumann and Morgenstern (1944) is termed Expected Utility theory. It makes a

number of assumptions about the decision maker and proceeds to draw conclusions

about the outcomes of the decision process based on these assumptions. This

standard benchmark of consumer decision making is often called homo economicus
or economic man (Yang and Carmon 2010). Its roots can even be traced back to

Jeremy Bentham’s notions of utilitarianism. The rational model essentially assumes

that (1) consumers have complete and accurate information available prior to

making their decisions; (2) they face no risks, that is, there are no bad outcomes

frommaking the decision; (3) they are capable of using this information (processing

it) effectively; (4) their goal is to make optimal decisions, that is, outcomes that

optimize the utility of the decision; and (5) the optimal solution is not influenced by

situational or context factors. The highly formal and unrealistic nature of these

assumptions suggests that consumers rarely are capable of making their decisions in

this way. Consequently, more psychologically realistic models of rational decision-

making were subsequently formulated into subjective expected utility theories by

Edwards (1954) and Savage (1954).

2.1 Subjective Expected Utility

The rational decision-making model assumes that consumers seek to optimize the

utility they receive by exchanging their resources (money, time, energy) for the

benefits that goods and services provide. Utility here refers to the outcomes of the
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exchange in terms of the satisfaction of consumer needs and wants. When formu-

lated as subjective expected utility or SEU, the model consists of a probability

assessment of the decision outcome based on each person’s subjective criteria

(guided by the individual’s needs and wants). The model assumes that consumers

will assess all the options from which they are choosing using all the available

information and use this information rationally to choose the option that has the

highest expected utility. SEU also assumes that consumers factor risks into their

assessments when making the decision. Thus, the SEU model argues that con-

sumers always strive to make the best decision they can make where “best” is

defined to be the decision that optimizes the utility or value of the choice outcomes.

Consumer, however, rarely seem to make decisions according to the SEU model.

Two different categories of factors explain why.

2.2 The Ideal Denied

One set of reasons why consumers fall short of rational models of decision-making

lies in the assumptions they make. Contrary to the assumptions of the rational

model, consumers might not be aware of the all the options available from which to

choose. They are certainly not likely to have all the information, and much of the

information they do have is likely incomplete, inaccurate, or difficult to evaluate.

This is why decision-making is usually referred to as “decision making under

uncertainty.” How this information is processed to yield the optimal choice follows

strict optimization rules that do not describe how the human brain works when

making decisions. Consumers are not good at assessing their risks and so cannot

adequately incorporate risk into their decisions (Gigerenzer and Selten 2001).

Finally, the rational models assume that decisions are made in the absence of any

situational contexts that might influence the outcome; and they leave out the

influence that emotions or affect might play. In short, rational models are ideal

descriptions of how decisions would be made in order to arrive at the optional

solution to a choice problem, but “rational models are psychologically unrealistic”

(Kahneman 2003, p. 1449). One reason rational models are unrealistic lies in the

assumptions they make. In addition, rational models are poor descriptions of how

consumers actually make decisions for reasons other than the unrealistic assump-

tions they make about decision makers.

3 Why Don’t Consumers Make Rational Decisions?

A second set of reasons why consumers fail to follow the Rational Model of

decision-making stems from the difficulty consumers have in thinking critically.

Rational decision-making refers to decision-making that strives to follow the

standards of what might be termed critical thinking. Long, complex definitions of
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critical thinking exist (Hastie and Dawes 2010), and the term has slightly different

meanings for different people. Combining and synthesizing many of these different

definitions yields a description of critical thinking that has five elements or stages.

• define the decision problem correctly

• determine the relevant information needed to make the decision

• evaluate the quality of the available information

• use the information correctly to solve the problem by making the decision

• evaluate the process and improve it if necessary

Although rational decision-making is not identical to critical thinking, it shares

many of its features. For our purposes, a simple summary definition ties critical

thinking to rational problem solving. We can describe critical thinking informally

as “the application of good reasoning strategies to reasoning problems" (Bishop

2012). Good reasoning, or rational decision-making, follows the rules of logic and

mathematics (probability) when evaluating and using information to make deci-

sions. So what accounts for the difficulty consumers have in thinking critically and

therefore prevents them from following rational models even if the assumptions the

models make were not so unrealistic? We can identify three candidates that prevent

consumers from thinking rationally derived from their evolutionary heritage, the

absence of good models to follow, and the failure of education to impart these skills.

3.1 The Role of Evolution

In the judgment of those who study this problem (e.g., Gilovich 1991; Kahneman

2003), the human mind has not evolved to think rationally when evaluating

information and making decisions. The human brain consists of two separate

systems for reasoning, judgment, and decision-making (Evans 2008). The evolu-

tionarily older of the two, System 1, is unconscious, rapid, automatic, and high

capacity while the evolutionarily younger System 2 is conscious, slow, and delib-

erative. Many consumer decisions are made by first system, which does not use the

Rational Model. Rational decision-making is located in System 2. Consumers may

strive to use the second system for some decisions, but as we shall see, even then

they fail to be fully rational owing to a variety of flaws in the decision-making

apparatus over all. Most authors on this topic reach similar conclusions in this

regard:

• Evolution has given us powerful intellectual tools for processing vast amounts of

information with accuracy and dispatch, and our questionable beliefs derive

primarily from the misapplication or overutilization of generally valid and

effective strategies for knowing. Just as we are subject to perceptual illusions

in spite of, and largely because of, our extraordinary perceptual capacities, so too

are many of our cognitive shortcomings ‘closely related to, or even an unavoid-

able cost of, [our] greatest strengths’ (Gilovich 1991, p. 2).
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• We all have natural tendencies to search for and evaluate evidence in a faulty

manner (Kida 2006, p. 15).

Thus, the basic reason people are poor in critical thinking ability is not that they

are ruled by their emotions rather than by reason; both faculties are needed for good

decision-making, but out-of-control emotions are not the basic source of suboptimal

decisions. Neither are people fundamentally irrational or incapable of reasoning,

although some people are better than others are at reasoning. The basic reason is

that human rationality is bounded or limited (Gilovich 1991). This means that even

when trying to make a rational decision, many people fall prey to the inherent

limitations of their rational minds (Kahneman 2003). In the words of Piattelli-

Palmarini (1994, p. 142): “The systematic failure of many of our ’judgments under
uncertainty’ is not argument against the canons of rationality, but rather a dem-
onstration that we frequently, without being aware of it, adopt strategies and
mental intuitions that vary quite a bit from the formulas prescribed by those
rational rules. . . . We have come to see that our minds spontaneously follow a
sort of quick and easy shortcut, and that this shortcut does not lead us to the same
place to which the highway of rationality would bring us.”

In summary, making rational consumer decisions assumes that consumers have

the ability to think rationally (follow the rules of logic and probability) so that they

can use the information available to make optimal choices. In reality, our evolu-

tionary history has not equipped consumers with the mental apparatus needed to

make rationally optimal decisions. Instead, consumers often make suboptimal

decisions because they use their System 1 thinking or when they try to use System

2, their minds simply aren’t up to the task of optimizing the outcome. However, this

is not the whole story of why consumers fail to make rational decisions. When

consumers try to make rational decisions, they are often given defective informa-

tion to work with and poor examples of rational decision making to follow.

3.2 The Influence of Others

Second reason consumers have difficulty in making rational a decision is that many

actors or agents in society promote irrational and poor thinking. Politicians, mar-

keters, pollsters, journalists, and the media in general should be held accountable

for a constant barrage of violations of critical thinking (Blastland and Dilnot 2010;

Seife 2010). Sometimes they do this out of ignorance, simply repeating the mistakes

that many people naturally make; sometimes out of carelessness, not taking the

trouble to apply critical thinking skills to a problem; but often deliberately, in an

effort to persuade or mislead in pursuit of some goal that benefits them. The media

is especially guilty in this regard, preferring to report the outrageous, the astonish-

ing, the facile, and the conventional aspects of the story rather than critically

analyze it and judge its soundness (Seife 2010). Given the constant barrage of

misinformation, misleading information, self-serving efforts to persuade consumers
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to make poor decisions, and outright lies, it is no wonder that consumers often make

suboptimal decisions. Many people (conmen, politicians, or any agent with a vested

interest) out there benefit from these poor decisions and actively seek to

promote them.

3.3 The Failure of Education

A third contributor to the failure of consumers to adhere to the rational model is

that, given the fact that we are not born with the mental apparatus to make rational

decisions, education to make up for this deficit is also lacking. It is well documented

that college students, who might be expected to excel in rational decision-making,

actually perform poorly on standardized assessments (e.g., Stein and Haynes 2011).

This is most likely because colleges devote little effort to explicitly teaching these

skills and focus on discipline content instead. Consumers who are not innately

rational, who are constantly exposed to examples and encouragements that lead

them away from rational thinking, and who are never explicitly trained in it cannot

be expected to follow the models proposed by economists when they make con-

sumer decisions. Nevertheless, how do consumers make their decisions if not

rationally? Researchers have identified a variety of ways consumers make decisions

that do not follow rational models (e.g., Evans 2008; Hastie and Dawes 2010;

Kahneman 2003).

4 Alternative Decision Strategies

The realization that consumers fall short when it comes to conforming to the

rational decision-making model of homo economicus, has led to a variety of

theories to explain how consumers actually make decisions. We start with theories

that relax some of the more restrictive assumptions of rational theory models and

progress toward theories that emphasize non-rational and unconscious psycholog-

ical processes. What follows are short summaries of several of the most prominent

theories. Table 3 presents a continuum of these theories.

4.1 Satisficing and Bounded Rationality

The work of Edwards (1954) and Savage (1954) attempted to preserve the basic

model of rational decision making by relaxing some of its more restrictive assump-

tions while preserving the formal, mathematical modeling approach pioneered by

von Newman and Morgenstern. A more radical approach to describing decision

making was subsequently proposed by Herbert A. Simon (Sent 2005). In contrast to
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the economists, Simon approached decision making from the administrative or

organizational perspective. He argued that the rational models lacked empirical

support and sought to replace them with models that more closely resembled actual

decision making given the human limitations already noted above. The most widely

known concepts firmly associated with Simon are “bounded rationality” and

“satisficing” (Sent 1997). Bounded rationality describes humans making decisions

within the constraints of incomplete and imperfect information, limited time, and

restricted computational ability. Rationality is thus “bounded” by their limitations

even though people try to decide rationally. Satisficing is the term Simon coined to

describe decisions that fall short of optimizing and instead are “good enough” for

the purposes of the decision maker.

In addition, according to Simon (1995), “recognition” and “heuristic search”

“explain not only everyday problem solving but also such phenomena as intuition,

insight, and the cognitive aspects of creativity.” Recognition refers to the ability of

decision makers to quickly recognize a piece of information for its relevance to the

problem and match it to a pattern stored in memory. Heuristic search is using rules

of thumb to quickly search through large stores of information in memory to find

the most relevant and useful bits to guide the decision process. Both these processes

are keys to understanding expert decision making because they are the result of

experience and expertise. Simon popularized the concept of heuristic decision-

making that was subsequently adopted by others, especially in the field of consumer

behavior, but with an important twist. Simon and his predecessors tried to modify

the rational economic model; his most important successors “started from the

rationality assumption that has characterized mainstream economics and next

analyzed departures from this yardstick, rather than developing and alternative

one” (Sent 2005, p. 230).

4.2 Decision-Making Using Heuristics

Rational choice models and even bounded rationality assume that the decision

maker is implementing rational and logical rules during the decision process.

Some theorists propose that instead of a systematic and logical process, many

decisions are made using heuristics, or rule of thumb. These simple shortcuts to

making decisions are not likely to yield the optimal outcome proposed by the

rational models, but they have the advantages of being easy to implement (thereby

conserving scarce cognitive resources) and to explain as a justification for the

decision. The two major versions of this theory of decision-making are those

proposed by Kahneman and Tversky (Kahneman 2003) and by Gigerenzer

(Gigerenzer and Selten 2001).

Over a period of several decades, Daniel Kahneman worked with his colleague

Amos Tversky to develop an extensive description of the heuristics commonly used

by ordinary decision makers. Kahneman (2003) summarizes this body of work.

Instead of modifying the rational model as Simon tried to do and retain as much
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rationality as possible, Kahneman and Tversky argued that humans make decisions

that are qualitatively different from the rational model. Building on the distinction

between System 1 thinking and System 2 thinking outlined earlier, Kahneman and

Tversky developed a comprehensive theory of human decision making called

“prospect theory” to describe decision making under uncertainty using heuristics.

They and a host of subsequent researchers have documented a variety of heuristics

decision-makers use. Prominent heuristics include availability, the tendency to use

the ease with which instances of a particular event or situation come to mind as an

indication of the likelihood of the event occurring; and the validity effect, whereby
repeated statements are judged to be more valid, thus forming better evidence to

justify a decision. Also important are framing effects, which describes the influence

of minor, superficial features of a decision problem that lead people to make

different judgments about otherwise equivalent options. These examples only

touch upon the vast body of findings regarding the influence heuristics and biases

have on decision-making. Most notably, this stream of research posits that intuitive,

System 1, ways of making decisions distort the results away from the most

beneficial outcomes and lead to sub-optimal results.

In contrast, Gerd Gigerenzer shares with Kahneman and Tversky the opinion

that decision theorists have not really adhered to Simon’s ideas, but differs from
him by proposing that that simple heuristics often lead to better decisions than

theoretically optimal procedures (Gigerenzer and Selten 2001). In his view, rules of

thumb can be effective guides for making decisions given the uncertainty and lack

of information characteristic of so many of them. His body of work contains many

illustrations and guidelines for making better decisions that often rely on presenting

the available information in ways that facilitate good, if not the optimally best,

outcomes (Fox 2015). Notably, examples of helpful decision-making shortcuts are

1/N and the recognition heuristic. The former applies to investing money (a highly

important type of decision for many people) by allocating available funds equally

among the N funds in a retirement plan (it appears to work nearly as well as an

optimization technique). The latter states that less information is often better than

more information. In some judgment situations, better outcomes can be achieved by

relying on the most recognized information, on the assumption that it must be the

most valuable.

Moreover, Gigerenzer opposes Kahneman’s interpretation of most people’s poor
decision making when they are presented with probabilistic problems. He argues

that the human mind is not naturally equipped to think in terms of probabilities,

especially conditional probabilities. However, when the same problems are

presented using frequencies or absolute numbers (integers) they draw better con-

clusions. Framing decision problems in the more “natural” terms of frequencies

makes them fit more closely to human information processing capabilities

(Gigerenzer 2002). Overall, Gigerenzer’s approach is to emphasize using fast and

frugal, simple rules of thumb to arrive at the best, maybe the most ‘satisficing,’
outcome. Thus, the Kahneman and Gigerenzer models in their own ways start by

critiquing rational models and argue for more psychologically based descriptions of

how humans make decisions.
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4.3 Non-Compensatory and Compensatory Reasoning

Consumer psychology textbooks frequently describe consumer decision making

using two types of models: non-compensatory and compensatory. The former is

comprised of various rules for choosing from a set of brands the consumer has

collected from all those available to him or her after an initial search for informa-

tion. Non-compensatory models describe methods by which consumers evaluate

these alternatives, eliminating one after another until the best option is chosen for

purchase. Thus, these non-compensatory decision rules reside in the same family of

heuristics as those discussed earlier. The four most frequently mentioned rules for

evaluating alternative brands are the conjunctive, disjunctive, lexicographic, and

elimination by aspects. Each rule uses a set of purchasing criteria, fixed cut-off

points on them, and follows a decision rule that either retains or discards brands

until the most favored brand remains for purchase. These rules are

non-compensatory because low brand evaluations on any criterion cannot be

off-set by high evaluations on other criteria.

In contrast, the second family of decision rules is termed “compensatory”

because deficiencies in one criterion of a brand can be compensated for by strengths

or advantages on other criteria (see Chernev and Hamilton 2009). In contrast to the

non-compensatory rules consumers sometimes use, compensatory strategies

emphasize balance and trade-offs between options as consumers feel their way to

a choice. For example, consumers might use “covariance-based inferences” that

assume that an option’s performance on an attribute that they are unable to evaluate

is linked to an attribute they can evaluate. Assuming product quality is positively

linked to (high) price, to brand name, or to length of warranty are examples

(Chernev and Hamilton 2009, p. 135). Sheth et al. (1991) provide a detailed theory

of consumer choice that is compensatory throughout. They argue that consumers

strive to achieve valued states classified into five areas: functional, social, emo-

tional, epistemic, and conditional (varying by situation). Note the similarity to the

basic motives described early in this contribution. Sheth et al. (1991) demonstrate

that if they operationalize their theory by measuring consumers’ evaluations of the
five value types and using discriminant analysis, they can explain and predict

consumer choices with remarkable accuracy. The high and low value ratings offset

one another so that final choices are the result of compensatory tradeoffs.

4.4 Emotion and Decision Making

Western culture has traditionally viewed emotion and reason as opposite and

mutually exclusive forces. From the Greeks to Freud, these two opponents have

been pitted against each other in competition to drive behavior. Many consumer

decisions, however, result from the combination of emotions and rational or semi-

rational factors at work. Chaudhuri (2006) cogently argues that instead of
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antagonistic foes, emotion and reason are “two separate yet often complementary

means of gaining knowledge about the world” (p. 2). Not to be confused with

Kahneman’s Systems 1 and 2, the duality of emotion and reason refers to two

different brain mechanisms that operate independently, but whose cooperation is

needed for effective decision making. Pure reason alone does not work; it needs the

emotional component to function. Likewise, without the guiding hand of reason,

purely emotional decisions would often be sub-optimal. “Thus, these systems of

behavior control interact and inform each other, leading to goal-direct behavior”

(p. 5). Chaudhuri (2006) presents several empirical studies demonstrating the

contribution of emotions to a variety of consumer decisions, such as forming

attitudes toward which brands to buy and how much risk to take in a consumer

decision. His work, however, does not address two types of emotional decisions,

compulsive and impulsive buying, the latter of which is a very common illustration

of the absence of rational decision-making.

The role of the unconscious in consumer decision making is currently and active

field of research where new technologies are being applied. Combining traditional

laboratory behavioral experimental procedures with functional neuroimaging and

formal economic modeling, decision neuroscience is emerging as an innovative

approach to understanding how consumers make decisions by uncovering the

neuronal substrate mechanisms that underlie the phenomenal processes only

glimpsed by previous researchers. For instance, Shiv et al. (2005) studied three

groups of subjects: normals, patients with damage to their ventromedial region of

the prefrontal cortex, and those with substance dependency. The latter are known to

be poor at making decisions owing to their impaired ability to evaluate future

consequences rationally. They found that in an investment decision-making task,

the substance dependence group, who suffered from abnormalities in the neural

circuitry critical for processing emotion owing to an impaired emotional system,

actually made better rational investment decisions than the normals. This was

because they ignored the risks of losing which hindered the normals, who

responded emotionally by becoming conservative. Such studies highlight the role

of emotion in decision-making and point to the future of this study.

4.5 Compulsive and Impulsive Consumption

Closely related to the description of consumer decision-making described by the

role of emotions are two unique types of consumer consumption: compulsive

consumption and impulsive consumption. These behaviors are not identical types

of decision-making, but share certain similarities and are often confused. Both

compulsive and impulsive buying, however, can be thought of as types of consumer

decision making that are far removed from the deliberate and careful patterns

described by previous theories, all of which invoke some degree of cognitive

processing. While true compulsive purchasing is relatively rare, most of us have

made an impulsive purchase at some time in our consumer lives.
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Researchers actually distinguish different understandings of compulsive buying.

One way researchers describe this type of consumption is revealed by the term

“compulsive buying disorder” or CBD. Black (2007, p. 14) describes CBD as

“excessive shopping cognitions and buying behavior that leads to distress or

impairment.” In this sense, compulsive buying is a clinical disorder needing

professional psychiatric treatment. Black (2007, p. 14) goes on to state: “Subjects

with CBD report a preoccupation with shopping, prepurchase tension or anxiety,

and a sense of relief following the purchase. CBD is associated with significant

psychiatric comorbidity, particularly mood and anxiety disorders, substance use

disorders, eating disorders, and other disorders of impulse control.” Black (2007)

estimates that CBD has a 5.8% prevalence in the general U.S. population. Thus, this

pattern of consumption can be considered not as a voluntary variety of decision-

making, but instead is a pathology much like hoarding behavior.

A less clinical understanding of compulsive buying describes it as an individual

difference, more a continuum of behavior akin to a personality variable. In this

sense, Desarbo and Edwards (1996) and Palan et al. (2011) understand compulsive

buying as “an episodic urge to buy” (Palan et al. 2011, p. 83). They treat compulsive

buying as a continuously distributed variable representing degrees to which con-

sumers differ from each other in this pattern of behavior. This approach is consis-

tent with Rook’s (1987) presentation of a continuum of buying behavior ranging

from a low of “completely rational choice” based on perfect planning to the extreme

of “compulsive buying” as the clinical disorder. Compulsive buying in this sense is

consistently associated with the consumer characteristics of materialism, status

seeking, and a variety of other personality characteristics (see Desarbo and Edwards

1996).

Moreover, Edwards (1954), Desarbo and Edwards (1996), and Palan et al.

(2011) distinguish impulsive buying from compulsive buying. Impulsive purchases

can also be thought of as “unplanned purchases” Faber (2010). Impulsive buying

seems to be more situational than compulsive buying, which seems to be more of a

general tendency. External stimuli such as offering a premium, a coupon, or a deal

often stimulate impulsive buying. In addition, being in a good mood or having

depleted willpower can trigger an impulsive purchase (Faber 2010). Willpower and

the ability to resist marketing’s blandishments appear to play a major role in

impulsive buying.

4.6 Unconscious Decision Making

All the preceding descriptions of decision-making, and especially consumer

decision-making, assume that the decision makers are making their decisions

consciously, that is, with full self-awareness of what they are doing. This assump-

tion is surely accurate in the case of organizations or group decisions and with most

consumer decisions on the right side of Table 1. An alternative view of decision

making that has much in common with Kahneman and Tversky’s System 1 (in that
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they are mostly quick and rely on little information), argues that many decisions are

actually made unconsciously. The key difference in these two interpretations is that

Kahneman and Tversky’s System 1, while relying on heuristics, is still conscious

decision-making in the sense that people are aware that they are making a decision.

Note that the evidence supporting the heuristic interpretation of how people make

decisions employs tasks in which the experimental subjects are consciously

engaged (see Evans 2008; Kahneman 2003). The interpretation of unconscious

decision-making described in this section argues that much of mental life, including

the judgments and decisions people make, is unavailable to consciousness (Koch

2012). That is, part of the brain is performing a huge variety of activities of which

the conscious part of the brain is not aware and has no access to; but our interpre-

tation of our behavior is that it is under conscious control. This view of decision-

making argues that part of the brain to which we have no access is reacting to

environmental stimuli and making decisions after which we become consciously

aware as the illusion of self-control. This view of decision-making is compatible

with many of the mechanisms described by the “alternative decision strategies” in

this contribution. The extreme form of this argument is that consciousness itself is

an illusion, just as the external world is a virtual reality created by neural mecha-

nisms (Koch 2012).

4.7 Behavioral Ecology and Foraging Theory

Our final alternative to rational decision-making’s description of how consumers

make decisions can be found in the newly emerging discipline of behavioral

ecology and especially the area of foraging theory. This approach sets aside

considerations of the psychological (i.e., rational or emotional) processes taking

place in the consumer brain and focuses on how the decision maker is interacting

and responding to the environment when making decisions. According to the

International Society for Behavioral Ecology (http://www.behavecol.com/pages/

society/welcome.html:), “Behavioral ecology is the study of the fitness conse-
quences of behavior. Research in this field poses the basic question: what does an
animal gain, in fitness terms, by doing this rather than that? It combines the study of
animal behavior with evolutionary biology and population ecology, and more
recently, physiology and molecular biology. Adaptation is the central unifying
concept.” The study of behavior includes four principle areas:

(1) the use of ecological and evolutionary processes to explain the occurrence and

adaptive significance of behavior patterns and life history strategies;

(2) the use of behavioral processes to predict ecological patterns, and

(3) comparative analyses relating behavior to the environment in which it occurs or

investigating the pattern of evolution.

(4) the mechanisms underpinning costs and benefits of variable behavioral or life

history strategies.
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This perspective on consumer behavior interprets how consumers behave as how

any organism would behave in its natural environment. According to Hantula

(2012), foraging theory offers a description and explanation for consumer

decision-making that is economic in nature, but an alternative to the rational

process model. Instead of emphasizing the internal workings of a rational mind,

foraging theory (as part of behavioral ecology) looks to the environment as the

explanation for how and why decisions are made. Foraging is “a general purpose set

of rules and strategies for adapting to environmental risk and uncertainty, yielding

both prey items and information” (Hantula 2012, p. 549). In the consumer context,

foraging describes how consumers acquire information and products (goods and

services) in exchange for their resources of time, money, and energies. Hantula

points out that behavioral ecology offers an explanation for consumer decision-

making that challenges both the rational decision-making model and the heuristics

and biases (or quasi-rational) model proposed by Kahneman. While the former

argues that when people fail to follow the formal rational model they are behaving

irrationally, the latter proposes that people try to be rational but fail owing to their

limited cognitive abilities and use heuristics instead of formal reasoning. Behav-

ioral ecology avoids this issue altogether by focusing on the adaptation of the

consumer organism to its environment and proposes that when consumers make

decisions they are foragers.

Briefly, foraging theory describes decision-making not as an irrational, but as a

strategic behavior. It consists of three major phases: searching, handling, and

consumption. Foraging rests on two major assumptions. The “currency assump-

tion” assumes that foragers (consumer decision makers) spend money, energy, and

time as currency that they had to earn. The second assumption is the “constraint

assumption”: “All foragers have limitations that constrain their ability to forage,

and a successful forager is one the works within its constraints” (Hantula 2012,

p. 554). Moreover, foraging takes place in an environment of risk and uncertainty.

Thus, foragers expend their limited resources in attempts to gain benefits that meet

their needs following rules that try to “match” their expenditures to their rewards

that optimize their rates of return on asset of options. To do so they use time delay

discounting as the mechanism behind the matching. Thus, consumer decision

making consists of naturally selected decision strategies inherited from an

evolutionally past because they have served to meet the needs of the species in

general.

Researchers have developed several mathematical models of foraging behavior

that describe animal behavior and consumer behavior quite well (see Pirolli 2007;

Smith and Hantula 2003). They view choices as evolved preferences. This view of

consumer decision-making is highly congruent with Foxall’s (2007) behavioral

economics approach because it emphasizes the environment and evolved interac-

tions with the environment rather than mental processes and psychological theories

to explain choice. Moreover, both behavioral ecology and behavioral economics

descriptions of consumer decision-making imply that people are largely unaware of

why they are behaving in the ways they do, supporting the argument that much of
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the actual decision-making is taking place unconsciously with little conscious

insight into the actual mechanisms involved.

5 Rational Choice, Bounded Rationality, and Marketing

Many marketing activities require highly rational behavior from consumers, and

consumers do sometimes make decisions in ways that seem to follow the pre-

scriptions of the rational model. For instance, many consumer decisions require that

gathering information prior to making choices, especially where the product cannot

be evaluated prior to its consumption. The emerging field of “information econom-

ics” addresses situations in which “different parties to a transaction often have

different amounts of information regarding the transaction, and this information

asymmetry has implications for the terms of the transaction and the relationship

between the parties” (Kirmani and Rao 2000, p. 66). Focusing specifically on the

need for consumers to assess product quality, Kirmani and Rao (2000) describe the

theoretical justification for various managerial strategies that attempt to resolve the

problem of information asymmetry by “signaling” or using such marketing mix

elements as prices, brand names, store names, amount of advertising, and so forth to

communicate the quality of brands. These signals are used by consumers to form

perceptions of quality that guide their brand choices. “Signaling posits a ‘rational’
consumer who expects a firm to honor the implicit commitment conveyed through a

signal because not honoring the commitment is economically unwise” (Kirmani

and Rao 2000, p. 66). Signaling high quality and then disappointing the consumer

obviates future purchases by that consumer and risks retaliation in the form of

negative word-of-mouth. Thus, firms adopt profitable signaling strategies, “making

it rational for consumers to infer that the firm that transmits a signal is the high-

quality provider” (Kirmani and Rao 2000, p. 68).

On the other hand, some managerial strategies might require irrational con-

sumers, that is, those who are not following the rational model but rely on one or

more of the other types of decision-making. For instance, loyalty programs that

reward consumers for repeat purchases are common. Whether they are the best

option for consumers depends on how they are used. Consumers might remain loyal

to a firm chiefly to gain the loyalty reward and thereby miss purchasing a more

rational option from a competitor. Dubner and Levitt (2007) review several

instances of violations of the rational model that potentially work to the advantage

of the firm owing to irrational consumer behavior. U.S. consumers buy and give

billions of dollars in gift cards each year that are not redeemed or when used are

accompanied by additional spending by the card user. Many consumers purchase

gym memberships they don’t use. Moreover, gift themselves can be viewed by an

economist as a suboptimal use of resources.

It is important for marketing management to understand the role of reason,

emotion, and the influence of the environment on consumer decision making. As

the preceding review shows, consumer decision making is complex and cannot be
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comprehensively described by any current theory. At least there is no universal

agreement among scholars as to which theory is the best; each theory has its own

advocates. However, instances can be found in which they appear to behave in ways

described by each of the other theories. The traditional emphasis on compensatory

and non-compensatory reasoning as taught to undergraduates in courses in con-

sumer behavior seems to do a good job of explaining and predicting many instances

of consumer choice (Sheth et al. 1991). Sometimes emotion seems to be the primary

input to the decision (Chaudhuri 2006). Many behaviors correspond closely to the

patterns described by Foxall’s (2007) behavior modification theory or by foraging

theory (Pirolli 2007). This wide variety of competing explanations allows scholars

and practitioners considerable latitude to choose which theory they want to

emphasize.

6 The Future of Consumer Decision Making

How do consumers make decisions? The position of this contribution is that they do

so in a variety of ways, some of which tend to a rational, logical, thoughtful

direction and others tending toward the thoughtless, emotional, often unconscious

direction. No one theory seems to describe all types of consumer decisions. Not

only is this due to inter-person variability, where people can be arrayed in a

distribution from one extreme to the other, but also because of intra-variability,

where the same person might make a highly rational decision in one instance but

clearly make an illogical decision in another, making use of various heuristics all

the time. Moreover, the influence of both product category and situational influ-

ences must be accounted for in trying to understand how given consumers are

making their decisions.

What does the future hold for consumer decision making? We can venture a few

guesses based on recent social and technological trends. First, we can argue that

providing decision-making education and experience will improve consumer deci-

sion making toward the rational side of the continuum. Certainly, financial and

nutritional educations strive to achieve this goal. As individuals are exposed to

marketing and the marketplace earlier and earlier, they should gain experience that

helps them make better (more rational) decisions. Consumers can certainly improve

their decision-making ability over time and pass on their wisdom to the young.

Decision makers of all types appear to use the rational decision making model

rarely if at all. However, the model did stimulate one method of making decisions

under uncertainty that is both rational and feasible and thus is widely used in

organizational settings. Collaboration among mathematicians, statisticians, and

engineers yielded a type of decision making called “decision analysis,” which is a

family of problem solving approaches that systematically formulate problems,

develop possible solutions, analyze each solution using Bayesian probabilities

and optimization techniques to yield the solutions with the highest expected utility

(Fox 2015). Note the similarity between decision analysis and the summary of
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critical thinking presented earlier. According to Fox (2015), this approach to

decision making is highly appropriate to the big decisions organizations make

with long investment horizons. This example suggests another possibility for the

future of consumer decision making.

Accelerating technological progress in developing smarter computer algorithms,

faster processing capacity, and greater availability of data through the Internet will

yield computerized decision makers to take over the job of making many consumer

decisions. Apple’s Seri and her cohorts will assume a greater role in making

consumer decisions. Similar to the way that artificial intelligence programs are

used to assist doctors in making diagnoses and prescribing treatments, consumers

might give up many of their decisions to technology, with the goal of achieving the

rational ideal of the optimal decision. From the marketing perspective, managers

can tailor their strategies to any style of type of decision-making. Marketing can

present formal arguments to persuade at the rational end of the continuum and play

more on the emotions at the other end of the continuum. It can employ more

situational influencers at the right side of the continuum and more cognitive

influencers at the other end. As more is learned about decision-making, strategies

will be tailored more specifically to the circumstances of target consumers.
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Temporal Discounting of Future Risks

Chengyan Yue and Jingjing Wang

1 Concept of Temporal Discounting

Temporal discounting describes people’s tendency to lower the subjective value of

future outcomes. A consumer might choose a smaller and more immediate reward

over a larger but delayed reward because the present value of the delayed reward is

discounted (Myerson and Green 1995; Chapman and Elstein 1995). Standard

discounted utility theory assumes that consumers make rational tradeoffs between

immediate rewards and delayed rewards and captures consumers’ intertemporal

choices using discount rates (Grossman 1972). Some researchers have argued that

temporal discounting might reflect the increased risks involved in waiting for a

future outcome (Myerson and Green 1995; Chapman and Elstein 1995; Hardisty

and Weber 2009). For example, Dasgupta and Maskin (2005) suggested that when

uncertainty is involved in the realization time of the payoffs, the corresponding

intertemporal preferences may entail hyperbolic discounting.

Overall, temporal discounting is useful in explaining how an individual con-

sumer or a society acts when there are future financial, health, or environmental

risks/benefits. For example, hyperbolic discounting models are often used to

explain an individual’s unhealthy behaviors such as addiction to alcohol and

tobacco (Scharff and Viscusi 2011; Roewer et al. 2015) as well as health outcomes

such as obesity (Richards and Hamilton 2012; Scharff 2009). Studies also have

investigated how temporal discounting affects environmental outcomes such as air
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quality deterioration and water quality improvement (Hardisty and Weber 2009).

Therefore, understanding consumer temporal discounting behavior for future risks/

benefits is very important in designing, evaluating, and implementing financial,

environmental, and health policies and strategies.

1.1 Exponential and Hyperbolic Discounting

In general, two major types of models have been used to characterize the temporal

discounting of future outcomes. According to the standard discounted utility theory,

the utility of future outcomes is discounted to the present using a constant

discounting factor in which the individual’s choices between two future outcomes

are independent from the time when future outcomes occur. In this case, con-

sumers’ intertemporal choices are assumed to be time-consistent, which can be

explained by exponential discounting models in the following functional form:

V A; tð Þ ¼ A e�kt,

where V is the present value of the delayed reward, A is the delayed amount of

reward, t is the delayed time, and k is the discount rate.
However, extensive studies have revealed that consumers’ intertemporal behav-

iors violate rational choice theory and that exponential discounting models cannot

explain the mechanisms underlying the intertemporal decision-making

(Loewenstein and Prelec 1992; Hardisty and Weber 2009). First of all, temporal

discounting rate is not fixed but appears to vary over time. In particular, discount

rates for longer delays are lower than those for shorter delays. The tendency to

choose more immediate alternatives, also called impulsivity or temporal myopia, is

more aligned with the hyperbolic patterns of discounting (Frederick et al. 2002).

Moreover, evidence of “preference reversals” has been found in both laboratory

and field experiments, which is not consistent with exponential discounting model.

For instance, when people are asked to choose between two future rewards, $105 in

a year and a day or $100 in 1 year, they often choose the larger amount. But 1 year

later, when they are asked to choose between getting $100 now and getting $105

tomorrow, they become impatient and choose to get $100 immediately. Such

preference reversals, as presented in Fig. 1, have been extensively discussed in

pervious literature. One theory consistent with preference reversals is “diminishing

impatience,” where subjects discount the future with a declining discount rate.

Experiments conducted by both behavioral economists and psychologists using

various rewards such as money, durable goods, and sweets also suggest that

impatience at the present time is higher than impatience with respect to trade-offs

occurring in the future (e.g., Frederick et al. 2002).
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Time-inconsistent discounting models such as hyperbolic discounting and quasi-

hyperbolic discounting functional forms are often used to capture people’s ten-

dency to give higher weight to payoffs that are closer to the present time when

weighing trade-offs between two future moments. The hyperbolic discounting

model, for example, has the following functional form:

V A; tð Þ ¼ A

1þ kt

where V is the present value of the delayed reward, A is the delayed amount of

reward, t is the delayed time, and k is the discount rate (Ainslie, 1975).
As shown in Fig. 2, the discount factor in hyperbolic discounting falls very

rapidly at short-delayed periods but falls slowly at longer-delayed periods, which is

different from exponential discounting, where discount factor falls by a constant

rate per unit of delay. Numerous studies have shown that temporal discounting

behavior can be better described by a hyperbolic rather than an exponential

discounting model (e.g., Green and Myerson 2004; Richards and Hamilton 2012).

Quasi-hyperbolic discounting is also introduced and explored in intertemporal

choice studies where the value of rewards declines rapidly over the short run but at a

slower rate over the long run, or the short-term impulses supersede long-term goals

(Loewenstein and Prelec 1992). In other words, subjects exhibit a strong present

bias for earlier payoffs. Present-biased preferences have also been interpreted in

terms of self-control problems (Ainslie 1975) or a lack of self-awareness (Frederick

et al. 2002). The quasi-hyperbolic model developed by Laibson (1997) is also

known as the β� δ model, where the discount function is a discrete time function

with values ϕ(t)¼ {1, βδ, βδ2, βδ3, . . ., βδt, . . ..} for time from present t ¼ {0, 1, 2,

Fig. 1 Discounting curves

for two rewards of different

sizes available at different

times (preference reversals)

(Adapted from Figure 1 in

Ainslie, 1975)
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3, . . ., t, . . .}, β2 (0, 1) is the short-run discount factor capturing the present bias,

and δ2 (0, 1) is the long-run discount factor.

Other hyperbola-like models, such as the generalized hyperbolic discounting

model, were also proposed and widely discussed in both theoretical and empirical

studies to explain distinct consumer behaviors in intertemporal choice decisions.

Specifically, Loewenstein and Prelec (1992) suggested the generalized hyperbolic

discount function to be ϕ tð Þ ¼ 1þ αtð Þ�β
α, (α> 0 and β> 0), where α is the

parameter capturing the degree of decreasing impatience, which determines how

much the function departs from the exponential discounting.

1.2 Contributions from Cognitive Neuroscience

Although hyperbolic discounting provides a useful quantitative measure of

intertemporal discounting, it only focuses on stimulus input and behavioral output

and is limited in explaining different temporal discounting phenomena. Specifi-

cally, the hyperbolic discounting model does not account for various discounting

behaviors across situations, and it fails to illustrate the cognitive processes of

decision-making. Recent studies suggest that neuroscience-based theory can dem-

onstrate the cognitive process of intertemporal choices at the brain level.

Neurobiology frameworks suggest that decision-making takes place in several

basic stages (Bos and McClure 2013). In the past decade, brain-imaging techniques

such as functional magnetic resonance imaging (fMRI) have frequently been used

in decision-making tasks to determine the relative brain activation areas and

explore the specific areas of the brain used. Brain-imaging studies have consistently

shown that temporal discounting involves activities in different regions of the brain,

such as subcortical and cortical regions. These regions are commonly divided into

Fig. 2 Comparison of the

discount functions of

hyperbolic and exponential

discounting (Adapted from

Figure 1 in Laibson, 1997)
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two networks: a valuation network and a control network (Bos and McClure 2013).

The valuation network is involved in estimating the incentive value of the different

options, and the control network is involved in action selection, maintaining future

goals, and inhibiting prepotent responses.

The valuation network consists of some important nodes, such as the ventrome-

dial prefrontal cortex (vmPFC), ventral regions of striatum (VS), amygdala, and the

posterior cingulate cortex (PCC). Several human neuroimaging studies have shown

that various brain areas are associated with the brain’s dopamine system. Particu-

larly, greater activities in the VS, vmPFC, and PCC are related to more impulsive

choices. These areas also show a clear present bias tendency when receiving signals

of future rewards. Although there is still debate on the role of vmPFC, many studies

in cognitive neuroscience agree that the vmPFC works at the intersection of the

valuation and control networks. Information from each of these two systems is

integrated in the vmPFC to determine behaviors. Findings also suggest that the VS

and possibly other areas are central components of a valuation network that biases

behavior toward immediate rewards (Bos and McClure 2013).

The control network includes the dorsal anterior cingulate cortex (dACC), dorsal

and ventral lateral prefrontal cortex (dlPFC/vlPFC), and the posterior parietal

cortex (PPC). Among the control network, dACC supports the selection and

maintenance of behavior directed toward long-term goals. Activities in the LPFC

and PPC are associated with an increase in the likelihood of choosing larger,

delayed outcomes over smaller, sooner outcomes (Bos and McClure 2013).

Overall, the control network has been found to be involved in guiding behaviors

to plan for the future and to seek rewards with significant delays. In the context of

intertemporal choice, the dominant effect of increased control is to bias behavior in

favor of larger, later outcomes.

Moreover, distinct pathways are associated with temporal discounting. For

instance, Bos et al. (2014) suggest that reward-based and goal-oriented decisions

rely on the striatum and its interactions with other cortical and subcortical networks.

Using connectivity analyses in both structural and functional MRIs, their results

indicate that connectivity between the striatum and the lateral prefrontal cortex is

associated with increased patience, whereas connectivity between subcortical areas

and the striatum is associated with increased impulsivity.

When facing intertemporal choices, imagining or simulating the benefit from a

future reward plays an important role since it is impossible to experience future

rewards at the time of making choices. Hakimi and Hare (2015) suggested that the

quality of reward imagination might affect the degree of temporal discounting of

future outcomes. Using fMRI to monitor the brain activities of subjects, they found

that the vmPFC responds actively when subjects are imagining receiving primary

rewards, which is correlated with reduced monetary temporal discounting.

Bos and McClure (2013) conclude that the brain-based model shows how

cognitive models can be linked to hyperbolic discounting curves in a very natural

way. The neuroscience-based model integrates the cognitive models and quantita-

tive measures of temporal discounting. Furthermore, it can help clarify why a
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particular brain region may dominate choice behavior in one situation but not in

others.

2 Empirical Findings

2.1 Domain Differences in Temporal Discounting

Many previous studies in temporal discounting considered all goods and services

(for example, health, air quality, etc.) to be potentially tradable with money,

assuming that future outcomes in different domains are therefore discounted at

the same rate. Some research, however, has shown that temporal discounting may

vary across different domains and that it is inappropriate to use one general

estimation of discount rate for all situations (Chapman and Elstein 1995). For

example, Hendrickx and Nicolaij (2004) concluded that temporal discounting is

less pronounced for environmental risks than for other types of risks. Hardisty and

Weber (2009) found that health gains are discounted more than monetary and

environmental gains. Lawless et al. (2013) suggested that discount rates for health

are higher than those for money in both social and private contexts.

We compared temporal discounting across three different domains (financial,

environmental, and health) using an online experiment with 697 U.S. consumers to

study their intertemporal preferences in terms of rewards with short-term (6 months)

and long-term (24 months) delays. In the choice experiment, participants were

presented with a series of hypothetical choices between receiving a smaller reward

sooner or a larger reward later (the rewards are money for the financial domain,

square feet of park improvement for the environmental domain, and days of relief

from chronic back pain for the health domain).

We found that, on average, participants had the highest discount rates in the

health domain, followed by environmental domain and financial domain, for both

the short-term and long-term delays. The discount rates for the financial and

environmental domains are quite similar, but the short-term discount rate in the

environmental domain is slightly higher than that in the financial domain. The

pairwise t-test results show that the discount rates in the health domain are signif-

icantly higher than those in the other two domains, which is consistent with

previous findings that the discount rates for health gains are higher than those for

monetary and environmental gains (Lawless et al. 2013; Hardisty and Weber 2009).

Overall, the short-term environmental discount rate is more correlated with the

short-term discount rate in the health domain than that in the financial domain. The

correlations between the long-term environmental discount rate and the long-term

discount rates in the other two domains are not significantly different from one

another. For both short-term and long-term discount rates, very low correlations

(0.3 for short-term outcomes and 0.36 for long-term outcomes) are found between
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financial and health domains, indicating that discount rates in these two domains

may not be good substitutes for each other.

Consistent across domains, we found that the short-term temporal discounting

rate is higher than the long-term temporal discounting rate, which implies that

temporal discounting is significantly influenced by the realization time of future

rewards and that temporal myopia is less pronounced for longer delays.

2.2 Individual Differences in Temporal Discounting

In addition to the variation across domains, temporal discounting also varies

considerably across individuals. Demographic characteristics have significant

impact on temporal discounting behavior. For instance, Weller et al. (2008) found

that obese women show greater temporal discounting than women in the control

group, but obese and healthy-weight men do not differ significantly in temporal

discounting.

Several studies also find individual heterogeneity in temporal discounting using

the quasi-hyperbolic (β� δ) model. Andreoni and Sprenger (2012) found average

values of δ in the range of 0.74–0.8, and only 16.7% of their respondents were

characterized as present biased. More evidence of individual differences in tempo-

ral discounting has been found in the neuroscience studies. For example, individual

differences in the quality of reward imagination are significantly correlated with the

temporal discounting rate of future monetary rewards; enhanced activity in vmPFC

during reward imagination can predict choice behavior differences between and

within individuals (Hakimi and Hare 2015).

Even within individuals, temporal discounting behaviors could be distinct in

different situations. Tsukayama and Duckworth (2010) found that adults discount

delayed rewards they find particularly tempting more steeply than less tempting

rewards.

Our experimental results also show that consumer socio-demographic charac-

teristics affect temporal discounting behaviors in different domains in

different ways.

Our results indicate that discount rates in the financial domain tend to decrease

as participants get older. Female participants tend to discount future financial

outcomes more compared to male participants. Additionally, participants with

higher education levels have lower discount rates, and participants with higher

household income are more likely to have lower discount rates. As suggested by

Becker and Mulligan (1997), poverty increases an individual’s need for immediate

income more than future income. Therefore, participants with higher household

income discount less for future financial rewards due to their patience. The presence

of children under the age of 12 also has a significant impact on participants’
discount rates in the financial domain. Other variables—such as marital status,

household size, and home location—do not significantly impact their financial

discount rates.
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As for the environmental temporal discounting, our experimental results suggest

that age is not a significant factor. Similar to the results in the financial domain,

having a graduate school education greatly decreases participants’ discount rate,
while the influence of college education is not statistically significant. The presence

of children also has a negative and significant effect on the environmental discount

rate, suggesting that families with children discount less and care about future

environmental outcomes.

Notably, our results suggest that age has a positive effect on health discount rate,

which is different from the results in the other two domains. Older participants have

higher discount rates compared to younger participants in the health domain (i.e.,

older participants would like to receive a sooner, albeit small, health reward

compared to younger respondents), which was also found by van der Pol and Cairns

(2001). Our results indicate that college education does not significantly affect the

health discount rate, but graduate school education decreases health discount rate

by a similar amount to that in the environmental domain. The income effect is less

prominent in the health domain. Moreover, the presence of children does not

significantly affect an individual’s discount rate in the health domain, indicating

that having a child may not change an individual’s preference for future health

rewards.

2.3 Temporal Discounting on Addiction and Unhealthy
Behaviors/Outcomes

Numerous studies have demonstrated the relationship between temporal

discounting and addictive behaviors such as smoking, drinking, and drug use. In

general, many studies found that decision-makers value future health outcomes

(such as high probability of getting cancer or obesity) much less than present

outcomes (consumption of tobacco, alcohol, or unhealthy food). Subjects with

addictive behaviors discount the future steeply or have higher temporal discount

rates compared to those without addictive behaviors (Scharff and Viscusi 2011;

Harrison et al. 2010; Bos and McClure 2013). In neuroscience-based studies, there

are clear associations between impulsivity and dopamine function in patients with

dopamine-related disorders such as addiction and attention-deficit/hyperactivity

disorder (ADHD) (Bos and McClure 2013).

Many studies find significant relationships between temporal discounting and

smoking. Scharff and Viscusi (2011) found that the individual discount rate is

higher for smokers than nonsmokers, or smokers are more present biased than

non-smokers. However, omitted variables such as severity of addiction, self-

efficacy, and social support among others may confound the analysis. Both indi-

vidual characteristics and current smoking status influence temporal discounting

behaviors. Harrison et al. (2010) found that male smokers have significantly higher

temporal discount rates than male non-smokers, but the rates are not significantly
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different between female smokers and female non-smokers. Roewer et al. (2015)

suggested that heavy smokers respond more slowly when making intertemporal

choices after nicotine deprivation.

Furthermore, studies suggest that drinking behaviors are correlated with tempo-

ral discounting rates; people who frequently consume alcohol tend to discount

future outcomes more and are more impulsive to enjoy sooner rewards (Vuchinich

and Simpson 1998). For instance, Vuchinich and Simpson (1998) found that the

hyperbolic discounting function described temporal discounting behavior of alco-

hol consumption more accurately than exponential functions. They also suggest

that light drinkers are less impulsive and more future-oriented compared to heavier

drinkers.

Some unhealthy outcomes, such as obesity, have been well examined by tem-

poral discounting models (Richards and Hamilton 2012; Scharff 2009). In partic-

ular, consumers suffering from self-control problems often ignore the

unforeseeable health outcomes of overeating, drinking, and other unhealthy behav-

iors. They often fail to consider the long-term health goals when making tradeoffs

between immediate and future consequences. Obesity, for example, is often related

to steeper temporal discounting (or impulsivity for immediate rewards over delayed

rewards). Many previous studies have found significant correlations between obe-

sity and temporal discounting of monetary rewards (e.g., Richards and Hamilton

2012; Scharff 2009). For instance, using quasi-hyperbolic models to capture time-

inconsistent preferences, Courtemanche et al. (2014) found that both long-run

discount factor and present bias significantly impact an individual’s body mass

index; thus both rational intertemporal tradeoffs and time inconsistency are asso-

ciated with obesity.

It is also worth noting that many studies compared addiction and unhealthy

behaviors with the discount rate in monetary rewards (as a proxy for temporal

discounting). As previously discussed, intertemporal preferences may vary across

different domains, and these studies potentially fail to differentiate temporal

discounting behavior in the health and financial domains, which might lead to

biased results.

3 Scope

Empirical findings suggest that, in many situations, more distant future rewards are

discounted less than rewards in the near future. In other words, consumers exhibit

more temporal myopia (or impatience) when facing short-term delays compared to

long-term delays. Decreased temporal discounting rates given longer delays sug-

gest that temporal discounting is inconsistent over time and more likely to have a

hyperbola shape; therefore, employing appropriate temporal discounting models is

critical in explaining consumers’ time-inconsistent behaviors. Hyperbolic and

quasi-hyperbolic discounting models are found to be more appropriate than expo-

nential discounting models in explaining individuals’ intertemporal choice
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behavior. The neuroscience-based models account for contextual factors that are

known to affect individuals’ intertemporal preferences and demonstrate the cogni-

tive process of intertemporal choices at the brain level. The neuroscience-based

model preserves much of the functional form of the hyperbolic discounting models

but overcomes their limitations, such as the ignorance of contextual effects and the

inability to capture the cognitive process of decision-making.

The inconsistent temporal discounting models, such as hyperbolic and quasi-

hyperbolic discounting models, can be used to explain a wide range of anomalies in

individuals’ life-cycle consumption, such as consumption discontinuities at retire-

ment and under-saving (Laibson 1997). To help individuals overcome temporal

myopia and self-control problems, commitment mechanisms can be introduced. For

instance, Laibson (1997) illustrated how impatience could be overcome by manda-

tory investment of a portion of income into illiquid assets. Other studies (for

example, Basu 2011) introduced saving programs as commitment devices, where

the majority of participants successfully increased their saving toward retirement.

The findings of temporal discounting and brain activities from neuroscience are

critical for understanding addictions and ADHD. In particular, the valuation system

is thought to develop during early adolescence, while the control system is devel-

oped later and more gradually (Bos et al. 2014). The imbalance in the development

of these two systems may result in steeper temporal discounting and greater

impulsivity, as is the case with ADHD. Therefore, it is necessary to understand

how different neural systems contribute to intertemporal preferences and impulsive

behavior.

Previous studies suggest that temporal discounting rates are different across

different domains, indicating that temporal discounting should be domain-specific.

Much of the previous research on temporal discounting simply used the discount

rate for monetary outcomes as a proxy to measure the temporal discounting for

environmental outcomes or health outcomes (e.g., Richards and Hamilton 2012).

However, our conclusions suggest that using one universal discount rate for differ-

ent domains may not be appropriate and thus might lead to biased results. Even

within a specific domain, temporal discounting may also be different. Previous

studies estimated discount rates ranging from negative to several thousand percent

per year for environmental outcomes, and it is still unclear what discount rate

should be used in many cases. Similarly, temporal discounting rates for health

outcomes vary significantly depending on the delay of illness or health improve-

ment as well as the severity of the health outcomes (Chapman and Elstein 1995; Pol

and Cairns 2001). Therefore, it is helpful for policy makers to distinguish the

temporal discounting rates for different future outcomes and understand which

temporal discounting rates individuals use when facing future rewards.

Understanding consumers’ time-inconsistent discounting behaviors has impor-

tant implications for environmental organizations and policy makers. The positive

discount rates for future environmental rewards indicate that individuals put less

weight on future environmental outcomes. Compared to temporal discounting in

other domains, environmental risks or benefits often take effect in an even more

distant future, sometimes in decades or hundreds of years. As a consequence, future
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environmental outcomes are highly discounted, resulting in little present value and

losing almost all significance. The presence of temporal myopia may lead individ-

uals to overlook the effect of environmental risks for future generations; therefore,

it is crucial for individuals to understand the benefit of environmental sustainability

in the long run. Public policies and education could help consumers understand that

supporting the environment may only take little daily efforts. In particular, public

media and environmental organizations could educate consumers about the long-

run environmental benefits of everyday behaviors such as recycling and using

energy-saving and water-saving technologies/devices.

Furthermore, these findings can provide useful implications for health policy

makers as well as individual consumers. Consumers discount future health out-

comes more compared to future outcomes in other domains. Many studies have

investigated consumers’ temporal discounting behaviors in drug or alcohol use and

concluded that addicted individuals may be more myopic (Ainslie 1975). When

making tradeoffs between current rewards (for example, gratification from con-

suming unhealthful products) and future health outcomes, myopic individuals tend

to put less weight on future outcomes. The high discount rates in the health domain

also suggest that health improvement in the future is discounted and valued so little

that many individuals may not engage in preventive behaviors. The analysis of

smoking behavior using temporal discounting models could generate implications

about the effectiveness of public policies. For instance, if the temporal discounting

behaviors for addictive smokers are mostly time-inconsistent, policies such as

increasing cigarette taxes and anti-smoking campaigns may not work well (Lawless

et al. 2013). Public policies should also promote generally healthy behavior and

introduce commitment mechanisms to help addicted individuals overcome their

self-control problems.

Additionally, individuals with temporal myopia should be educated about the

future health risks of current behaviors such as overeating and eating an unhealthful

diet. Public health policies could also focus on improving people’s awareness of
future health risks. For example, helping consumers understand the relationship

between temporal myopia and obesity could improve their recognition of self-

control problems when consuming food. As Richard and Hamilton (2012)

suggested, to deal with obesity, public policy could target behaviors associated

with impatience and immediate gratification instead of focusing only on nutritional

education or fitness messages. More specifically, in the weight-control effort,

consumers are suggested to purchase limited quantities of unhealthy foods or buy

smaller quantities of food during each shopping trip. Moreover, commitment

devices can be used for those consumers who lack the self-control to overcome

their inconsistent time preferences. For example, peer groups such as Weight

Watcher programs are often useful to reinforce an individual’s self-control (Scharff
2009).

In summary, temporal discounting—the tendency for individuals to prefer

immediate but small rewards to future but sizable rewards—is far from a simple

matter. On-going research in this area is being conducted by researchers around the

globe. Both behavioral economics and neuroscience studies have found solid
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evidence that temporal discounting affects individuals’ intertemporal preferences.

Accumulated evidence indicates that temporal discounting is not consistent over

time. Appropriate temporal discounting models need to be investigated and adopted

when examining consumers’ discounting behaviors. Moreover, individual hetero-

geneity and domain differences should be considered when studying temporal

discounting behaviors.

References

Ainslie, G. (1975). Specious reward: A behavioral theory of impulsiveness and impulse control.

Psychological Bulletin, 82(4), 463–496.
Andreoni, J., & Sprenger, C. (2012). Estimating time preferences from convex budgets. American

Economic Review, 102(7), 3333–3356.
Basu, K. (2011). Hyperbolic discounting and the sustainability of rotational savings arrangements.

American Economic Journal: Microeconomics, 3(4), 143–171.
Becker, G., & Mulligan, C. (1997). The endogenous determination of time preference. The

Quarterly Journal of Economics, 112(3), 729–758.
Chapman, G. B., & Elstein, A. S. (1995). Valuing the future: Temporal discounting of health and

money. Medical Decision Making, 15(4), 373–386.
Courtemanche, C., Heutel, G., & Mcalvanah, P. (2014). Impatience, incentives and obesity.

Economic Journal, 125, 1–31.
Dasgupta, P., & Maskin, E. (2005). Uncertainty and hyperbolic discounting. American Economic

Review, 95(4), 1290–1299.
Frederick, S., Loewenstein, G., & O’Donoghue, T. (2002). Time discounting and time preference:

A critical review. Journal of Economic Literature, 40(2), 351–401.
Green, L., & Myerson, J. (2004). A discounting framework for choice with delayed and probabi-

listic rewards. Psychological Bulletin, 130(5), 769–792.
Grossman, M. (1972). On the concept of health capital and the demand for health. Journal of

Political Economy, 80(2), 223.
Hakimi, S., & Hare, T. A. (2015). Enhanced neural responses to imagined primary rewards predict

reduced monetary temporal discounting. Journal of Neuroscience, 35(38), 13103–13109.
Hardisty, D. J., & Weber, E. U. (2009). Discounting future green: Money versus the environment.

Journal of Experimental Psychology: General, 138(3), 329–340.
Harrison, G. W., Lau, M. I., & Rutstr€om, E. E. (2010). Individual discount rates and smoking:

Evidence from a field experiment in Denmark. Journal of Health Economics, 29(5), 708–717.
Hendrickx, L., & Nicolaij, S. (2004). Temporal discounting and environmental risks: The role of

ethical and loss-related concerns. Journal of Environmental Psychology, 24(4), 409–422.
Laibson, D. (1997). Golden eggs and hyperbolic discounting. The Quarterly Journal of Econom-

ics, 112(2), 443–478.
Lawless, L., Drichoutis, A. C., & Nayga Jr., R. M. (2013). Time preferences and health behaviour:

A review. Agricultural and Food Economics, 1(17), 1–19.
Loewenstein, G., & Prelec, D. (1992). Anomalies in intertemporal choice: Evidence and an

interpretation. The Quarterly Journal of Economics, 107(2), 573–597.
Myerson, J., & Green, L. (1995). Discounting of delayed rewards: Models of individual choice.

Journal of the Experimental Analysis of Behavior, 64(3), 263–276.
Richards, T., & Hamilton, S. (2012). Obesity and hyperbolic discounting: An experimental

analysis. Journal of Agricultural and Resource Economics, 37(2), 181–198.

264 C. Yue and J. Wang



Roewer, I., Wiehler, A., & Peters, J. (2015). Nicotine deprivation, temporal discounting and choice

consistency in heavy smokers. Journal of the Experimental Analysis of Behavior, 103(1),
62–76.

Scharff, R. L. (2009). Obesity and hyperbolic discounting: Evidence and implications. Journal of
Consumer Policy, 32(1), 3–21.

Scharff, R. L., & Viscusi, W. K. (2011). Heterogeneous rates of time preference and the decision to

smoke. Economic Inquiry, 49(4), 959–972.
Tsukayama, E., & Duckworth, A. L. (2010). Domain-specific temporal discounting and tempta-

tion. Judgment and Decision Making, 5(2), 72–82.
Van den Bos, W., & McClure, S. M. (2013). Towards a general model of temporal discounting.

Journal of the Experimental Analysis of Behavior, 1(99), 1–16.
Van den Bos, W., Rodriguez, C. A., Schweitzer, J. B., & McClure, S. M. (2014). Connectivity

strength of dissociable striatal tracts predict individual differences in temporal discounting.

Journal of Neuroscience, 34(31), 10298–10310.
Van der Pol, M., & Cairns, J. (2001). Estimating time preferences for health using discrete choice

experiments. Social Science & Medicine, 52(9), 1459–1470.
Vuchinich, R. E., & Simpson, C. A. (1998). Hyperbolic temporal discounting in social drinkers

and problem drinkers. Experimental and Clinical Psychopharmacology, 6(3), 292–305.
Weller, R. E., Cook, E. W., Avsar, K. B., & Cox, J. E. (2008). Obese women show greater delay

discounting than healthy-weight women. Appetite, 51(3), 563–569.

Temporal Discounting of Future Risks 265



Cognitive Styles and Personality in Risk

Perception

Eric Ping Hung Li

1 Introduction

Does risk perception shaped by culture, consumers’ cognitive styles and personal-

ity? Do consumer’s consumption patterns influenced by different personality and

cognitive styles? In the past few decades, consumer researchers have examined how

cognitive styles and personality influence decision making processes (e.g., Myers

and McCaulley 1985; White et al. 2003) or examined how culture affects con-

sumers’ risk perception (Hsee and Weber 1999; Keh and Sun 2008). However, not

many studies provides a holistic approach to explore the role of cognitive styles and

personality in the context of risk perception.

This chapter examines the link between consumer personality and cognitive

styles in the context of risk perception. An extensive literature review on the Big

Five personality model as well as different conception of cognitive styles illustrate

the interconnection of these two prominent psychological dimensions and their

influences on consumers’ risk perception. The last part of this chapter highlights

some cross-cultural studies on personality, cognitive styles and risk perception. In

summary, this chapter extends our understanding of the socio-psychological devel-

opment of risk perception and sheds light to future research directions on this topic.
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2 Role of Cognitive Styles in Consumer Research

Built on the foundation of Allport (1937), James (1890), Galton (1884), and Jung

(1923), cognitive styles historically has referred to stable attitudes, preferences, or

habitual strategies that represent consistent individual differences in how individual

perceive, remember, think, solve problems, learn, take decisions and related to

others, particularly with respect to acquiring and processing information. In the

field of consumer research, White et al. (2003) define the term “cognitive style” as

“the relatively stable mental structures or processes that people prefer when they

perceive and evaluation information” (p. 64). Cognitive style therefore is consid-

ered to be an important attribute that influence consumers’ decision making process

as it reflects an individual’s underlying values and assumptions.

Prior literature identified six cognitive personality traits that related to individual

differences in processing information, perceiving risk, and decision-making. These

six traits include: (i) tolerance for ambiguity—the tendency to perceive ambiguous

or inconsistent situations as desirable, (ii) rigidity—the intolerance for ambiguity,

(iii) cognitive style—individual’s tendency to react to uncertain or inconsistent

information, (iv) need for cognitive clarity—need for cognitive certainty, (v) self-

esteem—confidence in ability to evaluate alternatives and make purchase decisions

(Cox 1967b), and (vi) trait anxiety—the stress level at which individuals can

effectively function in decision-making tasks.

2.1 Tolerance for Ambiguity

In the field of consumer research, the concept of tolerance for ambiguity has been

linked to information processing and to new product acceptance. Blake et al. (1973)

found that intolerant individuals tended to perceive a typical products as newer, and

that perceived product newness was positively related to purchase intention among

tolerant individuals, but negatively related among intolerant ones. Consumers’
familiarity of products or products categories also affect their acceptance and

tolerance level. In other words, tolerance for ambiguity is very much driven by

consumers’ knowledge and exposure to certain products or features.

2.2 Rigidity and Trait Anxiety

Rigidity is a personality trait that refers to the degree of inflexibility in a person. It is

characterized by the qualities such as inhibition, conservatism, social introversion,

anxiety, and guilty. Previous research has shown a link between rigidity and

behavior. For example, Blake et al. (1973) reported that the more intolerant person

perceived the atypical products as newer than did the tolerant one. Their study also
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showed that perceived product newness tended to be positively related to willing-

ness to buy among tolerant individuals, but negatively related among intolerant

ones (p. 239). Similarly, Schaninger and Sciglimapglia (1981) found that individ-

uals with lesser tolerance for ambiguity or greater rigidity are less relied on

information. In other words, consumers with a more rigid personality are expected

to have higher risk perception and are tended to employ risk reductions strategy in

their decision making process.

Other studies found that perceived risk can induce anxiety. In his study on

personality and innovation proneness, Jacoby (1971) argued that highly dogmatic

mental systems represent a cognitive-psychodynamic network of defenses against

anxiety. Dogmatism, according to Jacoby, is functional: the more persistently

anxious or threatened the individual, the more he or she manifests a closed mind.

Previous studies on consumer decision processes indicates that brand-switching

usually entails some perceived risk which increases when switching to a new brand

or product is contemplated (Cox 1967b). In this sense, high dogmatics are less

likely than low dogmatics to try new products.

2.3 Cognitive Styles and Need for Cognitive Clarity

Kelman and Cohler (1959) defined the concept of need for cognitive clarity as “the

degree to which a person is made uncomfortable by ambiguity and incongruity

which motivates him/her to restore a state of cognitive clarity in which the different

elements fit together and make sense.” They suggest two different cognitive styles

of dealing with ambiguity and incongruity—“Clarifiers” (seeking new information

for clarification) versus “simplifiers” (avoiding or rejecting incongruous informa-

tion). Previous studies reported that simplifiers tended to resist changing their

product preferences following additional information (e.g., Cox 1967a). In alterna-

tive, individuals high in need for cognitive clarity (clarifiers) were more likely to

incorporate new information and to change their prior product evaluations. Clari-

fiers are expected to access more information to evaluate unfamiliar product or

services before finalize their decisions (Schaninger and Sciglimpaglia 1981). Need

for cognitive clarity can also be considered as a measure of the consumer’s desire
for certainty. Yilmaz (2014) reported that there is a positive relation between

perceived risk and need for cognitive clarity. In this sense, an individual with a

high need for cognitive clarity is likely perceived higher risk and is expected to

have a stronger desire to reduce uncertainty in their decisions.

2.4 Self Esteem

Coppersmith (1967) refers self-esteem to “the evaluation which the individual

makes and customarily maintains with regard to himself: it expresses an attitude
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of approval or disapproval, and indicates the extent to which the individual believes

himself to be capable, significant, successful, and worthy” (p. 4). Self-esteem is

positively related to the sense of freedom, personal authority, and role-taking

ability. Previous research on perceived risk and self-esteem found that high self-

esteem related to low levels of risk engagement (Donnellan et al. 2005). However,

people may sometimes engage in risky behaviors to increase or maintain self-

esteem, or to reduce the threat of having low self-esteem.

3 A Comprehensive Personality Model: The “Big Five”

Model

Previous studies reported that personality is an important driver to consumer

choices. The term personality is generally defined as “an individual’s characteristic
patterns of thought, emotion, and behavior, together with the psychological mech-

anisms—hidden or not—behind those patterns” (Funder 1997, pp. 1–2). Built on

previous studies on personality and individual differences, Digman and Takemoto-

Chock (1981) developed the “Big Five” model of personality to illustrate the five

major personality traits: (1) extraversion or surgency; (2) agreeableness or

likeability; (3) conscientiousness, control, or constraint; (4) emotional stability or

neuroticism; and (5) openness or intellect. This Big Five taxonomy provides useful

integrative framework for examining individual differences. Table 1 summarizes

key characteristics of each factor of the Big Five model.

The first factor, extraversion/intraversion or surgency, indicates consumers’
inner world of thoughts and ideas as well as their responses to outer world of events

and actions. This factor frequently refers to personality traits such as being sociable,

gregarious, assertive, talkative, active, initiative, surgency, ambition, impetuous,

expressive. Vollrath and Torgersen (2002) reported that individuals scoring high on

extraversion were particularly inclined to engage in multiple, risky behaviors. In

other words, it could be expected that extroverts should possibly view deviant

personal or social behaviors in a more lenient way than introverts do. Worrying

about risky behaviors may not only take time away from extroverts’ action-oriented
lifestyle, but it could also possibly limit its range (Chauvin et al. 2007, p. 173).

The second factor, agreeableness or likeability, associates with traits such as

being courteous, flexible, trusting, good-natured, cooperative, forgiving, soft-

hearted, tolerant, proper conduct as well as non-violence and care for others and

the environment. Vollrath et al. (1999) reported that more agreeable individuals are

less likely to engage in risky behaviors than others. Also, it is expected that more

agreeable individuals should possibly consider pollution, violence, and illnesses as

more undesirable and risky than the less agreeable individuals due to their greater

ability to empathize with people who are often involuntarily affected by these threats.

The third factor, conscientiousness or conscience, reflects the cautiousness,

orderliness, dutifulness, and precaution nature of an individual. The concept usually

refers to being careful, thorough, responsible, organized, planful, determined,
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controlled, and effective manner as well as traits such as hardworking,

achievement-oriented, and preserving. Hampson et al. (2000) reported that more

conscientious individuals are less likely to engage in risky health behavior such as

Table 1 The five factors of personality

Factors Characteristics

Extroversion or surgency Extraverted versus introverted

Talkative versus silent

Active versus inactive

Energetic versus unenergetic

Sociable versus reclusive

Bold versus timid

Assertive versus unassertive

Adventurous versus cautious (or unadventurous)

Open versus secretive

Agreeableness or likeability Agreeable versus disagreeable

Warm versus cold

Good-natured versus irritable

Cooperative versus uncooperative (or negativistic)

Kind versus unkind

Generous versus stingy

Mild/gentle versus headstrong

Trustful versus distrustful

Unselfish versus selfish

Not jealous versus jealous

Conscientiousness Conscientious versus negligent

Responsible versus irresponsible (or undependable)

Organized versus disorganized

Scrupulous versus unscrupulous

Practical versus impractical

Persevering versus quitting

Hardworking versus lazy

Thorough (or fussy/tidy) versus careless

Thrifty versus extravagant

Emotional stability or neuroticism Calm versus anxious (or angry)

Not envious versus envious

Stable versus unstable

Contented versus discontented

Unemotional versus emotional

Composed versus excitable

Not hypochondriacal versus hypochondriacal

Relaxed/poised/at ease versus nervous/tense

Openness or intellect Intelligent versus unintelligent

Analytical versus unanalytical

Reflective versus unreflective

Curious versus uninquisitive

Artistic versus nonartistic

Creative versus uncreative

Imaginative versus unimaginative (or simple/direct)

Polished/refined versus crude/boorish

Sophisticated versus unsophisticated
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unprotected sex, smoking, and drinking than less conscientious individuals. In this

sense, individuals who score higher on conscientiousness would be more likely to

perceive the hazard factor of risky behaviors.

The fourth factor, emotional stability or neuroticism, associates with a set of

avoidance, withdrawal, and flight behaviors. Traits associated with this factor

include being anxious, depressed, angry, embarrassed, emotional, worried, and

insecure. The essence of this factor related to the idea of fearlessness in many

circumstances. A negative relationship is expected between emotional stability and

risky behaviors and decisions. Chauvin et al. (2007) stated that well-trained and

better-educated individuals (i.e., individuals who are politically more conservative,

having higher household incomes, higher perceived control over risks, and higher

trust in government/authority) see less risk in the world. These individuals are

likely considered themselves more tranquil, more moderate, and tougher (more

calm even in tense situations) than others (p. 174).

The fifth factor, openness or intellect, is largely related to the way that the

individual perceives the world as well as concepts of curiosity and intellectuality.

Traits commonly associated with this factor include being imaginative, cultured,

curious, original, broad-minded, intelligent, and artistically sensitive. The focus of

this factor is related to an individual’s open-mindedness. It could be expected that

more open individuals should consider behaviors such as free sex and consumption

of substances as less problematic and less risky than others.

4 Personality-Cognitive Styles Relationship

Myers and McCaulley (1985) identified four dimensions of cognitive style among

individuals: extrovert versus introvert, judging versus perceiving, sensing versus

intuiting, and thinking versus feeling. These dimensions then play a major influence

on studies on consumer information processing and decision making. For instance,

the extrovert-introvert dimension refers to “individual’s preferences for interacting
with others when making a decision”. In this sense, others’ opinion is a key

influencer of extroverts’ interpretation and decision-making process than its impact

on introverts (Jung 1923; White et al. 2003).

The judging-perceiving dimension of cognitive style refers to “individual pref-

erences with regard to proactiveness when making a decision” (White et al. 2003,

p. 66). Individuals with judging cognitive styles tend to be more proactive, adap-

tive, organized and purposeful in decision-making. On the contrary, individuals

with perceiving cognitive style tend to postpone a decision because of the fear of

missing critical information.

McIntyre andMeloche (1995) refer sensing and intuition to “how people find out

the world”. According to Mokwa and Evans (1984), sensors emphasize detailed,

sensory input such as data and hard facts about a divisible, concrete reality while

intuitors rely on imagination and conceptualization to construct holistic realities

beyond the abilities of direct sensation, and often accept possibilities and ideals as
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reality. Sensors are practical, good with detail and numbers, and like tangible

objects, while intuitors find patterns and trends and are quite at home with

intangibles.

The fourth dimension, thinking and feeling, refers to decision making or infor-

mation processing functions. For instance, thinkers emphasize the role of conven-

tional, deductive logic in decision making. Mokwa and Evans (1984) describe

thinkers as seeking formal and general explanations relatively independent of

human qualities and values. On the other hand, feelers accentuate values and

conflict in decision making. Feeling, in this sense, is portrayed as a process of

individualization and questioning, as well as the search for justification and human

realization. Characteristics of feeling are most evident in conventional expressions

of aesthetics, ethics, politics, and religion. Feelers therefore are expected to be more

subjective, personal, empathizing as well as are more able to accept and deal with

ambiguity, while thinkers are tended to be more objectives, impersonal, and

analytical. Table 2 illustrates some salient characteristics of the four cognitive

styles.

The above cognitive styles also play important roles to consumers’ perception of
risk. Previous studies reported that extroverts are more likely to evaluate social risk

before making their consumption decision while consumers with judging cognitive

styles tend to have high tolerance to risk. White et al. (2003) connect the sensing-

intuiting and thinking-feeling dimensions of cognitive style to “a person’s tolerance
for ambiguity and risk propensity” (p. 66). They argue that individuals with more

intuiting and thinking cognitive styles are more adaptive, imaginative, and eager to

Table 2 Characteristics of the cognitive styles

ST (sensory-thinker) NT (intuitive-thinker)

Seeks certainty, precision

Concrete orientation

Seek to find the “right” answer

Detached from work

Concerned with methods and techniques

An impersonal perspective

A technical specialist

Relies on observation and measurement

Oriented toward the present

Relies on ideas and calculation

Builds interesting alternatives

Inventive and imaginative

Seeks to solve the puzzle

Focus on alternatives and outcomes

A theoretical perspective

A generalists

Oriented toward the future

SF (sensory-feeler) NF (intuitive-feeler)

Relies upon and seeks intense personal experience

Active and experiential

Seeks to get the job done

Concerned with actions

A behavioral perspective

A pragmatist

Live in present, here and now

Relies on feeling and emotions

Constructs ideal social systems

Empathetic and idealistic

Systematic orientation

Seeks to address the real problem

Concern with people’s problems

Focus on social impacts

Takes a personal-social perspective

An idealist

Oriented to future

Adapted from McIntyre and Meloche (1995) and Mokwa and Evans (1984)
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explore new experiences, and ambitious. These individuals tend to have more

tolerance to risk. In contrast, individuals with more sensing and feeling cognitive

styles tend to prefer a more stable environment and prefer complete control,

certainty, and specificity.

5 Personality Factors and Risk Perception

The main objective of this contribution is to connect factors like personality and

cognitive styles to consumers’ risk perception. In this section I discuss the definition
of risk and how this concept associate to individual differences. The term “per-

ceived risk”, according to Cox and Rich (1964), refers to “the nature and amount of

risk perceived by a consumer in contemplating a particular purchase decision”

(p. 33). They argue that perceived risk is closely related to buying goals in which a

consumer is motivated to make a purchase in order to attain some set of buying

goals. In a similar vein, Keh and Sun (2008) define the concept as “the subjective

expectation of a loss” (p. 122). These definitions, however, are primarily focused on

consumers’ uncertainty judgment and assumed negative outcomes will occur if

consumers make a wrong decision.

Prior studies shown that risk preference is inferred through choices (Hsee and

Weber 1999). Different forms of risks that consumers experienced were reported

during the decision making or consumption process. For example, in his study on

consumers’ risk perception and willingness to try new products, Popielarz (1967)

found that willingness to try a new product is associated with a preference for errors

of inclusion rather than errors of exclusion while unwillingness to try a new product

involves a preference for errors of exclusion. His study also reported that early

adopters usually possess high levels of social, educational, and geographic mobil-

ity; have high needs for achievement, change, exploration, and dominance; and are

somewhat dissatisfied with their self-images but realistic in their aspirations

(p. 368). Similarly, Cox and Rich (1964) found that consumers developed their

own characteristics or cognitive style to reduce uncertainty.

Other researchers assessed how commercial products and services affect con-

sumers’ risk perception in domains such as health and well-being, food, and

tobacco products. In their study on risk assessment regarding a local depository

of nuclear waste and three personality factors, Sj€oberg and af Wahlberg (2002)

found that the more neurotic a person declared himself/herself, the more he/she

perceived the depository as risk in general. In his other study on risk assessment and

unsuitable dietary habits, Sj€oberg (2003) found that the more conscientious a

person declared himself/herself, the less this person perceived unsuitable dietary

habits as risky for himself/herself. Various antecedents such as motivational ante-

cedents, affective antecedents, cognitive antecedents, and contextual antecedents

that associated to consumers’ emotion, self-control, past experience and judgment

were identified. However, it is important to provide a holistic framework to

274 E.P.H. Li



understand the interconnection of these individual psychological attributes and

cultural factors.

6 Cultural Influences on Cognitive Styles and Personality

Previous sections primarily focused reviewing literature on the influence of per-

sonality and cognitive styles on consumers’ risk perception. This section will focus
on discussing how culture affect these psychological constructs. Previous studies

suggested that culture has played an important role in shaping consumer behavior.

Our behavior was shaped by a network of rules such as myths, norms, and other

cultural ideologies and artefacts. Sternberg (1997), for instance, suggested that

culture may influence the development of an individual’s cognitive style in addition
to factors such as gender, age and education. In cross-cultural psychological

studies, researchers often refers to three major frameworks: the Hofstede’s (1980,
2001) cultural dimension framework, the Schwartz’s (1994) value dimension

framework and Markus and Kitayama’s (1991) independent/interdependent self-

construal framework.

In his study on national cultures, Hofstede (1980, 2001) employed five cultural

dimensions: power distance, individual-collectivism, uncertainty avoidance,

masculinity-femininity, and short-time versus long-time orientation to differentiate

cultures across the world. For Hofstede, power distance refers to the extent to which
individuals accept that power in institutions and organizations is distributed

unequally. The individual-collectivism dichotomy, on the contrary, demonstrates

the degree to which a person is integrated into groups. While individualism refers to

the preference for a loosely knit social framework, collectivism reflects the prefer-

ence for a tightly knit social framework in which individuals expect support and

loyalty within the group. The third dimension, uncertainty avoidance, refers to the

extent to which people feel uncomfortable with uncertainty and ambiguity. The

Masculinity-femininity dichotomy describes the distribution of emotional roles. For

instance, masculinity refers to the preference for achievement, heroism, assertive-

ness, and material success while femininity refers to the preference for relation-

ships, modesty, caring for the weak, and quality of life. The fifth dimension, long-
term orientation, is an expression of the sense of persistence, thrift, modesty and

respect for tradition.

Unlike Hofstede’s cultural dimension framework, Schwartz (1992) proposed a

cultural framework which centers on cultural values at the individual level. His

framework is organized into four value domains along two bipolar dimensions: self-
transcendence versus self-enhancement and conservation versus openness to

change. The former dimension captures the degree to which cultural values moti-

vate people to promote the welfare of others (self-transcendence) while the latter

focuses on elaborating which cultural values enhance individuals’ personal interests
even at the expense of others (self-enhancement). For Schwartz, self-transcendence
comprises the values of universalism (i.e., understanding, appreciation, tolerance,
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and protection of the welfare of all people and nature) and benevolence (i.e.,

preservation and enhancement of the welfare of people in close relationships).

Self-enhancement, on the contrary, are the values of power (e.g., social status and

prestige, control or dominance over people and resources) and achievement (e.g.,

personal success through competence).

Compare to Hofstede and Schwartz’s cultural dimension frameworks, Markus

and Kitayama (1991) proposed a simple distinction among self by introducing

concepts of independent and interdependent self-construal to illustrate how indi-

viduals define the self in relation to others. The independent self-construal defines
the individual in terms of unique attributes and characteristics that distinguish him

or her from others, whereas the interdependent self-construal defines the individual
in terms of social roles and relationships with others. Shavitt et al. (2008) suggested

that national cultures such as the United States, Canada, Germany, Denmark that

celebrate the values of independence are categorized as individualistic societies in

which an independent self-construal is common. On the contrary, collectivistic

societies such as China, Korea, Japan, and Mexico tend to nurture the values of

fulfilling one’s obligations and responsibilities over one’s own personal wishes or

desires. In other words, interdependent self-construal is common in these collec-

tivistic societies (see also Hofstede 1980, 2001; Markus and Kitayama 1991).

Prior studies on cross-cultural differences in information processing reported

that cognitive styles varies across culture. For instance, Doktor (1983) describes

“Japanese cognition” as non-abstract, based on concrete perception, reliance on

sense data, emphasizing the particular (not the universal) with sensitivity towards

relationships and the environmental context. “American cognition”, in alternative,

was described as being based on logic and sequential connections, and abstractions

to represent universals. In a similar vein, Nisbett et al. (2001) examined the

hypothesized dichotomy between the rational, analytical, “left-brained” West and

the intuitive, holistic, “right-brained” East.

Risk assessment is a social phenomenon based upon culturally determined ideas.

Social and cultural factors determine what risks are salient. According to cultural

theory, risk perception is ideologically driven whether it be the lay public, the

media, the government or the scientific elite. Risk perceptions are an expression of

four different socially determined “thought worlds” or ideologies: (i) the “atom-

ized” perspective, which is expressed through a fatalistic attitude; (ii) the hierar-

chical view, characterized by trust in authority; (iii) the individualistic or rational

view; and (iv) the egalitarian or critical view.

In cross-cultural or cross-national comparison, researchers tended to choose

countries that stand at opposite ends of the continuum (North American versus

Asian cultures, European versus Asian cultures) in respect to political system and

traditional cultural values (e.g., Hsee and Weber 1999). Previous studies have

systematically reported cross-national differences in many fundamental psycholog-

ical effects such as the independent/interdependent construal of the self (Markus

and Kitayama 1991) and cultural dimensions such as individualism and collectiv-

ism. For instance, independent relationships and pursuing personal goals are pre-

ferred in individualistic cultures (e.g., American and Western European cultures)
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while interdependent relationships and pursuing collective goals and benefits are

preferred in collectivistic cultures) (Hofstede 1980, 2001).

In their cross-cultural study between Americans and Chinese in the context of

making investment, medical, and academic decisions, Hsee and Weber (1999)

found that Chinese consumers are more risk seeking than consumers in the United

States in the context of financial investment. Their study also suggest that con-

sumers in collectivist society such as China are more likely to receive financial help

if they are in need because of their huge social network (“cushion hypothesis”)

therefore they are less risk averse than consumers in an individualistic society such

as the United States (p. 165). In other words, consumers’ risk perception is

sometime influence by the consumption task in different cultural context.

In their cross-cultural studies on risk evaluation among Singaporean and Chinese

consumers, Keh and Sun (2008) reported that two cultural dimensions (self-tran-

scendence/self-enhancement versus conversation/openness to change) and individ-

ual contextual factors (involvement and face consciousness) exert differential effect

on consumer perceived risk in the two studied countries (p. 120). In a similar vein,

Tinsley and Pillutla (1998) suggest that the self-enhancement versus self-

transcendence cultural dimension is consistent with the individualism-collectivism

construct. Their findings show that consumers with high self-transcendence are

more concerned that their choices might not be approved by other members in their

social network and might perceive high social and psychological risks. On the

contrary, the cultural value of conservation might compatible with conformity to

the status quo and well-established cultural customs as openness to change empha-

sizes freedom and risk taking. Consumers with a high level of conservation might

feel more threatened by ambiguous conditions and whereas consumers with lower

level of conservation tend to tolerate uncertainty and engage in risk-taking activ-

ities. In summary, the extended consumer risk perception framework emphasizes

that cultural influence and individual difference are interconnected.

Kleinhesselink and Rosa (1991) employed the seven risk dimensions

(controllable-uncontrollable, calm-dread, not catastrophic-catastrophic, and

voluntary-involuntary, known-unknown to the individual, old-new, and know-

unknown to science) to compare and contrast risk perception among Japanese and

American. Their findings show that Japanese rated more of the examined risks (e.g.,

prescription drugs, motor vehicle accidents, coal mining accidents) as uncontrolla-

ble, dreaded, and catastrophic compared to the American. They also found Japanese

were considerably less benign in their perceptions of the purity and safety of food,

drug products, and transportation than the American students. The authors

explained that the American’s higher self-efficacy in these domains mitigated the

anxiety (p. 26). In summary, these seven risk dimensions provide additional

insights to understand how consumers of different cultural background interpret

risks in their everyday lives.
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7 New Developments and Future Directions

7.1 The Extended Model on Consumer Risk Perception

The extended consumer risk perception model (Fig. 1) addressed the interconnec-

tion among different cultural and individual constructs. Seeing culture as the macro

factor that influence the construction of individual personality and cognitive styles,

this contribution takes an integrative approach to map out key determinants of

consumers’ risk perception. Based on the extended review of prior literature, this

contribution conceives personality and cognitive styles are key influencers of

consumers’ risk perception and willingness to try or purchase new products/ser-

vices. The framework also suggests that culture shaped individuals’ personality and
cognitive styles.

Through the articulation of different cultural dimension, the framework high-

lights some important intersections and relationships:

(1) Hofstede’s (1980, 2001) cultural dimensions addresses the differences in terms

of worldviews and social structure of different societies or cultural societies

therefore provides a foundation of understanding the development of individual

personality and cognitive styles. Schwartz (1992), and Markus and Kitayama

(1991) cultural dimension models provide additional theoretical foundation to

understanding the differences between social roles and relationships.

(2) Based on the most-established personality framework (Big Five Model) and

prior literature on cognitive personality relationship, the proposed framework

addresses the intra-cultural diversity and suggests that these individual differ-

ences are closely connected to the affiliated cultural system.

(3) The proposed framework also illustrate how cognitive styles affect consumers’
perceived risk and risk-taking behaviors as well as consumers’ willingness to

Cultural Dimensions

Cultural Level Value
Types

Personality (Big-Five Model)

Cognitive Personality Traits

Four Dimensions of
Cognitive Styles Perceived Risk

Risk-Taking Behaviors
Willingness to

Try/Purchase New
Products/Services

Power Distance
Individualism-
Collectivism

Uncertainty Avoidance
masculinity-Femininity

Short-term versus Long-
term Orientation

Self-transcendence – Self-
enhancement

Extraversion or Surgency
Agreeableness or Likeability

Conscientiousness or Conscience
Emotionnal Stability of Neuroticim

Openness or Intellect

Extrovert-Introvert
Judging-Perceiving
Sensing-Intuiting
Thinking-Feeling

Independent –
Interdependent Self-

construal

Tolerance for Ambiguity
Rigidity

Cognitive Style
Need for Cognitive Clarity

Self-Esteem
Trait Anxiety

Fig. 1 An extended consumer risk perception framework
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try or purchase new products and services. These behavioral outcomes can be

interpreted as the consequences of a complex interaction between culture and

individual psychology. These behavioral outcomes can be seen as individuals’
responses to the current cultural and social situation.

7.2 Limitations and Future Research Directions

Since the integrated framework was developed based on prior literature, future

empirical research is encouraged. Prior literature shows significant differences in

term of cultures among Asian countries. For example, China, Japan, and Korea are

highly collectivist and homogeneous society while South-east Asian countries such

as Singapore, Malaysia, and Indonesia are multicultural. Experimental studies,

survey, and longitudinal studies are suggested to examine the framework. Qualita-

tive inquiries and mixed method approaches are recommended to unpack the

complexity of the framework. For instance, cultures might implicitly shape con-

sumers’ perception of risk and their cognitive styles and personality. Social inter-

action and other situational factors might also influence consumers’ risk

preferences and choices. In this sense, future research should explore the connec-

tion between macro and micro-levels of consumption.

Future research can also examines how different personality and cognitive styles

affect different forms of risks (e.g., personal risks versus non-personal) in different

cultural context. A deeper level of analysis may potentially enrich the theoretical

and practical understandings of the topic. For instance, how cognitive bias, over-

confidence, illusion of control, and other social or situational factors after con-

sumers’ risk perception and decision-making will provide additional insights to

understand the construction and responses to risks.

In addition to the cultural dimensions, gender and age differences in consumers’
risk perception and the changes of consumers’ personality and cognitive styles over
time will be interesting areas to further explore based on the current topic. Cross-

sectional studies can detect the differences in risk perception based on gender and

age while longitudinal studies can track changes on personality, cognitive styles,

and risk perception over time. The interrelationship between the above constructs

and consumers’ learning styles, and knowledge accumulation or transfer activities

can enrich the depth and breadth of the study.

Last but not least, future studies can revisit the descriptive adjectives of the

personality-traits and cognitive styles in different languages and cultural context.

Since all the current personality models and scales are built in the English language

system. It is important for researchers to examine the translatability of these

constructs among different languages and cultural systems. In this sense, this

chapters provides a methodological advancement in the cross-cultural studies.
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8 Conclusion

This chapter suggests that marketing and consumer researchers have to recognize

the complexity of risk perception at the individual and cultural levels. To better

manage cross-cultural differences in risk perception, researchers have to understand

the inter-connections of individual and cultural concepts. For instance, social risk

are expected to be an important risk factor in collectivist cultures such as East Asian

and Latin American societies. Consumers in these cultures are tended to be more

aware of others’ opinion and evaluation therefore they are less likely to purchase

products that will expose them to high social risk. This could be explained by their

interdependent self-construal. On the contrary, consumers in more individualistic

cultures such as North America and Western Europe are more concerns psycho-

logical risk. Therefore, consumers in these cultures tend to avoid products or

services that against their personal interests or will harm their ego. Marketers

have to pay attention to communicate product or service benefits to consumers

with high self-enhancement character.

There are two other focal areas that marketers and researchers should pay

attention to in managing cultural differences. First, marketers should pay attention

to the structure of the social network and the society as a whole. For instance, Hsee

and Weber’s (1999) study shows that Chinese consumers have higher risk-taking

behavior in financial investment context because of the “cushion” effect. Con-

sumers in collectivist cultures, in this case, are willing to take certain risk because

of the closely knitted social network and expected support from other in-group

members (e.g., family, relatives, and friends). The sense of reciprocity and altruism

also influence consumers’ perceived risk. It is recommended that marketers should

further investigate norms and social structure of different cultures and explore how

consumers define and manage risks at an individual and collective level.

Second, marketers should recognize the intracultural differences. Many societies

are no longer in a mono-culture setting. Immigrations and generation differences

transform countries and cities into multicultural societies. Global cities like

New York, Boston, Los Angeles, Toronto, Vancouver, Dubai, London, and Brus-

sels are shaped by their multicultural population. Marketers, therefore, have to pay

attention to the dialectic relationship between home and host cultures, dominant

and minority cultural ideologies, as well as mainstream and sub-culture in these

new cultural setting. Instead of segmentation the population with well-established

construct such as individualist versus collectivist nations, marketers have to pay

attention to the social interactions among consumers of different cultural back-

grounds and their transformation in the new consumer cultural landscape.

In conclusion, the contribution of this chapter is threefold. First, this chapter

presents an integrated framework to show the impact of culture on consumers’
cognitive styles and personality and its effect on risk perception. Prior literature

reported that consumers respond differently in any risk-involved decision making

process and consumption condition. Their responses were very much driven by

their cognitive style and personality. Second, this chapter views culture as key
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determinant to shape consumers’ cognitive styles and personality. Other factors

such as purchasing condition and social interaction shall be added to this frame-

work. Finally, this chapter presents the complexity of cultural influence on con-

sumer risk perception. In addition to applying binary comparisons such as

individualist versus collectivist societies, this chapter highlights the connection of

cultural dimensions and individual differences (in terms of cognitive styles and

personality) that shape consumers’ risk perception.
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Consumer Values and Product Perception

Katrin Horn

1 Meaning of Value

The meaning of a product to a consumer and what it stands for, rather than rational

assessment of functionality, has long been recognized as a crucial element for its

interpretation, evaluation and any purchase and usage decision. The concept of

value offers several angles to grasp this meaning from a consumer perspective.

Research on value has been approached from different perspectives. On one

hand, cultural constructions of value have been examined as a socio-cultural

blueprint of consumer behavior. On the other hand, a stream of research has focused

on the measurement of customer value, i.e. the benefit of a product or service to a

customer, and factors influencing this perception. Within this dichotomic view on

value, the first research area represents a more general perspective on human

behavior and a broader application to consumption situations, encompassing also

non-purchase situations. A cultural value system, developed by consumers as part

of an enculturation process (i.e. learning about desirable and undesirable behaviors

and preferable outcomes through growing up in a particular culture), influences

general dispositions of consumers through a broad-based belief system.

The second research perspective on the concept of value concentrates on eval-

uations of concrete consumption experiences, as well as assessing the benefit

consumers connect with the interaction with products and services. In contrast to

cultural concepts of value, this perception relates to product-specific attitudes.

Research on their relationship has shown that values as an abstract social cognition

are an influencing factor in the development of more product-specific attitudes and

behavioral intentions. Based on this, the first perspective on value can be seen as an
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input factor, influencing the interaction between consumer and object, while the

second perspective qualifies as an output factor, resulting from the consumer-

object-interaction (Fig. 1). Both the perspective of general, culturally derived

values and the perception of customer value in the sense of an assessment of benefit

gained from a consumption experience will explored separately as well as with

regard to their relationship.

2 Consumer Values: Culture and Consumer Behavior

Values are defined as a relatively stable, “permanent belief of a person” (Daghfous

et al. 1999, p. 317). Schwartz and Bilsky (1987, p. 551) state that “values (a) are

concepts or beliefs, (b) about desirable end states or behaviors, (c) that transcend

specific situations, (d) guide selection or evaluation of behavior and events, and

(e) are ordered by relative importance”. From this definition it follows that cultur-

ally derived values are more general than the evaluation of a specific product or

consumption experience, and that they cannot be analyzed in isolation. But

although their direct input has been contested, values have been shown to impact

behavioral intentions (Kahle et al. 1986). As values further form an important part

of consumer identity, they are highly relevant for understanding consumer

decisions.

How do consumers develop their views on desirable and undesirable end states?

Consumers are exposed to the dominant belief system of their surrounding culture

though the process of enculturation, and the relative importance of preferable states

of being is conveyed by socialization agents including parents, teachers and friends

(Solomon 2009). Durkheim theorized three aspects of the bond between society and

culture: logical, functional, and historical. He understood culture as a dimension of

stability for society, establishing common ground via rituals and beliefs and

through this maintaining social order (structural functionalism): in fact Durkheim

calls culture the “collective conscience”. Taking their impact on behavioral

perception of
customer value

consumer

object

socio-culturalvalues

attitudes

product-specific

Fig. 1 Socio-cultural

values and customer value.

Source: Author’s own
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intentions through attitudes into account, values can therefore be seen as an

intervening variable between culture and individual behavior, which contributes

to shaping consumer behavior, decisions and evaluations.

The following model illustrates the relationship between products and their

assessment, values, and their roots in culture. Schein’s seminal model assumes

that culture consists of three levels (Fig. 2). The most accessible level at the top is

represented by cultural artifacts, which constitute the visible manifestation of

values. These values are shaped by basic underlying assumptions or belief systems

stemming from the cultural environment (Schein 1996). While originally referring

to organizational cultures, Schein’s model adds an important perspective to the

discussion of culture and values: the materialization of otherwise hidden and often

uncodified rules and values in visible manifestations such as products, brands or

institutions.

Due to this assumed function of visualizing more abstract beliefs and values,

goods and the individual use of their carefully constructed symbolism can serve to

negotiate and manage complex social relationships such as association to groups,

role transitions, affection, or love.

2.1 Culture as the Source of Values

Despite criticisms of insufficient operationalization, culture has been used in a large

number of studies: almost 10% of articles published in 13 major business journals

between 1996 and 2001 have used culture as an independent variable (see

Lenartowicz and Roth 2004, p. 47 for a list of the reviewed journals). A longitudinal

Fig. 2 Schein’s three levels
of culture. Source: Based on

Schein (1996)
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review of cross-cultural research by Sojka and Tansuhaj (1995) revealed three main

modes of operationalization: (i) via language, (ii) via artifacts and (iii) via values

and belief systems. This indicates the mutual importance of culture and values.

Values and their influence on consumer behavior are rooted in a cultural context.

To understand values of consumers, an analysis of the cultural context in which

these values have developed is essential. Sheth and Sethi (1973) regard “cultural

lifestyle” as one of the most important constructs in their model on consumer

innovation and describe it as “those ‘cultural universals’ which are salient to

consumption behavior.” (ibid., p. 11). De Mooij and Hofstede (2011, p. 181) state

that “most aspects of consumer behavior are culture-bound”. Moreover, if the

perception of products is understood as manifestation of cultural artifacts (see

Schein model above), then an exploration of the underlying values shaping the

perception and evaluation of consumer symbols amounts to a cultural analysis.

Culture is therefore fundamental to the understanding of values and consequently to

the transfer of meaning through consumer goods.

Culture is often explained as a system of shared values and resulting norms for

behavior. Geertz (1973) proposes an interpretation of culture as providing specific

control mechanisms—ranging from very prescriptive programs to more flexible

advice. These mechanisms direct, but do not determine, human behavior. He also

points out the dependence of mankind to culture in order to make sense of and react

appropriately to external stimuli of the environment (Geertz 1973). Without culture

as a guiding “rulebook”, actions of others as well as products and services rooted

within a culture remain at least not fully intelligible.

An overview over differences between definitions of culture not only shows the

historical development of the conceptualization of culture, but also the dissension

that surrounds these definitions. This is illustrated in Kroeber and Kluckhohn’s
(1952) list of 166 approaches to define culture. One stream of research focuses on

the function of culture to create shared meaning through language, symbols and

events:

“Culture consists of patterns, explicit and implicit, of and for behavior acquired and

transmitted by symbols, constituting the distinctive achievement of human groups, includ-

ing their embodiments in artefacts [. . .].” (Kroeber and Kluckhohn 1952, p. 181)

Triandis (2007, pp. 64–65) summarizes the large array of definitions for culture:

“First, culture emerges in adaptive interactions between humans and environments.

Second, culture consists of shared elements. Third, culture is transmitted across

time periods and generations.” It is therefore necessary to identify in what way

culture can influence human behavior. In search for a conceptualization of the

relationship between culture and actual behavior, values have been identified as an

intervening variable: If culture is defined as shared webs of meaning, then values as

an intervening variable to shape the interpretation of symbols and arrive at a

communal construction of connotations provide the highest potential especially

for cross-cultural comparisons.

As evident in Schein’s model, visible artifacts of culture and their assessment are

determined by underlying values. Research on value in the field of culture has
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therefore concerned itself with the search for values as a possibility to define and

differentiate between cultures. From this perspective, culture can be seen as a

system of symbols, norms and practices, which shapes the values of consumers—

and vice versa.

2.2 Value Systems

The relative importance of values varies per individual and forms an important part

of their self-identity (Schwartz and Bilsky 1987). Consequently, values are a

defining variable both on a macro-level (differentiating between cultures, see

Sect. 2.1) and on a micro-level (segmentation, detecting individual differences).

While most researchers differentiate between values on the individual and country/

national culture level, there has also been evidence for a single scale covering both

levels (Fischer and Poortinga 2012).

Research in the area of value fields is concerned with the compilation of a set list

of universally valid values, as well as the relationship between them. Several

classification systems have been developed, and a number of these stress the fact

that values, as defining and guiding construct, are culturally shared, thereby relying

on a cross-culturally valid and finite list of values. The most prominent value

frameworks will be briefly discussed and contrasted below.

Rokeach Value Survey The relative importance of individual values can only be

understood through their position in relation to other values (Schwartz and Bilsky

1987; Rokeach 1973). Consequently, the Rokeach Value Survey (RVS) requires

respondents to rank values.

Rokeach distinguishes between terminal and instrumental values, differentiating

between a person’s beliefs about a desirable end-state (terminal) or a desirable

mode of conduct (instrumental). In his system of values, instrumental values lead to

a smaller number of terminal values. Within terminal values, Rokeach theorizes

that there are personal and social values, or in other terms intrapersonal and

interpersonal values, and that individuals differ in the relative importance of one

over the other type of value (Rokeach 1973). Within instrumental values, Rokeach

distinguishes between moral values and competence values. Here, moral values

refer to values concerned with interpersonal relationships and “doing the right

thing”. Competence values on the other hand are related by Rokeach to “doing

the best you can”: “Their violation leads to feelings of shame about personal

inadequacy rather than to feelings of guilt about wrongdoing” (Rokeach 1973,

p. 8). The result of Rokeach’s research is a list of 18 instrumental and 18 terminal

values. The RVS served as a basis for both Kahle’s List of Values (LOV) and the

Schwartz Value Survey (SVS) and represents a seminal contribution to later

research on classification systems for values (Table 1).

List of Values and Lifestyles (VALS) and List of Values (LOV) VALS, a

classification system of different lifestyle groups based on values derived from

Maslow’s hierarchy of needs, was developed by SRI International and continues to
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be popular in an applied professional context. Kahle et al. (1986) attribute part of

the attractiveness of the model to the vivid and colorful description of the pro-

totypes of the lifestyle groups, but criticize it for its proprietary scoring system and

the non-disclosure of the full instrument, which makes a scientific replication and

review impossible (ibid.).

Kahle et al. (1986) condensed the RVS by disregarding the 18 instrumental

values (understood to be personality traits or desirable behavior rather than values

as desirable end states), reducing the 18 terminal values and aligning them with

Maslow’s hierarchy of needs (see Table 2). The resulting list of values is therefore

Table 1 Rokeach’s
instrumental and terminal

values

Instrumental values Terminal values

Ambitious A comfortable life

Broad-minded An exciting life

Capable A sense of accomplishment

Cheerful A world of beauty

Clean A world at peace

Courageous Equality

Forgiving Family security

Helpful Freedom

Honest Happiness

Imaginative Inner harmony

Independent Mature love

Intellectual National security

Logical Pleasure

Loving Salvation

Obedient Self-respect

Polite Social recognition

Responsible True friendship

Self-controlled Wisdom

Source: Rokeach (1973, pp. 360–361)

n.b. Values are listed here in alphabetic order

Table 2 List of Values

(LOV)
Values

Sense of belonging

Excitement

Warm relationships with other

Self-Fulfillment

Being well respected

Fun and enjoyment of life

Security

Self-Respect

A sense of accomplishment

Source: Kahle and Kennedy (1989, p. 8)
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strictly related to the individual and has a greater predictive power for actual

consumer behavior trends. This may also be related to the inclusion of demographic

variables in LOV (Novak and MacEvoy 1990).

Both VALS and LOV focus on market segmentation, enabling researchers to

cluster consumers into groups based on their value preferences. While this explains

their strong appeal to practitioners, both classification systems suffer from a limited

acceptance in more fundamental, academic research.

Schwartz Value Survey (SVS) The research conducted by Schwartz and col-

leagues, resulting in the Schwartz Value Scale, was based on the Rokeach Value

Survey. It is at the forefront of the representation of values in a coherent system and

their mutual interdependency. While the Schwartz Value Scale features individual-

level values, an extensive body of comparative studies has confirmed their cross-

cultural validity (Knafo et al. 2011). This allows their usage on the level of culture.

Schwartz and Bilsky (1987) have developed a circular structure based on

Rokeach’s list of values. Refining and further developing the concept of Rokeach

and the terminal and instrumental distinction between values, Schwartz’s model

puts values into a motivational context. In this construct values are sorted into

motivational domains and arranged depending on their mutual (non-) compatibility.

The motivational domains were first developed from existing research on values

and motivation and then confirmed in several large-scale cross-cultural studies.

Motivational domains are here understood as principles, which guide human

behavior and aim to satisfy three universal requirements: personal needs, social

interactional motives and social institutional motives (Schwartz and Bilsky 1987).

Motivational domains comprise several different values, taken from Rokeach, as

“markers” for this motivation (see Fig. 3). The result is a circular structure along the

two axes Openness to Change versus Conservation, and Self-Enhancement versus

Self-transcendence (ibid.), confirmed in several cross-cultural studies with more

than 100,000 participants. These two dimensions organize 44 values into the

Fig. 3 Schwartz Value Scale (SVS). Source: Based on Schwartz and Bilsky (1987)
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10 motivational domains of Universalism, Benevolence (Self-Transcendence pole),

Achievement, Power (Self-Enhancement pole), Tradition, Conformity, Security

(Conservation pole), Stimulation, Self-Direction (Openness to Change pole) and

Hedonism. Hedonism occupies a special position, as it informs both Openness to

Change and Self-Enhancement, and is therefore situated between these fields.

Maio et al. (2009) confirm the general validity of the circular arrangement,

where values are positioned according to their compatibility or mutual opposition.

While the cross-cultural validity of the Rokeach Value Survey has been doubted,

the Schwartz Value Survey has in particular been important for its contribution to

the research on cross-culturally valid determinants of individual behavior (Horn

2005). The values have been tested in 47 different cultures, which confirmed their

transcultural validity; and cultures can be differentiated through the relative impor-

tance of the values.

While the measurement of values with the Schwartz Value Survey has been

criticized as relatively complicated and time-consuming, possibly the most impor-

tant contribution of Schwartz has been the introduction of a structural view at

values, identifying their proximity or mutual exclusivity through the arrangement in

a circular space. The circular structure allows an analysis of how values either

support or oppose each other (Schwartz and Bilsky 1987), offering further insight

into motivational conflicts. The aspect of opposing values also enhances research

on sacrifice and opportunity costs: a stronger focus on one value field automatically

implies that opposing values are not pursued. Consumers therefore do not only

endorse certain values, but by this reject other values too.

Summarizing the above frameworks, the primary aim of the research on values

has been the establishment of a cross-culturally valid, universal set of basic human

values. The identification of universal values allows not only for an assessment of

the relation between behavior (i.e. consumption choices) and values, but also for

measurement and comparison of values across cultures. If values are shaped by the

surrounding culture and have a direct impact on consumer choice and perception, a

closer understanding of the importance of certain values of a particular target group

establishes an important link between culture and consumer choice. Research into

values therefore holds particular interest for international marketing.

2.3 Values as Link Between Culture, Consumer Behavior
and Perception

Empirical evidence suggests systematic differences dependent on an individual’s
value structure (cf. Gatignon et al. 1989; Hofstede 1980; Schwartz 1992).

While the lack of research on the exact impact of cultural factors on consumer

behavior has been pointed out, the general importance of culture for consumer

behavior is undisputed (Arnould and Thompson 2005). Culture has an important

role to play both in the shaping of consumer objects as visible artifacts of culture, as
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well as consumers’ perception and evaluation of them. Cultural categories “are the

conceptual grid of a culturally constituted world” (McCracken 1986, p. 71).

But what are these categories? A wide variety of disciplines, among them social

anthropology, linguistics or developmental psychology, have pursued the question

of cross-cultural universals versus cultural relativity. The inability to arrive at a

generally accepted definition of culture leads to a conceptual ambiguity, which

makes a further breakdown into categories and specific ‘building bricks’ of culture
difficult.

In relation to consumer behavior, Horn (2005) discusses the aspects in Fig. 4 as a

starting point to understand the multi-faceted impact of culture, and subsequently of

culturally shaped values, on consumer behavior and perception, including aspects

of time perception, space perception, aesthetics as well as non-verbal

communication.

Figure 4 therefore illustrates the broad influence of culture on aspects permeat-

ing everyday lives of consumers. Culture as a web of meaning simultaneously

impacts the development of social institutions, practices and goods, and the way

consumers evaluate and perceive these through their own, culturally shaped value

system. Culture can therefore be seen as an all-encompassing background to the

perception of a particular object and the assessment of the meaning and the benefit

of it.

If consumption choices are the visible expression of culturally informed values,

these can be used for market segmentation and thus for a description of consumer

preferences and behavioral intentions of particular market segments (Kamakura

and Novak 1992). Henry (1976) proved a predictatory relationship between cultur-

ally determined values and ownership in the automobile category. Using four cross-

cultural value dimensions discussed by Kluckhohn and Strodtbeck (1961, in Henry

1976, p. 122): (i) Man’s relation to nature, (ii) Time dimension, (iii) Personal

activity and (iv) Man’s relation to others, the direct relationship between these

value dimensions and the attitudes towards specific product categories illustrates

the relevance of cultural values for concrete consumer behavior decisions.

Sense of Time Religion

CULTURE

Language

Aesthetics

Sense of others
Climate

Education

Technology
& material culture

Social
organizations

Sense of
space

Lifestyles
(VALS)

Law &
politics

Non-verbal
Communication

Fig. 4 Facets of culture. Source: Horn (2005), p. 27
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3 Customer Value: Attitudes and the Value of Things

The concept of consumer values needs to be distinguished from customer value as
the concept of product-specific customer attitudes. While the values of consumers

as discussed above represent a kind of broad socio-cultural compass, which consists

of a general disposition towards general goals (e.g. a world at peace, a comfortable

life), another aspect of value is the perception and assessment of the benefit a

customer connects with a specific object: a product, a service, a brand, or a

consumption experience. In accordance with existing literature in this field, this

kind of product-specific benefit perception and assessment—e.g. with regard to

quality or price—will be discussed as ‘customer value’.
One definition of customer value, which has found widespread acceptance, has

been proposed by Zeithaml (1988 p. 14): “the customer’s overall assessment of the

utility of a product based on perceptions of what is received and what is given”.

Zeithaml points out, that the most relevant aspects of consumer value in her

research, namely price, quality and their relation to each other, are concepts,

which are difficult to define and separate from each other, as they depend on a

subjective assessment. The objective price of a product is encoded by the customer

into a subjective price, including an evaluation of the monetary price and its

transformation into categories (“cheap”, “expensive”) as well as a broader concep-

tion of the sacrifice necessary to obtain the product (nonmonetary component, ibid.)

In sum, the value customers derive from products in terms of a function of price

and quality is dependent on individual and subjective conceptions of the parameters

of price and quality themselves, as well as the assessment of their relation to each

other. In conjunction with culture as an underlying influence on more general belief

systems, the perception of what constitutes quality and its relative importance have

to also be considered under the influence of culture.

3.1 Customer Value Characteristics

From their review of the literature on customer value Leroi-Werelds et al. (2014)

derive a number of key characteristics of the concept: customer value is personal as

well as situation-dependent. The value that consumers attach to objects is therefore

also a reflection of personal values. In other words, consumers may use products to

confirm and communicate their interpretation of themselves—which is in itself

dependent on their culturally shaped values (see part 1)—to themselves and to

others.

Leroi-Werelds et al. (2014) also point out, that customer value is created in an

interactive process. As such, customer value is a key concept to measure the

outcome of a consumer experience. Holbrook (1996) defines customer value as:

1. interactive: interaction between product and person,

2. relativistic: customer value is
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(a) comparative among objects,

(b) personal (different between persons),

(c) situational (context-specific),

3. preference-based: dependent on the general value system of an individual,

measurable by different value scales. Via this link to values, customer value is

indirectly influenced by culture.

4. experience-dependent: customer value is not created by the purchase, but the

consumption of a product.

Holbrook (1996) discusses eight different types of value, which can be gained

from the consumption experience by consumers. While the list is not assumed to be

exhaustive, it provides a useful overview over the different values customers can

draw from an experience. Table 3 shows an overview of these values and their

sources as well as a short explanation.

The focus on perceived customer value represents a change from a utilitarian,

purchase-dominated perspective to a more hedonic view, in which a purchase

constitutes a possible, but not necessary outcome of the consumption situation.

Holbrook contrasts the traditional C-A-B (Cognition-Affect-Response) framework

with his C-E-V (Consciousness-Emotion-Value) construct of consumer perception.

A product or brand can be understood as the stimulus, which impacts the con-

sumer’s cognitive (consciousness) and affective (emotional) experience, and

through this his appreciation of the customer value derived from the consumption

experience.

For some consumers, either certain types of products or one particular product

can hold significant value that is not transferable to other consumers. This individ-

ual value is derived from heightened interest in a certain product category

(e.g. collectors) or from the enhancement of products with memories and/or special

experiences. Special possessions derive their value not from any more or less

objective assessment of material value, but from the meaning that they carry. As

representatives of memories, old teddy bears and concert tickets have the power to

transport underlying values and belief systems and make them visible.

Table 3 Customer value according to Holbrook

Value Explanation Source

Efficiency Match of expected with actual performance Extrinsic values, based on rational

assessmentExcellence High quality of product or service

Status Status markers

Esteem Enhancing esteem in the eyes of others

Play Hedonic consumption, three F’s (fantasies,
feelings, fun)

Intrinsic values, based on emotion

assessment

Esthetics Appreciation of beauty

Ethics Appreciation of ethical aspects as marker

of superiority

Spirituality Magical experiences, transcendent value

Source: Holbrook (1996)
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3.2 Consumption Experience: The Interactive Process
of Customer Value Creation

In times when it becomes more and more difficult to distinguish products and

services on the basis of benefits alone, the experience connected to a product is

seen as an increasingly important factor of differentiation. Simultaneously, as

consumers are bombarded with more and more marketing messages, it can be

argued that effectiveness of advertising decreases. Therefore, marketers turn to

concepts of co-creation, and the design of a shopping experience that customers

will value and remember is proposed as one solution to beat the marketing noise and

create customer value (Gilmore and Pine 2002).

Lewis and Chambers (2000, p. 46) see an experience as “the total outcome to the

customer from the combination of environment, goods, and services purchased”.

Berry et al. (2002, p. 85) similarly state, that an experience involves “orchestrating

all the ‘clues’ that people detect in the buying process”. Both of these definitions

take a processual perspective, understanding an experience as a process of interac-
tion on several, connected levels, encompassing the product with all its facets and

through this creating the value of a service, a product, or any other form of

interaction between consumer and commercial offering.

The focus on experiences as a contributor to or even dominant factor in creating

customer value has been most notably discussed in the context of hedonic con-

sumption. Gilmore and Pine (2002) discuss a transition of economic value from

commodities over products and services to experiences, which are seen as replacing

functional with sensory and emotional values. By thus extending the spectrum of

potential interaction with the consumer, possible points of differentiation to com-

petitors are also increased. This is particularly important in a situation, where the

fulfillment of a utilitarian need has become the norm and is not sufficient for

differentiation anymore.

The consumption experience can be split up into four stages, equivalent to the

ubiquitous five-stage consumer decision making process: (i) the pre-consumption

experience, (ii) the purchase experience, (iii) the core consumption experience and

finally (iv) the remembered consumption or nostalgia experience. The last stage

links to special and sacred possessions as customer value that is derived from

consumption experiences that carry a distinct connotation for an individual.

3.3 Perception of Risk

As shown above, the engagement with a particular product offers consumers

important hedonic and utilitarian benefits. The potential gain in form of this
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customer value however runs counter to the perception of risk attached to the

product. Perception of risk is dependent on two aspects: (a) a product-based

perspective, where particular attributes make a purchase more risk-prone, and

(b) a consumer-related angle, in that the pursuit of specific values makes consumers

more or less vulnerable to certain types of risk at conflict with the achievement of

this desirable end-state.

In general, five types of risks can be distinguished: monetary, functional, phys-

ical, social, and psychological risk (Solomon 2009). In each case, particular product

categories are associated with each type of risk, and simultaneously particular

consumer groups feel more vulnerable with regard to this risk category. Table 4

shows the relationship between types of risk in relation to product category and

consumer groups.

Just as the assessment of customer value, the perception of risk is therefore not

an objective aspect. Rather, it is a subjective appraisal by consumers, which is

dependent on their individual outlook on life. Due to its potential impact on

purchase intentions and search behavior, understanding risk perception from the

consumer perspective is crucial. While traditionally, risk evaluation has been

viewed as an almost mathematical formula of perceived customer value and loss

expectancy, it has been suggested, that risk perception is (a) highly subjective and

(b) more powerful at explaining consumer behavior than potential customer value:

as consumers tend to be loss-averse, there has been evidence that they rate potential

losses higher than potential gains (Chiu et al. 2014).

With regard to risk-reducing strategies, firms need to understand the risk capital

consumers possess (capacities to offset any perceived risk). Risk perception is

linked to personal circumstances (e.g. wealth, see Table 4). At the same time, the

evaluation of how much risk a purchase carries has also been examined with regard

to more general predispositions. Hofstede’s dimension of Uncertainty Avoidance

offers an obvious way to connect risk aversion with cultural value dimensions (Chiu

et al. 2014).

Table 4 Risk sensitivity

Consumer groups at risk Type of risk Product category

Consumers with relatively low

wealth

Monetary

risk

Relatively expensive purchases

Consumers focusing on utili-

tarian customer value

Functional

risk

Products requiring exclusive commitment

Consumers who are aware own

physical limitations

Physical risk Products with potential to inflict physical

harm: food, beverages, medical, electrical

Consumers with lower self-

esteem and higher insecurity

Social risk Symbolic and publicly visible products:

clothes, jewelry, cars

Consumers lacking status and

affiliation to relevant groups

Psychological

risk

Status symbols and personal luxuries

Source: Based on Solomon (2009)

Consumer Values and Product Perception 295



While the assessment of risk is typically framed as the ‘cost’ of a purchase,

which has to be regarded vis-�a-vis the potential gain through customer value, it has

also been pointed out, that in some categories and for some consumers, risk itself

can also add to the perceived value of a product. It is important to note, that a purely

negative conceptualization of risk fails to grasp risk-seeking behavior of con-

sumers, e.g. in areas of sports and experiential leisure. The “Berlyne curve”

indicates a preference of actions associated with increased risk. In following

studies, this behavior has been related to novelty seeking (Mitchell 1999). Concep-

tually close is also innovation diffusion theory, which examines the willingness of

different groups to accept innovations—and thereby with products carrying an

increased risk due to uncertainty of their performance and lack of previous expe-

rience. While there are few cross-culturally valid traits to identify innovators as the

first 2.5% to accept an innovation, the function of culturally induced values as

motivational construct guiding individual perception and serving as a general

guideline for behavior indicates that risk-seeking behavior, the perception of risk

and the acceptance of innovation can also be explained along a value construct such

as Schwartz’ Value Survey (Steenkamp et al. 1999), especially with the dimension

Openness to change versus Conservation.

4 Conclusion

Consumers face complex decisions. While some of these decisions seem to promise

pleasurable, hedonistic outcomes as well as utilitarian benefits, consumers have to

determine prior to the purchase, if the desired end state will be achieved. This is

why several layers of risk are attached to any decision for—or against—a product,

service, or experience. With regard to the product itself, risks perceived by con-

sumers relate to the expected result (satisfaction of expectation), to the cost

involved, and to any actual, physical risk.

The consumer assessment of these risks has to be analyzed on two levels. Firstly,

any risk evaluation is dependent on mostly imperfect information (consumers will

typically access a selection of all available information) as well as on the subjective

interpretation of this information: very few consumers can actually decode techni-

cal information to a degree that would allow them to achieve a near-objective

assessment of functional or physical risk connected to a technological or medical

product. Rather than an objective assessment, their evaluation of the risk is there-

fore a subjective perception.

Secondly, the relevance of this information to individual consumers is dependent

on their general predisposition to rate certain end states and behaviors as more

desirable than others. This is influenced by their value system, which they develop

as a consequence of their personality, their immediate environment, and the cultural

frame of reference in which they are encultured. While some consumers are in

general more risk-averse and value tradition and security, others are more open to

change and may be willing to accept a higher risk as it supports their predilection

for stimulation.
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On a more personal level, consumers also have to weigh psychological and

social risks, affecting their self-image and their status in society, against their

personal value system. Persons with strategies to alleviate certain risk types may

be able to engage in more risk-prone behavior—but on the other hand, they might

then not perceive the risk they take as being particularly high. Both assessment of

risk attached to a product, as well as the decision whether to engage with a certain

level of risk are therefore dependent on individual circumstances and perception.

The question of risk perception therefore leads back to a more fundamental

research debate of the congruence between objective and subjective understandings

of risk. Consumers construct their world through their individual value system,

which serves as a guideline and a benchmark for their decisions and their behavior.

The relative importance of some values over others, as well as their supporting or

opposing position to each other, impacts their assessment of product attributes and

their overall evaluation of customer value—what they get from interaction with a

product, service or experience—and perceived risk. The complex interaction of

these personal evaluations means that the resultant assessment is highly dependent

on personal factors, which are themselves shaped by culture.

The role of culture for understanding the world of consumers cannot be

overestimated. Through the process of enculturation, we develop a general value

system, which is hierarchical and forms a coherent structure, in which certain

values can only be pursued at the expense of others. Culture shapes our perception

of what is important and what is not. Culture also influences what is interpreted as

good quality, a fair price, or too much risk. While the relationship between culture

and values is clear, a more in-depth investigation of the impact of culture on risk

perception and customer value concepts, as well as validated frameworks to

measure cultural determinants of risk perception will offer a deeper understanding

of consumer perception of risk for specific product categories.
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Part III

Consumer Behavior



Perception, Attitudes, Intentions, Decisions
and Actual Behavior

Arnout R.H. Fischer

1 Introduction

The variation in disciplinary background of research in consumer behavior has

resulted in a range of different, sometimes difficult to align theories and insights.

For the research into consumer choice, consumer behavior research has drawn

mainly on the fundamental disciplines of social psychology and economic psychol-

ogy. In addition it uses insights from other applied disciplines such as behavioral

economics, health interventions and usability research in human computer interac-

tion research. This broad range of backgrounds has resulted in a seemingly frac-

tured field that brings numerous different models to predict consumer behavior. In

my view, the most important difference lies whether models predict intention to

adopt a product based on evaluation of that product on its own or whether the model

predicts the choice for a product in competition with another product. Models in

economic psychology tend to focus on this latter strategy, and derive part worth of

product attributes from choices made by consumer who have been asked to select

between carefully selected pairs of product, that differ on only a few attributes. In

such models the process underlying the evaluation of the product is implied as the

cause for the preference; but the actual process of forming this evaluation and how

it relates to choice is not the topic of study. Most models that have their background

in social psychology, on the other hand, investigate how a consumer evaluates a

single product and to what extent the consumer claims the intention to purchase that

product. The central question is to study how product evaluation occurs and leads to

intention to choose a product. While such approaches give insight into how an

opinion and an intention is formed, it does not necessarily predict which product
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will be chosen if a consumer is confronted with two (or more) similar products,

which is often the case in a realistic retail environment. Hence both approaches

have their benefit, the choice paradigm may be better suited to investigate which

products will be selected among similar alternative, while the evaluation process

approach gives a better idea how this preference is formed. As the latter approach

focusses more on the processes underlying preference formation, the current con-

tribution will focus on this approach and discuss current issues with the relation

between perception of a product, formation or activation of an attitude towards this

product, and how this results in intention or actual behavior.

Consumer behavior is often considered as the outcome of a more or less linear

and rational process. A product is presented to a consumer who perceives the

product. Following these perceptions the product is evaluated and an attitude

about the adoption, procurement or use of the product is formed. This attitude

informs intentions to act in relation to the product, leading to a decision when and

how to act, which shows itself as consumer behavior (Ajzen 1991).

Linear models starting with product perception and ending with product usage

hold a strong appeal to consumer research for several reasons. (1) They are simple

because limited to the timespan between the moment of presenting a product to a

consumer to the moment the consumer acts. (2) They assume that consumers base

their behavior on the product as presented. (3) They allow for intervention by

product developers and marketers as change in product presentation should lead

to predictable changes in behavior. As a consequence, many practitioners use these

models to straightforwardly predict consumer choice based on a product, without

including context or consumer personality or experience. In the last decades there

has been increasing insight that predictions based on such models only predict

actual behavior to some extent. This suggests that there may be more subtleties

involved in using such models, or even that some of the assumptions of these

models do not fit with all situations to which they are applied The current contri-

bution will therefore review these models and discuss some of the subtleties that

underlie these seemingly simple models, as well as some more fundamental criti-

cisms that are voiced in relation to these models. To do so, a number of influential,

linear consumer behavior models will be briefly introduced, the theory of planned

behavior, the technology acceptance model, the norm activation model. These

models have in common that they have attitude or a similar summary evaluation

at a pivoting role in bringing together perceptions and leading to behavior. Under-

lying assumptions of these models will be discussed. Subsequently current discus-

sions in the field of evaluations that have focused on attitudes will be discussed in

relation to the consequences for consumer behavior research. I will then go into

reasons why evaluations as elicited by much consumer research may be less

predictive of behavior than often hoped for and what alternative approaches are

currently explored to predict actual behavior. The contribution will conclude with a

reflection on where we stand and where we may want to go in the near future.
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2 Consumer Behavior Models

Among the most influential models in consumer behavior is the Theory of Planned

Behavior (TPB Ajzen 1991). The Theory of Planned Behavior predicts that the

(stated) intention to adopt behavior will result in the behavior, at least in situations

where sufficient behavioral control allows for this behavior. Behavioral intention in

turn is predicted by a combination of attitudes towards the behavior, subjective

norms and perceived behavioral control. Attitude, norms and perceived control are

in turn determined by considering salient product attributes relevant to choice.

Attitude, norms, and control are then the sum of individual’s beliefs about whether
the object contains the attribute and the evaluation whether that attribute is positive

or negative. The Theory of Planned Behavior in itself is an expansion of an earlier

influential consumer behavior model: the Theory of Reasoned Action. The main

addition of TPB over TRA is that it includes perceived behavioral control, i.e. the

belief that one can actually achieve the behavior if wanted.

The Theory of Planned Behavior is among the most frequently used theories in

product choice. When a search was conducted on 27 January 2016 using the search

term “theory of planned behavior” OR “theory of planned behavior” OR “TPB” in

Topic for Web of science (apps.webofknowledge.com) and in Article Title—

Abstract—Keywords for Scopus (scopus.com); the theory of planned behavior

was found to be the topic of about 12,000 papers in Web of Science and about

7000 in Scopus addressing the topic; with about 12,000 citations in Web of Science

and about 15,500 in Scopus to Icek Ajzen’s 1991 paper and there exist several meta-

analyses (see e.g. Armitage and Conner 2000). The theory can be adapted to some

extent to fit specific research questions. For example, subjective norm is sometimes

considered the combination of social (peer response) and personal moral norms

(Hübner and Kaiser 2006). Antecedents predicting attitude in more detail based on,

for example risk and benefit weighing and personality characteristics (Bredahl

2001) or the addition of anticipated regret (Sandberg and Conner 2008) can be

included within the framework of TPB. Cultural differences and differences in

occupation can be introduced as moderators to explain different influence of norms,

perceived control and attitude on intention (Frewer et al. 2008). Such adaptations

give the Theory of Planned Behavior the opportunity to be adapted to specific

research questions that may not be fully addressed by the basic version of the

model.

Prior to the 1970s the leading position on consumer behavior, was that individual

consumer choose the products with the highest perceived utility. TPB differs from

this approach by including the social, normative context beyond the evaluation of

the product, and that it includes the perception of whether the intended behavior is

indeed under control of the individual as a determinant of behavior. As such the

TPB goes beyond a purely functional utilitarian model. Nevertheless the evaluation

of the product, the attitude within the TPB could easily be considered a rational

weighing based on the partial utilities of all attributes of a product. This is, however,

not what the TPB claims. First of all, evaluating all attributes in detail would make
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for an infeasibly complex task and it is unlikely consumers will engage in such

deliberation, especially for the purchase of simple goods where a satisficing solu-

tion may be within grasp. The original attitude model embedded within the TPB

accounts for this, as it is explicitly stated that only a limited set, of relevant

attributes are considered. We should immediately realize that this bounded evalu-

ation reduces the explanatory values of our methods, as in a real life situation,

different consumers will consider different attributes as relevant when forming an

opinion. This subtlety is often overlooked in experimental research where only one

or a few attributes are changed, and these are assumed to be salient to all consumers.

A second deviation from the utility idea, lies in the fact that attitude within the

Theory of Planned Behavior, does not only consists of a reasoned, deliberated

weighing of the product and its attributes, but also includes affective feelings and

experiences based on past behavior (Ajzen 1991). These additions make the TPB on

the one hand more applicable and more predictive, on the other hand this would

require that the questions asked are tailored to individual consumers, making a

product specific TPB approach at individual level less relevant (Kaiser et al. 2007).

Another frequently used model, the Technology Acceptance Model (TAM;

Davis 1989) shares many assumptions about how consumers form an intention to

adopt product use with the Theory of Planned Behavior. Similar to the Theory of

Planned Behavior the use of a product is predicted from intentions based on

properties of the product. In the case of the TAM the intention is mainly based on

perceived usefulness and ease of technology usage. The central role of ease of use

and usefulness in the technology acceptance model can be understood by taking

account of the moment in time, and the class of products for which TAM was

developed: consumer interaction with complex electronics and computer technol-

ogy in the 1980s. Until the 1980s, such technology had mainly been limited to

interested hobbyists; but by the mid 1980s programmable videorecorders (VCR’s)
and the early generations personal computers had become widespread among

consumers. TAM was one of the first models to address consumer behavior in the

context of complex electronics, and has played an important role in the develop-

ment of more user-friendly devices in specific and the development of the field of

human computer interaction in particular. While, TAM has mostly been used in the

context of interactive systems, some of its insights have been used outside of the

domain of interactive electronics (Ronteltap et al. 2007). Since its original concep-

tion, the Technology Acceptance Model has been repeatedly extended and its most

recent versions includes a multitude of predictors based on a number of models of

consumer behavior making the successors of TAM among of the most comprehen-

sive models (see e.g. Venkatesh et al. 2012). This approach of adding evermore

predictors has lead in turn to the criticism that, while adding additional predictors to

existing models unavoidably increases explained variance in samples, it does not

help us to developed unanswered issues in the heart of the model, the evaluation of

the product and the formation of intention (Bagozzi 2007).

TPB and similar models start with the properties of a product or behavior to

determine attitude, subjective norms and perceived behavioral control; and more or

less implicitly introduces goals, motivations and values of consumers through
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beliefs and evaluations. These models are applicable to the average consumer, but

not very well suited to understand context and person-to-person difference in

intention of a product (Kaiser et al. 2007). A different approach was taken to

develop the norm activation model for explaining altruistic behavior (Schwartz

1994). Since there is no obvious utility or value in altruistic behavior, some

motivation to engage in such behavior has to come from the consumer, rather

than from the involved product. The norm activation starts with the activation of

a normative desirable state, which then leads to a set of motivations against which

the product or behavior is evaluated and behavior follows. This makes it important

to know which norms are activated, especially in the context of altruistic or

pro-environmental behavior. In most situations, personal values of the individual

(Schwartz 1994) are assumed to drive such motivations—where a person with more

altruistic and pro-environmental values is likely to make different choice in com-

parable situations than egoistic individuals (Schwartz 1994). The norm activation

model has since been mostly applied to situations where consumer behavior cannot

be understood by a direct benefit to the individual such a pro-environmental

behavior. In spite of its relevance in starting with personal values of the consumer,

and looking at consumer behavior from personal motivations and goals, the norm

activation model shows a generally weak relation between personal values and

observed behavior, and tends to explain behavior only in cases where values do play

a major role (such as in sustainable behavior).

While these three models introduced above differ whether the starting point is

the product, or the values of the individual, in all the models behavior is predicted

by intention, which is in turn largely based on a summary evaluation of the product.

There is broad consensus that attitudes do describe summary evaluations of prod-

ucts or services (Eagly and Chaiken 1993), there is however still ongoing debate

what an attitude exactly is (Gawronski and Bodenhausen 2011). Therefore in the

next section, I will focus on different angles in attitude research.

3 Attitudes: What Summary of What Evaluation?

Attitudes have been studied in social psychology in order to understand opinion and

behavior of individuals since the 1930s. Attitudes have likewise held an important

position in consumer psychology since the inception of the field. For such a central

and often studied concept, there is however, remarkably much, ongoing debate on

what exactly an attitude is (Gawronski and Bodenhausen 2011). There is general

agreement that an attitude should, at a high level of abstraction been seen as a

valenced—either positive or negative—evaluation of an attitude object (Eagly and

Chaiken 1993).

In consumer research, attitude models traditionally adopted the approach that

product attributes are weighed independently and summed to from some overall

evaluation. This view was further refined in the Fishbein attitude model (See: Ajzen

1991) that distinguished beliefs whether the attitude object would or should lead to
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some outcome, and the evaluation of (the desirability or value) of that outcome. To

account for limited cognitive resources, from the inception of the Fishbein attitude

model, it has been assumed that not all attributes of a product are part of the

evaluation. In fact, only attributes that are salient for the individual consumer at the

moment of planning their behavior are assumed to play a role. The combinations of

belief and evaluation of the salient product attributes to meet those beliefs are result

in positive or negative values that are summed to form an overall attitude. Attitude

as such is thus a summary judgment across salient product attributes and is either

positive, or negative. It is however, less clear what makes up the beliefs and

evaluation. There are several researchers who define attitudes as a more or less

elaborately, information based construct that is mainly based on cognitive beliefs

and evaluations (e.g. Fazio 2007). Others argue that attitudes are predominantly

emotional and affective constructs (Clore and Schnall 2005), based on intuitive and

affective response to the product and its properties. The majority of researchers tend

to agree that both affect and cognition evaluation matter for attitudes (e.g. Eagly

and Chaiken 1993; Ajzen 1991). Some support the view that besides cognitive and

affective evaluation, past behavior and subsequent experience with the product

forms a third, important element of attitudes (Eagly and Chaiken 1993).

Models that study attitude change, such as the Elaboration Likelihood Model

(Petty and Cacioppo 1986), suggest that high motivation and availability of

resources is required for factual information to be integrated into the attitude in

an elaborate, lasting way that results in predictable behavior. In the absence of

sufficient motivation and cognitive resources, the elaboration likelihood predicts

people may still change their attitude, but will do this based on heuristic informa-

tion used in a peripheral way. Such peripheral attitude change only has a short term

effect, and is not expected to lead to temporally stable attitude change, and attitudes

thus influenced are hence unlikely to allow prediction of future behavior.

Even if we follow the idea that attitudes consist of both cognitive and affective

components, there is some debate on whether an attitude should be considered to be

a single construct with an affective and a cognitive component (e.g. Ajzen 1991), or

that we should consider the affective and cognitive attitudes as different evalua-

tions, i.e. dual attitudes that in competition or agreement determine intention and

behavior (e.g. Lee et al. 2005). There are some who claim that affect is generally

faster and therefore frequently the dominant attitude (e.g. Crano and Prislin 2006),

although there is evidence that some stimuli and situations are more easily, and

faster judged cognitively, and others situations more easily in an affective way; in

other words that the specific situation determines whether the cognitive or affective

process is faster and dominant. This aligns with the idea that the cognitive and

affective components of attitudes are filled in by somewhat different processes, but

that the end result still is one attitude.

Another issue under debate is whether and if so how attitudes are stored in

memory. One position is that attitudes towards and object or product can be stored

as such valenced, positive or negative summary evaluations linked to a specific

attitude object. When the consumer is confronted with the object the associated

summary evaluation, but not the underlying arguments and knowledge are
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retrieved, which implies that consumers may give a positive or negative judgment

without being able to reconstruct how they came to this decisions. Others, take a

different position and claim that stored attitudes do not exists, or at least are not

relevant as no situation is ever exactly the same and that opinion is always, but not

necessarily consciously, constructed on the spot in response to external event based

on associations with the object and the situation (e.g. Conrey et al. 2005). Faster and

less conscious attitude retrieval would then not signify stored evaluations, but

instead highly practiced neural networks, that allow very fast and consistent

recombination of associations to come up with consistent, unconscious, and quickly

reconstructed attitudes (Schwarz 2007). The MODE model (Fazio 2007) takes a

middle ground and assumes that with repeated exposure, attitudes become stored

evaluations in their entirety, while new objects are evaluated on the spot using the

available information, associations, and partially relevant attitudes. The MODE

model thus assumes that existing evaluation can be flexibly used to form new

attitudes. In addition within MODE it is assumed that attribute-evaluations are

stored in memory, as without such attribute-evaluation associations, attitude con-

struction would be very demanding (Fazio 2007). Attribute-evaluations can be seen

as, attitudes towards the attribute, and if those can be stored there seems no reason

to assume why attitudes to more complex objects cannot also be stored.

Whether attitudes are retrieved in their entirety or reconstructed on the spot, in

both cases there is a difference between well established, crystallized attitudes and

new attitudes that have not yet been learned (Schuman and Presser 1996). This

distinction is important in the context of consumer behavior research as well

established, strong attitudes are generally good predictors of behavior, while

decisions based on weak attitudes are easily influenced by context (Holland et al.

2002). Strong attitudes tend to be stable over time and cannot easily be changed by

providing additional, counter-attitudinal information on a product at least not easily

or quickly (Tormala and Petty 2002). Thus, for practical purposes it is relevant to

take account of both the valence (positive or negative) and the strength of attitudes.

Attitude strength has been argued to consist of several dimensions such as

extremity of the attitude, certainty about the attitude, level of non-commitment,

affective-cognitive consistency, and lack of ambivalence in general both within

cognition or affect, or between affect and cognition (Krosnick et al. 1993). Attitu-

dinal ambivalence has a special place in relation to attitude strength, as it assumes

the existence of opposing positive and negative evaluations towards a product at the

same time. Thus rather than a weak attitude that exists because someone has no

opinion, no knowledge or no associations with the situation or product, ambiva-

lence relates to an unpredictable, and possibly unstable attitude because someone

has fairly strong opposing views on different attributes of the situation. Adopting

the simple sum score of attitude (e.g. Ajzen 1991) such ambivalent attitudes would

average out to a more or less neutral attitude. Ambivalent attitudes are, however

much more complex (Jonas et al. 2000), as it is based on relatively strong opposing

attribute-evaluation links. When someone holds an ambivalent attitude and is asked

to make a decision, a distinctly uncomfortable situation is experienced, and people

will strive to solve this experienced cognitive dissonance either definitively by
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creating a consistent, non-ambivalent attitude and story that or more incidentally,

by picking just one option for the decision in hand (Nordgren et al. 2006). As a

consequence, attitudinal ambivalence may lead to unexpected, seemingly erratic

switching of extreme attitudes between situations; where a “true” neutral attitude

would remain more or less neutral whatever happens, and a neutral attitude based

on lack of information would be formed using the provided information in a more or

less structured way.

So far, this discussion has mainly addressed attitudes regardless of whether these

are unconscious or under conscious control. One criticism on much attitude

research has, however, been that social desirable answering is not reflecting the

true attitude of an individual; and that first gut responses are often predictive of

behavior, but not recognizable in expressed attitudes (Haidt 2007). First gut

responses are often related to the final affective attitude component. This seems

less straightforward however, as for example first cognitive responses to well-

known objects that evoke little strong responses tend to be close to final cognitive

attitudes, while for these object first affective responses are much less so (Van

Giesen et al. 2015). The first response is nevertheless considered a good indication

of the earliest evoked response that is not under conscious control; and hence not

likely to evoke social desirable responses. Social desirable response appears to be

predominantly the case for interpersonal stereotyping such a racial, gender or age

stereotyping, and it is for such applications that initial effort into tapping into

unconscious attitudes were mostly directed. The idea behind accessing unconscious

attitudes is to make use of the mental structure in which attitudes are stored. If an

attitude is more closely related to a positive evaluation, than accessing other

positive stimuli should results in faster and less error prone responses than negative

stimuli. This assumption has led to a number of methods for measuring unconscious

attitudes. Most notably affective priming, where an attitude object, the prime, is

presented first followed by a positive or negative target. The response time on the

target should than provide an indication where the faster response time indicated to

what valence of evaluation the attitude object is linked to (Fazio 2001). Another

often used method, the implicit association test (IAT: Greenwald et al. 1998) takes a

slightly different approach where participants are asked to classify attitude objects

and evaluative words to the same response. If the evaluative words align with the

attitude object this should be faster and less error prone. There are also other

methods that have a similar approach (Goodall 2011).

While these implicit methods have a certain appeal in their claim that they

measure the true, unconscious attitudes, it is now generally accepted that the

conscious control that maybe responsible for socially desirable answering, may

also ensure that people do not act on their implicit attitudes alone (Gawronski and

Bodenhausen 2011). It should be realized that including implicit attitudes does

introduce complexities, in part methodological. In spite of the effort invested in

these implicit measures over the last 15 years there are still considerable method-

ological issues in developing a reliable, and easily applicable tool based on these

methods (Lebel and Paunonen 2011). Therefore a study of implicit attitudes may be

particularly warranted to understand how disagreement between expressed, socially
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desirable and implicit attitudes are resolved (Gawronski and Bodenhausen 2011), as

in case where there is no disagreement between implicit and expressed attitudes we

can simply rely on expressed attitudes. Meta-analyses of the use of implicit in

consumer research suggests that the difference between explicit, consciously con-

trolled attitude, and implicit attitudes is often very small, especially compared to

interpersonal stereotyping (Greenwald et al. 2009; Hofmann et al. 2005).

In summary, while attitudes are among the most frequently applied constructs to

predict consumer behavior, there is substantial variation in the way attitudes are

conceptualized. Attitude strength and attitudinal ambivalence determine how pre-

dictable an attitude is, and how well it predicts behavior. Distinctions are made

between affective and cognitive attitudes or attitude components. Distinctions are

made between implicit, unconscious attitudes and explicit, self-reported attitudes.

4 Attitude Behavior Links

Consumer behavior models of the class presented in this contribution aim to predict

intention, and actual behavior to act based on product evaluation. In practice,

however, the link between intention and actual behavior is often weak, especially

when it concerns behavior that provides no immediate benefits to the consumer,

such as sustainable consumption decisions (Vermeir and Verbeke 2006). This

attitude behavior gap decreases the practical applicability of the proposed models.

Understanding why this gap exists and under what situations it is most prominent is

therefore important in order to gain most from the strengths and limitations of these

models.

If predictive power of these models is limited, there is much to be said for the

argument that the attitude as measured is not as relevant to behavior as assumed.

There is a number of reasons; both in the way attitudes are measured, as in our

behavior that may account for this.

One element that may play a role is that of lack correspondence between the

attitude and behavior object. In much research, attitudes are measured at the level of

a broad product category; while in reality consumer do not buy a broad category of

products but a specific product. This seems to be particularly the case for behavior

based on abstract attitudes such as attitude towards sustainability (Kaiser et al.

1999), or socially responsible behavior, where attitudes are often measured at the

level of being in favor of sustainable/responsible behavior in general. Such broader

attitudes are easily measured, tend to be more stable than those towards a specific

product, and can be applied for several products without having to re-asses very

specific products. Nevertheless, the predictive power of such broad attitudes is

unavoidably low as it only addresses one property of a product. For example when

looking at the purchase of an organic apple, a positive attitude towards sustainabil-

ity may predict some of the consumer behavior towards this apple, but without

knowing whether he likes apples at all, this will only provide a limited prediction of

intention and purchase behavior. The attitude (general sustainable behavior) and the
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behavior level (buying apples that happen to be sustainable) do only correspond to a

limited amount, which reduces explanatory power.

Lack of correspondence is a frequently occurring issue. From the literature it is

not always clear what causes this, and we suspect that this in part due to imprecise

operationalization of the object of research (Reinders et al. 2013). If this shift is the

unintentional consequence of adopting existing measures leading to differences in

objects studied in perception, attitude, intention, and behavior, explained variance

will drop because of the unavoidable introduction of different associations

(i.e. noise) at different steps in the model. There are however situations where

general attitudes are more useful, as these may lie closer to personal values and may

be more stable and lasting predictors, useable for a larger range of objects compared

to attitudes towards a single specific object. In those cases a lower predictive values

may be acceptable, but this consequence should be accepted before engaging in the

study. Even in cases where generic broad attitudes are preferred it may be possible

to maximally reduce lack of correspondence by measuring the broad attitude at the

same level of specificity as the actual behavior (Kaiser et al. 1999). A hybrid form

of including general attitudes and personal values could be to add those as pre-

dictors for specific product attitudes. The more general, abstract attitudes then

become a more distal predictors of those product attitudes and behaviors.

Another, related, reason why attitudes as measured in most consumer research

have limited predictive power for behavior is that when people fill out surveys they

are typically thinking at a different level from the purchase moment. When people

fill out surveys they tend to consider a hypothetical future situation and speculate

how that should unfold. In such situations consumers are thinking about a desirable

future situation and will report their assessment based on what they feel as desir-

able. In a real life situation, short term concrete context demands foremost that the

behavior is feasible in the context, so decision taking in this situation will be more

based on feasibility of behavior than on desirability alone. This suggests that the

way in which we are customarily investigating attitudes is accessing evaluations at

a different level than those we use in actual purchase behavior. Self-reported

attitudes tend to address more abstract, hypothetical, temporally, socially and

geographically distal desirability’s which leads to these attitudes to be construed

at a high level. As actual behavior tend to be concrete, actual, now, for the consumer

themselves and here, the decision immediately leading to behavior is made at a

lower construal level. This difference in construal levels may explain why attitudes

lack predictive power for actual choice (Trope and Liberman 2010).

But even if we could assume that an attitude is sufficiently specific, corresponds

to the behavior and is construed at a similar level of abstraction, and a relevant

intention has been formed and memorized, the predictive power of attitudes may

still be limited. For such previously planned intention to result in behavior, the

intention needs to be activated at the moment that the behavior should be done. This

often requires deviation from normal routines which requires substantial cognitive

control (Ouellette and Wood 1998). Many of us have experienced that a plan was

made to go for a specific purchase on the way home from work, realizing after

turning the key in the front door that once we went into our routine trip home, we
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passed the shop without executing the planned behavior. There are indeed many

reasons, why intentions stored in prospective memory do not activate the relevant

behavior at the right time. Routines taking over, being interrupted in the sequence

planned to lead to the intended behavior and having to focus attention on other tasks

rather than the intended behavior are factors that were shown to interfere with

intended behavior (Dismukes 2012).

Intentional behavior, based on attitudes as described in the theory of planned

behavior assumes planning (sic). Planning tends to be an elaborate process. In real

life situations, people may revert to less intense decision making approaches and

may rely on environmental cues that nudge their behavior with any planning,

heuristics and automatisms, rather than applying the much more intensive system

that facilitates conscious deliberation (Kahneman 2003). In fact, transferring much

of our basis tasks to automatisms has long been considered a very efficient way of

freeing up mental resources for more important tasks. In fact much of our daily

behavior, and especially frequently repeated behavior like food purchases, and

notably addictions maybe the outcome of habits and other automatized behavior.

Such automatic, habitual behaviors may lead to situations where an evaluation of

the product or behavior (Aarts and Dijksterhuis 2000), nor conscious behavioral

goals are guiding behavior. While some claim the attitude concept could be

expanded to include habitual and automatic behavior (Bamberg et al. 2003), others

argue this results in a different class of consumer behavior, in which attitudes

towards the product and intentions to buy that product play a minor role. This

class of consumer behavior could better be understood as based on a different mode

decision making relying on heuristics and associations rather than elaboration

(Kahneman 2003). This may explain both habitual and automatic behavior as

well as other decisions outside conscious control, like impulse buying. In practice

marketers use many techniques relating to these unconscious, unplanned behavior

to entice consumers to exhibit behavior (see e.g. Cialdini 2006). Nevertheless while

theories for planned behavior are fairly mature and complete, theoretical views on

this type of unconscious, heuristic and automatic decision making remain remark-

ably underdeveloped to date (Gl€ockner and Witteman 2010).

5 Reflection

Models of consumer behavior that start with the perception of the products and its

attributes, the evaluation of this product along its attributes to form or activate an

existing attitude, which then leads to formation of a behavioral intention and

ultimately behavior have dominated consumer behavior research for several

decades. These models are intuitively easy to understand as they are linear, and

follow a logical chain of arguments going from product to behavior. These models

do however only explain some part of actual consumer behavior. This in to some

extent unavoidable, as human beings are complex entities and their behavior at any

moment in time is influenced by many more personality factors and contextual and
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personal situation than can be meaningfully captured in a simplified model of

consumer behavior.

An approach that may lead to improvement might be to think of consumer

decision making as a way to reach goals and fulfil motivations. While many

consumer models implicitly take account of goals and motivation, this subordinate

role does not give them their full place. In the practice of consumer research the

focus of many studies of attitudes is even conducted largely independent from

personal and context based influence. To improve predictive relevance of attitudes

on behavior, inclusion of goals and motivations both during decision making as

well as during the actual behavior into our models is needed. It has, for example,

been shown that a lot of the behavior consumers exhibit is motivated by a desire to

conspicuously show yourself to others. Consumer behavior in those case is thus

often motivated by an identity confirmation goal (Oyserman 2009); either a per-

sonal identity (I behave like this, hence I am being consistent with what I am) or a

social identity (I behave like this, hence I am a clear member of this social group).

The identity of the consumer may lead to more extreme, coherent and behavior

predictive attitudes towards attitude congruent behavior.

There are considerable differences in the way attitudes and intentions are

measured (Reinders et al. 2013). Such differences in measures makes it difficult

to compare consumer behavior studies and judge the value of them in comparison to

each other. In addition, the use of a broad range of scales, often validated in

different ways makes it hard to judge the quality of used instruments. As in all

sciences in consumer science as well, the quality of any data depends on the quality

of the measurement instruments and their calibration. Therefore, I want to

re-emphasize the importance of developing and using high quality measures that

are adequate, reliable and valid operationalizations of the constructs we aim to

measure (Churchill 1979). This will make the development of surveys and ques-

tionnaires more labor intensive and requires a high level of expertise. If we take our

science as a serious discipline we should be prepared to make this investment as this

will also lead to more robust, better, and more comparable outcomes—which will

benefit the field of consumer behavior research as a whole.

Research into heuristic and unconscious predictors of consumer behavior has

taken flight since the mid 1990s. There has been much attention to developing new

techniques to measure consumer thoughts, such as the implicit association test,

biometric data, eye-gaze analysis and neuroimaging (fMRI) being. Many of these

techniques are reaching a level of maturity where relevant response can be mea-

sured. Nevertheless theoretical understanding of what part of consumer decision

making these new measures actually address is lagging behind (Gl€ockner and

Witteman 2010). For consumer behavior, the added value for consumer behavior

research, purely based on measuring such unconscious measures seems limited to

date (Greenwald et al. 2009). Nevertheless these measures may give important

novel insights if they lead to better understanding of underlying decision making

processes, which requires that the theory is developed. In consumer research it will

be one of the challenges for the coming years to connect unconscious and conscious

decision making.
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In spite of all their shortcomings, consumer behavior models that present a linear

progression from perception, to attitude, to intention, to behavior can still provide a

meaningful tool for consumer behavior experts to describe and predict consumer

behavior, if applied within their boundaries, while accepting the limitations. One

caveat with the use of these models is that behind a seemingly simple model, many

subtle assumptions are hidden. Some of these have been discussed in the current

contribution (e.g. determination of salient attributes, specifying relevant level of

correspondence/abstraction, whether the studied behavior falls within the remit of

the chosen model). To make the best use of these models, consumer behavior

experts should be aware of these assumptions and consciously chose to what extent

it matters whether and to what extent they matter or not.
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Consumer Products and Consumer Behavior

Antony Davies

1 Theoretical Approaches to the Study of Consumer

Behavior

Most research into consumer behavior follows one of five approaches depending on

the tools and assumptions employed: economic approach, psychodynamic

approach, behaviorist approach, cognitive approach, and humanistic approach.

The economic approach takes as its starting point that consumers are economic

agents who seek to maximize their happiness subject to constraints. The economic

approach assumes that humans are rational and that they correctly employ infor-

mation available to them. The psychodynamic approach assumes that consumer

behavior arises from biologically driven instinct. In modeling man as a rational

animal, the economic approach tends to ignore the “animal” part in favor of the

“rational” part, while the psychodynamic approach tends to ignore the “rational”

part in favor of the “animal”. The behaviorist approach is akin to the psychody-

namic approach in that it tends to regard human choice as being driven by impulses

rather than cognition. Unlike the psychodynamic approach, the behaviorist

approach holds that human behavior is not driven by biology but by learned

responses to external stimuli. Where the psychodynamic approach regards human

behavior as the playing out of imperatives arising from who we are, the behaviorist

approach regards human behavior as the playing out of imperatives arising from

what we have experienced. The cognitive approach assumes that human behavior

arises largely from cognition wherein the person processes information gleaned

from his environment and society. In this branch of thought, emphasis is placed on

the processes of perceiving stimuli, encoding those stimuli as memory, thinking

about the memories, and developing motivations for action from thought and
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emotion. The humanistic approach is more holistic in that it assumes that the human

is, together, rational, emotional, spiritual, and animal. Consequently, not only is

human behavior is influenced by all these factors together, but through self-

awareness, the person can choose his behavior rather having it thrust upon him

by biology, stimulus, or logic.

2 Consumer Choice in the Presence of Incomplete

Information

Popular conceptions of industries tend toward the extreme and theoretical cases of

industry structure: perfect competition and monopoly. On one hand, people tend to

accept the theoretical case of monopoly without question. Much concern about

“reining in markets” revolves around concern that this theoretical case is, if not real,

is a real possibility. On the other hand, people tend to dismiss the theoretical case of

perfect competition. When told that competition is good because it encourages low

prices and large selection, people commonly respond, “well, that might be true in

theory”.

Interestingly, in both of these extreme cases, the consumer plays only the

nominal role of purchaser. Neither case requires any contribution on the part of

the consumer beyond purchasing the product. In perfect competition, there are so

many firms and the products, service, and support are so similar that consumers

simply look for the lowest price. The result is that all firms end up charging the

same price for the same product. The consumer’s choice reduces to a simple binary:

buy or don’t buy. In the case of monopoly, the consumer’s role is largely

unchanged. The monopoly firm has no competitors, so (as with perfect competition)

the consumer faces a single price for a single product. Again, the consumer’s choice
is largely binary: buy or don’t buy. Monopoly firms will attempt to extract addi-

tional revenue by offering “upgrade” variations that cost the firm little. Economists

call this, “price discrimination.” The purpose of price discrimination is to encour-

age each consumer to pay the maximum that consumer is willing to pay. But the

consumer’s choice as to which level of upgrade to purchase usually comes after the

consumer has already determined that he will buy the product at all.

Consumer choice becomes interesting in the intermediate cases. Fortunately

(at least for consumer behavior researchers), the intermediate cases comprise the

overwhelming majority of cases. In contrast to the extremes of monopoly and

perfect competition, most industries are better characterized as monopolistically

competitive. For the purpose of this discussion, oligopoly industries can be included

in the discussion of monopolistic competition when consumers regard the

oligopolists’ products as heterogeneous.
Monopolistically competitive firms produce a variation (or multiple variations)

of a product that is distinguished, if not in an objective sense then at least in the

minds of the consumers, from other variations. Each variation is called a “brand.”
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The term is not to be confused with, “brand name” which refers to the manufacturer.

Two brands may come from different manufacturers (e.g., Nike sports shoes versus

Reebok sports shoes), or the same manufacturer (Toyota Sienna versus Toyota

Highlander), or may be variations on the same product from the same manufacturer

(e.g., Sherwin-Williams flat white latex paint versus Sherwin-Williams gloss white

latex paint). Brands vary according to salient attributes—attributes that the con-

sumer deems important enough to influence the consumer’s choice. Where con-

sumer behavior is concerned, it doesn’t matter whether brands differ objectively.

All that is necessary is that consumers believe that they differ. Taste tests of bottled

water versus tap water bear this out. When told they are tasting bottled versus tap,

subjects report that the bottled water tastes better. But in blind taste tests, subjects

report no difference in taste (Teillet et al. 2010). As consumers don’t purchase
water under blind conditions, it is their beliefs that matter, not the objective reality.

These beliefs will drive more complex behaviors than we observe in either monop-

oly or perfectly competitive markets.

When faced with the many brands of a monopolistically competitive industry,

the consumer encounters an information problem that does not manifest in the

extreme cases of monopoly and perfect competition. In a monopolistically com-

petitive industry, the many differing brands present a triple problem for the con-

sumer. First, there are many brands, each of which the consumer perceives to be

meaningfully different from the others. Second, given the large number of brands, it

is too costly for the consumer to obtain the information necessary to make the best

purchase decision because (a) brands may exist of which the consumer is unaware

and, (b) even for brands which the consumer knows to exist, the consumer may be

unsure of the qualities of the brands’ salient attributes. For example, a typical

consumer is aware of many, but not all, brand names of beers. Also, the same

consumer may have never tried some of the brands he could name and so may have

no first-hand knowledge of the qualities of those brands’ salient attributes. Third,
the consumer is aware of his incomplete knowledge and so knows that he is making

an imperfect choice (Kivetz and Simonson 2000).

As in voter-behavior models, the consumer faces a rational ignorance problem

wherein the best decision the consumer can make is one made without full infor-

mation because, beyond a certain point, the marginal benefit of having additional

relevant information is less than the marginal cost of obtaining the information

(Caplan 2001; Bettman 1971). Many products come with costs other than price. For

example, cigarettes come with health costs, small cars come with safety costs,

computers come with obsolescence costs. The term “benefit” used throughout this

contribution is benefit net of these expected costs. For example, the benefit a

smoker anticipates from a cigarette is, for the purposes of this analysis, the

satisfaction the smoker receives from smoking a cigarette less the (present

discounted value of) damage the smoker expects to his health, the psychic cost to

his worrying about his health, etc.

So long as the marginal benefit of having additional information exceeds the

marginal cost of acquiring the information, the consumer will expend more effort

on collecting and processing information. The marginal benefit of having additional
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information takes two forms: a reduction in external uncertainty and a reduction in

internal uncertainty. External uncertainty arises from the consumer’s incomplete

information about what brands exist and the brands’ salient attributes (price in

understood to be a salient attribute). Internal uncertainty arises from the consumer’s
incomplete information about the utility, or satisfaction, he will obtain from a given

set of attributes (Davies and Cline 2005).

For example, the benefit to having more information about competing brands of

chewing gum is relatively small. While there are likely brands of chewing gum of

which the consumer is unaware, the attributes of chewing gum (regardless of the

brand) are small in number and tend not to vary overly much across brands. Thus,

the consumer faces little external uncertainty. Similarly, assuming the consumer

has had chewing gum before, there will be little internal uncertainty as to the utility

the consumer will receive from a given set of chewing gum attributes. Hence, the

consumer experiences relatively little internal uncertainty. Facing little uncertainty,

the consumer does not stand to gain much from acquiring additional information

about chewing gum brands and attributes. Compounding this is the fact that the cost

of making an erroneous purchase decision is low—at worst, the consumer selects a

brand that he ends up hating and is out the price of a pack of gum. So, we would

expect the consumer to expend about as much energy as it takes to scan the shelf in

front of him and grab the first pack that he recognizes. That is, the consumer will

expend very little effort acquiring more information about competing brands.

Conversely, the benefit to having more information about competing brands of

cars is relatively large. Given advertising and the fact that people see many cars

every day, it is unlikely that there exist brands of which the consumer is unaware.

However, the consumer is very likely to be unaware of all the brands’ salient

attributes (external uncertainty), and is unlikely to be sure about his reactions to

those attributes (internal uncertainty). For example, a consumer might be aware that

some brands have all wheel drive and even know exactly how all-wheel drive

works. But, if the consumer has never owned a car with all-wheel drive, the

consumer may incorrectly judge his reaction to the attribute. That is, the consumer

may not know how much he likes (or dislikes) all-wheel drive until he actually

experiences driving an all-wheel drive car over time and under varied road condi-

tions. In addition to internal uncertainty, the consumer faces external uncertainty.

Number of seats, engine power, mileage, safety features, sound system, warranty,

expected maintenance costs, color, detailing, available upgrade packages, price,

and financing options are just a few of the salient attributes about which the

consumer will likely have limited knowledge. Where a car is concerned, not only

does the consumer likely experience significant uncertainty, but the cost of making

an erroneous purchase decision is high. Consequently, the consumer will tend to

expend significant effort acquiring more information about competing brands (Petty

and Cacioppo 1990).
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3 Consumer Choice and Observed Context Effects

Faced with a choice from among many heterogeneous variations on a product, not

only can it be irrational for the consumer to collect all the information necessary to

make the best purchase decision, but the consumer will be aware that it is irrational

yet forced to make a decision nonetheless. Experimental evidence suggests, how-

ever, that the consumer does not make the choice blindly but rather relies on

low-cost heuristics to guide him to a better choice. The consumer constructs these

heuristics from his perception of how the brands are positioned relative to each

other according to their salient attributes. In the consumer behavior literature, these

heuristics are known as context effects. Context effects are the effects on the

likelihood of consumer choice due to the juxtaposition of brands according to the

similarities of their salient attributes.

The importance of context effects in the consumer choice process is well-

documented (Payne 1982; Huber and Puto 1983; Simonson and Tversky 1992;

Heath and Chatterjee 1995; Slovic 1995; Bhargava et al. 2000). Several context

effects identified through experimentation are:

• Attraction Effect: The likelihood of consumer choice for a target brand increases

when a new, but strictly inferior, brand is positioned close to the target brand.

• Substitution Effect: The likelihood of consumer choice for a target brand

decreases when a new, but asymmetrically inferior, brand is positioned close

to the target brand.

• Compromise Effect: The likelihood of consumer choice for two target brands

decreases when a new brand is positioned between the two target brands.

• Lone-Alternative Effect: The likelihood of consumer choice for a set of similar

target brands decreases when a new brand is positioned far from the existing

brands.

• Polarization Effect: The likelihood of consumer choice for two disparate target

brands increases when a new brand is positioned between the target brands.

Experimental research largely focused on the existence of context effects. The

original stream of experimental literature left largely unaddressed the question of

why the context effects exist. The answer, of course, lies in consumer psychology.

Attempts to explain individual context effects include Parducci’s range-frequency
theory, categorization effects, social judgment theory, rank based preferences, and

tradeoff contrast (Parducci 1965; Kardes et al. 1989; Simonson and Tversky 1992;

Pan and Lehmann 1993; Prelec et al. 1997; Davies and Cline 2005; Sinn et al.

2007). However, these explanations were post-hoc and applied to individual con-

text effects only. Davies and Cline (2005) proposed a set of heuristics that derived

from psychological principles and explained all observed context effects in a single

general framework. Subsequent discussion in this contribution draws from their

framework.
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4 Consumer Choice and Uncertainty

The consumer choice process is complicated by two categories of uncertainty:

external and internal. These uncertainties create a discrepancy between the satis-

faction a consumer expects to receive from consuming a brand and the satisfaction

the consumer actually receives. These uncertainties make it difficult for the con-

sumer to make the optimal purchase decision.

External uncertainties arise from the consumer’s incomplete knowledge about

brands’ objective salient attributes:

• Partial information. The consumer is unaware of all the brands that exist.

• Measurement error. The consumer incorrectly evaluates brands’ salient

attributes.

• Obsolete information. The consumer fails to update his evaluation of brands’
salient attributes as those attributes change over time.

Internal uncertainties arise from the consumer’s incomplete knowledge about

the consumer’s subjective reactions to brands’ salient attributes:

• Absolute utility error. The consumer is uncertain as to the amount of satisfaction

he will receive from a brand’s given salient attribute.

• Relative utility error. The consumer is uncertain as to the rate of tradeoff of

satisfaction derived from one salient attribute versus another.

For example, a consumer who is choosing a brand of beer may not be aware of

all the brands that exist and are available to him (partial information). For those

beers of which the consumer is aware, the consumer may think that a particular

brand is high in calories when it isn’t, or has a hoppy taste when it doesn’t
(measurement error). For those beers of which the consumer is aware and for

which the consumer has correctly evaluated the salient attributes, the consumer

may be unaware that a particular brand altered its formula and now contains more

calories than before (obsolete information). Each of these sources of uncertainty

contribute to the likelihood of the consumer making a sub-optimal choice when

selecting a brand of beer.

Even if the consumer has full information about all the brands and their salient

attributes—that is, the consumer experiences no external uncertainty—the con-

sumer is still subject to internal uncertainty. For example, the consumer may

believe that he likes hoppy beers. But perhaps from changing tastes, what he is

eating with the beer, the environment in which he is drinking it, or even how many

hoppy beers he has recently consumed, the consumer realizes upon tasting the beer

that he is not getting the satisfaction he expected from the hoppiness. This is

absolute utility error. Unlike with measurement error, the consumer has not

misjudged the beer’s hoppiness—the consumer would report that the beer is

precisely as hoppy as he expected. Rather he has misjudged his reaction to the

hoppiness—the consumer would report that, upon trying the beer, he realizes that

he isn’t “in the mood” for a hoppy beer.
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With relative utility error, the consumer doesn’t misjudge his reaction to the

beer’s salient attributes but rather his willingness to trade off those attributes. For

example, the consumer may have full information about the taste and the calories of

two beers (i.e., the consumer has no external uncertainty). The consumer may also

correctly anticipate his reaction to each of the beers’ tastes and to each of the beers’
calorie contents (i.e., the consumer has no absolute utility error). The consumer

knows the extent to which he prefers the taste of brand A to that of brand B and also

knows that brand A has 10 percent more calories than brand B. But, the consumer

misjudges the extent to which he is willing to trade off better taste for fewer calories

and so erroneously chooses to consume brand B.

5 Representing the Consumer’s Mental Map of the Product

Market

The reason a consumer cares about brand attributes at all is because the consumer

believes he will obtain different levels of satisfaction from different levels of each

salient attribute. Were that not the case, the attribute would not be salient and,

therefore, not of interest to the consumer. Note that what matters is the consumer’s
belief, not the reality, as it is the belief that affects his behavior. For example, a

consumer who believes that genetically modified organisms (GMOs) are not harm-

ful, or who is unaware of controversies surrounding GMOs, will ignore whether

competing brands contain GMOs—even if GMOs are, indeed, harmful. Similarly, a

consumer who believes that “frost brewing” beer improves its taste will compare

competing brands based on whether they are frost brewed—even if frost brewing

has no effect on taste but is simply a marketing gimmick. This is not to say that

consumers will remain in a state of ignorance. Over time, consumers will tend to

revise their beliefs based on experience and new information (Akcura et al. 2004).

However, at the moment in time when the consumer makes a purchase decision, the

consumer is bound by his current beliefs. Beer provides a good example of this

sequence of belief-trial-revision. Some beer producers described their beers as “fire

brewed.” Much marketing effort went into convincing consumers that fire brewing

generated a better taste. For a while, many consumers responded by associating fire

brewing with better taste. With experience, consumers determined that fire brewing

had no real effect on taste. Marketers then described beers as “ice brewed.” The

same sequence of consumer response followed by realization that ice brewing had

no appreciable effect on taste ensued. Similarly used terms include “premium,” and

“lite”—neither one of which has an agreed definition, but are simply used to alter

consumers’ beliefs about the beers.
Because the satisfaction gained from levels of the salient attributes is what

matters to consumers, consumers will mentally position brands relative to each

other according to the satisfaction the levels of the salient attributes represent. For

example, suppose a consumer is about to purchase a gallon of milk. The consumer
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is concerned with price but is also concerned with helping local businesses and so

wants to buy local goods where possible. If there is no other attribute that is

important enough to the consumer to alter the consumer’s purchase decision, then
the consumer recognizes two salient attributes: price and proximity. The consumer

gets greater satisfaction from a lower price and greater satisfaction the closer is the

manufacturer’s location to the consumer’s home.

Figure 1 depicts the consumer’s mental map of these brands. Distance along the

axis denotes the consumer’s expected satisfaction from the level of the attribute, not

the level of the attribute itself. For example, in this map, the further up the vertical

axis a brand is located, the greater is the satisfaction the consumer receives from the

brand’s price. That is, the further up the axis the brand is, the lower is its price. The
further to the right a brand is located, the greater is the satisfaction the consumer

receives from the brand’s manufacturer’s proximity to the consumer. That is, the

further to the right the brand is, the closer is its manufacturer.

Representing the consumer’s mental map in this way gives us the means to

express easily directional changes in satisfaction the consumer gets from changes in

levels of the salient attributes (up is better than down, right is better than left)

without having to quantify the changes. Also left unaddressed is how the consumer

resolves tradeoffs. For example, the figure shows that the consumer receives more

satisfaction from Brand A’s proximity than from Brand B’s proximity, but more

satisfaction from Brand B’s price than from Brand A’s price. The figure shows that
the consumer will have to weigh the tradeoff of Brand A’s better proximity for

Brand B’s better price, but does not indicate which the consumer will prefer.

Fig. 1 Depiction of the utility obtained from a brand’s attributes
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6 Brand Clustering

Humans’ natural proclivity for pattern recognition causes consumers (consciously

or subconsciously) to group the brands of which they are aware according to

similarities in the levels of the brands’ salient attributes. This is called, brand
clustering (Bettman 1971). Reinforcing consumers’ tendencies to mentally cluster

brands, producers will produce brands with salient attribute levels that match

consumers’ preferences. To the extent that consumers’ preferences are heteroge-

neous but clustered, brands’ attributes will also be clustered. For example, suppose

a large number of consumers prefers coats that are very stylish, but aren’t concerned
with durability. Another large number of consumers prefers coats that are very

durable, but aren’t concerned with style. However, few consumers prefer coats that

are moderately stylish and moderately durable. In an attempt to maximize their

market shares, coat manufacturers will produce brands that cluster around one or

the other of these two attributes, but will tend not to produce brands that are midway

between the two. As a counterargument, one can imagine waiting until next season

to get this season’s stylish coats at a lower price. However, that argument either

(a) introduces a third salient attribute, “current season,” and again we’ll see

clustering but this time in three dimensions, or (b) muddles the definition of

“stylish” as style itself is a function of time. Consequently, clustering of consumer

preferences leads to brand clustering (Fig. 2).

Figure 3 shows a consumer’s mental mapping of the four brands of which the

consumer is aware. The axes measure utility derived from the indicated attributes.

Consequently, the further up a brand is located, the more utility the consumer

derives from the brand’s style (i.e., the brand is more stylish). The further to the

right a brand is located, the more utility the consumer derives from the brand’s price
(i.e., the brand is less expensive).

Brands A and B are similar in that their styles provide the consumer much

satisfaction while their prices provide the consumer little satisfaction. Brands C and

D are similar in that their styles provide the consumer little satisfaction while their

Fig. 2 Four brands

arranged into two clusters
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prices provide the consumer much satisfaction. Mentally, the consumer will regard

Brands A and B as the “stylish but expensive” brands, and Brands C and D as the

“frumpy but inexpensive” brands.

Of course, it is possible that consumer preferences do not cluster for some

products and some attributes but are rather uniformly distributed along some salient

attributes. For example, consumers don’t perceive much meaningful difference

between Internet bandwidth of 6 and 10 Mbps, so providers sell bandwidth in

discrete chunks (6, 30 Mbps, etc.). Meanwhile, consumers do perceive meaningful

difference between 5 gallons of gas and 6 gallons of gas, so retailers sell gasoline in

whatever quantity each individual consumer wants. The result is that, while quan-

tity is a salient attribute for both bandwidth and gasoline, Internet service brands

cluster according to quantity of bandwidth but gasoline retailers do not cluster

according to quantity of gasoline.

7 Non-compensatory Consideration and Compensatory

Choice

A high-involvement purchase decision is one in which it is there is a high oppor-

tunity cost to selecting a sub-optimal brand, and it is costly to obtain information

necessary for selecting the optimal brand or it is cognitively costly to weigh the

tradeoffs of various brands’ different attribute levels.
When a consumer faces a high-involvement purchase decision in the presence of

many competing brands, the consumer’s choice process divides into two phases:

non-compensatory and compensatory decision making (Biehal and Chakravarti

1986; Kardes et al. 1993). The term, “compensatory” refers to the consumer’s
willingness to tradeoff a lesser level of one salient attribute for a greater level of

another. A salient attribute is non-compensatory when the consumer regards some

Fig. 3 The cluster frontier

is formed by combining the

best attributes of the brands

perceived to exist within the

cluster
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minimal level of an attribute as necessary. When an attribute is non-compensatory,

there is no increase in the level of another attribute that can compensate for a

decrease in the level of the non-compensatory attribute.

For example, a consumer who is part of a family of four is looking to purchase a

house and requires three bedrooms. Suppose the consumer finds five bedrooms

more desirable than four. The consumer would be willing to tradeoff five bedrooms

for four in exchange for a more desirable location, or a bigger yard, or a lesser price.

But, the consumer is unwilling to tradeoff four bedrooms for three no matter how

desirable the other attributes. In the consumer’s mind, the salient attribute, “number

of bedrooms,” is non-compensatory at four, but compensatory above four.

Because weighing attribute tradeoffs is cognitively costly, consumers will use

non-compensatory attribute levels to reduce the number of brands they must

compare. This leads naturally to a two-stage choice process. In the first stage

(called consideration), the consumer eliminates from consideration all groups

(or clusters) of brands that do not satisfy the minimum non-compensatory attribute

requirements. For example, the consumer will eliminate from consideration all

houses with less than four bedrooms. The consideration phase is less cognitively

costly because the consumer is eliminating whole clusters of brands based on a

simple rule. In the consideration phase, the consumer does not weigh attribute level

tradeoffs, and need not examine all of a brand’s attributes—if a brand fails to meet

the minimum acceptable attribute level for any one attribute, that brand is removed

from consideration regardless of the levels of its other attributes.

The second phase of the consumer choice process is choice-given-consideration,

or simply, “choice.” The choice phase is cognitively costly because the consumer

must consider each salient attribute for each brand and weigh tradeoffs among those

attributes. This problem can easily become intractable. For example, for just five

competing brands of ice cream with just three salient attributes (taste, calories, and

price), the consumer would need to make 30 unique comparisons—each of which

requires weighing the satisfaction the consumer expects to get from two attri-

butes—in order to determine which brand was best. For example, there are more

than 220 brands of beer in the US. If there were only three salient attributes for beer

(for example, price, taste, aroma), a consumer would have to make more than

72,000 comparisons to determine which beer was best. A consumer who could

make one comparison per second would require 20 hours to decide which beer to

buy. That we don’t take hours to make most purchase decisions indicates that

consumers are eliminating large numbers of brands from consideration prior to

weighing attribute tradeoffs.

8 Product Market Characteristics

Consumers juxtapose what information they (believe they) have about the brands

they are aware exist to create a perceived product market. Experimental evidence

suggests that consumers use these product market characteristics to form heuristics
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that guide their decision-making. Characteristics of the perceived product market

include:

• Cluster size: The number of brands the consumer perceives to exist in each

cluster.

• Cluster variance: The degree of difference among the brands within a cluster of

the values of the brands’ salient attributes.
• Cluster frontier: The (possibly) hypothetical ideal brand that is an agglomeration

of the best observed salient attribute values among the brands in a cluster.

• Brand variance: The degree of uncertainty about a brand’s true salient attribute
values.

• Granularity: The ratio of the degree of brand dissimilarities between clusters to

brand similarities within clusters.

The first two characteristics (cluster size, cluster variance) influence the consid-

eration phase of the consumer choice process. The more brands a person perceives

to exist within a cluster, the more consumers the person perceives are choosing

brands within the cluster. In this way, the number of brands serves as a proxy for

what others are purchasing. For example, if a person perceives that greater numbers

of consumers are choosing Androids over iPhones then, other things constant, the

person would be more apt also to choose an Android. This is a variation on the

social behavior principle that, if a crowd of people gathers, others will join so as to

partake in whatever is attracting the rest of the crowd.

9 Consideration

A person may have a predilection for brands in a cluster that has nothing to do with

the number of brands in the cluster. For example, a person may be more likely to

consider a suburban apartment to an urban one because the person grew up in a

suburban environment—even though the person perceives that a larger number of

available apartments exist in the urban environment. However, changes in the

number of brands the person perceives to exist in a cluster will alter the likelihood

of the consumer considering brands within the cluster (Hedgcock and Rao 2009).

For example, regardless of where the person grew up, the more ads the person sees

for urban apartments (relative to suburban apartments) the greater will be the

likelihood of the person considering urban apartments. This gives us the first

behavioral heuristic, the cluster size heuristic:

9.1 Cluster Size Heuristic

As the number of brands within a cluster of which a consumer is aware rises, the

probability of the consumer considering the cluster increases.
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This cluster size heuristic requires that the brands within a cluster be obviously

similar in some meaningful way. For example, various brands of Android phone

(Google Nexus, HTC One, Samsung Galaxy S6) are very similar to each other. But

various brands of economy cars (Honda Civic, Mazda3, Chevrolet Volt) are less

so. Consequently, the cluster size heuristic will tend to be a more useful heuristic

when considering Android phones than when considering economy cars. Thought

of another way, the more dissimilar brands are within a cluster, the more likely it

will seem to the person that the person has incorrectly grouped together into a single

cluster brands that properly belong in separate clusters.

For example, suppose a consumer who is looking to purchase a webcam is aware

of seven brands and perceives only two salient attributes: price and resolution.

Table 1 shows the consumer’s mental mapping of the seven brands.

Based on this information, the consumer mentally groups the webcams into two

clusters: high-price/high-resolution (Logitech C920, Microsoft LifeCam, Logitech

C615), and low-price/low-resolution (Logitech C525, Logitech C310, Microsoft

HD-3000, Logitech C270). That there are more brands in the low-price/low-reso-

lution cluster tells us nothing about the consumer’s likelihood of considering one

cluster over the other. Factors external to the salient attributes of price and resolu-

tion will determine the consumer’s “baseline” likelihood of consideration for the

two clusters. For example, the consumer may be on a tight budget or have limited

use for a webcam (which would cause the consumer to favor the low-price/low-

resolution cluster), or the consumer may be a professional photographer or an early

adopter (which would cause the consumer to favor the high-price/high-resolution

cluster). Perhaps through advertising or word-of-mouth, the consumer then

becomes aware of an eighth brand, the HP HD 4310. Table 2 shows the consumer’s
updated mental map.

This new brand is similar to the brands the consumer has already mentally

grouped in the high-price/high-resolution cluster. The consumer’s awareness of

the additional brand triggers the cluster size heuristic and so the likelihood of the

consumer considering the high-price/high-resolution cluster increases.

Table 1 A consumer’s mental mapping of brands known to the consumer according to attributes

the consumer regards as salient

Brand Price Resolution

Logitech C920 $62 1080 p High-price/high-resolution cluster

Microsoft LifeCam $52 1080 p

Logitech C615 $47 1080 p

Logitech C525 $32 720 p Low-price/low-resolution cluster

Logitech C310 $32 720 p

Microsoft HD-3000 $24 720 p

Logitech C270 $20 720 p
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Alternatively, suppose that the eighth brand of which the consumer becomes

aware is not the HP HD 4310, but instead the Logitech C930e. Table 3 shows the

consumer’s updated mental map when the additional brand is the Logitech C930e

rather than the HP HD 4310.

Clearly, the Logitech C930e belongs in the high-price/high-resolution cluster.

But notice that, unlike the HP HD 4310, it stands out as markedly more expensive

than the other brands in the high-price/high-resolution cluster. More so than with

the HP HD 4310, adding the Logitech 930e to the perceived product market may

cause the consumer to question whether he has mentally grouped the brands

correctly. For example, perhaps there are really three clusters: low-price/low-

resolution, medium-price/high-resolution, and high-price/high-resolution. Or,

adding the Logitech 930e to the perceived product market may cause the consumer

to wonder that he has overlooked the existence of a third salient attribute that is

causing the price of the C930e to be so high.

In short, introducing the C930e to the perceived product market increases the

cluster size for the high-price/high-resolution cluster, but also causes the consumer

to question his mental grouping of the brands. To the extent that the consumer is

uncertain about his mental groupings, he will rely less on heuristics based on those

groupings. And this gives us the cluster variance heuristic:

Table 2 The consumer’s
updated mental map after the

consumer becomes aware of

an eight brand

Brand Price Resolution

HP HD 4310 $62 1080 p

Logitech C920 $62 1080 p

Microsoft LifeCam $52 1080 p

Logitech C615 $47 1080 p

Logitech C525 $32 720 p

Logitech C310 $32 720 p

Microsoft HD–3000 $24 720 p

Logitech C270 $20 720 p

Table 3 The consumer’s
updated mental map after the

consumer becomes aware of a

different eighth brand

Brand Price Resolution

Logitech C930e $95 1080 p

Logitech C920 $62 1080 p

Microsoft LifeCam $52 1080 p

Logitech C615 $47 1080 p

Logitech C525 $32 720 p

Logitech C310 $32 720 p

Microsoft HD-3000 $24 720 p

Logitech C270 $20 720 p
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9.2 Cluster Variance Heuristic

As dissimilarities among brands in a cluster increase, the probability of the con-

sumer considering the cluster decreases.

10 Choice Given Consideration

In the first phase of the consumer choice process, the consumer uses low-cost

non-compensatory criteria to select one cluster of brands for consideration. In the

second phase of the choice process, the consumer employs cognitively expensive

compensatory criteria to choose a single brand from within the considered cluster.

The consumer begins by forming (either consciously or subconsciously) a percep-

tion of the perfect brand—a brand that embodies the best levels of the salient

attributes of all the brands observed in the considered cluster. For example, suppose

a consumer perceives two salient attributes for vanilla ice cream: taste and calories.

The consumer mentally divides brands of vanilla ice cream into two clusters:

premium (better taste but higher calories) and discount (worse taste but lower

calories). In the first stage of the choice process, the person eliminates the discount

brands from consideration, leaving the premium cluster. Within the premium

cluster, the consumer is aware of the salient attributes of three brands of ice

cream (where the taste attribute reflects what the person believes the taste to be—

whether from personal experience, word-of-mouth, or some other source). Table 4

shows the consumer’s mental map of the brands of which he is aware according to

the attributes the consumer regards as salient.

Because the consumer is aware that there are additional brands of which he is

unaware, as the consumer considers tradeoffs between taste and calories within the

premium cluster, the consumer forms a perception (given his available information)

of the ideal brand. In the example in Fig. 3, the ideal brand is an ice cream that has

the taste of Ben & Jerry’s but the calories of Haagen-Dazs. The location of the ideal
brand within the cluster is called the cluster frontier.

In this example, the consumer is only aware of three brands. While the consumer

can form an image of the ideal brand, he does not know whether the ideal brand

actually exists. Table 5 shows the customer’s mental mapping of the known brands

and the ideal brand. Regardless of whether it actually exists, the ideal brand serves

as a standard against which the consumer evaluates the brands of which he is aware.

Table 4 A consumer’s mental mapping of brands known to the consumer according to attributes

the consumer regards as salient

Brand Taste (1 ¼ low, 5 ¼ high) Calories

Ben & Jerry’s 5 250

Breyers 4 200

Haagen-Dazs 3 150
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Depending on the salient attributes and the consumer’s knowledge, the con-

sumer may believe that there are limits, called technological constraints that restrict
where the ideal brand can be located. Such limits are depicted in Fig. 4. For

example, the consumer may believe that good taste and high calories are necessarily

related. So, the consumer may believe that it is not possible for a brand to exist that

has a taste of 5 and calories of 150. Depending on the consumer’s beliefs about the
technological constraints, the consumer will mentally shift the location of the

cluster frontier to account for the constraints. For example, the consumer may

believe that, while a 5–150 combination of taste and calories isn’t possible, a
“second-best” of 4.5–160 is. Therefore, the consumer’s awareness of technological
constraints alters the consumer’s mental mapping of the brands from that shown in

Table 5 to that shown in Table 6.

The consumer’s goal is to choose the brand that maximizes his satisfaction. The

brands are arranged in the cluster according to the satisfaction that their attributes

impart. Therefore, the closer a given brand is to the cluster frontier, the more

Table 5 Comparison of the

brands of which the consumer

is aware to the consumer’s
perception of the ideal brand

Brand Taste (1 ¼ low, 5 ¼ high) Calories

Ideal Brand 5 150

Ben & Jerry’s 5 250

Breyers 4 200

Haagen-Dazs 3 150

Fig. 4 The consumer

perceives that a

technological constraint

imposes limits on the

possible locations of the

ideal brand

Table 6 The consumer’s
awareness of technological

constraints imposes limits on

the ideal brand’s location

Brand Taste (1 ¼ low, 5 ¼ high) Calories

Cluster Frontier 4.5 160

Ben & Jerry’s 5 250

Breyers 4 200

Haagen-Dazs 4 150
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satisfaction the consumer can expect to receive from the brand. This gives us the

cluster frontier heuristic:

10.1 Cluster Frontier Heuristic

The closer a brand is positioned to the cluster frontier, the greater is the probability

of choice-given-consideration for that brand. The cluster frontier heuristic requires

that the consumer be able to evaluate exactly each known brand’s salient attributes.
There are many reasons why this might not be possible. It may only be possible to

evaluate the salient attribute subjectively (e.g., taste). A consumer’s subjective

evaluation can vary because of factors external to the brand. For example, if the

consumer has recently eaten something sweet, he may rate the taste of low-fat ice

creams lower than if he had not. Thus, the consumer’s repeated subjective evalu-

ation of a brand’s attribute may change making the consumer unsure of the brand’s
attribute level. Even if the salient attribute can be evaluated objectively (e.g.,

calories), the consumer may not have a first-hand evaluation of the attribute and

so must rely on others’ reported evaluations. If those evaluations differ, the con-

sumer will be unsure of the brand’s attribute level. Even if others’ evaluations agree,
the consumer must believe the others’ evaluations. If the consumer has reason to

suspect that the evaluations, despite the fact that they agree, are not honest or

accurately measured, then the consumer will be unsure of the brand’s attribute

level.

This lack of surety as to a brand’s attribute’s level is called brand variance. In the
same way that cluster variance causes the consumer to be less sure of his mental

grouping of brands into clusters, brand variance makes the consumer less sure of his

positioning of brands within a cluster and, by extension, the position of the cluster

frontier. The less sure the consumer is of the brands’ positions relative to the cluster
frontier, the less able the consumer is to rely on the cluster frontier heuristic. This

gives us the brand variance heuristic:

10.2 Brand Variance Heuristic

The greater is a brand’s variance, the lesser is the effect of the cluster frontier

heuristic.
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11 Usefulness of Heuristics

The heuristics are only useful to a consumer to the extent that the consumer is able

to mentally group brands into clusters according to their salient attributes. It is the

first step—consideration—that simplifies the consumer choice process by whittling

down a large number of competing brands to a set small enough that the consumer

is willing to apply the cognitively costly evaluation of attribute level tradeoffs. If

the consumer is less able (perhaps because of limited knowledge or perhaps because

competing brands have not carved out unique market niches) to mentally cluster the

brands, then the consumer will be less able to rely on the clustering heuristics. This

gives us the final heuristic:

11.1 Granularity Heuristic

The lesser is the ratio of the brand differences within clusters to brand differences

across clusters, the lesser are the effects of the cluster size and cluster variance

heuristics.

A comparison of a consumer’s mental mapping exhibiting high and low granu-

larity is shown in Fig. 5. Compared to high granularity, low granularity implies

possible flaws in how the consumer has mentally mapped the brands. It is less clear

to the consumer whether Brands A and D belong in the same cluster or different

clusters. Also, the larger distances within the clusters hint at possibly more numer-

ous brands the consumer has not observed.

12 Gaining Information: The Iterative Choice Process

Modeling repeated consumer behavior in the presence of incomplete information

requires examining the stages of consumer choice and what factors influence each

stage. Howard and Sheth (1969) described a process in which a consumer,

influenced by external stimuli and moderated by preferences and habit, move

from the need to fulfill a desire to the purchase of a product to satisfy that desire.

Consumption of the purchased product provides information and experience that

influence future purchase decisions. Davies and Cline (2005) present the following

iterative choice process that draws on the Howard and Sheth model.

Brands have true attributes that may or may not match the consumer’s percep-
tion of those attributes. The consumer will gain true satisfaction from consuming a

brand that may or may not match the satisfaction the consumer anticipates gaining

from that brand. The consumer’s perceptions of brands’ attributes differ from the

true brand attributes due to external uncertainty. The consumer’s anticipated satis-

faction differs from the satisfaction the consumer will actually attain due to internal

uncertainty. Due to these uncertainties, the consumer develops an imperfect mental
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map of the competing brands. The product-market characteristics formalize the

mental picture. The consumer uses cognitively inexpensive heuristics that can be

described using these product-market characteristics to whittle the competing

brands down to a manageable cluster of brands. This is the consideration phase

and the manageable set the consumer selects is the considered cluster. The con-

sumer then employs more cognitively expensive heuristics to choose a single brand

from among the considered cluster. After the consumer makes a choice and

consumes the brand, the consumer gains information. With this information, the

consumer can reduce his external and internal uncertainties. This iterative choice

process is depicted in Fig. 6.

13 Examples and Applications

Ben Cohen, of Ben & Jerry’s ice cream, happily says, “Never trust a skinny ice

cream man.” Calories, of course, are one of ice cream’s few negative attributes.

Fundamental marketing principles dictate that a company should not draw attention

Fig. 5 Mental mapping of

brands exhibiting high and

low granularity
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to its products’ negative attributes. Yet, there is a case in which such an admission

could actually help Ben & Jerry’s market share. Suppose the salient attributes for

ice cream are taste and calories, and that Ben & Jerry’s is flanked within the

premium ice cream cluster by two competitors, Brands A and B, as shown in Fig. 7.

Before announcing, “Never trust a skinny ice cream man,” the consumer ima-

gines the ideal premium ice cream as having Brand A’s taste but Brand B’s calories.
The announcement reminds the consumer, not simply that Ben & Jerry’s ice cream
has a lot of calories, but more importantly, that great taste comes at a price of high

calories. In short, the announcement reminds consumers that there is a technolog-

ical constraint that prohibits the existence of a brand of ice cream that has Brand A’s
taste but Brand B’s calories. Consumers now perceive a technological constraint

that restricts the location of the cluster frontier as shown in Fig. 8.

Provided Ben & Jerry’s is located between two extreme brands, the announce-

ment pushes (in the consumers’ minds) the cluster frontier closer to Ben & Jerry’s.

True Brand
Attributes

True
Satisfaction

External Uncertainty
Partial information

Absolute utility error

Relative utility error
Measurement error
Obsolete information

Perceived Brand
Attributes

Anticipated
Satisfaction

Product-Market
Characteristics

Cluster size
Cluster variance

Brand variance
Granularity

Consideration

Choice-Given-
Consideration

Information gleaned from
consumption mitigates
external uncertainty

Information gleaned from
consumption mitigates
internal uncertainty

Cluster frontier

Internal Uncertainty

Fig. 6 The iterative consumer choice process
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By the cluster frontier heuristic, this increases the probability of choice-given-

consideration for Ben & Jerry’s. What we should observe is an increase in Ben &

Jerry’s market share at the expense of Brands A and B, but not at the expense of

brands outside the premium ice cream cluster because the technological constraint

has no effect on the consideration phase of the choice process—the probability of

consideration for the premium ice cream cluster is unchanged.

In the mid 1990s, the Miller Brewing Company launched a new brand of beer,

Red Dog. On attributes of taste and price, the new brand was positioned to be

similar but inferior to Miller’s flagship brand, Miller Genuine Draft (MGD). At the

time, analysts contended that the entrant would simply siphon market share away

from MGD to no net benefit for Miller. Suppose that, with the two salient attributes

of price and taste, consumers mentally divide beer brands into two clusters:

“domestic” (i.e., lower price and lesser taste) and “imported” (i.e., higher price

and better taste). Figure 9 depicts a consumer’s perceived product market for beer.

Fig. 8 A consumer’s
revised perception of the

premium ice-cream cluster

in the presence of a

technological constraint

Fig. 7 A consumer’s
perception of the premium

ice-cream cluster in the

absence of technological

constraints
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Beer consumers often form consideration sets on the basis of “import” versus

“domestic,” and consumers tend not to move often between the clusters. Introduc-

ing Red Dog and heavily advertising its entry, increased the number of brands

consumers perceived to exist in the domestic cluster. The introduction of Red Dog

causes our example consumer to update his mental map of the product market from

that shown in Fig. 9 to that shown in Fig. 10. By the cluster size heuristic, the

introduction of the new brand increased the probability of consumers considering

the domestic cluster. Because Red Dog was positioned to be strictly inferior

(though similar) to MGD, Red Dog’s introduction had no effect on the domestic

cluster’s frontier. Thus, Red Dog had no effect on the probability of choice-given-

consideration among domestic beers. The result, according to these positioning and

salient attribute assumptions is that Red Dog’s introduction would increase market

shares for all brands in the domestic cluster at the expense of those in the imported

cluster.

Fig. 9 A consumer

perceives four brands of

beers existing in two

clusters

Fig. 10 The consumer’s
perception of the product

market for beer updated for

the discovery of a new

brand
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The consumer choice process and heuristics find application anywhere a con-

sumer is faced with choosing one option from among many in a high-involvement

setting. In selecting a mate, consumers follow the same heuristics—immediately

eliminating from consideration whole groups of potential mates based on various

salient attributes like looks, health, earning potential, personality. Politicians delib-

erately position themselves relative to their competitors in an attempt to gain votes.

Voters, in turn, employ heuristics by considering only those candidates who satisfy

some non-compensatory criteria (membership to a certain party, economic plat-

form, social platform, looks, speaking voice), and then consider tradeoffs for only a

small number of politicians who satisfy the non-compensatory criteria.

14 Brand Image and Consumer Behavior

Brand image can influence and, in the extreme, short-circuit the consumer choice

process by causing the consumer to use the brand name as a replacement for some

(or all) of the salient attributes. For example, if Toyota can successfully develop in

the consumer’s mind a brand image of reliability, then the consumer can come to

regard the salient attribute of “reliability” as being binary—a brand is reliable if and

only if it carries the Toyota name. At the consideration phase, this means that the

consumer could mentally cluster brands not by reliability but by the presence or

absence of the Toyota name. Toyota advertising, by bringing the brand name to the

consumer’s mind, can have the same effect as an increase in the number of brands

within the reliability (now Toyota) cluster. In sum, when the company’s name is

associated with a salient attribute in the consumer’s mind, advertising can increase

the probability of consideration for the company’s brand by making the company’s
brand’s cluster appear to be larger.

At the choice-given-consideration stage, repeated advertising could cause the

consumer to mentally reposition competing brands further away from the cluster

frontier. For example, if the consumer associates the salient attribute of reliability

exclusively with the Toyota name, then additional advertising by Toyota can

reinforce in the consumer’s mind that non-Toyota brands are not reliable and so

are, consequently, located further from the cluster frontier along the reliability

dimension. In sum, when a company’s name is associated with a salient attribute

in the consumer’s mind, advertising can increase the probability of choice-given-

consideration for the company’s brand by causing the company’s brand to appear to
be relatively closer to the cluster frontier.
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15 Conclusion

Decades of experimental marketing research have revealed patterns in how con-

sumer choice is affected by brand positioning, collectively known as context

effects. Recent economic psychology research has proposed an underlying behav-

ioral framework for explaining context effects as functions of behavioral heuristics.

Future research into the framework itself could include determining the degree to

which consumer involvement (perhaps due to emotion, to purchase price relative to

disposable income, or to frequency of purchase) can strengthen or mitigate the

heuristics. Future research into applications of this framework include modeling

and predicting voter choices among political candidates given changes in candi-

dates’ positions on salient issues, and investor choices of stocks wherein, along with
objective attributes such as financial ratios and risk measures, investors’ percep-
tions of other investors’ expectations becomes a salient attribute. This latter appli-

cation could yield insight into the formation and bursting of market bubbles.
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Consumer Resistance: From

Anti-Consumption to Revenge

Marcelo Vinhal Nepomuceno, Mina Rohani, and Yany Grégoire

1 Introduction

There are many examples of consumers resisting consumption, marketing practices

and questionable corporations. For example, adepts of voluntary simplicity prefer

to offer something they themselves made for Christmas rather than to buy gifts at

the store. After the Volkswagen crisis about the diesel engine, some owners swore

they would never buy another car from this company. In addition, many of them

complained aggressively about the “dishonest” German manufacturer on social

media. Although the manifestations of consumer resistance are omnipresent, this

area of research has received limited attention in the academic literature. The

current contribution aims to fulfill this gap by providing state-of-the-art reviews

on two streams of research—consumer anti-consumption and revenge—that are

closely associated with consumer resistance.

In this contribution, consumer resistance refers to the voluntary opposition to

marketing activities or corporations that leads consumers to engage in a variety of

anti-consumption actions (Lee et al. 2009) and revenge behaviors against corpora-

tions (Grégoire and Fisher 2008; Grégoire et al. 2010). Generally speaking,

research on consumer resistance focuses on the unbalanced power that exists

between consumers and firms (Price and Penaloza 1993), and the current contribu-

tion investigates two types of actions—anti-consumption and revenge—that con-

sumers may use to regain some of their perceived lost power (Price and Penaloza

1993). Although both anti-consumption and revenge behaviors are driven by a

similar feeling of opposition toward corporations and marketing, these two types

of behaviors also possess different characteristics, as illustrated in Fig. 1. Given
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their differences, the two literatures dealing with these behaviors are reviewed

separately in the first two sections of this contribution. In our concluding remarks,

the similarities between these two types of behaviors and their links with the notion

of resistance are discussed further.

Anti-consumption literally means “against consumption,” and this literature

examines consumers who are strongly opposed to the acquisition, use and dispos-

session of goods and brands (Lee et al. 2009). The first section of the contribution

focuses on the refusal to consume brands and products as a lifestyle. Specifically,

this section discusses different typologies of anti-consumption lifestyles as well as

the antecedents and consequences of these lifestyles. Compared to the revenge

responses, anti-consumption behaviors can be viewed as more private and passive

in nature (see Fig. 1). These actions constitute a form of “quiet” (but persistent)

refusal to go along with consuming products or services. Most of these behaviors

are not primarily designed to hurt corporations, although firms (like Volkswagen)

could suffer from these behaviors (e.g., boycott) as a byproduct. Most of anti-

consumptions are also covert because managers may not be aware of the existence

of these consumers.

The second section of this contribution proposes a comprehensive model of

consumer revenge—which is defined as consumers’ efforts to punish and cause

inconvenience to corporations for the damages they have caused (Grégoire et al.

2009). Revenge behaviors—made in person or through social media—are strong

manifestations of consumer resistance; when consumers endeavor to get revenge,

they invest time, energy and even money to get back at firms. This second section of

the contribution discusses the cognitive and emotional antecedents leading to a

desire for revenge as well as the most common revenge manifestations (indirect and

direct). Revenge behaviors—especially the direct form which includes vindictive

complaining and marketplace aggression—are arguably the strongest and most

active form of consumer resistance. Given the overt nature of direct revenge,

these actions are difficult to ignore by firms and managers.

Fig. 1 Consumer resistance behaviors and the arrangement of this contribution
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2 Anti-Consumption Lifestyles

2.1 Typologies of Anti-Consumption Lifestyles

Marketing is inherently biased to investigate what makes consumers buy, as this

facilitates the creation of persuasive communication strategies, as well as the

development of products and services tailored to consumers’ needs and wants.

Research in marketing focuses mostly on investigating the reasons for consuming

(Chatzidakis and Lee 2013). However, the reasons for consuming are not neces-

sarily the logical opposite of the reasons against consuming (Chatzidakis and Lee

2013). A study might conclude that consumers bought a given brand because it

represents environmental values, but one should not conclude that consumers who

did not buy the same brand are not environmentally concerned. Therefore, it is

important for marketing to study not only the “reasons for” a given behavior, but

also the “reasons against” this same behavior. In addition, behaviors are better

explained when individuals are asked both whether they intend to do something and

whether they are against doing something (Chatzidakis and Lee 2013). For exam-

ple, while the intention to reduce consumption is driven by environmental concerns,

the intention to maintain current consumption may be motivated by a desire to

maintain current lifestyles. This reinforces the importance of studying not only why

consumers buy, but also why they refuse to buy products or services.

In light of these points, the first part of this contribution reviews research on anti-

consumption and focuses on its two motivations (Iyer and Muncy 2009): societal

and personal. Consumers who refuse to consume for societal reasons believe that

society at large would be improved if consumers reduced their consumption. For

them, consumption is not simply the act of buying. They believe that consumption

has much broader implications, impacting society and the well-being of a commu-

nity. Consumers who resist consuming for personal reasons are motivated to satisfy

private concerns. For instance, they may reduce consumption in response to per-

sonal ethical beliefs or to avoid the pain they experience when spending.

Anti-consumption also has two principal objects: general consumption and

specific consumption (Iyer and Muncy 2009). Consumers who resist general con-

sumption will avoid all consumption, reducing the acquisition of all types of

products and services. Conversely, consumers who resist specific consumption

are against acquiring specific brands or product categories because of what such

brands and products symbolize. By combining the two objects and the two moti-

vations of anti-consumption, Iyer and Muncy (2009) proposed four types of anti-

consumers. We briefly summarize them below.

First, global impact consumers resist general consumption for societal reasons.

They want to reduce all consumption to benefit the society or the environment.

They believe that social inequalities are too strong and that current eco-systems

cannot cope with present levels of over-consumption.

Second, market activists resist acquiring specific products and brands for soci-

etal reasons. They believe that consumers should boycott certain brands or products
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because they represent a menace to general well-being. These consumers blame

certain brands or products for low wages and illegal or immoral practices as well as

for environmental degradation. They believe that consumers should use their

wallets to force companies to make positive social changes.

Third, anti-loyal consumers resist acquiring specific products or brands for

personal concerns. They avoid purchasing particular brands and products because

of perceived inferiority or because they had negative experiences with the product

or brand. Their resistance to consumption is not motivated by societal concerns;

rather, it is based on their own personal experiences. These consumers may also

resist buying certain products and brands because of their associated negative

image.

Fourth, simplifiers resist general consumption for personal reasons. They reduce

all their consumption to satisfy self-centered goals. They believe that consumption

distracts them from more important life goals, and that consumption is not an

important source of happiness. Therefore, they resist consumption to live simpler

and have more meaningful lives. They are also motivated by personal ethical

concerns, and they reject consumption as focusing too much on self-serving

activities.

Of note, in line with recent research (Nepomuceno and Laroche 2015a), we

argue that consumers may resist all consumption for personal reasons other than

those related to voluntary simplicity. For example, consumers could reduce con-

sumption because they feel pleasure when saving or pain when spending. These

consumers are known respectively as being frugal and tightwad (Nepomuceno and

Laroche 2015a). Taking the existence of these consumers into account opens the

scope of research on anti-consumption; it expands the limited view that resisting all

consumption is due only to personal motivations related to simplicity.

Now that we have briefly presented the different types of anti-consumers, we

turn our attention to the drivers leading these individuals to adopt such lifestyles. In

particular, we summarize antecedents that have been found to correlate with a

person’s inclination to resist consumption. The next section provides insights into

which traits explain people’s willingness to resist consumption.

2.2 Antecedents of Anti-Consumption Lifestyles

Specifically, we review the following traits: materialism, self-control, long-term

orientation and environmental concern. Note that we do not present an exhaustive

list of the antecedents of anti-consumption; we focus on the most important ones

according to prior research.

Materialism describes how much a given person attributes importance to pos-

sessions. A materialistic person believes that possessions are an important source of

happiness, that possessions signal success, and that acquiring possessions is a

central goal in their lives (Richins 2004). Extensive research has shown that

materialism is an important predictor of a person’s intention to consume or resist
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consumption. Materialism correlates negatively with anti-consumption lifestyles,

such as tightwadism, voluntary simplicity and frugality (Lastovicka et al. 1999;

Nepomuceno and Laroche 2015a). While low materialism is associated with resis-

tance to consumption, high materialism is associated with increased consumption.

Though research has investigated instances in which materialists might resist

consumption (Nepomuceno and Laroche 2015b), research strongly suggests that

endorsing materialistic values makes it difficult for consumers to resist

consumption.

Research has also paid particular attention to the role of self-control as an

antecedent of anti-consumption. Self-control is the ability to override, alter, or

inhibit behaviors that would normally occur because of undesired physiological

processes, learning, habits or situations (Tangney et al. 2004). Studies looking at the

effect of self-control on consumption have found that impulsive consumption

correlates negatively with self-control. In addition, a self-control scale designed

to measure consumer spending self-control correlates positively with frugality and

tightwadism. Overall, research indicates that self-control is an important antecedent

of anti-consumption lifestyles (Tangney et al. 2004; Nepomuceno and Laroche

2015b) because the dominant culture in the west is that consumer expenditures are

desirable (Borgmann 2000), so one needs to exert self-control to avoid falling into

consumerist temptations.

Authors have also examined how long-term orientation is associated with anti-

consumption. Long-term orientation refers to how much a person is focused on

obtaining future gains and benefits (Bearden et al. 2006). A long-term oriented

person values planning, hard work, and perseverance. Given that in the west

materialism is desirable and endorsed (Borgmann 2000), a long-term oriented

individual will be more likely to resist temptations in the present to obtain greater

gains in the future. For example, long-term oriented individuals might save today to

buy something in the future.

A final important antecedent of anti-consumption is environmental concerns.

This construct measures how much individuals are concerned about the environ-

ment and how much they believe that human development threatens the availability

of resources necessary for survival (Fransson and Gärling 1999). Interestingly,

individuals concerned with environmental risks endorse altruistic values and the

well-being of other humans (Slimak and Dietz 2006). Given that environmentally

concerned individuals endorse altruistic values, and considering that they believe

that current consumption levels pose a threat to the environment and society, it is

likely that environmental concerns are an important motivation for some consumers

to endorse anti-consumption lifestyles. For example, global impact consumers may

be motivated to improve society by reducing their own environmental impact

through what they consume. Likewise, market activists may believe they can

improve the well-being of society by refusing to buy brands that threaten the

environment and society at large. In sum, environmental concerns are likely an

important antecedent of endorsing an anti-consumption lifestyle.
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2.3 Consequences of Anti-Consumption Lifestyles

What if large consumer segments were to resist consumption? How would that

affect a given economy? The current zeitgeist is that consumption is “good” and

that economies grow stronger if consumers increase their consumption levels

(Borgmann 2000). Given this rationale, it is logical to conclude that economies

would shrink if consumers were to resist consumption.

Here, we wish to point out another outcome that could occur with resisting

consumption. At a macro-level, anti-consumption could be beneficial for some

economies. Let’s consider oil as an example. This commodity serves many pur-

poses: oil is used to generate power and its derivatives are widely used in many

industries. A country that is not self-sufficient in the production of oil is especially

dependent on international suppliers. Given that oil derivatives are used in many

products (such as plastics, synthetic materials, and chemical products), a given

country could gain an economic advantage if its population were to voluntarily

reduce its overall consumption. In this case, the country would become less

dependent on foreign suppliers. Even a country that is self-sufficient on oil could

benefit from a reduction in consumption; it would allow this country to have more

oil derivatives to export—which in turn would generate greater national revenues.

Therefore, by motivating consumers to resist consumption, policy makers could

create strategic commercial advantages. In short, our argument is that strong macro-

economic advantages may arise if consumers reduce their consumption.

To illustrate additional benefits of resisting consumption, consider the recent

work by Nepomuceno and Laroche (2015a). These authors found that voluntary

simplicity negatively correlates with personal debt. This finding suggests that

resisting consumption leads to greater account balances and lower inclination to

obtain debt. Conversely, individuals who do not voluntarily resist consumption are

more likely to encounter and suffer from financial difficulties. Also important,

consumer debt has been positively correlated with negative emotions, mental

disorder, depression, and suicidal completion (Richardson et al. 2013). Thus, by

motivating consumers to voluntarily resist consumption, governments and other

institutions could also assist them to live happier and more meaningful lives.

Research has indicated that resistance to consumption leads to increased well-

being. Thrift consumers and consumers who spend money wisely (Dunn et al. 2011)

are more likely to experience well-being. This finding directly contradicts the

Western belief that possessions are a source of happiness (Richins 2004). Interest-

ingly, research suggests that one is happier because, after resisting consuming, one

experiences a greater sense of authenticity and greater ease in self-expression

(Black and Cherrier 2010). In addition, consumption has a displacement effect.

That is, it forces individuals to work longer hours, distracting them from leisure

activities and time devoted to family, community, or religion (Borgmann 2000).

Given that consumers are likely to enjoy happier lives if they resist consumption,

research on consumer resistance and anti-consumption can produce knowledge that

might be used to improve consumers’ lives (Nepomuceno and Laroche 2015b).
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An additional benefit of resisting consumption is the potential impact on sus-

tainability. Authors have suggested that resistance to consumption should reduce

the constraints on the environment. They argue that when consumers systematically

reduce consumption, the strains on the environment are reduced as the demand for

resources is also reduced (Sheth et al. 2011). Therefore, policy makers motivated to

tackle growing environmental challenges should consider the promotion of anti-

consumption values and educate consumers about the benefits of resisting con-

sumption for society and themselves. In short, research on anti-consumption has the

potential to produce knowledge that might assist in achieving sustainability out-

comes (Sheth et al. 2011).

2.4 Consumer Resistance and Marketing Practices

In the early twentieth century, marketing was highly focused on the products

developed. The goal was to mass market a product and make it appealing to

consumers. Fortunately, marketing has come a long way since then. As competition

grew in the marketplace, the shift changed from the products being sold to the

consumers. Quickly, marketers noticed that consumers had “needs and wants” to be

satisfied, and products that best satisfied these “needs and wants” were more

popular among consumers (Narver and Slater 1990). Segmentation was a natural

evolutionary step, as practitioners attempted to group consumers in homogeneous

groups, providing tailored solutions. When companies started to focus on consumer

segments, the competition within these segments grew, forcing companies to focus

on smaller and smaller segments as well as niche marketing (Sheth et al. 2000).

The fact that niche marketing has grown in importance demonstrates that

practitioners are increasingly aware that consumers have diverse goals, ambitions,

and motivations. In particular, consumers are increasingly concerned about the

environment (Brown and Wahlers 1998), sustainability (Hinton and Goodman

2010), and social responsibility (Mohr et al. 2001), to the point that they take

these issues into consideration when selecting a product. These changes in con-

sumer profile and marketplace competition have pushed companies to perceive

consumer resistance in a different way. Companies are now realizing that con-

sumers who want to resist consumption are still consumers and will need to

purchase solutions for their needs and wants. Therefore, companies should not

ignore consumers who voluntarily resist consumption. In fact, companies should

attempt to provide solutions that will satisfy these consumers. Companies that fail

to do so risk losing space to competitors. Reinforcing this point, research has found

that 18% of the general population scores as high on frugality as subscribers of a

book promoting a thrift lifestyle (Lastovicka et al. 1999). These convincing results

indicate that consumers resisting consumption are a sizeable group.

Of note, this substantially large group is particularly important for the banking

industry. Consumers who adopt an anti-consumption lifestyle are expected to spend

less money, as they resist acquiring new possessions. This has been shown in recent
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research demonstrating that frugal consumers have larger account balances, possi-

bly because of their different lifestyle (Nepomuceno and Laroche 2015a). Because

anti-consumption leads to less consumption, the money saved after resisting con-

sumption must be kept somewhere. Naturally, individuals would deposit their

savings in financial institutions and either invest or simply leave the money in

their bank accounts. Therefore, practitioners working in financial institutions

should pay particular attention to anti-consumption lifestyles.

2.5 Anti-Consumption and Consumer Revenge

The next section covers consumer revenge (see Fig. 1), defined as the effort made

by consumers to punish companies for the damages they have caused. Some

typologies of anti-consumption seem to have overlapping behaviors with consumer

revenge. In particular, market activists refuse to consume because they believe that

by doing so they will improve society at large, whereas anti-loyal consumers might

refuse to consume because they had negative experiences with a company. Simi-

larly, consumer revenge might occur because consumers had negative experiences

with the company and because they believe that by punishing the company they will

improve society. So, anti-consumption and consumer revenge might be motivated

by personal and societal concerns. However, while anti-consumption lifestyles

involve the refusal to purchase from a given company or buy a particular brand,

consumer revenge leads individuals to act more actively against the company and to

spend time and energy in order to get even with it.

3 Consumer Revenge: Another form of Resistance

After discussing different anti-consumption lifestyles, we now turn to consumers

who take the extra steps in their opposition by retaliating against firms. Here, we

focus on consumers getting “their” revenge and the psychological process leading

to these extreme responses. For instance, the revelations of Volkswagen’s diesel
engine car emissions ignited a great deal of anger among auto wholesalers, private

dealers, and, of course, owners. Car dealers now have to handle a flood of angry

calls, emails and tweets from the owners (cbsnews.com). It has been estimated that

the whole crisis could cost Volkswagen 87 billion dollars (money.cnn.com).

People are increasingly getting revenge through online applications. Most peo-

ple have already seen examples of this recent form of revenge (which started about

10 years ago). For example, there are plenty of examples on Facebook and Twitter

of consumers who were overcharged by mobile phone operators, or who missed a

connection for a delayed flight. How did these consumers feel? Why did they

engage in revenge behaviors—that is, actions motivated by a desire to harm the

firm for what it did in the first place (Grégoire and Fisher 2008)? In this section, we
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examine what leads consumers to get revenge against firms when a company fails to

serve them properly or violates important societal norms (such as care for the

environment).

We propose a general framework to better understand the cognitive and emo-

tional drivers of consumer revenge behaviors (see Fig. 2 for the model and Table 1

for recent work on this issue). The proposed framework draws on the well-

established cognitive appraisal theory of Lazarus (1991) in order to better explain

how consumers’ assessment of failures affect their cognitive, emotional, motiva-

tional, and behavioral responses (see Fig. 2). Accordingly, this section tries to

answer the following questions: What are the cognitive, emotional and motivational

antecedents to consumer revenge? What are the different ways that consumers can

enact revenge? How should firms respond when consumers get revenge? Once we

understand why consumers engage in vengeful behaviors, we can better understand

what firms should do to manage their occurrences.

Previous research illustrates that consumer revenge can be caused by a service

failure (i.e., a service situation that brings dissatisfaction) or a societal failure (i.e., a

company’s misbehavior that negatively affects the whole society, like an oil

spillage). In both cases, the process is almost the same, and it involves similar

cognitions and emotions. A service failure is experienced when a product or service

is not performing as it should (e.g., luggage damage by an airline). Indeed,

experiencing both a service failure and a poor recovery is the context that leads

to 96% of online complaints (Grégoire et al. 2009). Societal marketing refers to

firms’ efforts to reach company goals by considering society’s long-term interests

and benefits. Accordingly, consumers may hold a grudge against firms that neglect

to consider the best interest of society—that is, a societal failure.

The revenge process strongly relies on Lazarus’ appraisal theory, in which

consumers’ judgments about a negative event precede their emotions (Lazarus

1991). Specifically, consumers initially form a moral judgment about a service or

Fig. 2 Conceptual framework for the revenge process
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societal failure. This judgment then creates negative emotional responses, such as

anger, that lead to the development of antisocial motivations (such as a desire for

revenge) and behavioral responses (e.g., negative word of mouth or marketplace

aggression). This model is explained in the following subsections.

Table 1 Review of consumer revenge work in marketing

Author(s)/Journal

Theoretical

approach Findings/contributions

McColl-Kennedy and Sparks

(2003) Journal of Service
Research

Justice theory (1) Adapting a fairness theory for study-

ing consumers’ emotions during a ser-

vice recovery.

(2) Studying the role consumers’ coun-
terfactual thinking and accountability

according to the procedural, interac-

tional, and distributive justice, on their

emotional response.

Grégoire and Fisher (2008) Jour-
nal of the Academy of Marketing
Science

Justice theory

Social

exchange

theory

(1) Perceived betrayal is the key moti-

vational force that leads consumers to

restore fairness by all means possible.

(2) Relationship quality moderates the

link between a consumer perception of a

service fairness and betrayal.

Grégoire et al. (2009) Journal of
Marketing

Forgiveness

theory

(1) Explores the effects of time and

relationship quality on the evolution of

consumer grudge in online public

complaining contexts.

(2) Time affects consumer negative

motivational responses differently.

(3) In contrast to low relationship quality

consumers, consumers with strong rela-

tionship quality with the firm are more

amenable to any level of recovery

attempt.

McColl-Kennedy et al. (2009)

Journal of Retailing
Affective

Events Theory

(AET)

Cognitive

Appraisal

Theory

(1) Develops scales for consumers’
emotions, expressions, and behaviors.

(2) Different forms of consumer rage

emotions lead to different types of

expressions and behaviors.

Grégoire et al. (2010) Journal of
the Academy of Marketing Science

Appraisal

Theory

Justice Theory

Attribution

Theory

(1) Incorporates inferred negative

motives as the key drivers of consumers’
desire for revenge,

(2) Categorizes consumers’ vengeful
behaviors as direct vs. indirect.

(3) Explains the antecedents of con-

sumers’ direct and indirect revenge

behaviors.
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3.1 The Cognitive Antecedents Leading to Revenge

Lazarus (1991) identified two levels of cognitive appraisal: (a) the primary

appraisal is about the unfairness of the situation, and (b) the secondary appraisal

concerns the assessment of the failure severity and the prior level of relationship

quality (before the failure). While the primary appraisal focuses on the general

assessment of the negative event, the secondary appraisal is more specific and it

helps in selecting the appropriate coping mechanism (Zourrig et al. 2009). Building

on justice theory, the primary appraisal is shaped according to three dimensions:

procedural fairness (i.e., firms’ policies and procedures to address the failure),

interactional fairness (i.e., employees’ interactions in the recovery process), and

distributive fairness (i.e., the compensation or the outcome that consumers receive)

(Tax et al. 1998).

The secondary appraisal includes severity, which is defined as the magnitude of

the loss or the inconvenience of a failure (Grégoire and Fisher 2008). This category

also refers to the prior assessment (before the failure) of relationship quality, which

is defined as consumers’ trust (i.e., confidence that the firm can be relied on),

commitment (i.e., a willingness to preserve a relationship with the firm), and social

benefits (i.e., a perception of a “one-to-one” connection through personalization

and customization of services).

Moving downward in the model (see Fig. 2), Grégoire et al. (2010) found that the

more consumers perceive procedural and interactional unfairness, the greater they

infer that a firm has negative motives. Here, inferred negative motive is defined as

the extent to which a consumer believes a firm intended the wrongdoing to

maximize its own benefits and take advantage of the situation (Grégoire et al.

2010). This judgment has been found to be one of the most powerful cognitions

leading to anger and a desire for revenge. When a failure occurs, consumers act as

jurors and they infer whether or not the firm had negative motives for causing the

failure. If so, they will then judge that the firm deserves to be punished for its

actions.

If consumers perceive they have been unfairly treated—on the basis of the three

dimensions—they may also perceive a sense of betrayal (Grégoire and Fisher

2008). Betrayal is defined as the extent to which a consumer perceives that a firm

has intentionally violated the norms regulating their relationships (Grégoire et al.

2009). Unlike dissatisfaction, consumers’ perceived betrayal is strongly associated

with anger and a desire for revenge; this variable is also a powerful antecedent

causing revenge. In addition, the results of a longitudinal research study with online

complainers (Grégoire et al. 2009) indicate this assessment is influenced by the

prior level of relationship quality (perceived by a consumer). Relationship quality is

positively related to consumers’ perceived betrayal, and this effect is persistent over
time. In other words, when consumers perceive a high level of prior relationship

quality, they experience a greater sense of betrayal—this phenomenon is called the

“love becomes hate” effect.
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3.2 The Emotional Antecedents to Consumer Revenge

According to the appraisal theory, emotions are created by the cognitive appraisal

of a situation. These emotions ultimately lead them to choosing a coping behavior

in order to reduce emotional dissonance (Haj-Salem and Chebat 2013; Lazarus

1991). This mechanism is aligned with the cognitive change theory that argues that

individuals try to integrate the stressful experience within their current reference

system, also called their “inner” model. Accordingly, individuals have two options.

Either they can face the stressful event and try to solve the problem, or they can try

to manage their negative emotions and establish a new inner model that matches the

stressful event better. As can be seen in Fig. 2, consumers’ perceptions of negative
motives and/or betrayal lead them to experience diverse negative emotions (Laza-

rus 1991).

Lazarus (1991) introduced two distinct categories of negative emotions: namely,

inward vs. outward. This distinction is based on the attribution of agency, which

refers to the attribution of the stressor to self vs. others (Haj-Salem and Chebat

2013). Inward negative emotions occur when individuals believe they are respon-

sible for the negative event. They blame themselves and feel that they could have

done better. Consumers who perceive that they are more responsible for a negative

outcome (e.g., selecting the wrong service provider) are more likely to feel inward

negative emotions such as sadness, guilt, and embarrassment (Haj-Salem and

Chebat 2013).

In turn, outward negative emotions occur when an individual puts the blame on

the other party for the occurrence of a negative event (Lazarus 1991). In a consumer

context, the more consumers blame a firm for a failure, the greater they should feel

outward negative emotions, such as anger, disgust, or frustration (Haj-Salem and

Chebat 2013). According to the model proposed in this section, the more consumers

perceive betrayal and infer a firm’s negative motives, the more they feel outward

negative emotions (such as anger) rather than inward negative emotions. In con-

trast, if consumers perceive that they are responsible for the situation and the

negative outcome, they feel more inward negative emotions.

Grégoire et al. (2010) demonstrate that consumers’ inferences of a firm’s nega-
tive motives (such as greed) are very influential cognitions that drive anger, which

is defined as an intense negative emotion that leads consumers to strongly respond

to the source of anger (McColl-Kennedy et al. 2009). In addition, consumers’
perception of the severity of a failure has both direct and indirect effects on

anger. In sum, anger (and perhaps rage) is definitely the strongest emotional driver

leading consumers to consider revenge as an appropriate coping mechanism.
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3.3 Key Motivational Responses: A Desire for Revenge vs. A
Desire for Avoidance

Consumers’ cognitions and negative emotions about an unfair experience drive

them to have some negative motivational responses, such as a desire for revenge, a

desire for avoidance, or both (Grégoire et al. 2009). A consumer’s desire for

revenge is a felt need to punish and cause harm to a firm because of the damages

it has caused in the first place (Grégoire et al. 2009). Desire for avoidance, which is

mostly caused by dissatisfaction, is defined as a consumer’s motivation to keep as

much distance as possible between him/her and the firm. A desire for revenge is the

major force leading consumers to engage in extremely negative behaviors, such as

negative word-of-mouth or vindictive complaining.

Generally speaking, consumers can cope with a stressful situation (e.g., service

or societal failure) in two ways: problem-focused versus emotion-focused coping

(Lazarus 1991). The first coping strategy refers to managing the environment or the

situation in order to reduce its impact or try to resolve the problem. In the second

coping strategy, individuals try to manage and regulate their emotions in order to

adjust their inner model. By avoiding the firm (i.e., developing a desire for

avoidance), consumers may try to ignore the service failure and escape from the

uncomfortable emotional states caused by anger (Grégoire et al. 2009). Alterna-

tively, consumers may decide to confront the firm and seek to cause it harm in order

to get even (i.e., developing a desire for revenge) (Grégoire et al. 2009, 2010). In

other words, consumers may hold a desire for revenge, a desire for avoidance, or

both to show their lack of forgiveness when they experience a severe failure.

For instance, an angry consumer can hold a grudge against a firm by stopping

purchasing from the company and switching to a competitor (i.e., an avoidance

approach). In the meanwhile, this consumer can also blog negatively about the

transgressing firm (i.e., a revenge approach). Although consumers’ desire for

revenge and desire for avoidance are correlated, they are also conceptually distinct

and can simultaneously coexist (McCullough et al. 1998).

Because of their different natures, these two desires follow different evolution-

ary patterns over time (Grégoire et al. 2009). As illustrated in Fig. 3, when a firm

does not take action after receiving an online complaint, consumers’ desire for

revenge is high but tends to fade away over time, although it never disappears. The

diminishing desire for revenge is replaced by consumers taking their business

elsewhere and a growing desire for avoidance over time.

The different effects of time on consumers’ desires for revenge and avoidance

are also moderated by the level of relationship quality that consumers perceive to

have with a firm (Grégoire et al. 2009). High relationship quality consumers are

firms’ best and most loyal consumers, with strong emotional connections with

firms. In turn, low relationship quality consumers are casual consumers who only

make periodic purchases and do not have strong emotional attachments with firms.

In an online complaining context, consumers with high relationship quality hold

their desire for revenge over a longer period of time, compared to low relationship
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quality consumers (see Fig. 4, Panel A). Meanwhile, the desire for avoidance of

high relationship quality consumers amplifies more rapidly over time, compared to

those with low relationship quality (see Fig. 4, Panel B). This set of patterns has

been described as a longitudinal “love becomes hate” effect.

Fortunately, Grégoire et al. (2009) demonstrate that high relationship quality

consumers are also more amenable to any form of post-complaint recovery—

although these consumers hold a longer grudge when no recovery is offered.

High relationship quality consumers tend to care more about firms’ efforts to

resolve a problem than the monetary value. In contrast, low relationship quality

consumers are mainly concerned about the size of a compensation. While low

relationship quality consumers require high value compensations, high relationship

quality consumers are more interested in the social value of a recovery.

3.4 Consumer Revenge Behavioral Responses and Firms’
Interventions

The cognitive-emotion process leads consumers to have negative motivational

responses (i.e., desires for revenge or avoidance) toward the wrongdoing firm. In

that case, consumers may engage in different types of vengeful behaviors to get

even with the transgressing firms and “make them pay” with concrete actions

(Grégoire and Fisher 2008; Grégoire et al. 2010). The behaviors could vary from

passively exiting the relationship to engaging in aggressive behaviors, such as

slamming the door and insulting employees (McColl-Kennedy et al. 2009; Grégoire

et al. 2010). With the fast rise of social media, consumers’ vengeful behaviors are
becoming more salient, and the resulting inconvenience could be even more severe

Fig. 3 Evolution of revenge and avoidance over time. Source: Adapted from Grégoire et al.

(2009). Note: This study was conducted in a series of four questionnaires over a 2-month period

(every 2 weeks). The initial sample of participants was 431. Then, 300 participants completed the

survey at time 2, and 215 at time 3. Overall, 172 participants completed all four waves. For both

desires, the scale varies between 1 (lowest) and 7 (highest)
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for firms. The side effects can be so important that in some cases even major

recovery efforts are insufficient to stop the online crisis. For example, in the case of

Dave Carrol—a musician whose guitar was broken during baggage handling on a

United Airlines flight in 2009—the airline suffered from serious public relations

humiliation and brand damages. And the damages still continue: The YouTube

video “United Breaks Guitars” is still viral in 2016, and it has been viewed more

than fifteen million times!

As mentioned earlier, consumers may engage in different vengeful behaviors to

get even with firms. A key question then becomes: How should managers deal with

each type of revenge behavior? Understanding different types of revenge behaviors

is important because it provides guidance to managers about the best ways to

intervene and offer tailored solutions for each form of behavior. Previous research

identifies two distinct categories of revenge behaviors: direct vs. indirect (Grégoire
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et al. 2010). These two categories require different interventions from firms, since

each one has different effects on firms.

First, direct revenge behaviors include consumers’ actions that occur within a

firm’s borders and that directly target its employees and operations. A firm is

necessarily aware of these actions. Vindictive complaining (e.g., insulting front-

line staff) and marketplace aggressions (e.g., physical actions, such as hitting an

object or damaging firms’ properties) are two types of frequent direct revenge

behaviors (Grégoire et al. 2010). Vindictive complaining refers to consumers’
complaining behaviors that occur to cause inconveniences to and abuse of frontline

employees (Grégoire and Fisher 2008). All sorts of direct retaliatory behaviors

(e.g., physical aggression and vandalism) can be viewed as direct revenge.

It is not hard for firms to recognize consumers’ direct revenge behaviors, as

many examples easily come to mind. Because these behaviors may put pressure on

the frontline employees, they could lead to an increase in the rate of absenteeism

and turnover (Grégoire et al. 2010). For manifestations of direct revenge, managers

are able to take immediate actions to rectify the situation and prevent the recurrence

of these behaviors. In other words, this set of behaviors is more identifiable and

manageable and, in that regard, less dangerous for firms. In addition, these behav-

iors do not have the potential to spread in viral and uncontrollable ways.

While most direct revenge behaviors occur in a face-to-face context, the indirect
types include actions that happen “behind a firm’s back” (Grégoire et al. 2010). For
instance, negative word-of-mouth and online complaining for negative publicity are

two popular forms of indirect revenge behaviors. Negative word-of-mouth refers to

consumers’ efforts to denigrate a firm to their family and friends to convince them

to stop patronizing the transgressing firm (Grégoire et al. 2010). In turn, online

public complaining for negative publicity occurs when consumers use online

applications to inform the public about firms’ misbehaviors (Grégoire et al. 2010).

In contrast to the direct type, frontline employees are not the target for the

indirect revenge behaviors (Grégoire et al. 2010). As the qualifier suggests, indirect

revenge behaviors are harder to recognize and control because they occur beyond a

firm’s borders. These behaviors can drastically damage a firm’s reputation by

indirectly influencing a larger number of potential consumers. It should be noted

that the advent of the Internet and social media has made this form of behavior more

dangerous than ever before in the history of consumption.

Now that we understand the different categories of revenge behaviors, the

question becomes: What are the specific drivers leading to direct vs. indirect

revenge behaviors? Consumers’ desire for revenge naturally leads them to engage

in both direct and indirect revenge behaviors (Grégoire et al. 2010). However, these

two types of behaviors also have different and distinct antecedents. First, a multi-

stage study (Study 2 in Grégoire et al. 2010) reveals that perceived severity has a

significant effect only on the indirect revenge behaviors. When the inconveniences

of a failure are major, it creates a strong internal pressure that leads consumers to

share their stories by all means possible.

In addition, consumers’ perceived power has main and moderating effects only

on the direct revenge behaviors (Grégoire et al. 2010). Consumers’ perceived
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power is defined as the extent to which a consumer perceives being able to influence

a firm in an advantageous manner. In other words, if consumers perceive them-

selves to be “powerless,” they are less likely to engage in direct revenge behaviors.

This effect is explained because these consumers may fear counter-retaliation from

firms. Given the overt nature of direct revenge behaviors, powerless consumers may

be afraid that firms could quickly recognize them and engage in counter-retaliation

actions—these actions could make the situation even worse for consumers. In turn,

if consumers perceive they are powerful enough to engage in direct revenge actions,

they may assume that firms will be reluctant to counter-react in an unpredictable

manner (Grégoire et al. 2010). Such consumers perceive that firms need their

patronage more than the consumers need the firms’ products or services, so they

feel comfortable in retaliating in an aggressive manner.

3.5 An Overview of the Revenge Model

This review—presented in the second section—contributes to a better understand-

ing of consumers’ vengeful responses in the context of service and societal failures.
Drawing on cognitive appraisal theory (Lazarus 1991), we propose a general

conceptual framework that synthesizes previous research in a marketing context

(see Fig. 2). Accordingly, the conceptual framework explains consumers’ cogni-
tive, emotional, motivational, and behavioral responses once they experience a

failure. Overall, the conceptual model argues that consumers cognitively process an

unfair experience, which consequently may lead them to perceive firms’ negative
motives and/or betrayal. The cognitive responses of these consumers drive them to

experience various inward (e.g., sadness, guilt) or outward (e.g., anger) negative

emotions in relation to the failure. The negative feelings, especially anger, motivate

consumers to hold a grudge (i.e., desire for revenge, desire for avoidance) against

firms. Finally, aggrieved consumers may engage in various revenge behaviors (i.e.,

direct vs. indirect) to get even with the transgressing firm.

4 Two Facets of Consumer Resistance: Concluding

Remarks

In this contribution, we review two facets of consumer resistance—a phenomenon

we broadly define as consumers’ sense of opposition toward consumption, market-

ing, and corporations. As we explained in the anti-consumption section, this

opposition can be general (toward all forms of consumption) or specific (toward a

specific brand or product), and it can strongly influence a person’s lifestyle. The first
stream of literature that we reviewed is more abstract and sociological in nature,

and the emergence of the four anti-consumption lifestyles is strongly explained by
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general values that consumers possess toward materialism, long-term orientation,

and environmental concerns. Broadly speaking, the anti-consumption movement

has been described as more passive and covert than the revenge responses (see

Fig. 1) because this movement refers to a quiet (but persistent) refusal to go along

with consuming goods or services.

In turn, the second section of this contribution refers to consumer revenge (i.e.,

the actions to hurt a firm), which constitutes another distinct way that consumers

can use to express their opposition toward firms. In contrast with the anti-

consumption section, we study revenge under a psychological (rather than a

sociological) lens. In this second section, we try to understand the internal pro-

cess—in terms of cognitions, emotions, and motivations—that lead consumers to

engage in direct and indirect revenge. Although revenge behaviors can be espe-

cially aggressive and confrontational, these extreme responses are also short-lived.

Revenge relies on extreme cognitions (betrayal and motives) and emotions (anger)

that are unhealthy to sustain over time. So, revenge behaviors and anti-consumption

lifestyles also differ on the basis of their duration; lifestyles are based on routine

behaviors that are much more permanent than revenge actions.

Despite the differences between the anti-consumption and revenge literatures,

we wish to conclude this contribution by highlighting their commonalities. First,

both behaviors can be motivated by personal or societal reasons. Indeed, consumers

can engage in anti-consumption or revenge because a firm fails them personally

(through a product or a service failure); or even worse, it fails to respect important

societal values (such as respecting basic human rights). Second, both types of

behaviors are motivated by a strong sense of opposition toward firms (and market-

ing), and both behaviors are grounded in a strong desire to regain power over firms.

Through these behaviors, consumers reclaim their power, and they communicate

that marketing or consumption will not dictate the way they should live.
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Motivation

Gregory Bonn

1 Introduction

Why do people do what they do? Why do individuals often behave in ways that are

contrary to their long-term health or well-being? How does motivation influence

product perception, and eventually use? And, vice-versa, how does product per-

ception impact motivation? Over the years the topic of human motivation has been

approached from numerous different perspectives. Some approaches have focused

their attention on biological and psychological needs. Others have focused on

learning, or how the individual is trained to behave in certain ways by contingen-

cies within their environment. Further approaches place more weight on the cog-
nitive processes involved in how each individual understands and evaluates the

costs and benefits of behaviors. Still other approaches focus more on the dynamic

interplay between emotion and intellect, or how conscious and unconscious factors

play varying roles in motivation. The first several sections of this contribution

provide a brief overview of different types of motivational theories. Following

this we will look at the influence of self-understanding and self-regulatory factors as

well as personality differences in motivation, some practical implications, and

finally how we might reconcile these many different approaches.
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2 Needs Theories

From the earliest days of psychology, innate needs, or instincts, have been pre-

sumed by most theorists to play an important role in human motivation. Early

theorists such as William James (1890) and William McDougall (1912) proposed

that instincts of various sorts are primary factors in human motivation. McDougall,

for example, suggested such instincts as curiosity, nurturing, laughter, lust, and

seeking comfort were essential to human behavior. James, as well as Sigmund

Freud (1923), focused more on Darwinian instincts—those that are specifically

related to survival and reproduction such as cleanliness, fear, anger, and sex/love.

Though there were differences among these early theories as to the exact details of

how instincts influence motivation, the essence of all was that biological, or innate,

drives are the foundation of human motivation; a foundation that is built upon

through experience. Throughout the twentieth century, a number of influential

theories were proposed along these lines.

2.1 Maslow’s Hierarchy of Needs

Probably the most well-known of the more modern needs-based theories of human

motivation is Maslow’s “hierarchy of needs” (1943). Maslow suggested that, in

general, humans seek to satisfy basic physiological needs such as those for food and

shelter first. Once those simple physiological needs are met then people turn their

attention to other more long-term concerns such as security and safety: Concerns

such as being free from the threat of violence and alleviating financial as well as

health concerns become of primary concern. Following this, Maslow proposed that

humans become free to concentrate on so-called higher order needs such as love/

belonging and esteem. Once more fundamental physiological and security concerns

are taken care of, people are strongly driven to connect with others. They seek

quality relationships such as those between friends, family members, and romantic

partners. Upon developing such relationships, the individual, in Maslow’s thinking,
should eventually form a healthy sense of self-esteem. Humans, he argued, want to

be valued and respected by others and, when they experience such respect, they

learn to respect themselves.

Once the previously mentioned needs are mastered, Maslow argued, a person

becomes more driven to pursue self-actualization, or self-transcendence. Essen-

tially this is a motivation to create, or to express the inner self. Maslow suggested

the ultimate goal for humans is to transcend narrow self-interest, but in order to be

able to do so, the individual must first master their selfish, individual needs. It is

important to note here that, although, the hierarchy of needs is often portrayed as a

straight progression from one level to the next, Maslow’s thinking was more

nuanced. He suggested that, in reality, the levels of personal development and

motivation do not progress in a simple linear fashion. Most levels, such as
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belongingness and self-esteem for example, are interdependent. Also, there are

many times when people forsake more fundamental needs such as security or health

for theoretically higher order needs such as love or belongingness.

2.2 ERG Theory: Existence, Relatedness, Growth

Alderfer (1969) reworked Maslow’s theory into a simpler non-hierarchical model,

which he called ERG Theory. Taking into account the previously mentioned inter-

relatedness among Maslow’s different levels, Alderfer proposed just three essential
need categories: Existence, relatedness, and growth. Existence needs include all

physiological and safety needs. Relatedness describes needs for relationships and

belonging as well as for respect (i.e. being respected by others). Growth needs

include internal aspects of esteem (i.e. self-respect or self-esteem), as well as self-

actualization and self-expression related motivations. Alderfer argued that these

need categories are not necessarily progressive. Instead all three types of needs

operate simultaneously, although the relative importance of particular needs might

vary between individuals and depending on the context. The ERG model suggests

that if specific needs are not met, or not perceived as attainable, individuals will

compensate by focusing more intensely on other needs. For example, if a person’s
need for personal growth is frustrated, they might focus intensely on social needs or

gaining approval from others. Alternatively, if a person is very socially isolated,

they might focus their attention on artistic pursuits (self-expression or growth-

related needs) or on earning a lot of money (existence or security-related needs).

In this way ERG theory can be used to explain some individual and group

differences in motivational style, where individuals learn to compensate for per-

ceived shortcomings in their personal or social situations by focusing more intently

on other types categories of needs or desires.

2.3 McClelland’s Learned Needs

David McClelland, similarly built upon Maslow’s work by suggesting a set of three
essential motivating needs: achievement, affiliation, and power. McClelland’s
theory, however, emphasizes how individuals differ in their focus on each of

these primary needs, and how social and cultural background shapes individuals’
need profile. McClelland suggested that the emphasis on certain motivators is

learned: Everyone is motivated to some degree by needs for achievement, affilia-

tion and power, but we learn over time which are preferred by our cultural

surroundings and which we individually are more inclined towards. Thus, each

persons’ dominant motivations are shaped by their individual experiences as well as

by their socio-cultural environment.
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2.4 Self-Determination Theory

More recently, Deci and Ryan (2000) have proposed Self-Determination Theory

(SDT) which argues that humans have an innate psychological need for autonomy,

competence, and relatedness. Essentially, according to SDT, humans want to feel

that their actions are freely chosen; that they can function effectively in the areas

that are important to them; and they crave high-quality, continuing relationships

with other people. To the degree that these needs are satisfied over time, humans

tend to function effectively and experience well-being. However, when these needs

are thwarted, people tend to exhibit less than optimal functioning and lower levels

of life satisfaction. SDT considers many of the less-desirable aspects of human

behavior; addiction, aggression, and prejudice for example, to be compensatory

reactions to the denial of basic needs, either throughout the course of development

or contextually.

2.5 Intrinsic vs Extrinsic Motivation

Ryan and Deci (2000) have also written extensively on the distinction between

intrinsic, or internally driven, and extrinsic, or externally driven, motivations. In

many cases, external factors such as rewards (say, money or promotions), punish-

ments, or the opinions of others are sources of motivation. Because they are more

easily manipulated, such external motivators have been the focus of most learning

and motivational theory. Often, however, humans, as well as other animals, are

driven by internal factors such as curiosity, enjoyment, interest, and, perhaps,

deeply-held values. Intrinsic motivations are not necessarily associated with exter-

nal rewards. Nevertheless, they can be the source of much long-term effort and

creativity.

Research also indicates (see Ryan and Deci for a review) that, depending on

various personal and environmental contingencies, motivations can change over

time from extrinsic to intrinsic and vice-versa. For example, in some cases, when

rewards are provided for an activity that was previously motivated intrinsically,

people actually exhibit lower levels of motivation. Other studies have shown that

mild threats or risks associated with a behavior can make that behavior more

internally motivating (Wilson and Lassiter 1982). Thus, a certain level of risk can

actually be motivating. Possibly because the associated excitement is internally

rewarding, or possibly because prohibitions can stimulate curiosity which is also, as

will be discussed later, an internal motivating factor.
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2.6 Basic Emotions and Motivation

From the very early days of psychology, scholars such as William James and Carl

Lange have argued for the primacy of physiological states which we interpret as

emotions in how humans interpret and react to their surroundings. In recent

decades, research on affective neuroscience, or the biology of emotion, has

supported the contention that humans, similar to other animals, have fundamental

core motivations that are based in neurobiological circuitry. In accord with previ-

ously discussed theories, a primary drive to form relationships with other people, or

attachments, exists from infancy (Bowlby 1988). Humans are born with specialized

neurological circuits that have evolved specifically for social purposes, such as

recognizing faces, understanding speech, detecting others’ emotions, and mimick-

ing or learning from others’ behavior. Essentially, humans are hard-wired from

birth to seek out contact with and learn from other humans (Schore 1994). Through-

out the lifespan this drive to interact smoothly with others, whom we are evolu-

tionarily dependent upon for survival, actually shapes neural connections within the

brain such that humans unconsciously absorb and adhere to social norms of

behavior and thought (Quinn 2003).

Expanding further into understanding emotions as fundamental motivators

Panksepp (2005) has identified seven human emotions each of which is associated

with unique, underlying neural circuitry. These are: Seeking, which is essentially

curiosity; a motivational urge towards exploring and understanding one’s environ-
ment. Fear, a self-protective drive to avoid perceived threats. Nurturing, a drive to

connect with and care for others. Panic, anxiety that occurs when interpersonal

connections are threatened. Lust, or sexual desire. Rage, or aggression, which is a

drive to actively defend against perceived threats (distinct from fear, which moti-

vates one to hide or to flee). Finally, Play which encourages the development of

various social and physical skills through active engagement with others. All of

these primary emotions are, by nature, innately motivational, though of course, they

may at times conflict with each other. Fear or anger, for example, in most situations,

will override emotional drives towards seeking/exploring or play. Also, reminiscent

of Maslow, physiological needs such as hunger or sleep will generally dull the

intensity of emotional drives. Curiosity/seeking and play, for example, are notably

reduced when subjects are experiencing hunger or deprived of sleep (Fig. 1).

3 Learning Processes

3.1 Conditioning

The most basic concept involved in learning is generalized in the “law of effect”

(Thorndike 1901). This states, in essence, that behaviors followed by satisfying

consequences will tend to be repeated and those associated with undesirable results
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will tend to diminish in frequency. Desirable consequences increase the frequency

of a behavior, while undesirable consequences decrease the frequency of behavior.

Thus, given a set of physiological and psychological needs, human behavior can be

shaped through associating specific behaviors with the satisfaction or denial of

various needs. This is referred to as conditioning, or reinforcement, and it can take

numerous forms (Skinner 1938).

What is traditionally referred to as positive reinforcement occurs when a behav-

ior becomes associated with desirable outcomes (or rewards). If a person is hungry

and they receive some tasty food as a result of a certain behavior, that behavior will

be more likely to occur in the future. Similarly, emotional experiences can also

reinforce behavior: If a behavior results in positive feedback from others, such as a

feeling of social acceptance and belonging, that behavior will be more likely to be

repeated. Behavior is also encouraged if it eliminates or reduces the impact of some

negative stimulus. For example, if someone feels anxious and they drink a glass of

wine and the feeling of anxiety goes away, they will be more likely to drink wine in

the future, especially if they are feeling anxious. This is termed (somewhat con-

fusingly) negative reinforcement because the behavior is negating, or removing, a

negative stimulus. It still, however, encourages the same behavior to occur in the

future. Therefore, it is a source of motivation or reinforcement.

Certain consequences, in contrast, tend to reduce the frequency of a behavior:

These are termed punishments. Again, punishments can be both positive and

negative in nature. A behavior might result in physical pain or some other unpleas-

ant emotion such as fear; this is (again counter-intuitively) positive punishment.
Positive punishment is a painful physical or mental experience that is associated

with a behavior, spanking or scolding for example, which has the effect of reducing

the behavior in the future. Such punishments are termed as positive because they
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add an undesirable association to a behavior. In contrast, negative punishment also
reduces associated behaviors, but it associates the behavior with the loss, or

removal of, positive reinforcers. For example, if a child’s bad behavior is associated
with losing access to a valued toy or not being given cake after dinner, it is termed

as negative punishment. It is still punishment, because it reduces the likelihood of a

behavior occurring in the future. However, in the case of positive punishment, a

behavior results in a negative consequence that would not have existed before. In

the case of negative punishment, a behavior results in the loss of some previously

valued, or rewarding, experience. In either case, the associated behavior will be less

likely to occur in the future. Hence the label punishment.
It is worth noting in this context, that the type of reinforcement associated with a

specific behavior can change over time. Someone might begin using drugs, for

example, because it provides them with a feeling of elation, a high, which is a

positive reinforcement. Later, if they become addicted, they might be motivated

more by the desire to escape from the physical discomfort associated with with-

drawal. This is a negative reinforcement, but still an incentive to continue using.

Eventually, if they were to arrive at the point where they lost their home or wife or

children because of their drug use, this would be a type of punishment (negative
punishment). They are losing something that they value, therefore they are more

motivated to stop using.

Considering the relation of risk perception to conditioning and motivation, it is

important to also consider the concept of immediacy: If a punishment is expected to

occur in the future it will be strongly discounted in motivational force when

compared to rewards that are expected immediately (Skinner 1953). Of course,

there are many ways in which expected future costs or rewards might influence

behavior: The size of the reward/cost; perceived likelihood of the outcome; current

appetitive state; and individual differences, all play a role in such situations.

Nevertheless, with all other factors remaining constant, there is a strong overall

tendency to devalue future rewards and risks in comparison to currently available

rewards or costs. This concept is discussed at length in a separate contribution of

this volume entitled temporal discounting of future risks.

3.2 Social Learning

Although most early research on learning focused on the direct effect of rewards

and punishments on behavior, more recently, the understanding that relatedness and

social contact are central to human motivation, has led psychologists to focus more

on the effects of social context, and how human behaviors are shaped by the

behaviors of others within their social group. Bandura et al. (1961) identified

these processes as social learning. A key finding from social learning research is

the concept of modeling, that behaviors can be learned through observation alone.

People, especially children, are keen observers of others, and they tend to imitate

behaviors that they observe as rewarding for other people. The observer does not
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need to have a direct experience of being rewarded for a particular behavior

themselves in order to be motivated to engage in that behavior (Bandura 1977).

They merely need to observe the behavior in others and perceive it to be associated

with some desirable outcome such as, say, physical pleasure or social acceptance.

Thus, given the importance that humans place on social relatedness and acceptance,

if behaviors are portrayed or interpreted as normative for a social group, the desire

to fit into that social group can in itself become a strong motivator to engage in

those behaviors (Erbaydar et al. 2005).

Through such social learning processes, humans absorb, largely unconsciously,

wide ranges of behaviors and cognitive patterns which, over time, become

engrained in their understanding of who they are, and what is normal (Erikson

1959; Quinn 2003). Considered from this perspective, the vast majority of day-to-

day human behavior is not motivated by cognitive evaluations, but by fundamental,

survival-based, tendencies for human beings to learn from and fit into their social

surroundings. When deep-seated, culturally learned, normative behavior and cog-

nitive tendencies are challenged by new information, as often as not, an array of

defense mechanism are employed to reframe or reinterpret such new information in

ways which are less threatening (Festinger 1957). This concept is discussed further

in the section titled cognitive dissonance.

3.3 Social Influences on Risk Perception

Specifically considering how social and cultural learning processes relate to the

perception of risk, Kasperson et al. (1988) has described a series of processes that

lead to the social amplification (or, conversely, attenuation) of risk. Kasperson

argues that the perception of risk is not, for the public at large, based upon a

mathematical assessment of the probabilities and magnitudes of potential events.

Instead, risk perception results from a combination of intuitive biases, personal

interests, and cultural values. Individuals and groups through their psychological

and cultural reactions to risk-related stimuli create secondary social and economic

effects which ripple throughout the rest of society often causing the public to either

greatly overestimate or underestimate the risks involved in certain behaviors or

events.

Essentially Kasperson suggests that risk perception, and social learning in

general, tends to have a kind of snowballing effect. People’s emotional reactions

to events, as well as the observed reactions of other people can cause chain-

reaction-like effects that either increase or decrease the societal perception of and

reaction to risk. Traditional, strictly analytical, risk analyses neglect such social

effects. Thus, their results often differ greatly from how the public perceives the

severity of different risks. One example of such social amplification processes is the

perception of risk from terror attacks: Americans often rate the risk of terror attacks

as a great threat to their safety, when in fact they are about 2000 times more likely to

die in an automobile accident than a terrorist attack. The news coverage and
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emotional shock involved in terrorist attacks causes the actual risk involved to be

greatly overrated compared to using a product that is a normal part of day-to-day

life such as motor vehicles. Likewise, the risks involved in using other products that

are deeply embedded in many cultures, such as alcohol and tobacco, are often

grossly under-perceived due to their normalization.

4 Cognitive Models of Motivation

4.1 Equity Theory

Adams’ Equity Theory (1963) describes motivational tendencies related to the

perceived fairness of a situation. Individuals tend to evaluate the effort put into

an activity in relation to what they receive, or expect to receive, in return. Essen-

tially, the individual desires an equitable, or balanced, relationship between their

effort expended and what they receive in return. When there is an imbalance, or

effort begins to outweigh rewards he becomes de-motivated. Equity theory posits

that these perceptions of fairness are rooted largely in how the individual views his

own situation relative to others’. If he perceives others to be receiving greater

benefits in relation to their efforts, for example, if a student sees classmates

continually receiving better marks while putting in the same or less study time,

he will be less motivated to study. Optimal motivation, thus, occurs when individ-

uals perceive their situation to be equitable; that they are being treated fairly and

receiving appropriate recognition or other compensation for their efforts.

4.2 Expectancy

Expectancy Theory (Vroom 1964) proposes that the individual weighs expected

rewards vs. desired results. The individual makes decisions by estimating how well

the expected results of a behavior match with desired results. The valence, or degree
of desirability, of an outcome is the first element of this evaluation. Potential

outcomes are evaluated in terms of how desirable or undesirable they are. The

individual also evaluates instrumentality, or their perceived ability to achieve an

outcome. Given these variables, expectancy is estimated: The individual forms a

subjective impression how likely it is that a specific action will lead to various

outcomes, and those outcomes are weighted by their relative desirability. Winning

the lottery, for example, is a very desirable outcome, however, its likelihood is quite

low, but also the relative cost of a lottery ticket is low. Given the high level of

desirability, many people are still motivated to buy lottery tickets despite the low

possibility of winning. Expectancy theory, thus, suggests a calculus involving the

desirability, achievability and costs or risks involved when making decisions.

Motivation 373



4.3 Social Cognitive Theory

Later in his career, Bandura (1986), expanded on his theory of social learning to

include more cognitive factors. His newer Social Cognitive Theory (SCT) thus

includes consideration of the moderating and self-regulatory capacities involved

in cognitive evaluations. Similar to expectancy theory, Bandura suggests that

actions are evaluated based upon the desirability and likelihood of expected

outcomes. SCT, however, specifically emphasizes the role that social modeling

plays in such evaluations. Cognitive evaluations are based on standards, or

benchmarks, that are shaped through observing and interacting with others.

These standards guide the manner in which individuals value rewards and eval-

uate potential behaviors. Bandura particularly emphasizes three cognitive factors

involved in motivation: Self-efficacy; do they feel that they can effectively

perform the action? Feedback; what kind of response do they receive, or expect

to receive, when they perform the action? And, environmental context; what
environmental factors are present that either encourage or discourage that behav-

ior? Thus, similar to expectancy theory, social cognitive theory argues that the

individual weighs several factors against each in making decisions, but Bandura

places special emphasis on the anchoring role of social standards and socio-

environmental context in these evaluations.

5 Conscious and Unconscious Processing

5.1 Psychodynamic Theory

In contrast to the idea of motivation being either strictly rational or based upon

instinct, Freud (1923) proposed a more dynamic, multi-layered structure of the

human psyche. Freud argued, similar to other needs theorists that the root of all

human motivation lies in evolutionarily-based psychological and physiological

drives, but he also asserted that such instinctual drives are engaged in constant

interplay with other aspects of the mind which are oriented towards the outside

world and fitting into the social environment. Freud termed the instinctual part of

human nature the “id”. When born, he argued, a child possesses only the id; the set

of drives and wants that allow it to live and feel satiated. This id operates, in Freud’s
terms, according to the “pleasure principle”: It merely wants to feel good, to satisfy

its’ needs. The id is essentially unconscious. Though the conscious mind may be

aware of the id’s desires and wants, it cannot negate them. The conscious mind

instead, over time, develops an understanding of how to satisfy the id within its’
existing physical and social constraints. What Freud terms the “ego”, or the self, is a

mechanism that develops over time which enables the individual to satisfy his

needs. People learn the necessary skills and social protocols to get what they want

and need within their physical and social environment. Freud referred to this as the
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“reality principle”. The ego, or self, must balance the unconscious desires and needs

of the id with the external constraints of living amongst other people in a physical

world. Thus, in Freud’s view humans possess the ability to rationally evaluate costs

and benefits as many cognitive theories propose. However, such rationality is

essentially beholden to unconscious urges which, at many times, contradict the

self’s rational evaluations as well as society’s moral codes. In other words, Freud

argued that humans can behave rationally at times, however, at bottom they are

driven by instinct.

5.2 Fast and Slow Thinking

More recently, Nobel Prize winner Daniel Kahneman (2011) has provided exten-

sive evidence for the various ways in which human thought processes are affected

by unconscious biases as opposed to being strictly rational evaluations. Essen-

tially, Kahneman concludes that there are two modes of thought that humans

generally engage in: Type 1, or “Fast” thinking, and type 2 or “Slow” thinking.

Fast thinking (also sometimes called “hot” cognition) is instinctive, stereotypic,

and emotional; while slow thinking (or “cold” cognition) is logical, deliberative,

effortful, and relatively infrequent. Kahneman has found that much of human

cognition is guided by “heuristics”, or mental shortcuts which circumvent logic,

although often the individual believes that they are being rational when engaging

in such thinking.

Many such heuristics have been experimentally established. Some that are

particularly relevant to the evaluation of risk are: A general tendency towards

optimism, which includes a belief that we have control over our lives, as well as a

strong bias towards considering only evidence that we have experienced directly.

In other words, when evaluating risk, individuals will tend to consider data that

they have gathered personally: If an individual has positive associations with a

product, but has not personally experienced negative consequences of its’ use, he
will tend to weigh his own positive personal experiences much more heavily than

abstract potential downsides. “Framing” of information is also a key factor in how

people make judgments. For example, if one states: “90% of consumers who use

this product experience no ill effects”; instead of “10% of consumers who used

this product became ill”, people will tend to judge the risks as less severe.

Similarly, Kahneman has established an “availability” heuristic, which demon-

strates a human tendency to weight readily available (i.e. oft repeated) informa-

tion especially heavily in decision making. Thus, if someone consistently hears of

the benefits from using a product, but only occasionally hears of any negative

repercussions, they will tend to focus more on the readily accessible

(oft-repeated) information.
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6 Self-Understanding and Motivation

Psychologists have gradually been developing an understanding of the importance

of personal identity, or a sense of oneself and how one fits into the broader society,

in motivation (Erikson 1959). Humans seem to have an innate desire to make sense

of their existence and do this by creating internal stories or narratives (McAdams

2001) that provide context and meaning to their day-to-day existence and the

activities that they find themselves engaged in (Quinn 2003). As has been discussed

extensively to this point, humans engage in behaviors for a multitude of reasons,

many of which are not strictly rational. The individual, however, generally wants to

feel good about himself. He wants to feel that his behaviors make sense and are

justified. This allows him to maintain a positive sense of self, which is important for

maintaining future engagement with the world. Thus, there is a core motivation for

individuals to portray themselves internally, in their own personal narratives, as

well as externally, in how they present themselves to other people in a rationally

consistent and meaningful way. Reminiscent of Kahneman’s bias towards opti-

mism, people are generally driven towards believing that they are correct and

justified in what they do.

6.1 Cognitive Dissonance

A correlate of this desire for consistency is the well-established tendency towards

cognitive dissonance reduction (Festinger 1957). Essentially, when the individual

experiences inconsistency, such as having contradictory beliefs or inconsistent

patterns of thought and behavior, he experiences anxiety, or discomfort, and is

motivated to eliminate the inconsistency. This, termed dissonance reduction, can be
accomplished by either changing one’s behavior or changing one’s cognitions. For
example, if someone learns that a product they have been using is potentially

harmful, they could stop using it, or they could alter that cognition by saying to

themselves that they and their friends have been using the product for a long time

and have seen no ill-effects, therefore it must be fine. They might even attribute the

information to some kind of left-wing conspiracy to harm their preferred brand, and

thus become even more loyal to the product. Such entrenchment of behavior in the

face of threat has been demonstrated extensively in research related to Terror

Management Theory (Greenberg et al. 1997). Specifically, in the face of threat,

people tend to defend themselves psychologically by strengthening their associa-

tion with key aspects of their identity, such as political beliefs or well established

behaviors. Threatened people express greater levels of loyalty to social groups,

ideas, and norms that they identify with. Thus, especially in the case of well-

established behaviors or social norms, perceived threats could actually increase

the individual’s motivation to engage in risky behaviors (Fig. 2).
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7 Personality Factors and Individual Differences

in Motivation

Decades of research has shown that, across cultures, individuals tend to differ

across a relatively small number of personality traits which are stable throughout

the lifespan. Eysenck (1952) first identified two essential dimensions to personality:

Extraversion vs. introversion; a person’s tendency to be outgoing, sociable and

energetic as opposed to reserved and reflective, and neuroticism vs. stability; a

person’s tendency to be sensitive, nervous, and prone to negative emotions, as

opposed to being emotionally stable and calm. Starting with Tupes and Christal

(1961) a number of researchers have expanded the number of personality dimen-

sions to five, often referred to as the “Big Five”. In addition to Eysenck’s dimen-

sions of extraversion and neuroticism, the big five also includes openness,

conscientiousness, and agreeableness. Openness is the degree to which the individ-

ual is open to new experiences, curious about new ideas and creative, as opposed to

cautious, pragmatic, and consistent. Conscientiousness is the degree to which the

individual is organized, self-disciplined, and dutiful as opposed flexible, spontane-

ous, and possibly unreliable. Finally, agreeableness is the tendency to be cooper-

ative, compassionate, and helpful, as opposed to competitive, mistrustful, and
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antagonistic towards others. Differences in personality can influence how risk is

perceived.

7.1 Individual/Personality Differences in Risky Behavior

Generally, research has shown that young adults who engage in risky behaviors

share a number of traits: They are non-traditional, and tend not to be harm-avoidant.

They are less self-controlled and less careful. (Caspi et al. 1997). Additionally,

youths who engage in multiple risky behaviors tend to be more aggressive than

those engaging in only one type of risky behavior. Interestingly, such differences in

personality and behavior appear to have roots in early childhood, if not genetics.

“Under-controlled children”, meaning those who had difficulty sitting still, or, were

impulsive, irritable, and out of control, at age 3, were more likely to engage in risky

behaviors at age 21 (Caspi et al. 1997). Similarly, Zuckerman and Kuhlman (2000)

found that risky behaviors such as binge drinking, smoking, drug use and risky sex

tend to be interrelated: Those that engage in one risky behavior are more likely to

engage in others. Risky behaviors also closely relate to personality traits such as

impulsivity and aggression/hostility.

There are, however, contradictory findings with regard to sociability. Zuckerman

and Caspi found opposite relationships in regard to sociability and risky behaviors.

Likely this difference stems from differences between the contexts of the studies.

One study (Caspi) using a community sample found that greater sociability led to

less drinking, while the other (Zuckerman) which sampled students at a university

with a strong drinking culture found sociability to relate to higher levels of binge

drinking. This difference can probably be interpreted in terms of a general desire for

social acceptance: In contexts where a majority of people engage in risky behaviors,

people will be more likely to engage in those behaviors. Although risky behaviors

might be frowned upon by the general public, context can play a large role in how

individuals, especially highly sociable individuals relate to such risk.

7.2 Individual Differences in Assessing the Future

The perceived delay of potential costs or benefits is also important in risk assess-

ment. Generally, the level of motivation associated with an expected reward or

punishment decreases with the amount of time assumed to fall in between a

behavior and its’ potential reward or punishment. Studies, however, also point to

individual differences in the tendency for discounting the future. Generally, those

with higher levels of extraversion show a preference for immediate gratification.

Those with addictive tendencies such as heavy drinkers and drug users also tend to

place less weight on future consequences (Ainslie and Monterosso 2003). In
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contrast, those with higher IQs, or greater cognitive capacity, tend to value future

consequences more highly (Hirsh et al. 2010).

Situational factors, such as emotional state, also play a role in the degree to

which people consider future costs or benefits. During states of emotional arousal,

for example when viewing photos of attractive women, or after winning a game,

people tend towards pursuing immediate gratification and disregarding future

consequences. This is especially true of those high in extraversion (Wilson and

Daly 2004).

7.3 Lack of Motivation

Patients exhibiting clinically low levels of motivation generally have an altered

perception of how effort relates to reward (Gard et al. 2014). Essentially, those who

show abnormal lack of motivation tend to see the effort involved in pursuing any

particular goal as far outweighing any possible benefits involved; effort is

overvalued while rewards are undervalued. As discussed in the previous section

on cognitive factors, similar thought processes probably relate to de-motivation

even in non-clinical populations. When individuals feel ineffective at performing a

task; when they lack self-efficacy or feelings of competence, they are less moti-

vated. Also, when the individual feels as their situation is unfair, or they are not

receiving appropriate rewards for the effort that they expend, they are less moti-

vated. Similarly, when individuals perceive environmental barriers or social imped-

iments to effectively performing an action they will be less motivated.

8 Motivation and Risk Perception

Although the topic is too complex to sum up neatly, several broad conclusions can

be arrived at with regard to motivation and risk perception.

8.1 Human Thinking Is Generally Based on Shortcuts

In general, humans tend to focus on the ideas/associations that are most readily

accessible. Those ideas, good or bad, that have been repeated often and those that

have been introduced recently will be recalled most readily (Kahneman 2011).

People also tend to prefer and have a positive bias towards what is familiar and

deeply embedded within their social environment (Quinn 2003). Emotional state is

also important, when people are experiencing strong emotions they will tend not to

engage in rational assessments (Kahnemann 2011) and they will be more likely to

choose products based on superficial qualities or previous patterns. Similarly, there
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is a tendency for people to overvalue the present, weighing current rewards much

more highly than future costs. This tendency is especially strong during times of

high emotional arousal as well as for those with extraverted personalities (Hirsh

et al. 2010).

8.2 Humans Want to Feel Socially Connected and Capable

Belonging and relatedness are powerful motivators (Deci and Ryan 2000). Humans

have a basic need to feel that they are a part of a group and that they are socially

connected. When they feel ostracized or that their social relationships are at risk, it

is interpreted emotionally as a threat to their very existence (Greenberg et al. 1997).

Conversely, when individuals feel that they are accepted and that their position as

part of a valued group is secure, they feel relaxed and empowered (Ryan and Deci

2000). Thus, given the choice of doing something that is socially normative and that

will make the individual feel more connected to desirable others, the individual is

strongly motivated to devalue any risks that might be associated with that behavior.

Similarly, humans want to feel competent, and that their actions are freely chosen

(Deci and Ryan 2000). If they or their social group are engaging in certain

behaviors or consuming certain products, they are often motivated to do the same

and to protect their self-image by devaluing the risks and overvaluing the benefits

associated with those behaviors.

8.3 People Want to Feel that They Are Consistent
and Correct

People have a basic need for cognitive consistency; they want to be able to consider

themselves to be rational and sensible (Festinger 1957). Generally, people will be

motivated to choose products whose perceived benefits far outweigh any potential

risks (Vroom 1964). However, given conflicting evidence, humans generally prefer

information that allows them to feel competent and consistent (Ryan and Deci

2000) and they are biased towards filtering information in ways that allow them to

feel they are not making poor decisions (Asch 1951). Finally, when people are

threatened with a high level of risk, they tend to retreat towards the safety of their

cultural and social norms (Greenberg et al. 1997). Oftentimes the most salient risk

or benefit is not so much inherent in the product itself but how that product relates to

their important relationships and their social embeddedness. The perception of

serious risk makes people even more motivated to conform to social norms, and

less likely to engage in strictly rational evaluations.

In the end, humans do have the capability of performing rational evaluations and

carefully assessing the costs and benefits associated with products. Most day-to-day
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decisions, however, are based upon less effortful mental shortcuts which allow

them to maintain their self-image while efficiently navigating their physical and

social worlds.
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Marketing and Market Research

Burak Tunca

1 What Is Marketing and Market Research?

Business history abounds with stories of successes and failures. There are many

brands and products that remained relevant to customers over time and across

international markets, as well as iconic companies that have disappeared from the

marketplace. Although there are several reasons as to why businesses fail, in many

cases the culprit is the inability to identify and meet needs and wants of the market,

or simply, failures in marketing and market research.

The American Marketing Association formally defines marketing as “the activ-

ity, set of institutions, and processes for creating, communicating, delivering, and

exchanging offerings that have value for customers, clients, partners, and society at

large” (AMA 2016). Marketing thus represents a confluence of different actors

involved in exchange processes. The objective of businesses is to deliver sought

after offerings to the exchange and to obtain desired responses (e.g., positive

judgments and feelings) from other parties (Kotler and Keller 2016). In other

words, for businesses, marketing needs to managed. Marketing management can

be defined as “the art and science of choosing target markets and getting, keeping,

and growing customers through creating, delivering, and communicating superior

customer value” (Kotler and Keller 2016, p. 27).

How can marketers identify and deliver the offerings customers need and want?

This crucial information is generally provided to the marketing managers through a

process called market research. Market research can be defined as “the systematic

gathering and interpretation of information about individuals or organizations using

the statistical and analytical methods and techniques of the applied social sciences

to gain insight or support decision making” (Phillips 2007, p. 38). This definition
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highlights the two major aspects of market research: it is a function and it is a

process.

First, market research serves the function of providing marketing intelligence to

the managers for effective decision making. Management can use this intelligence

for planning (e.g., assessing the environment or determining opportunities),

problem-solving (e.g., decisions regarding marketing activities), or control (e.g.,

monitoring the status, Churchill and Iacobucci 2005). Second, market research is a

dynamic process that consists the steps of problem formulation, research design,

sampling, data collection, data analysis, and market research report.

Note that “market research” and “marketing research” are two terms that

generally create confusion. Hunt (1976) makes the distinction that marketing

research is concerned with expanding our knowledge of marketing (e.g., developing

new theories), whereas market research is concerned with solving marketing related

problems of companies. To maintain consistency, I use the term “market research”

throughout this contribution. Nevertheless, the topics presented here are equally

relevant in both market and marketing research applications.

The objective of this contribution is to familiarize the readers with emerging

issues in marketing and market research. Most of the topics presented here could

easily be the subject of an entire contribution or article; I therefore only introduce

the main ideas and most widely known publications for each topic. Interested

readers are encouraged to follow the references for more thorough information.

2 Marketing and the Contemporary Issues

Marketing is highly susceptible to the rapidly changing environment. Kotler and

Keller (2016) identify three transformative forces that shape marketing manage-

ment today: technology, globalization, and social responsibility.

First, technology, particularly advancements in mobile phones and the Internet,

introduced new challenges and opportunities for marketers. Consumers are increas-

ingly spending more time online, mostly using smart phones and tablets, where they

receive marketing campaigns, communicate with brands, and make purchases

(Winer and Dhar 2011). Second, rapid globalization, especially in the form of

advanced transportation and communication, allowed companies to penetrate into

foreign markets and allowed customers to make purchases globally. And third,

marketers are increasingly being called to respond to ethical issues, sustainability,

and social responsibility in their operations (Kotler and Keller 2016).

These transformative forces gave rise to new consumer and company capabili-

ties (Kotler and Keller 2016). For example, consumers can quickly get in touch with

companies via social media, compare competing products and prices more easily

over the Internet, rapidly obtain information about the experiences of other con-

sumers with a company, and customize and co-create products and services (Winer

and Dhar 2011). Put simply, consumers are more powerful.
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Companies also acquired new capabilities. For example, marketers can get

richer information about markets, customers, and competitors from the Internet,

augment customer-brand relationships over social media platforms, reach the target

market on mobile phones, benefit from online brand communities, and supply

offerings and marketing promotions tailored to specific customer groups (Kotler

and Keller 2016).

These new marketing realities reshaped fundamental philosophies of marketing.

Kotler and Keller (2016) point out that marketing managers are moving forward to

the concept of the holistic marketing concept from the marketing concept, and the

traditional four Ps of marketing (i.e., product, price, place, and promotion) are being

updated with new variables.

2.1 From the Marketing Concept to the Holistic Marketing
Concept

The marketing concept, which holds that the key to marketing success is delivering

superior value to the target market, has been the dominating marketing philosophy

since the 1950s (Kotler and Keller 2016). Prior to the marketing concept, compa-

nies embraced other philosophies such as the product concept (i.e., the key is

producing the best product) and the selling concept (i.e., the key is persuading

customers to buy the products). With its focus on customer satisfaction, the

marketing concept quickly replaced the product and selling dominant perspectives.

The transformative forces of the twenty-first century gave rise to a new concep-

tualization of marketing activities called the holistic marketing concept (Kotler and

Keller 2016). As the name suggests, the holistic marketing concept recognizes the

necessity of a broad, integrated perspective on marketing programs, processes, and

activities. Four components characterize holistic marketing: (1) relationship mar-

keting, (2) integrated marketing, (3) internal marketing, and (4) performance mar-

keting (Kotler and Keller 2016).

First, relationship marketing aims to develop mutually satisfying, enduring

relationships with the stakeholders of the company (e.g., customers, employees,

business partners, shareholders, etc.). From the relationship marketing perspective,

these long-term relationships create a valuable asset for the company called a

marketing network. Thus, stronger the marketing network, the higher the profits.

Second, integrated marketing aims to create value form marketing activities as a

whole, such that all marketing activities are designed and implemented as a part of

an integrated system. Integrated marketing also requires integrated communication

and channel strategies.

Third, internal marketing aims to ensure that appropriate marketing principles

are adopted not only in the marketing department, but also throughout the organi-

zation. Internal marketing recognizes that all departments in the organization
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should understand the company’s marketing orientation and cooperate to deliver

superior value to the customers. This requires significant commitment and involve-

ment from the senior management.

Last, performance marketing aims to understand returns on marketing activities,

both financially and nonfinancially. Marketers are increasingly assessing financial

returns through intangible assets such as brand equity, customer base, and relation-

ships. Furthermore, in accord with the greater customer focus on social responsi-

bility, marketers are increasingly considering the ethical, social, and environmental

impacts of their marketing activities.

2.2 The Updated Four Ps and the Four As

Traditionally, the marketing mix (or marketing tactics) has been conceptualized

through the famous four Ps, that is, product (the goods and services offered by the

company), price (the financial value of the goods and services), place (channels

where the goods and services are available), and promotion (activities designed to

promote the goods and services). In the face of new marketing realities and the

holistic marketing concept, Kotler and Keller (2016) introduced an updated version

of the four Ps, which incorporates people, processes, programs, and performance.

First, the people concept recognizes the importance of employees for marketing

success, thereby reflecting the internal marketing component of the holistic mar-

keting concept. It also suggests that viewing consumers as people and paying

attention to their lives more broadly is valuable for marketers. Second, the pro-
cesses concept reflects the value of establishing processes to enhance long term

relationships with the stakeholders of the company, thereby corresponding to the

relationship marketing component of the holistic marketing concept. Third, the

programs concept reflects the company’s integrated marketing activities (online

and offline) directed at the consumers. Last, the performance concept reflects

financial and nonfinancial implications of the marketing activities, as in the perfor-

mance marketing component of the holistic marketing concept.

In addition to the updated four Ps, Sheth and Sisodia (2012) presents a novel,

customer-oriented framework that outlines the four As of marketing, namely,

acceptability, affordability, accessibility, and awareness.

Acceptability refers to the extent to which a company’s offerings meet or exceed

customer needs and expectations. The two dimensions of acceptability are func-

tional acceptability (objective performance attributes of the offering) and psycho-

logical acceptability (subjective image attributes of the offering).

Affordability refers to the extent to which customers can afford the price of an

offering. Affordability also has two dimensions: economic affordability (ability to

pay) and psychological affordability (willingness to pay).

Accessibility refers to the extent to which customers can easily acquire an

offering. The two dimensions of accessibility are availability (the company supplies
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match the customer demand) and convenience (customers can reach the offering

easily).

Awareness, finally, refers to the extent to which customers are informed about

the attributes and benefits of a product, such that this awareness persuades them to

try the offering or continue buying it. Product knowledge and brand awareness are

the two dimensions of awareness.

3 Market Research Process and the Contemporary Issues

Market research is not a static entity, but a dynamic process that consists of

sequential steps. Market research process begins with problem formulation, pro-

ceeds with research design, sampling, data collection, data analysis, and ends with a

market research report. In reality, however, researchers do not follow this order in a

lockstep fashion, but rather go back and forth between steps as they refine the

decisions made in each step (Churchill and Iacobucci 2005).

3.1 Formulating Research Problems

The first step of market research process is concerned with research problem

formulation. This is a crucial step in the process, because, as we will see in the

subsequent sections, most of the decisions made in the rest of the process are highly

dependent on the research problem at hand. Put simply, the market research process

will be hampered without a clearly formulated research problem.

The nature of research problems is generally different among marketing aca-

demics and practitioners. Marketing academics aim at developing new knowledge

and making contributions to marketing theory. For example, recent special issues of

esteemed marketing journals would give a general idea about research problems

marketing academics are currently interested in. Marketing practitioners, on the

other hand, aim at assisting managerial decision making by findings solutions to

marketing problems or identifying opportunities for the company. For example,

what are the customer perceptions of our new product packaging? Or, would our

product sell in a new target market? Such problems and opportunities may arise

from unanticipated changes in the internal and external business environment (e.g.,

technological or societal changes), planned changes (e.g., introduction of a new

product), or ideas that emerge by chance (e.g., from a customer feedback; Churchill

and Iacobucci 2005).

When formulating problems, researchers are advised to delay research until the

problem at hand is clearly defined (Brown et al. 2014). To achieve this objective,

researchers should first understand the problem. Meetings and discussions with

clients and decision makers are essential components of this step. Such meetings

not only enable researchers to obtain background information about the problem
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and capture the problem from the decision maker’s perspective, but also augment

engagement of the client in the overall market research process and establish

client’s expectations from the research (Brown et al. 2014; Malhotra 2015). The

meetings and discussions with decision makers can be structured by conducting a

problem audit, which can identify underlying causes of the problem at hand by

examining the origin and the nature of the problem and establishing alternative

courses of action, preferably with a team consisting of the market researchers and

members from the management (Malhotra 2015). Problem audits can be

supplemented with secondary data and exploratory research (e.g., focus groups or

interviews with industry experts).

Additionally, to better understand the problem, researchers should also compre-

hend the organization and the industry, or in other words, the environmental context

of the problem. To accomplish this task, researchers should take into account past

information and forecasts (for the organization and the industry), organizational

resources and constraints, organizational objectives, buyer behavior, legal and

economic environment, and finally the marketing and technological skills of the

organization (Malhotra 2015).

After soliciting information from decision makers and examining the environ-

mental context to understand the problem, researchers should formulate the prob-

lem. At this step, it is important to distinguish between management decision

problems and market research problems. While management decision problems

are action-oriented and aimed at what the decision maker needs to do (e.g., should

we introduce a new product?), market research problems are information-oriented

and aimed at providing the information to assist decision-making (e.g., what are the

consumer preferences for a new product?; Malhotra 2015). These two problems are,

however, strongly interrelated. In other words, the market research problem can be

seen as a restatement of the management decision problem from the researcher’s
viewpoint (Brown et al. 2014). The market research problem should not only be

closely linked to the management decision problem, but also guide the overall

research project (Malhotra 2015).

When defining market research problems, researchers face the challenge of

defining the problem very broadly (i.e., failing to define a specific problem to be

addressed) or very narrowly (i.e., failing to consider alternative approaches to the

problem). Recognizing the shortcomings of overly broad or narrow research prob-

lems, Malhotra (2015) suggests that the market research problem should encompass

a broad statement, which provides a general description of the problem, and specific

components, which guides the subsequent steps of the research project. To illus-

trate, a broad statement would be “what are the purchase intentions of customers for

a new product?”, and the corresponding specific components to this broad statement

would be “who are our customers?” and “what is the level of brand loyalty among

customers?”. The overall problem formulation process is summarized in Fig. 1.
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3.2 Research Design

Once a clear market research problem is formulated, the next step is to select the

appropriate research design to address this problem. Research design can be viewed

as an action plan that guides researcher’s decisions in the subsequent sampling and

data collection steps. Research designs generally serve the objectives of three types

of research: (1) exploratory, when the objective is to provide insights into under-

standing a problem or to uncover novel ideas, (2) descriptive, when the objective is
to describe a phenomenon, and (3) causal, when the objective is to establish cause-
and-effect relationships (Churchill and Iacobucci 2005; Malhotra 2015). Because

different designs serve the purposes of different problems, the selection of research

design should be solely guided by the research problem.

3.2.1 Exploratory Research Designs

Exploratory research is appropriate when there is little known about the problem at

hand. Exploratory research may allow researchers to gain insight into a problem

that is not clearly defined, thereby facilitating the formulation of more precise

research problems to be examined via more conclusive (descriptive or causal)

research designs. A major characteristic of exploratory research is its flexibility in

the choice of research methods. Exploratory studies are not strictly structured, and

researchers often use secondary data (e.g., literature reviews and data mining) or

qualitative research methods based on small samples. The most common qualitative

exploratory studies include focus groups, depth interviews, and projective tech-

niques (Malhotra 2015). A contemporary development in qualitative research

methods is netnography (Kozinets 2002).
First, in a focus group, a small, homogenous group of prescreened respondents

(8–12 individuals) come together to discuss some topic of interest with a (trained)

moderator in an unstructured, conversational manner (Malhotra 2015; Churchill

and Iacobucci 2005). For example, a fast food company can conduct a focus group

to explore what customers think about the quality of their products. Focus group is

one of the most widely used qualitative market research techniques. The popularity

Fig. 1 The problem formulation process (adapted from Malhotra 2015)
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of the method stems from the unexpected findings that emerge from the dynamic,

free-flowing discussions within the group (Malhotra 2015). Thus, focus groups can

provide valuable insights into the unclear problem at hand.

A detailed moderator’s guide, which outlines the discussion topics, the sequence
of questions, and the allocated time, should be prepared before the focus group

interview (Malhotra 2015). A typical focus group session begins with a 5–-

10 minutes of introduction period, during which the moderator presents the topic

of discussion and explains how and why the discussions are being observed and

recorded. Afterwards, the moderator facilitates the beginning of a discussion by

asking a general question about the topic. This general question is followed by

specific questions to the specific members of the group. Once the discussion

permeates the focus group, the moderator recedes to the background, occasionally

nudging the dynamic discussion to follow the moderator’s guide (Churchill and

Iacobucci 2005).

Given the advancements in communication technologies, focus groups are

increasingly taking place online. The online focus groups members can be located

anywhere in the world and participate in the discussion over the Internet, yielding

immense time and cost benefits. Despite its convenience, online focus groups may

not replicate the traditional version because the digital communication may inhibit

the synergy that is created when members meet in person (Brown et al. 2014).

Online focus groups tend to have fewer members (e.g., 4–6), since too many

respondents may cause confusion during the online discussions (Malhotra 2015).

Second, exploratory studies can be conducted through depth interviews. Depth

interviews are similar to focus groups; the main difference is that while focus

groups are conducted in groups of respondents, depth interviews are conducted

with a single respondent. Analogous to focus groups, depth interviews are flexible

and mostly unstructured. The main objective of depth interviews is to obtain

information from individuals knowledgeable about the topic of research, which

could include current customers, members of the target market, managers and

decision makers, employees, industry experts, etc. (Brown et al. 2014). Given the

strengths in gathering rich and detailed information, depth interviews are suitable

for exploratory research.

Third, projective techniques are often used in exploratory research. Projective

techniques are different than focus groups and depth interviews, because while the

research topic is introduced to the respondents in the latter methods, the purpose of

the research is generally disguised in projective techniques (Malhotra 2015).

Hence, in this method, respondents are encouraged to reveal their underlying

beliefs, motivations, feelings, thoughts, or behaviors regarding the research topic

indirectly, by describing or structuring various ambiguous stimuli (Brown et al.

2014). The main assumption here is that individuals project their internal states

while trying to make sense of the given ambiguous situations.

The most common projective techniques include: (1) word association, in which
respondents react to a list of words with the first word that comes to their mind,

(2) sentence completion, in which respondents are given incomplete sentences and

asked to complete them, (3) storytelling, in which respondents are asked to tell a
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story about a drawing, photograph, picture, or cartoon, and (4) roleplaying, in
which respondents are asked to play the role of a person in a given scenario

(Brown et al. 2014).

An important contemporary development in qualitative research methods that is

applicable to exploratory research is netnography, which refers to the application of
ethnography (the scientific study of social groups) to understand consumer culture

(shared beliefs, artifacts, and practices) in online communities (Kozinets 2002).

Online (also called virtual) communities refer to cross-consumer communication

groups formed in the Internet, for example in social media, blogs, forums, news-

groups, etc., in which the participants exchange ideas, share information, and build

communities about market-oriented topics (Kozinets 2002). Such online commu-

nities are rich and vibrant sources of consumer data (including conversations,

images, videos, audio recordings, avatars, etc.), and researchers can use

netnography to tap into these sources in an unobtrusive and covert manner. This

is possible because, unlike the other ethnographic methods or qualitative techniques

(e.g., interviews or focus groups), netnography does not rely on participant-

researcher interaction, rendering it a suitable method for investigating sensitive

research topics (Kozinets 2002).

In conducting a netnography, Kozinets (2002) suggests following five method-

ological steps. In the first step, entrée, researchers identify relevant online commu-

nities based on the formulated research questions, the number of discrete members,

the amount of activity, and availability of qualitatively rich data in the online

community. The second step pertains to data collection. Two major types of data

are generated in netnography: (1) the data obtained directly from the between-

member communications in the online community (e.g., via post and discussions),

and (2) the data produced by the researchers’ own reflections about the online

community (e.g., via field notes). Although researchers can be active participants in

the online community, it should be noted that, contrasting ethnography, researchers

can also conduct netnography only through observation, without generating per-

sonal reflections (Kozinets 2002). In the third step, interpretation, the classified and
coded data is interpreted, mainly with respect to the conventional standards of

qualitative data analysis. Given that netnography is restricted to the study of

specific communities, the reliability and generalizability of the findings can be

enhanced with corroborating evidence, for example by analyzing data obtained by

other research methods.

Kozinets (2002) also draws attention to the ethical considerations step in

netnography, recommending that researchers should disclose their presence in the

online community, obtain informed consent from the members and safeguard their

anonymity, cogitate whether the medium is a private or a public platform, and

solicit feedback from the community members. Feedback seeking is called member
check, and it is the final step of the netnography research process.
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3.2.2 Descriptive Research Designs

Descriptive research is used when the objective is to describe characteristics of

relevant groups (e.g., understanding demographics of a target market), to determine

the proportion of people who behave in a certain way (e.g., the size of customers

shopping at the farmer’s market), or to make specific predictions (e.g., how much

are customers willing to pay for the new product?; Brown et al. 2014). Thus, unlike

flexible exploratory research, descriptive research is guided by predefined research

problems. Surveys, longitudinal analysis, and observations are the most commonly

used descriptive research methods (Malhotra 2015).

First, surveys are structured questionnaires that are administered to a specific

sample from a population, designed to elicit information from respondents regard-

ing their behavior, motivations, intentions, attitudes, demographics, and lifestyle

(Malhotra 2015). Surveys are cross-sectional designs, that is, the data is collected at

a single point in time from a representative sample of a specific population

(Churchill and Iacobucci 2005). The survey questionnaires can be administered

via telephone, mail, e-mail, web page, or personal interview. Malhotra (2015)

suggests that response rates for surveys can be improved by giving an initial

notification about the survey, providing incentives, and making follow-up contacts

with the respondents.

Second, in longitudinal analysis, a fixed set of variables are measured repeatedly

using the same group of respondents, in order to capture the changes taking place

over time (Malhotra 2015). Topics that are relevant to longitudinal designs are, for

example, the long-term effect of price promotions or long-term changes in the

brand equity (Churchill and Iacobucci 2005). Longitudinal designs are

implemented using panels, which refer to a sample of respondents who are com-

mitted to provide information to the researchers about a topic at specified intervals

(Malhotra 2015).

Third, through observations, researchers can obtain information about the

research topic by observing and recording respondents’ behavioral patterns

(Malhotra 2015). Observational techniques can capture the information that respon-

dents are unaware of or not willing to communicate (Churchill and Iacobucci 2005).

For example, in a survey, consumers may indicate that they spend equally on fresh

and frozen food; however, simply observing consumers’ behavior in the supermar-

ket may reveal a different pattern.

Observations can be personal (i.e., data is collected by a trained observer) or

mechanical (i.e., data is collected by special devices, such as traffic counters,

optical scanners, or eye-tracking and voice pitch analysis tools), and observations

can take place in the field or in the labs (Churchill and Iacobucci 2005; Malhotra

2015). Although observational designs minimize interviewer biases and eliminate

errors in self-reported behavior, observations do not provide insight into the

underlying motivations of a behavior and can only be used to examine frequent

behaviors of short duration (Malhotra 2015). Furthermore, unstructured observa-

tions can also be used for exploratory research purposes (Brown et al. 2014).
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3.2.3 Causal Research Designs

The objective of causal research is establishing cause-and-effect relationships.

Similar to descriptive research, causal research is based on specific problems;

unlike descriptive research, which can describe groups or inform about associations

between variables, causal research is concerned with causality, that is, the extent to

which the occurrence of a variable increases the probability of the occurrence of

another variable (Malhotra 2015). There are three basic types of evidence for

causality: (1) concomitant variation, (2) time order of variables, and (3) elimination

of alternative explanations (Churchill and Iacobucci 2005).

Concomitant variation refers to the extent to which two variables (say the

cause, X, and the effect Y) vary together (correlate) in the way predicted by the

research hypothesis (Churchill and Iacobucci 2005). Concomitant variation pro-

vides support for causality, but does not prove it: for example, a third variable may

be the causal factor for both X and Y (Churchill and Iacobucci 2005; Malhotra

2015). The time order of variables principle states that, if X causes Y, the occur-

rence of X should precede the occurrence of Y, and the elimination of alternative

hypothesis principle states that, researchers should control for other possible causal

factors to establish that it is X, not another variable, that causes Y (Churchill and

Iacobucci 2005). These three types of evidence for causality can be obtained from

experimentation, which is the most common method of causal research.

In an experiment, the researcher manipulates and controls one or more indepen-

dent variables and observes the effect of this manipulation on the dependent

variable (Churchill and Iacobucci 2005). To illustrate, if we are testing a hypothesis

of “X causes Y” (e.g., new packaging increases attitudes toward the product), the

researcher can manipulate the levels of X (e.g., X present or absent; product with

and without new packaging) and observe the variation in Y (change in attitudes

toward the product). There are two types of experiments: field experiments, which

are conducted in natural settings (e.g., actual market conditions), and laboratory

experiments, which are conducted in artificial settings in which the researcher

constructs the special conditions (Malhotra 2015).

A key aspect of experimentation that sets it apart from other designs is the

random assignment of participants to experimental and control groups. Random

assignment attempts to minimize the influence of other variables by distributing

them equally across different groups (Malhotra 2015). While experimental groups

are exposed to the manipulated independent variable, the control group is not,

thereby providing a point of comparison when investigating the effects of manip-

ulated independent variables on the dependent variable (Malhotra 2015).

Two types of validity, namely internal and external validity, are crucial in

experimentation. Internal validity is concerned with the extent to which we can

attribute the observed effects to experimental manipulations (and not to other

factors), whereas external validity is concerned with the extent to which the

observed effects can be generalized to other populations, contexts, times, or stimuli

(Churchill and Iacobucci 2005; Malhotra 2015). While laboratory experiments have
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relatively high levels of internal validity, field experiments have relatively high

levels of external validity (Brown et al. 2014).

Researchers tend to interpret findings from descriptive research designs (e.g.,

cross-sectional surveys) as implications of causal relationships; however, this is a

fallacy and should be avoided. Descriptive studies fail to provide evidence of

causality with respect to concomitant variation, time order, and elimination of

alternative explanations (Churchill and Iacobucci 2005). Relative to other research

designs, experiments may be more time consuming and costly; moreover, admin-

istration of experiments tend to be more complicated than other designs (Malhotra

2015). To sum, Table 1 presents an overview of market research designs.

3.3 Sampling and Data Collection

Necessary data for the research can be obtained from primary and secondary

sources. In short, primary data refers to the novel data collected by the researcher,

whereas secondary data refers to the already existing data. Although researchers

have an inclination towards obtaining primary data, Churchill and Iacobucci (2005)

suggest that researchers should not underestimate the amount and quality of the

secondary data already available for research purposes. There are several advan-

tages of secondary data over primary data, such as economies of time and cost;

nonetheless secondary data may not fit the research problem at hand well and may

have questionable accuracy (Churchill and Iacobucci 2005). Although secondary

data may not provide the complete solution to the research problem, it could be used

for exploratory purposes, as a valuable supplement to the further investigations of

the problem with primary data. Primary data is obtained via research designs that

are tailored to a particular research problem, and is therefore more frequently used

by market researchers.

After the problem is formulated and the research design is determined,

researchers make decisions regarding the sample that will be used in the research.

Table 1 An overview of research designs in market research

Research

design Main purpose Methods

Exploratory – To provide insights into understanding a problem

– To uncover novel ideas

– Secondary data

– Qualitative

methods

– Unstructured

observations

Descriptive – To describe characteristics of groups

– To determine the proportion of people who behave in a

certain way

– To make specific predictions

– Surveys

– Longitudinal

analysis

– Observations

Causal – To establish cause-and-effect relationships – Experiments
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Sampling is a five-steps process (Malhotra 2015). In the first step, researchers define

the target population, which includes all individuals or objects that meet the criteria

sought by the researcher. In the second step, researchers identify the sampling

frame, which provides a list or guidelines for sampling from the target population.

In the third step, researchers select a sampling technique, which consists of

nonprobability sampling (based on researcher’s judgment, e.g., convenience, judg-

ment, snowball, or quota sampling) and probability sampling (based on chance,

e.g., simple random, systematic, stratified, or cluster sampling). In the fourth step,

researchers determine the sample size (i.e., how many elements will be included in

the study?). In the fifth and final step, researchers execute the sampling process,

which requires a detailed description as to how the sampling decisions were made

(Malhotra 2015). Once the sampling process is completed, researchers proceed to

data collection.

In the data collection stage, researchers should be aware of errors that can bias

the research findings. There are five types of error associated with data collection

(Brown et al. 2014):

1. Sampling error refers to the discrepancy between results from the sample and the

population. Sampling error is less troublesome than the other types of errors; it

can be reduced by increasing the sample size and can be examined through the

margin of sampling error statistic.

2. Noncoverage error refers to the failure of excluding qualified elements of a

defined population in the sampling frame. Given that noncoverage error is a

sampling frame problem, it can be reduced by improving the quality of the

sampling frame.

3. Nonresponse error refers to the failure to obtain information from some ele-

ments of the sample. Nonresponse error becomes a potential problem for a study

when there is a systematic difference between respondents and nonrespondents.

Nonresponse error can be diagnosed by identifying and contacting a sample of

nonrespondents, by comparing respondent demographics with the population

demographics, or by comparing the results of early responders with late

responders.

4. Response error occurs when respondents provide inaccurate answers to ques-

tions. Response error may arise from researcher’s faults in preparing the research
instrument (e.g., problems with wording of items), or from respondent’s inability
or reluctance in providing answers.

5. Office error refers to the errors that arise when editing, coding, or analyzing data.

Some of the contemporary discussions in sampling and data collection pertain to

crowdsourcing, which facilitates data collection over the Internet, statistical power,
which guides researchers in sample size decisions, and indirect measures, which
may reduce response errors in measuring consumer attitudes.
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3.3.1 Crowdsourcing

The Internet provides easy access to diverse groups of the population and thus poses

new sampling and data collection opportunities to market researchers. Recently,

utilizing crowdsourcing has been a popular method for data collection.

Crowdsourcing simply refers to outsourcing a job or a service from the participants

of online platforms that facilitate the exchange between the job suppliers and the

workers. On such online platforms, the job suppliers post a task (e.g., an online

survey) with a compensation that generally varies based on task complexity, and

then solicit inputs from workers that are eligible for the task. Currently the most

popular crowdsourcing platform is Amazon’s Mechanical Turk (MTurk), which

provide access to a participant pool available for conducting research that is diverse

with respect to age, education, income, social class, and nationality (Buhrmester

et al. 2011).

Web-based crowdsourcing has several advantages over traditional methods of

sampling and data collection: (1) participants in crowdsourcing platforms are

demographically diverse, thus researchers can conduct research beyond undergrad-

uate student samples and even investigate specialized samples, (2) data collection is

quick and inexpensive, (3) experimenter related biases are eliminated, (4) -

computer-based designs can be easily replicated by other researchers, and (5) reli-

ability of the data is generally equivalent to the traditional methods (Buhrmester

et al. 2011; Birnbaum 2004).

Researchers should be aware that participation rate in crowdsourcing depends on

compensation level and time commitment (Buhrmester et al. 2011), and web-based

designs may be susceptible to multiple submissions and response biases (for

remedies of these shortcomings, see Birnbaum 2004). Nevertheless, the advantages

of crowdsourcing clearly outweigh its weaknesses, and when coupled with rigor-

ously designed studies, it becomes a valuable source of data for researchers.

3.3.2 Statistical Power

A crucial tenet of quantitative research designs (e.g., surveys and experiments)

pertains to sample size. Prior to data collection, researchers must determine the

sample size necessary to detect the hypothesized effects in their study. This sample

size decision is linked to the concept of statistical power, which refers to the

probability that a statistical test will correctly reject a false null hypothesis

(Cohen 1992). Or, in other words, if a study is under-powered, statistical tests

may fail to produce meaningful results when there was actually an effect to be

detected (i.e., the Type II error).

Statistical power is a function of three factors: sample size, effect size, and the

significance criterion. Thus, when determining the necessary sample size,

researchers should take desired power, effect size, and the significance criterion

into consideration. First, researchers can set the desired power at the recommended
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80% level (Cohen 1992) or select a higher power level if necessary. Second, the

effect size (i.e., the magnitude of the hypothesized effect) can be determined based

on the researcher’s expectations or the previous studies that tested similar hypoth-

eses. Finally, researchers can use the conventional 5% significance criterion, or set

another appropriate significance level based on their study. Larger sample sizes,

larger effect sizes, and increased significance levels are associated with higher

statistical power.

Statistical power analysis is not a contemporary issue; the importance of power

analysis has been highlighted for decades. Nevertheless, researchers continue to

neglect conducting power analysis in their studies. Power analyses are crucial,

because it forces researchers to consider the effect sizes (i.e., the magnitude of

differences) they want to detect in the study. For example, consider a researcher

who will conduct an experiment to examine the effect of a new product packaging

on consumers’ willingness-to-pay, anticipating that the respondents in the experi-

mental (new packaging) condition will be willing to pay more for the product than

the respondents in the control group. How big of a difference between the groups is

meaningful for the research purposes? The researcher’s effect size estimates will

determine the necessary sample size in this example.

There are free computer programs dedicated to statistical power analysis (e.g.,

G*Power; Faul et al. 2007) which can be used for determining sample size based on

different statistical tests. Power analyses, when conducted, should be reported in

detail.

3.3.3 Indirect Measures of Attitudes

Investigating attitudes has always been challenging, for individuals tend to give

socially desirable responses to self-report questions or sometimes they lack intro-

spective access to their true attitudes. For instance, consumers may not reveal their

attitudes toward drinking or smoking accurately when asked about it in a direct

fashion that allows them to deliberate on their responses. This limitation may give

rise to response errors in attitude research.

Social psychologists conceptualized that individuals hold two types of attitudes:

explicit attitudes, which refer to the deliberately formed verbal judgments about

objects, and implicit attitudes, which refer to the spontaneous and automatic

responses to objects (Greenwald and Banaji 1995). While explicit attitudes are

measured directly via verbal self-report statements, implicit attitudes are measured

indirectly via computer-aided tests that evaluate automatic associations in memory.

Currently, the most popular measure of implicit attitudes is the Implicit Associ-

ation Test (IAT, Greenwald et al. 1998). The IAT is a computerized task in which

the respondent is presented with target-concepts (e.g., young people–old people)

and attribute dimensions (e.g., good–bad), and throughout the test the respondent

categorizes pairs of target-concepts and attributes (e.g., young people—good, old

people—bad; young people—bad, old people—good). The IAT then evaluates the

automatic associations between target-concepts and attributes based on the
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response latencies, that is, how quickly the respondent categorizes the association

under investigation (e.g., quicker responses to the old people—bad pair indicates

stronger negative automatic attitudes toward old people).

The IAT can also be used to measure individuals’ attitudes toward themselves

(i.e., self-esteem). Self-esteem has long been a central construct in consumer

research, given the individuals’ tendencies to enhance their self-concepts with

material possessions. Analogous to the distinction between explicit and implicit

attitudes toward objects, individuals’ self-evaluations also take two forms: explicit
self-esteem, which represents deliberate and reflective self-evaluations, and implicit
self-esteem, which represents automatic and uncontrolled self-evaluations

(Greenwald and Banaji 1995). Consumer researchers have long relied on explicit

self-esteem, which assessed self-evaluations directly through self-report measures

with self-evaluative statements (e.g., “I am satisfied with myself”). Self-report

measures of self-esteem are, however, susceptible to individuals’ socially desirable
responses or other biases arising from self-presentational motives. Thus, both

implicit and explicit self-esteem should be taken into consideration when self-

esteem construct is investigated. IAT can assess implicit self-esteem by measuring

the response latencies on the self-related words (e.g., I, me, myself) and positive

attributes (e.g., good, warm) categorization. In addition to IAT, name-letter liking

(positivity towards name initials) can also be used as a measure of implicit self-

esteem (Greenwald and Banaji 1995).

Implicit measures are consequential for market research, because, although the

majority of research is based on the assumption that consumers make deliberate,

thoughtful decisions, consumers also have internal, uncontrolled motivations and

goals that could be activated automatically without the individual’s awareness of
the initiation or operation of the process (Bargh 2002). Thus, researchers should be

aware that both controlled and automatic processes influence consumption behav-

iors. In other words, both explicit and implicit attitudes may be activated by

environmental cues and in turn exert influence on behavior.

3.4 Data Analysis

Once the studies are designed based on the research problem and relevant qualita-

tive or quantitative data are collected, the next step pertains to the analysis of the

data. The data analysis stage is central to the market research process, for

researchers have to extract meaning out of the cluttered raw data using the meth-

odologies appropriate for the research question and the type of data at hand.

Regardless of the type of data collected (i.e., qualitative or quantitative), the data

analysis stage begins with some pre-analysis procedures. The aim of these pro-

cedures is to ensure the quality of the raw data for the subsequent analyses and

interpretation, because imperfections in the raw data may confound the results. For

qualitative methods, data analysis generally begins with transcribing (if necessary)

and coding. Coding is the process of transforming qualitative observations into
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quantitative measures (Churchill and Iacobucci 2005). Coding allows researchers to

capture summative, more general attributes from verbal or visual data. For exam-

ple, imagine a group of researchers who conducted a focus group with customers to

understand the important attributes of their cars. A relevant code for this research

would be “safety”. Thus, researchers can examine the interview transcript and code

the sentences that indicate safety (e.g., “number of airbags is important for me”

would be coded as “safety”). Interpretations then can be made based on the patterns

and frequencies of these codes. To improve the reliability of coding, researchers are

recommended to train multiple coders and evaluate the amount of agreement

between the coders (Churchill and Iacobucci 2005).

Similarly, for quantitative methods, data analysis stage begins with screening the

dataset for imperfections such as erroneous data patterns, data entry errors, outliers,

and missing values. Such flaws in the dataset may pose threats to the validity of the

conclusions drawn from statistical data analyses. When data is entered into a

statistical data analysis software, a codebook that provides information on how

each item was coded into the software should be prepared (Churchill and Iacobucci

2005). Subsequently, the data can be presented in the form of various graphs, tables,

and descriptive statistics. If necessary, the data can be analyzed further with the

appropriate type of inferential statistics (e.g., between-group comparisons, regres-

sion analysis, conjoint analysis, etc.; Churchill and Iacobucci 2005). Preparing a

data analysis plan that outlines primary and secondary variables (or other data), and

documents a detailed explanation of the procedures for conducting the statistical

analysis can further assist researchers.

Contemporary issues in data analysis pertain to the analysis of data collected

from different cultural contexts, statistical mediation and moderation analysis, and

the use of confidence intervals and effect sizes.

3.4.1 Analysis of Cross-Cultural Data

As a result of globalization and rapid growth of world trade, market research is

increasingly taking place across borders. For decision makers in multinational

companies, market research serves the crucial function of providing information

about consumers in foreign markets. For marketing academics, market research

enables testing and developing theories in diverse cultural contexts. Consequently,

marketing practitioners and academics frequently work with data collected in more

than one country.

Analysis of cross-cultural data, however, poses a measurement invariance

(or equivalence) challenge, especially when collected via survey methods. Mea-

surement invariance refers to the assumption that a measurement instrument per-

forms similarly (i.e., measures the same attribute) when making comparisons, for

example between cultural groups, time points, or any other categories (Davidov

et al. 2014). Thus, the validity of cross-cultural comparisons is dependent on an

invariant measurement instrument that is understood and interpreted similarly by

respondents in different groups. Lack of invariance may indicate that the observed
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results are products of statistical confounds rather than true differences, which

poses a substantial threat to the conclusions of any comparative study.

Measurement invariance encompasses both theoretical and statistical elements.

A statistically sound measurement instrument requires, first of all, theoretical

constructs that are comparable between groups at the conceptual level. Accord-

ingly, when conducting research across cultures (or other groups), researchers must

ensure that the theoretical constructs under investigation do not have culture- or

group-specific meanings. For example, prior market research suggested that the

concept of service quality might have different meanings across cultures and the

measures for this construct should therefore be adapted to the study context

(Carrillat et al. 2007). To avoid anomalies arising from incomparable theoretical

constructs across groups, researchers should scrutinize the conceptual connotations

of the constructs, preferably through expert opinions and focus groups, and also pay

attention to the instrument translations to prevent potential item-level biases

(Davidov et al. 2014).

In the current section, we are concerned with the statistical comparability of

measurement instruments at the data analysis phase (e.g., comparison of mean

scores or regression parameters across groups). Statistical considerations in mea-

surement invariance mainly pertain to the between-groups comparability of empir-

ical qualities of measurement models (theoretical constructs and their

corresponding observed variables) when researchers collect data from at least two

different groups using the same instrument. Multigroup Confirmatory Factor Anal-

ysis (MGCFA), which will be briefly introduced here, is currently the most widely

adopted statistical method to test for measurement invariance (Davidov et al. 2014;

Steenkamp and Baumgartner 1998).

MGCFA is a sequential testing method, which begins by a comparison of the

overall structure of the measurement models across groups (without imposing any

restrictions on the models), and proceeds by adding constraints on the model (e.g.,

restricting factor loadings and mean scores of the constructs to equality across

groups). Additional constraints to some degree worsen the model fit obtained in the

unconstrained model; accordingly, MGCFA establishes measurement invariance

by comparing the discrepancies in the fit of the constrained and unconstrained

models (larger discrepancies indicate violation of invariance). The sequential steps

of conducting measurement invariance analysis using MGCFA are explained com-

prehensively in Steenkamp and Baumgartner (1998). MGCFA can be implemented

with dedicated statistical packages (e.g., Lisrel, AMOS, or Mplus). It should also be

noted here that there are various statistical approaches available to scrutinize which

specific items are biased in a measurement model (see, van de Vijver and Leung

2011).

Measurement invariance is also sensitive to the method of data collection. As

discussed earlier, survey methods, in which the same questionnaire is administered

to the members of different groups, are most susceptible to measurement

noninvariance. On the other hand, computer-aided methods (e.g., IAT and

eye-tracking) are potentially less vulnerable to bias and can therefore yield more
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accurate between-group comparisons. Researchers should consider employing dif-

ferent data collection techniques when conducting cross-cultural market research.

3.4.2 Statistical Mediation and Moderation Analyses

Mediation and moderation models enable researchers to further explicate observed

relationships between constructs. Consider the simple association between con-

sumers’ attitudes toward an advertisement and their purchase intentions for the

brand. Through mediation models, researchers can identify other constructs that

mediate this relationship, and thereby clarify how or why this relationship occurs

(Baron and Kenny 1986). For example, attitudes toward the brand can be modelled

as a mediating variable in the example above: consumers’ attitudes toward the ad

enhance their attitudes toward the brand, which in turn increase purchase intentions

for the brand.

Moderation models, on the other hand, examine the when question, and therefore
aim at uncovering the boundary conditions of observed relationships. Moderating

variables elucidate under what circumstances, for which types of products, for

which consumers, in which cultures, etc., the relationship occurs (or does not

occur). In our advertisement—purchase intention example, we can postulate that

the strength of this association is contingent on consumer’s level of involvement

with the product, such that the influence of attitudes toward the advertisement on

purchase intentions will be stronger for consumers with high (versus low) levels of

product involvement. After developing conceptual models that explain how medi-

ators or moderators are related to the problem at hand, researchers analyze statis-

tical models based on collected data to determine those mediation or moderation

effects.

In testing statistical mediation, a contemporary development has been the

introduction of alternatives to the long dominant Baron and Kenny (1986)

approach. The Baron and Kenny approach is based on hierarchical multiple regres-

sion analyses, and its central tenet is that a statistically significant association

between two variables will be will be largely reduced in magnitude (and even

become nonsignificant) when the mediator is entered into the model, suggesting

that the mediator accounts for the given relationship. The reduction in the main

effect and the significance of the indirect model (i.e., the effect that is transferred

through the mediator) are then tested with a method known as the Sobel test, which

is criticized to be a conservative test with low power and high reliance on normal

distribution of the indirect effects (Hayes 2013). These limitations impeded the use

of the Sobel test and gave rise to alternative methods to test for indirect effects in

mediation models.

Recently, bootstrapping approach to mediation (Hayes 2013; Shrout and Bolger

2002) has gained popularity among researchers. Bootstrapping is a resampling

technique, in which the statistics of interest are computed based on large numbers

(e.g., 5000 or 10000) of resamples that are generated from the original sample with

replacement. For example, if we have an original sample of five observations (e.g.,

Marketing and Market Research 401



7, 4, 6, 9, 2), some bootstrap samples (with replacement) would appear as: (6, 4,

2, 2, 9), (4, 7, 4, 9, 9), (2, 4, 7, 9, 2), etc.

When testing for mediation, an indirect effect for each bootstrap sample is

computed, and then based on the total number of bootstrap samples (e.g., 5000 or

10000), a confidence interval (typically at the 95% level) for the indirect effect is

generated. The mediation effect is established when the confidence interval for the

indirect effect excludes zero. Bootstrapping approach is not bounded with the

assumption of normal distribution of the indirect effect, and therefore yields more

accurate estimates than the Sobel test (Hayes 2013). Although initially

bootstrapping was deemed appropriate in small samples (Shrout and Bolger

2002), a recent simulation study (Koopman et al. 2015) reported that using

bootstrapping in small samples may lead to inflated Type I error rates (i.e., finding

more than α% false significant indirect effects).

Although rigorous statistical analyses are consequential in testing for mediation

effects, researchers should be cautious in presenting statistically significant medi-

ation effects as a proof of their conceptual (theoretical) mediation model. As

explicated in Fiedler et al. (2011), a statistically supported model, especially in a

cross-sectional design, may not reveal the true mediator, but instead may corre-

spond to a spurious mediator (a variable that is highly correlated with the true

mediator) or a correlate (an alternative) of the independent or the dependent

variable. Examining alternative theoretical models and employing different designs

(e.g., experimental or longitudinal) are therefore imperative in mediation-based

designs. When reporting results of mediation analysis, researchers are also

recommended to refrain from making cogent claims about “establishing causal

mechanisms” or “revealing underlying processes” (Fiedler et al. 2011).

A contemporary issue in testing statistical moderation pertains to the treatment

of moderator variables that are measured as a continuous scale. In such occasions, a

common yet flawed procedure was to discretize the continuous variable into groups,

for example based on the median score of the variable (hence called median-split),

and then to conduct an Analysis of Variance (ANOVA) based on the categorical

variables. There is now a consensus that the discretization of continuous variables

may result in reduced statistical power, loss of information, and false significant

findings, and thus should be avoided (e.g., Fitzsimons 2008). Instead, researchers

are recommended to use the continuous variables without transformation in statis-

tical moderation analysis. A common approach to analyzing moderation with

continuous variables is the pick-a-point (also called simple slopes) technique

(Aiken and West 1991), in which the conditional effect of an independent variable

on a dependent variable is examined at high and low values of the moderator (e.g.,

+/� 1SD from the mean). A major limitation of this approach is that such arbitrarily

selected points do not correspond to theoretically meaningful values on the scale;

moreover, depending on the sample distribution, those the selected values may be

outside the range of the observed data, thereby making the analysis sample specific

(Hayes 2013).

Researchers can overcome the limitations of the pick-a-point approach by

implementing the Johnson–Neyman method (Johnson and Neyman 1936) in their
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moderation analyses. The Johnson-Neyman method tests the conditional effect of

an independent variable on a dependent variable at all values of the continuous

moderator, and returns a “region of significance” within which this conditional

effect differs from zero at a specified significance level (e.g., p< 0.05). Because the

method is not bounded by arbitrarily selected values, researchers can examine

moderation at specific values selected with guidance from theory, or explore the

entire range of values to accurately identify the points at which moderation occurs.

For example, if we hypothesize age as a moderator (e.g., the relationship between

brand heritage and brand attitudes will be stronger among older consumers), we can

reveal at what specific age the relationship becomes significant (e.g., for respon-

dents above 44 years old brand heritage significantly influences brand attitudes).

The Johnson–Neyman analysis is not a new development, but it has only

recently been integrated into the mainstream statistical analysis programs (e.g.,

PROCESS Macro for SPSS and SAS, Hayes 2013), which propelled its use in

moderation analyses.

3.4.3 Confidence Intervals and Effect Sizes

Null hypothesis significance testing (NHST) is still the most common method for

making inferences from statistical tests. In NHST, significance levels ( p-values)
obtained from statistical analyses are used make judgments about the level of

support (or no support) for the study hypothesis (e.g., null hypothesis is rejected,

or alternative hypothesis accepted, when p < 0.05). Cumming (2012, p. 27)

explains the meaning of the p-value with a neat example. Consider the two

following probabilities: (1) the probability of obtaining such results from our

study, if our hypothesis is true, and (2) the probability that our hypothesis is true,

if we’ve obtained such results from our study. Although researchers tend to

interpret the p-value as in the latter statement, the first statement is the correct

one. Thus, the p-value provides us the conditional probability of the data, not the

hypothesis (Kline 2004).

NHST suffers from various drawbacks that should be recognized by researchers.

Some of these drawbacks, as outlined in Cummings (2012) and Kline (2004),

include: (1) p-values are sensitive to sample size, thus, in sufficiently large samples

any relationship may appear significant and in small samples existing effects may

not emerge, (2) NHST gives rise to dichotomous interpretations of the results (i.e.,

hypothesis is supported or not), and (3) p-values do not inform researchers about the

probability of replications. Despite such criticisms, NHST remains as a prevalent

method for statistical inference. Researchers can, however, improve the rigor of

their analysis by supplementing p-values with confidence intervals and effects

sizes.

Confidence intervals can render statistical results more informative by providing

interval estimates along with point estimates. While the mean score of a measure

obtained from a sample (e.g., M ¼ 14) is a point estimate of the population mean,

a confidence interval (CI) provides the interval estimate (e.g., 95% CI for the
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M [10, 18]), which informs us about the precision or accuracy of the point estimate

(Cumming 2012). Thus, narrower interval estimates indicate more precise point

estimates. Although it is possible to use other values, conventionally confidence

intervals are evaluated at the 95% level. For example, a 95% confidence interval

for a sample mean can be interpreted as follows: when the analysis is replicated

with multiple samples from the same population, in the long run, 95% of the

confidence intervals will include the true population mean and 5% will not

(Cumming 2012). However, note that interpreting a single confidence interval as

“we are 95% confident that the true population mean is between value X and value

Y” is incorrect, because we might simply have obtained a confidence interval from

the 5% group that does not capture the true population mean. We can therefore

only talk about the long run probabilities of confidence intervals.

Confidence intervals, which provide a range for estimates, are more informative

about precision and accuracy than single point estimates, and thus can allow

researchers to steer away from the dichotomous thinking encouraged in NHST

(Cumming 2012). Furthermore, confidence intervals become beneficial when eval-

uating multiple studies with the same conditions, as they reveal a range of possible

results based on multiple confidence intervals, and thereby encourage replication of

results (Kline 2004). Researchers are therefore recommended to report confidence

intervals for primary results whenever possible.

An effect size refers to the magnitude of the phenomenon under investigation

(Cohen 1992). While a p-value only informs about the probability of the data and

presents a “reject or no reject” decision to the researcher, effect size informs about

how large the magnitude of the effect is. Intuitively, the larger the effects are, the

more substantial are the findings for research and practice. In sufficiently large

samples, trivial effects may emerge as significant. Researchers therefore should

evaluate and report effect sizes together with p-values.
There are various effect size indexes for different statistical analysis, and those

effect size indexes are generally interpreted as small, medium, or large (see, Cohen

1992). For example, for the simple correlation coefficient (Pearson’s r) between
two variables, 0.10, 0.30, and 0.50 correspond to small, medium, and large effect

sizes, respectively. For between-group comparisons, Cohen’s d is a common index

of effect size (0.20 for small, 0.50 for medium, and 0.80 for large effects). In

addition to reporting effect sizes, researchers should also report the accompanying

confidence interval for the effect size, because the confidence interval provides the

range of possible effect sizes in the population (Kline 2004). This information, for

example, would be useful for other researchers when designing studies on a similar

topic.

The usefulness of effect sizes and confidence intervals could best be understood

through meta-analysis. With meta-analysis, researchers can combine results from

different studies on similar questions and make general conclusions based on the

combined evidence (Cumming 2012). Meta-analysis is grounded upon effect sizes

and confidence intervals, because p-values alone do not inform us about the range

of estimates and magnitude of effects. Thus, reporting effect sizes and confidence

intervals are vital for future meta-analyses that aim to synthesize the literature.
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Understanding effect sizes and confidence intervals encourages replication and

meta-analytical thinking (Kline 2004). In this way, researchers evaluate evidence

based on magnitudes rather than the frequencies of rejected hypotheses.

3.5 Reporting Market Research

The final step of market research pertains to reporting the research findings. Mar-

keting academics communicate their findings through scientific publication outlets

such as journals and books; their audience is generally the other scholars and the

reports are judged based on their scientific merit. Marketing practitioners, however,

report their results to executives or managers who are usually more interested in the

qualitative conclusions of the report than the technical details of research. Regard-

less of the type of audience, market research reports should be complete, accurate,

and clearly written (Brown et al. 2014). Complete reports provide all necessary

information to the reader while omitting irrelevant information; accurate reports

present correct information with a logical line of reasoning; clearly written reports

are well organized with precise expressions (Brown et al. 2014).

A vital aspect of market research reports is the executive summary. Most

executives would like to obtain the essential information about the results, conclu-

sions, and recommendations as quickly and as briefly as possible. The executive

summary should therefore be prepared meticulously. The executive summary

should state who authorized the research, outline the specific research questions

or hypotheses that guided the research, explain how the data were collected, and

present, often in a bullet format, the key findings, conclusions, and recommenda-

tions (Brown et al. 2014; Churchill and Iacobucci 2005).

In addition to the written report, market research results are often presented with

an oral report. When preparing the oral report, researchers should take into consid-

eration the level of knowledge and involvement of the audience (Brown et al.

2014). In presenting the oral report, researchers can present the key results and

conclusions at the end of the presentation or immediately after the introduction

(purpose and main objectives). The former method allows researchers to build a

logical case through sequential presenting of the supporting evidence; the latter

method tends to engage the managers in the results early in the presentation and

allows them to evaluate the supporting evidence in light of the key findings

(Churchill and Iacobucci 2005).
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Consumer Behavior Research Methods

Polymeros Chrysochou

1 Foundations in Consumer Behavior Research Methods

The history of consumer behavior research is largely intertwined with the history of

marketing thought (Sheth 1985), and thus each marketing era has had an effect on

consumer behavior research. In the early years of the development of the discipline,

consumer behavior research methods focused on sampling, collecting data, and

analytical techniques (Clow and James 2013). The primary goal of marketing

research at that time was to measure phenomena and consumer characteristics.

Researchers also focused on measuring opinions, perceptions, preferences, atti-

tudes, personalities, and lifestyles.

The development in computing in the 1970s made data collection and data

analysis simpler and faster, which shifted the focus of consumer research on the

analytical methods. In this era the focus was in better understanding the market, the

consumer, and the decision process. In early 2000s the focus shifted from data

analysis to finding the actual meaning behind the data, in order to provide further

support in marketing decisions. The focus on research was into providing insights

behind consumer choices, and how the results could provide support on marketing

strategies and tactics (Clow and James 2013).

The latest phase is characterized by more developments. New forms of data

(e.g. big data, internet, social media) have become available, which have given rise

to exploring phenomena related to relationship between firms and consumers

(e.g. word-of-mouth, engagement), and further exploring reasons behind consumer
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choices and behaviors. In addition, emphasis has been put on challenging and

improving the internal and external validity of the studies, with several advance-

ments being made in the field of consumer behavior research.

2 Steps in the Design of Research Projects

Each consumer behavior research project may have its own challenges and

approach. However, in the design of any research project researchers follow the

same general steps: research objectives; research design; sampling plan; data

collection; data analysis; and reporting (Fig. 1).

• Research objectives: Prior to conducting any research project, the researcher

needs to carefully consider the objectives. This step also includes the develop-

ment of research questions and hypotheses, supported by theory and earlier

research in the field.

• Research design: In the research design phase the researcher is required to make

considerations on which research method will be more appropriate to answer the

research questions and hypotheses set.

• Sampling: In this step the researcher makes considerations on the participants

and how they will be approached. It is essential in this process to define the

population from which the sample is drawn.

• Data collection: During data collection the researcher enters the field and

collects the data. This is the most exciting step for the researcher, but also

time consuming.

• Data analysis: Once the data have been collected, the researcher analyses the

data in order to test the hypotheses and answer the research questions. The nature

of the data (i.e. text, numerical) defines the analytical approach that the research

can follow.

• Reporting: The final step in this process is to prepare a report and present the

research findings to the research community and the interested stakeholders.

An important consideration in the overall process of the research design is

ethical issues that may arise. Such ethical issues may relate to data collection

(e.g. protect participants and respecting their privacy, acquiring an informed

Fig. 1 Steps in the design of research projects
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consent from participants), data analysis (e.g. avoid deliberate misinterpretation of

the results or misuse of a data analysis method), or even when reporting the results

(e.g. authorship and proper acknowledgement). Several organizations provide

standards and codes of conduct (e.g. ESOMAR or American Marketing Associa-

tion). Nevertheless, such ethical issues are best resolved by all involved the

stakeholders behaving honorably.

2.1 Primary Versus Secondary Consumer Behavior Research

Data is the backbone of consumer behavior research. Any phenomenon studied

within the field of consumer behavior requires researchers to analyze data.

Depending on their source, data can be either primary or secondary (Malhotra

et al. 2012).

• Primary data are collected directly from researchers for the purposes of their

research objectives and have full control of what the data measure.

• Secondary data are data previously collected for other purposes and researchers

use them for the purpose of their research objective.

Secondary data can be distinguished into internal and external (Malhotra et al.

2012). Internal data include information that has been collected within firms, such

as customer and sales databases. External data are data generated outside the firm,

such as from government sources, non-governmental organizations, syndicated

services and social media. Sources of secondary data are Eurostat (http://ec.

europa.eu/eurostat), Euromonitor (www.euromonitor.com), and national census

data and statistics services. One useful website that provides links and sources to

useful secondary data is SecondaryData.com (www.secondarydata.com).

The source of data is what distinguishes to a large extend consumer behavior

research into primary and secondary research.

• Primary research is research that uses mainly primary data, and requires

researchers to use research methods, such as focus groups, surveys and obser-

vations, that are specifically developed to answer the objectives of their study.

• Secondary research is research that has been conducted previously by others. In

other words, any research that uses sources and data that are already available is

called secondary research.

Conducting “original” research is not necessary connected with the use of

primary data. Instead it is often recommended to search for and use secondary

data prior to conducing any primary research (Malhotra et al. 2012). Primary

research has the advantage of researchers tailoring to their own needs, while

secondary research may not be able to answer all questions posed by researchers.

The need to conduct primary research may also arise by the need to have more up-

to-date data, and also data that come from the desired population. On the other

hand, secondary research may use data that are outdated and come from samples
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that do not belong to the desired population. This overall, brings in another

challenge to researchers when using secondary data since the overall reliability

may be questioned. Thus, primary research has the advantage that the researcher

can ensure the reliability of the data used. Primary research requires also more time

and resources, and thus secondary research may be preferred if no time or limited

resources are available.

3 Primary Research Methods

The choice of a primary research method mainly depends on whether the study

attempts to measure behavior or explore opinions (e.g. attitudes, perceptions,

beliefs). If the study attempts to measure opinions and the aim is to get a deep

understanding of the phenomenon, methods such as focus groups and in-depth

interviews could be used. If the aim is more to get an overview and not explore

in-depth the phenomenon, then survey methods should be preferred. If the study

attempts to measure behavior and the behavior can be assessed in its natural

environment, then appropriate methods are observations, ethnography and panel

data. If the behavior cannot be assessed in its natural environment then experiments

and physiological measures could be used instead.

Primary research methods can be qualitative or quantitative in nature. Qualita-
tive research aims to provide insight and in-depth understanding of the problem,

while quantitative research aims to quantify the data by applying some form of

statistical analysis (Malhotra et al. 2012). The qualitative methods discussed in this

contribution are: focus groups, in-depth interviews, observations, ethnography, and

projective techniques. The quantitative methods are: surveys, experiments, physi-

ological measures, and panel and scanner data.

Qualitative and quantitative methods have several differences, thus serving

different purposes and research needs. Table 1 provides a summary of these

differences. In relation to the purpose of research, qualitative methods aim to

explore and gain a deeper understanding of the phenomenon under investigation,

whereas quantitative methods aim to test hypotheses, make predictions and gener-

alize results to the population of interest. In qualitative methods the sample is small

and data are generally unstructured, whereas in quantitative methods the sample is

rather big and can be representative of the population, and data are mainly struc-

tured. Finally, qualitative methods do not aim to generalize to the population,

whereas quantitative methods are more proper when generalizability is a necessity

of the research objective.
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3.1 Qualitative Methods

3.1.1 Focus Groups

A focus group is a popular qualitative method in which a group of participants

discusses on a topic of interest to the researcher (Krueger and Casey 2009).

Participants can be asked about their perceptions, feelings, beliefs, and ideas

about a brand, product or service. A focus group is usually used when the objective

is to explore consumer views on new product concepts (e.g. new forms of packag-

ing, product variants, new brands), and explore ways to increase consumer accep-

tance. A focus group is preferred when the objective is to get a deeper understand of

the phenomenon under investigation. What makes this method unique is that it

allows participants to interact and be influenced with each other, which results in

generation of rich data and provides a more natural environment to participants.

Below are issues that should be considered in preparation of a focus group

(Krueger and Casey 2009; Bryman 2012):

• Participants: Participants should be recruited with the objective that they can

provide rich information about the topic. Participants should be comfortable to

talk to each other, and power differentials should be avoided. If the topic of

interest requires participation of consumers with diverse background it is pref-

erable to have separate focus groups (e.g. men versus women), unless to objec-

tive of the study requires such interaction.

• Number: Three to four focus groups are usually recommended for each type of

participant.

• Size: The group should be large enough to generate discussion, but not large

enough as it may make some participants to be left out.

• Length: The ideal time that a focus group should last is between 60 and 90 min.

If a focus group lasts more participants get fatigued and the group productivity is

reduced.

Table 1 Comparison of qualitative and quantitative methods

Qualitative methods Quantitative methods

Purpose To explore and gain a deep

understanding of phenomena

To test hypotheses, make predictions and

generalize results to the population of interest

Sample Small number, usually

non-representative cases

Large number, usually representative cases

Data Qualitative (i.e. verbal

responses, text), unstructured

Quantitative (i.e. numbers), structured

Analysis Non-statistical, aim to iden-

tify patterns, features, themes

Statistical, aim to identify statistical

relationships

Generalizability Findings are less

generalizable

Aim is to produce result that are

generalizable

Examples In-depth interviews, focus

groups, observations

Surveys, experiments

Source: Adapted by Malhotra et al. (2012) and Johnson and Christensen (2012)
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• Environment: A focus group should take place in a comfortable environment

where participants feel safe and free to talk. Participants should be seated in a

way that they can see each other and are not distracted.

• Moderator: The moderator should be skillful and have experience in conducting

a focus group. The moderator should make participants feel comfortable, control

the dominant participants, make sure that the discussion does not go off-track,

and manage the flow of the discussion.

• Equipment: A focus group is usually audio-recorded. However, it can also be

video-taped when emotional reactions and body movements are the focus of the

analysis. A focus group may also be conducted in a room with a one-way mirror

in order to allow external observers follow the discussion without any

interruption.

• Discussion guide: An essential element in the planning of a focus group is the

discussion guide. A discussion guide contains questions and the time that the

moderator needs to assign in each one. The development of the questions is

challenging and should be made carefully so that they address the topic, are easy

to answer, elicit information and generate discussion.

The above issues are essential in the preparation of a focus group and the

researcher should make these considerations and write them down in a research
protocol, together with required resources and budget estimates. It should be

mentioned that focus groups is not a cheap research method, especially when

considering the costs per participant.

After conducting the focus groups the hard task of analysis takes place. Different

types of analysis are used, such as memory-based, note-based, tape-based and

transcript-based (Krueger and Casey 2009), with the latter type being the most

common. Overall, the analysis of the transcripts should be systematic, sequential,

verifiable and continuous. Plenty of software options are available (e.g. NVivo,

MAXQDA, ATLAS.ti) that can assist the researcher in the analysis of the tran-

scripts, with some allowing the analysis of audio or video as well.

Overall, a focus group can be a powerful research method. When well executed,

a focus group can provide the researcher with very rich data, as long as participants

are engaged fully. However, the researcher should be aware that focus groups

should not be used as a process to getting people reach a consensus or as a test of

knowledge. Finally, focus groups do not provide statistical data and should not be

used as a method to project to the population.

3.1.2 In-depth Interviews

An in-depth interview is a qualitative method that involves conducting intensive

individual interviews with a small number of respondents to explore their perspec-

tives on a topic of interest to the researcher (Boyce and Neale 2006). In-depth

interviews are appropriate when the researcher wants to gain a deeper insight about

the respondents’ evaluations on the topic under investigation. The method allows
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the researcher to produce very precise and specific answers from the respondents,

which other forms of qualitative methods (e.g. focus groups) and quantitative

methods cannot encompass.

The advantage of in-depth interviews is that it allows respondents to provide

their answers and views in peace, without time restriction, and to further elaborate

on their answers without being influenced by the opinions of other respondents.

In-depth interviews should be used in place of focus groups when the topic under

investigation is controversial, sensitive or tabooed, and thus the risk of social

desirability bias high. It is also preferred when participants are hard to gather to a

focus group (e.g. key-informants that live in different locations or participants with

busy schedules). In-depth interviews differ from survey interviews in that they are

less structured, thus they allow the researcher to be more flexible during the actual

interview (e.g. ask additional questions, deviate from the interview guide).

Kvale (1996) identifies seven stages of conducting in-depth interviews:

1. Thematizing: During the thematizing the researcher needs to think through the

goals and the primary questions of the study that will help guide the subsequent

decisions that must be made. The research needs to clarify the purpose of the

interviews and the topic to be investigated, and make a careful planning.

2. Designing: At this stage the researcher should develop an overview of the entire

project before the interviewing begins. Decisions should be made on issues such

as selection of participants, sampling, interview guide, ethics, transcripts and

analysis, reporting, and available funds.

3. Interviewing: At this stage the actual interviews take place. Apart from the

participant, the interviewer is an instrument to this process, and thus factors like

fatigue, personality, knowledge, skill, training and experience, may affect the

process of the interview.

4. Transcribing: Transcribing involves the preparation of material from the inter-

view for analysis. At this stage the interviews are being transcribed verbatim,

together with additional notes that the researcher may have created.

5. Analyzing: At this stage the transcripts are analyzed in order to determine the

meaning of the information gathered in the interviews. Methods for analyzing

vary widely and the choice depends on the purpose of the study, the nature of the

material, and available time and resources. Similar to the analysis of focus group

interviews, computer software is available that assist this process.

6. Verifying: At this stage the researcher needs to account for issues of reliability
(consistency of the findings), validity (if the study investigates what the

researcher aims to investigate), and generalizability (whether the findings can

be generalized to the population).

7. Reporting: In the final stage of reporting the researcher communicates and

reports the findings of the study. The report must (a) be in a form that meets

scientific criteria, (b) meet ethical consideration (e.g. confidentiality), and (c) be

readable and usable.

8. In-depth interviews can produce rich data and provide an in-depth insight of the

phenomenon under investigation. However, the researcher should be aware that
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the method is time- and labor-intensive, and requires skillful and well-trained

interviewers. In addition, given the small sample results from in-depth inter-

views are very hard to generalize.

3.1.3 Observation

Observation is the systematic description of events, behaviors, and artifacts in the

social setting chosen for study (Marshall and Rossman 2014). As a method,

observation involves collecting impressions of the world using one’s senses in a

systematic and purposeful way to learn about a phenomenon of interest to the

researcher. Observation can be used by both qualitative and quantitative

researchers, although it is most commonly used in anthropological fieldwork.

More quantitative observation is often referred to as systematic or structured

observation, whereas more qualitative approaches include naturalistic observation,

non-structured observation, and participant observation (McKechnie 2008). This

section mainly focuses on observation as a qualitative method.

Observations can take place in a laboratory setting, although typically take place

in a natural setting. This allows the researcher to explore the phenomenon while it

occurs in the real world. Usually the researcher takes part in everyday activities

related to the phenomenon, observing directly the events that take place (partici-
pant observation). However, in pure observations the researcher is removed from

the actions and behaviors, so that s/he does not influence them (DeWalt et al. 1998).

According to Jorgensen (1989), participant observation is appropriate when:

(a) Little is known about the phenomenon (e.g. a newly formed group);

(b) There are important differences between the views of insiders as opposed to

outsiders (ethnic groups or subcultures);

(c) The phenomenon is somehow obscured from the view of outsiders (e.g. family

life);

(d) The phenomenon is hidden from public view (e.g. crime and deviance).

Observations are exploratory in nature and involve a variety of data collection

methods, such as text, field notes, audio and video recordings. The aim of obser-

vations is to explore unforeseen phenomena and give reasoning to them following

an inductive approach. To conduct an observation the researcher may follow three

types of processes (Kawulich 2005):

1. Descriptive observation: At this stage the researcher observes everything assum-

ing no prior knowledge of the phenomenon or theoretical interpretation.

2. Focused observation: This type of observation emphasizes the collection of

additional data (e.g. interviews) and the participants’ insights provide guidelines
to the researcher on what to observer.

3. Selective observation: As a final stage, the researcher focuses on different types

of activities to help delineate the differences in those activities.
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Observations allow the researcher to explore phenomena from the backstage, as

they occur in real life without participants being obstructed, and allow the

researcher to describe them in depth. The method is powerful when combined

with other methods, such as interviewing, and is well suited to the study of social

processes over time (McKechnie 2008). Finally, observations are well suited both

for theory generation (e.g. discover new concepts, build a novel conceptual frame-

work and propositions) and theory verification (e.g. test and validate an existing

theory).

On the other hand, observations have several methodological problems. As a

method is challenging, as it may be hard to get access to the content of interest to

study (e.g. getting permission to collect data and earn trust of the observant). There

is a high risk that the observer may interfere with the observed phenomenon, and

thus his/her overall presence may introduce bias and to some extend threaten the

trustworthiness of the data collected. Additional observer bias may be introduced,

since the person who observes is the same who interprets, reducing subjectivity in

the interpretation of the phenomenon. Finally, observations are time consuming and

resource demanding, and depend strongly on the skills of the observer.

3.1.4 Ethnography

Ethnography combines two ancient Greek words: “ε�θνoς” (ethnos: tribe, nation,

people) and “γράφω” (grapho: I write). Ethnography is therefore the work of

describing a culture (Spradley 1979). In their manifesto for ethnography, Willis

and Trondman (2000) refer to ethnography as the “disciplined and deliberate

witness-cum-recording of human events”. Thus an ethnographer aims to write

and describe people and cultures, through immersion for a long-term period with

the culture. An ethnographer describes in-depth a variety of cultural aspects, such as

language use, rituals, ceremonies, relationships, and artifacts. Although for some

researchers ethnography and participant observations are indistinguishable, ethnog-

raphy has an additional meaning in that it refers to both a method of research and

the written product of that research (Bryman 2012).

Ethnographic research takes place in the native environment to see how people

behave. For example, in a study that examined how consumer responses to televi-

sion advertising texts are influenced by everyday social interactions and media

technology use, the researchers conducted an ethnographic study in participants’
homes (Jayasinghe and Ritson 2013). Such naturalistic approach is an advantage

compared to controlled conditions that may create biased responses. Ethnographers

engage in participant observation and field interviewing. In addition, they may

augment field observation through other forms of methods, such as archival

research, interviews and questionnaires. An ethnographic research can have a

number of the following features (Atkinson and Hammersley 1994):

(a) It explores social phenomena, rather than testing hypotheses;

(b) Uses unstructured data;
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(c) Investigates a small number of cases; and

(d) Involves the interpretation of the meanings and functions of behavior through

verbal description rather than statistical interpretation.

Ethnographic research requires fieldwork. In the field, basic anthropological

concepts, data collection methods and techniques (e.g. participants observations,

interviewing, questionnaires), and analysis are the fundamental elements of eth-

nography (Fetterman 2010). To conduct an ethnographic study, similar steps

described by Kvale (1996) for in-depth interviews (see above) apply as well.

With the introduction of online communities an adapted form of ethnographic

research has emerged known as netnography (Kozinets 2002). Netnography as a

method is faster, simpler and less expensive than traditional ethnography.

Netnography has been used to provide information on the symbolism, meanings,

and consumption patterns of online consumer groups. Netnography has been used

in identifying coping strategies brides employ in managing the cross-cultural

ambivalence (Nelson and Otnes 2005).

Ethnography as a method has several advantages. It can provide context for

behaviors, accounting for complexity and interrelationships among group interac-

tions. Ethnography can provide in-depth understanding of the phenomenon and

open up qualities of group experience in a way that other research methods cannot.

Ethnography is suitable in exploring why behaviors occur rather than just observing

them. Finally, it has the power to highlight and uncover notions that are taken for

granted and confront them. Ethnography has also challenges. As a method is time

consuming, cumbersome and can be rather expensive. The time commitment that

the ethnographer needs to put during the fieldwork and in the writing process is

immense (months/years). It further takes time to build trust with informants in order

to facilitate full and honest discourse. The ethnographer needs to be well-trained

and skilled, and be as unobstructive as possible to avoid influencing participants’
behavior. The ethnographer needs to be aware of such bias, which may also impact

data collection and interpretation. Finally, as any qualitative method, the general-

izability of the findings is always questionable.

3.1.5 Projective Techniques

All the above methods require participants to directly provide answer to the

phenomenon of interest to the researcher. In certain occasions there is reason a

researcher to expect that by using a direct method social desirability bias (i.e. bias

caused from respondents answering based on what is expected to be correct or

socially acceptable) may be high. This phenomenon occurs often is consumer

behavior research, especially when the topic being investigated is sensitive or

hard for participants to articulate their feelings, beliefs, attitudes or motivation. In

such occasions projective techniques are preferred.
Projective techniques are techniques that use vague, ambiguous, unstructured

stimuli or situations and by giving the situation some structure participants
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“project” their personality, attitude, opinion, and self-concept (Clow and James

2013). Projective techniques allow participants to uncover feelings, beliefs, atti-

tudes and motivation that many find difficult to articulate (Donoghue 2000). For

example, using projective techniques Cotte and Latour (2009) explored the mean-

ing of online gambling consumption to consumers.

In consumer behavior research projective techniques may be classified into five

types based on the response type required by participants: association, completion,

construction, expressive and choice ordering.

• Association: In association techniques participants are presented with a stimulus

and respond by indicating the first word(s), image(s) or thought(s) that comes to

their minds. A common association technique is word association tasks in which

respondents are presented with a list of words and are asked to report what

comes to their mind. Such techniques have been used by researchers in exploring

consumer associations with brands and products (Krishnan 1996).

• Construction: In construction techniques participants are presented a stimulus

and are asked to construct a story or a picture (Donoghue 2000). A common

construction technique is the Thematic Apperception Test (TAT) in which

respondents are shown pictures of ambiguous social situations and are asked to

tell a story concerning the characters in each picture (Lilienfeld et al. 2000).

• Completion: In completion techniques participants are given an incomplete

sentence, story or conversation, and are asked to finish it. A common completion

technique is sentence completion tests in which participants are provided with an

incomplete sentence (e.g. “A person who collects stamps is. . .”) and are asked to
complete it. Such techniques are often used in brand mapping (Donoghue 2000).

• Expressive: In expressive techniques participants are asked to role-play, act,

draw or paint a specific concept or situation (Donoghue 2000). Common expres-

sive techniques are role-playing and third-person techniques. In a role-playing

task a respondent is asked to play the role or assume the behavior of someone

else, while in the third person task a respondent will be asked to relate the

feelings or attitudes of a third person such as a friend, neighbor, etc. in a given

situation (Malhotra et al. 2012). The main assumption behind these techniques is

that participants will project their own feelings and beliefs into the role.

• Choice ordering: In choice ordering techniques participants are asked to explain
why certain things are most important or least important, or to “rank” or “order”

or “categorize” certain factors associated with a product, brand or service

(Donoghue 2000).

Projective techniques have several advantages. First, they allow respondents to

express their feelings in an indirect way which oftentimes is hard for them to

articulate and verbalize. Second, they allow participants to provide their initial

thoughts intuitively, thus minimizing social desirability bias. Finally, the methods

used are more creative and compared to mainstream research methods, respondents

seem to like more (Catterall and Ibbotson 2000). In regards to disadvantages,

projective techniques result in data that are rather complex and require skillful

researchers in interpreting them correctly. In addition, questions are often raised in
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relation to their degree of reliability and validity. Finally, projective techniques

require more time and may be more expensive compared to direct methods.

3.2 Quantitative Methods

3.2.1 Survey Research

Survey research involves the collection of information from a sample of individuals

through their responses to questions (Check and Schutt 2011). The aim of survey

research is to study the characteristics of a target population, and understand their

attitudes, perceptions, motives, beliefs and, in general, collect their opinions to a

phenomenon of interest to the researcher. Survey research combines sampling,

designing questions, and data collection. Decisions in relation to these aspects

will subsequently affect precision, accuracy and credibility of the research study

(Fowler Jr 2013).

(a) Sampling: Sampling is the methodology that is used to select the participants of

the study. Decisions that need to be made relate to how participants will be

reached (i.e. following a probabilistic or a non-probabilistic method), what

should be the appropriate size, and what medium will be used to administer

the survey (e.g. written, verbal). These decisions affect representativeness of

the sample, and consequently generalizability of the results.

(b) Designing questions: This task involves decisions related to choosing the

questions that will form the final questionnaire. Decisions should be made on

what questions to ask, how to best word questions, and how to arrange the

questionnaire. The aim is to ensure that respondents clearly understand and

easily answer to all questions, and that the data collected are able to be analyzed

with proper statistical techniques. Researchers should always aim at employing

questions and scales that have already been validated and used in earlier

research, unless is necessary to develop them on their own.

(c) Data collection: At this stage the required information is being gathered. Data

collection can be conducted with an interviewer (through personal or telephone

interviews) or be self-administered (i.e. respondents complete the questionnaire

on their one). Another distinction is whether data collection is computer-

assisted or paper-based. A combination of the above methods makes some

frequently used interviewing techniques, such as computer-assisted personal

interviews (CAPI) and computer-assisted telephone interviews (CATI). The

growing penetration of the internet and the development of online survey tools

(e.g. Qualtrics, SurveyXact) have increased the popularity of computer-assisted

methods.

Survey research is mainly conducted with the use of questionnaires. The design

of a questionnaire has a major impact on respondents’ level of understanding,

involvement and completion rate. It is therefore important that researchers carefully
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design questionnaires when considering the aspects presented above. One impor-

tant and final step in the questionnaire design process is pre-testing the question-

naire. Pretest is conducted with a small number of participants or colleagues and

aims at identifying potential problems in the questionnaire in relation to the

wording, the sequence and format of the questions. Pre-test also allows evaluating

the nature of the data that will be collected.

The selection of the appropriate method to conduct a survey strongly depends on

the situation the researcher has to deal with, taking into consideration strengths and

weaknesses of each method. Table 2 provides a comparison of different survey

methods on a list of issues. Malhotra et al. (2012) categorize these issues into three

Table 2 Comparative evaluation of survey methods

Email Online

Telephone

CATI

Home and

workplace

Street

surveys CAPI Postal

Task factors

Flexibility of data

collection

* **** **** ***** ***** **** *

Diversity of

questions

*** **** * ***** ***** ***** ***

Use of physical

stimuli

* *** * **** ***** ***** ***

Sample control * ** **** **** **** *** *

Quantity of data *** **** ** *** *** *** **

Response rate * ** *** ***** **** ***** *

Situational factors

Control of data col-

lection environment

* * *** **** ***** ***** *

Control of field force ***** ***** *** * *** *** *****

Potential for inter-

viewer bias

None None *** ***** ***** * None

Potential to probe

participants

* * * ***** *** *** *

Potential to build

rapport

* * *** ***** **** **** *

Speed ***** ***** ***** **** *** **** *

Low cost ***** ***** *** * ** ** ***

Participant factors

Perceived partici-

pant anonymity

*** ***** *** * * * *****

Social desirability ***** ***** *** ** * **** *****

Obtaining sensitive

information

*** *** * ***** * *** ***

Low incidence rate *** ***** ***** * * * ***

Participant control ***** **** ** * * * *****

Source: Malhotra et al. (2012)

Key: *, low; **, moderate to low; ***, moderate; ****, moderate to high; *****, high
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factors: task (issues that relate to the nature of the design of questionnaire and the

objective of the study), situational (issues that relate to the actual interview) and

participant (issues that relate to participants).

Surveys can be conducted only once at a given point in time (cross-sectional) or
repeatedly over time (longitudinal). Longitudinal surveys have the advantage of

observing consistency, as an indicator of external validity, and patterns in the

phenomenon studied. They further allow measuring development of the phenom-

enon over time.

Survey research has several advantages. It can obtain opinions from a relatively

big sample within a small amount of time and at low cost per participant. It is

relatively easy to administer and develop, and allows the researcher to be flexible in

the type and number of questions used. Survey research is also more suitable for

reaching generalizations in a phenomenon that is being studied. For several qual-

itative studies, survey is a method of empirical validation of the theoretical phe-

nomenon that has been observed. However, it is important to note that survey

research, unless being a census, produces estimates and not exact measurements

of the population.

Survey research has several weaknesses that the researcher needs to carefully

take into consideration. One of the most important weaknesses is that surveys are

vulnerable to bias. Bias can take several forms: sampling bias (i.e. not proper

sampling has been method has been used), measurement bias (i.e. the wording or

order of the questions may bias the answers), response bias (i.e. participants may be

prone to not giving the correct answer), researcher bias (i.e. bias introduced by the

researcher subjective views and decisions during all steps, including the analysis of

the data). Survey research is appropriate to collect opinions, but not always

appropriate to explore behavior, especially in phenomena that the respondent may

have poor recall of the behavior, or may be sensitive to report it.

3.2.2 Experiments

Experiments consist a research method for establishing cause-and-effect relation-

ships (Malhotra et al. 2012). Causality means that the occurrence of one event

(independent variable) will have a cause on another event (dependent variable).

Experiments can take place in the laboratory (laboratory experiments) or in the field
( field experiments). In field experiments participants are observed, often without

being aware, thus they avoid response bias. In addition, field experiments avoid

confounding factors that lab experiments may introduce (e.g. distractions, unnatural

setting), but at the same time confounding factors (e.g. light or temperature) cannot

be controlled in the same way as a research can in lab experiments.

In the design of experiments certain components needs to be taken into

consideration:

• Dependent variable: The dependent variable is what the researcher aims to

measure and is the outcome variable of the experiment.
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• Independent variable: The independent variable is what the researcher manip-

ulates or changes in an experiment, and is assumed to have an impact on the

dependent variable.

• Extraneous variable: Extraneous variable is any variable other than the inde-

pendent, that may affect the dependent variable. Such a variable may confound

the results of the experiments.

• Treatment: Treatment is the manipulation of the independent variable.

• Treatment group: A group of participants that is exposed to the treatment (e.g. a

group in which a new drug is being tested).

• Control group: A group of participants that is not exposed to the treatment

(e.g. a group that receives no drug, or receives a placebo).

Experimental designs can be classified into pre-experimental, true experimental,

quasi-experimental and statistical designs (Malhotra et al. 2012). Pre-experimental

designs are characterized by the absence of randomization procedures. True exper-

imental designs are characterized by randomization, and the researcher randomly

assigns participants and treatments to experimental groups. Quasi-experimental

designs are used when true experimentation cannot be used, and the researcher is

unable to achieve full manipulation of scheduling or allocation of treatments to

participants.

Experiments have several advantages to other methods. They allow researchers

to have a great level of control over the variables (independent and extraneous),

thus allowing them to obtain more accurate results. The manipulation of the

independent variable further ensures that the obtained result is due to the treatment.

Experiments can also be repeated across different points of time or several groups,

thus allowing researchers to be more confident of their findings.

Experiments have also weaknesses. Several extraneous variables that may not be

aware to the researchers may confound the results. This means that researchers need

to be aware of all confounding factors and control for them. Experiments are not

suitable for any occasion. For example, some independent variables may not be able

to manipulate (e.g. due to ethical reasons) and thus another method may be more

suitable. Finally, experiments are sensitive to response bias and are subject to

human error, issues that may distort the reliability of the findings.

3.2.3 Physiological Measures

Modern consumer behavior shows that consumers make more automatic decisions

without making any conscious effort (Dijksterhuis and Bargh 2001). Consumers are

thus not as rational as traditional theories have thought (Kahneman 2003). For

example, a growing number of research shows that consumer decisions are more

emotional than rational (Damasio 1994). In light of such discoveries, researchers

are skeptical when using self-reported measures to explore consumer processes and

related phenomena, and therefore physiological measures are preferred instead.
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Physiological measures assess how the human body functions and reacts to

certain external stimuli that the researcher is interested in exploring. They can be

simple measures, such as heart rate, to more complicated ones, such as brain

functions. Physiological measures that are used often in consumer behavior

research are eye-tracking, facial electromyography (EMG), electrodermal activity

(EDA), electroencephalography (EEG). A description of these measures follows.

• Eye-tracking: Eye-tracking involves the study of eye-movements to assess

visual attention (Duchowski 2007). Using devices called eye-trackers con-

sumers’ eye movements and eye positions are recorded in order to understand

where consumers look and how they navigate (i.e. analyzing visual paths).

Eye-tracking has several applications in consumer behavior research, with

several applications in product and website design, and advertising.

• Electrodermal activity (EDA): EDA describes variation in the electrical char-

acteristics of the skin. EDA is used as a measure to study emotional reaction

(Huston et al. 2015). One of the traditional and most common EDA measure is

skin conductance (SC) that is considered a sensitive measure of arousal and a

good indicator of the intensity of emotion. The method is considered cheap and

easy to conduct, and is often complemented with additional physiological

measures of emotional reaction (e.g. EMG).

• Facial electromyography (EMG): Facial EMG is used to measure responses

associated with emotional valence (Huston et al. 2015). EMG records facial

muscle movements (mainly the corrugator supercili, zygomaticus major, and

orbicularis occuli), that reflect the conscious and subconscious expression of

emotions. Facial EMG and EDA are often conjointly used in assessing consumer

emotional reactions to advertising, packaging, and other marketing stimuli.

• Electroencephalography (EEG): EEG is a method to record electrical activity

of the brain (Niedermeyer and da Silva 2005). Human brains react subcon-

sciously to external events and recording these reactions help researchers under-

stand consumers’ behavior. EEG is thus used to assess how consumers respond

to marketing stimuli (e.g. advertisements, commercials, packaging). In market-

ing terms, the growing use of EEG has been the focus of what is known as

neuromarketing (Morin 2011).

Physiological measures have several advantages. They are considered as more

objective measures of consumer reactions (either being cognitive or emotional),

and remove potential interviewer bias. Physiological data are also more accurate,

especially for studying phenomena that are hard to articulate with other methods.

However, physiological measures have certain challenges and weaknesses. They

require the use of special and rather expensive equipment that require researchers to

be skillful in their use. Most of these measures are assessed in conditional settings

being also obstructive to participants, thus response bias may be rather high.

Finally, physiological responses do not always have clear theoretical explanations,

and thus are prone to yielding ambiguous data. This is important issue for consid-

eration, especially when physiological measures are used as proxies of behavior

that the researcher is interested in studying.
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3.2.4 Panel and Scanner Data

Panel data are observations of the same individuals over a period of time. They are

usually obtained either from households/consumers or companies. Panel data

record mainly purchases over time that are registered either in the store, through

scanners at the cash register, or at home, through households registering their

purchases with home scanners or other forms of methods (e.g. collecting the

receipts; registering purchases online). The former is known as scanner data and

are mainly collected by retailers who own loyalty programs and registered pur-

chases of their members. The latter is known as household panel data and are

mainly collected by firms specializing in this type of data collection, such as

Nielsen (www.nielsen.com) and GFK (www.gfk.com).

The two types of data are collected with different methodologies, and thus

provide different abilities to researchers. Scanner data record transactions that

occur in-store from consumers whose profile is usually not known (unless they

are members of a loyalty program), whereas household panel data record purchases

only from a selected number of households whose profile is known. Scanner data

only record purchases in specific stores, whereas household panel data record

purchases across all types of stores. The bottom line is that both types of data

provide information that can answer different research questions and if combined

can help in analyzing and understanding better consumer purchase behavior.

Panel and scanner data allow for calculating certain measures of brand perfor-

mance that are very useful for marketing managers that aim at developing their

brands (Sharp 2010).

• Market share: The number of purchases attributes to a specific brand, expressed

as a percent of the total purchases in product category.

• Penetration: The number of households buying a given brand at least once

within a given time period, expressed as a percent of the total number of

households that are members of the panel.

• Purchase frequency: The average number of times that a brand was purchased

from its buyers brand within a given time period.

The power of panel and scanner data is that they allow for recording purchase

behavior. At the same time, behavior can be linked with other forms of individual

data (e.g. socio-demographics, attitudes, media consumption) and store-related data

(e.g. promotions, in-store advertising). This provides a powerful tool to researchers

who wish not only to explore purchase behavior, but link external variables to

explore what influences such behavior (e.g. attitudes, socio-demographics). Such

data allow the investigation of phenomena that are hard to conduct with other

methods, such as the impact of advertising and in-store promotions on sales.

Panel and scanner data have further the advantage of recording information over

time that is useful for observing and analyzing various behavioral phenomena

(e.g. calculating market shares, observing behavioral loyalty and brand switching

behavior, estimating effectiveness of promotions) and also to forecast them
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(e.g. forecasting sales and market shares). The advantage of panel and scanner data

over other forms of data is that they are more accurate as they eliminate response

and recall bias. Of course, members of the panel may not be representative of the

population and may produce response bias, especially because members of the

panel may be “trained” and not act natural. On the other hand, panel and scanner

data require a big investment from firms to collect, are rather expensive and are hard

to acquire. Finally, they are complex to analyze, thus requiring skills from

researchers.

4 An Evaluation of Consumer Behavior Research Methods

Every method described above has strengths and weaknesses, and researchers

should be aware of them prior to selecting a method. Consumer behavior research

requires a big investment of resources in regards to money and time. These issues

need to be carefully considered by researchers as well. However, consumer behav-

ior research can provide recommendations to marketing managers and practitioners

that may save them from costs attributed to wrong decisions.

Knowing which research method is the right one to conduct is not enough. Each

research method requires specific skills and knowledge that require training and

practice. In addition, each method is useful as long as it is conducted in proper

terms, acknowledging their limits. On top of the choice of method, most answers to

a phenomenon under investigation require personal judgment and experience. Thus,

results always have a level of subjectivity introduced from researcher bias, and such

bias needs to be taken into consideration as well.

Social and real life phenomena that consumer behavior research deals with are

rather complex and hard to explain or analyze. Consumer behavior research

methods do not always aim at making accurate predictions of such phenomena,

but focus mostly at explaining and providing reasoning behind such phenomena. If

the aim is to make a prediction, then such predictions come with an error and the

aim of the research method is to minimize that error. It is important to keep in mind

that statistical significance (i.e. minimizing the error) should not be the only target

to the researcher. Instead, researchers should focus on the actual size of the effect

and the overall importance of their findings.

One last point is the issue of complexity of the research method. Several

consumer behavior research methods may be too complex or sophisticated, which

may sound too “cool” or “novel”. However, this should not mean that a simple or

“old fashioned” method should not be preferred. On the opposite, a simple research

method may provide the same answer to the research objective and, oftentimes,

may require fewer resources.
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5 Improving Quality in Consumer Behavior Research

Methods

Methods in consumer behavior research have been dominated by cross sectional

surveys, longitudinal and experimental research designs. Cross sectional surveys

are the most common used design because of the ease in operationalization and

interpretation of data, but also because they allow efficient measurement of several

types of variables. However, such designs suffer from certain biases, such as social

desirability and common method bias. In addition, they have been heavily criticized

on their external validity and overall generalizability.

A solution to addressing these limitations and minimize the impact of such

biases is through the use of longitudinal studies and experimental designs. It is

therefore recommended to prefer these designs over cross sectional ones, when

appropriate. In addition, another recommended avenue is through the use of mixed

design studies that allows for further validation and external validity of the research

findings. Finally, despite early suggestions on the importance of replications in

consumer behavior research (Kollat et al. 1970), replications do not attract much

attention and in fact should be practiced more often since they allow for improving

external validity and find conditions under which an effect may exist. In this

respect, replications should further be extended and be employed with different

methods whenever feasible.
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Use, Abuse and Misuse

Michel Bourin and Abdeslam Chagraoui

1 Definition of Product Misuse and Abuse

There are many ways of understanding: use, misuse and abuse. For example, misuse

and abuse of prescription drugs are the intentional or unintentional use of medica-

tions without a prescription, in a way other than prescribed, such as wanting to

experience improved physical and mental condition, or exceeding the prescription

instructions without medical supervision. For some people, taking prescription

drugs is a way of coping with stressful situations or peer pressure and potentially

leads to using drugs to deal with feelings. These conditions could result in increased

frequency and/or taking larger amounts of drugs resulting in abuse.

Prescription drugs are misused and abused more often than any other drugs,

except for marijuana and alcohol. Misconceptions about the safety and increasing

availability of prescription drugs as well as misunderstanding of their adverse

effects result in increased misuse and abuse. Indeed, emergency department visits

and treatment admissions involving prescription drug abuse or misuse have risen

significantly in recent years. A recent study reported that more than 20% of

emergency admissions and visits were related to prescription drug misuse and illicit

drug use. In some areas prescription, drug abuse is overtaking illicit drug use. Other

adverse outcomes that may result from prescription drug misuse and abuse include

the risk of suicide and even death among drug-dependent individuals. Moreover,

more deaths involving overdose have been reported due to prescription drugs than

to illicit drugs (Control and Prevention 2011). The elderly may be vulnerable to

major falls with increased risk of bone fracture and, for some, intravenous drug use
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increases the risk of blood-borne virus infections, especially HIV and hepatitis,

leading to the infection of needle sharers (Nutt et al. 2007). The three misused or

abused types of legal drugs that people most commonly become addicted to, are

opioid analgesics, psychotropics, and over-the-counter medications. This paradigm

could be extended not only to the use, misuse, and abuse of alcohol and tobacco but

also to illegal drugs such as cannabis, cocaine, ecstasy amphetamines and illegal

opioids. It is also possible to associate other addictions such as food, compulsive

shopping, Internet, gaming, sex, and abuse. We enter a broad spectrum of mood

disorders.

One of the significant difficulties in promulgating information regarding use,

misuse, and abuse, is the lack of consensus on terminology and an understanding of

the proper use of terminology among clinicians, patients, pharmacists, insurers,

diagnostic coding agencies, medical societies, regulators, government agencies,

and pharmaceutical manufacturers. While inaccurate, more than half of family

physicians believe that the use of long-acting opioids for patients with moderate

to severe chronic non-malignant pain leads to addiction.

To enable a coherent approach to the problems related to the non-medical use of

medications, here are some definitions that might be helpful (Table 1).

Lessenger and Feinberg (2008) provide the following list of use and abuse trends

to help physicians identify prescription abuse:

Use of prescription drugs falls into these categories:

• For legitimate, prescribed medical treatment; for example, methamphetamines

for narcolepsy and opiates for severe trauma.

• As an additional drug to use when the drug of choice is unavailable on the

streets.

• As a booster for a more intense high.

• As an alternative addictive drug when their drug of choice has been eliminated

from use by drug testing.

• As an alternative addictive drug prescribed by physicians; for example, amphet-

amines in diet clinics; these prescriptions may be issued either naively by the

physician or for profit.

According to The Drug Abuse Warning Network (DAWN) (Hughes et al. 2007)

which is a public health surveillance system that monitors drug-related hospital

emergency department visits in order to report on the impact of drug use, misuse,

and abuse in metropolitan areas and across the USA; people who abuse prescription

drugs tend to:

• Be white.

• Be younger (when stimulants are the drug of choice).

• Use opiates.

• Be women; women tend to use tranquilizers and sedatives.

• Mix their medications with alcohol.

• Use prescription drugs and drugs that are safe and effective for use by the

general public without a prescription, defined as over-the-counter (OTC)
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Table 1 List of some definitions (based on medication use)

Terms Definitions

Abuse This is an intentional, maladaptive pattern of use of a medication

(whether legitimately prescribed or not) (Savage 2016)

Dependence Dependence involves adaptive changes occurring due to repeated drug

use and is frequently motivated by the nature of drug experiences

Addiction Addiction is a compulsive behavior involving exogenous psychoactive

substances. Taking the substance may produce an initial feeling of

enjoyment, but when repeated, it becomes irresistibly compulsive and

can cause social and professional dysfunction. These social factors may

also be the underlying causes for drug addiction

Chemical coping Chemical coping is a working definition that describes patients’ intake
of opioids on a scale that spans the range between normal nonaddictive

opioid use for pain all the way to opioid addiction

Diversion Redirection of a prescription drug from its lawful purpose to illicit use;

can be done with criminal intent

Drug poisoning Exposure to natural or synthetic substances that has an undesirable

effect, often fatal; includes drug overdoses resulting from misuse or

abuse. In the U.S., drug overdose deaths were second only to motor

vehicle crash deaths among leading causes of unintentional injury or

death in 2007

Misuse (noncompliant

use)

The intentional or unintentional use of a prescribed medication in a

manner that is contrary to directions, regardless of whether a harmful

outcome occurs. Misuse can be grouped into several categories

Non-medical use Intentional or unintentional use of legitimately prescribed medication

in an unprescribed manner for its psychic effect (either experimentation

or recreationally), deciding to increase the dose of one’s own medica-

tion, unknowingly taking a larger dose than directed, engaging in a

suicidal attempt or gesture, and inadvertent poisoning

Pharming Coined by teenagers, “pharming” is the term used to describe raiding

the medicine closet for prescription medicines, popularly known as

“pilz” (Levine 2007)

Physical dependence A state of adaptation manifested by a drug class-specific withdrawal

syndrome that occurs by abrupt cessation of a drug, rapid dose reduc-

tion (Raith and Hochhaus 2004)

Prescription

medications

Pharmaceuticals dispensed by a pharmacist on the presentation of a

prescription written by a physician, dentist, or other health care pro-

vider who is legally authorized to write prescriptions

Pseudoaddiction Occurs when patients with inadequately treated pain exhibit drug-

seeking behavior similar to that of addiction. This behavior resolves

with reasonable dose increases as opposed to “out of control” or

“compulsive” use reflecting addictive drug-seeking behavior which

remains the same or worsens

Self-medication Use of a drug without consulting a health care professional to alleviate

stressors or disorders such as depression and anxiety

Substance use disor-

der (SUD)

A condition involving the intoxication, withdrawal, abuse or depen-

dence upon, a substance with defined abuse or dependence potential,

including alcohol, meeting the criteria for clinical diagnosis delineated

by the current Diagnostic and Statistical Manual (DSM) and/or the

current International Classification of Diseases (ICD)

(continued)
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drugs. These drugs are often found on display shelves in pharmacies with easy

access to consumers, but may also be found in non-pharmacy outlets, such as

grocery stores, convenience marts and large discount retailers. In the U.S., there

are more than 80 classes of OTC drugs, ranging from allergy medicines to pain

relievers to weight loss products. OTC medications in conjunction with alcohol

may be a vehicle for suicide.

• Obtain the prescription medication by prescription from their physicians or

dentists, as gifts from friends, or purchase them on the black market.

2 Use, Misuse and Abuse of Medicines

2.1 Use, Misuse and Abuse of Opioids and Psychoactive
Medications

In the mid-nineteenth century, it was the custom for physicians to frequently

prescribe morphine and other opium preparations. By the end of the century,

many medical doctors had come to recognize that chronic use of morphine was a

disorder.

Misuse of opioids is far more common than heroin use (Brady et al. 2016). As is

true for heroin, nonmedical use of opioids other than heroin is predominantly a

problem of young adults (Cicero et al. 2014). Opioid dependence rarely results from

a temporary prescription of opioids for treatment of acute pain or pain due to

terminal illness. Opioids are a mainstay in the treatment of pain with cancer,

surgery and trauma; however, they remain controversial when used out of this

pathological context. Abuse of prescription opioids results from the combination of

several factors and leads to the subsequent resurgence of heroin use among opioid

addicts.

In the United States, there is a dramatic increase in abuse of prescription opioids

(Brady et al. 2016).

Table 1 (continued)

Terms Definitions

Tolerance A state of adaptation in which exposure to a given dose of a drug

induces changes that result in diminution of one or more of the drug’s
effects over time. It leads more often to markedly increase the dose to

obtain the same effect. It is very common with all benzodiazepine drugs

Withdrawal A variety of unpleasant symptoms (e.g., difficulty concentrating, irri-

tability, anxiety, anger, depressed mood, sleep disturbance, and crav-

ing) that occur after use of an addictive drug is reduced or stopped.

Withdrawal symptoms are thought to increase the risk for relapse,

because the subject experiences a bad feeling which is rapidly corrected

with consumption of the drug
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Indeed, prescription opioids represent the second-most abused class of drug

behind marijuana; since 2007, 12.5 million Americans have reported using a

prescription opioid analgesic for non-medical purposes, a large number of whom

fulfil the diagnostic criteria for abuse or dependence.

According to The World Health Organization, chronic pain increases the like-

lihood of depression, anxiety and difficulty working (Currie and Wang 2005).

Chronic pain is well recognized as a public health problem which justifies the

active treatment of pain.

Furthermore, it should be noted that, in the United States, increasing the avail-

ability of opioids has contributed to a significant increase in the number of opioid

prescriptions from 76 million in 1991 to nearly 207 million in 2013.

Moreover, purchasing medications including opioids from online pharmacies

has contributed significantly to the diversion of prescription medications. So that

someone desiring prescription medications could simply order them online,

bypassing legal and regulatory provisions that may be a source of potential adverse

medical consequences such as substance abuse or addiction.

More surprisingly, some elderly are involved in the sale of their prescribed

opioids as a part-time way of earning extra money (Manchikanti 2006).

In some countries, illicit use of prescription opioids is exceeding consumption of

cocaine or other drugs with similar effects. Buprenorphine and methadone are the

two most important abused opioids in Europe or France, whereas oxycodone and

hydrocodone are the most widely abused in the USA (Casati et al. 2012).

It is noteworthy that the opioid hydrocodone has an extended-release formula-

tion. Indeed, to provide an efficient way of ingesting large quantities of opioids, the

pill can be easily crushed, snorted or dissolved by bypassing its extended-release

form, thereby increasing the potential exposure of abuse and overdose because of

its availability at higher dosages.

Opioid prescription is becoming a major concern in the teenage population.

Indeed, between 1991 and 2001, use of opioids among students in 8th, 10th, and

12th grades was up 173% rising to almost 7 million in 2010.

Furthermore, it should also be pointed out that among nonopioid prescription

drugs that are misused, sedatives and anxiolytics are associated with illicit drug use.

To take up these challenges, it is critically important that the prescription of opioid

analgesics is thoroughly understood by clinicians so as to master their prescribing

practice to minimize harm while reaping the benefits regarding safety and effi-

ciency for the patient.

2.2 OTC Medications

OTC medication abuse has been identified in many countries (McAvoy et al. 2011)

and although implicated products vary, five key groups have emerged: codeine-

based (especially compound analgesic) medicines, cough products (particularly

dextromethorphan), sedative antihistamines, decongestants, and laxatives. No
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clear patterns relating to those affected or their experiences have been identified,

and they may represent a hard-to-reach group, which coupled with heterogeneous

data, makes estimating the scale of abuse problematic. Associated harm included

direct physiological or psychological harm (e.g., opiate addiction), injury from

another ingredient (e.g., ibuprofen-related gastric bleeding) and associated social

and economic problems. Strategies and interventions include limiting supplies,

raising public and professional awareness and using existing services and Internet

support groups, although associated evaluations are lacking. Terminological vari-

ations have been identified (Cooper 2013).

2.3 Universal Challenge

Physicians must be able to prescribe safely and efficiently scheduled drugs and, at

the same time, must identify and manage misuse and abuse in their practices. Ethics

drive physicians to prescribe, but fear of sanctions may affect physician prescribing

behaviors, which might compromise the quality of care. The problem cannot be

ignored because abusers often face complications, such as psychiatric and behav-

ioral problems, suicidal ideation, addiction and dependence, adverse effects, soci-

etal damage, social and family dysfunctions, suicidal ideation, criminal

consequences, and overdoses.

The universal challenge is to control adequately conflict while identifying and

managing high-risk situations and possibly treating addictions resulting from the

balance of public health priorities against individual pain and suffering.

2.4 Prevalence of Misuse and Abuse

Keep in mind that prevalence of prescription use, misuse, and abuse varies among

clinical settings and by definition of misuse or abuse. True prevalence is unknown

but appears to be increasing.

2.4.1 Teens

Adolescents are at high risk. Substance use before age 18 years is associated with an

eightfold likelihood of developing substance dependence in adulthood (Mars et al.

2014). While illicit drug abuse is declining in this group prescription drug abuse is

climbing.

• Teens say prescription drugs are easier to obtain than illicit drugs and 52%

believe prescription narcotics are available everywhere (Rogers and Copley

2009).
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• College campuses are especially high-risk environments for the non-medical

abuse and diversion of prescription medications; 9.4% of students abuse pain

medications prescribed to them, and 13.4% of students have been approached to

divert their pain medication.

• Peer pressure is one of the reasons why teens abuse medication. Listed below are

some drugs obtained this way (Riggs 2008) (Table 2).

2.4.2 Women

Women represent a large and growing population of prescription abusers and have a

higher risk than men based on biological differences, more psychiatric problems

(depression, anxiety), and higher rates of physical, emotional or sexual abuse

(Green et al. 2009). Adolescent girls and women use drugs to cope with stressful

situations while men tend to use alcohol. Women are more likely than men to be

prescribed a drug with abuse potential, such as narcotics or anti-anxiety medica-

tions (Manchikanti 2006). Prevention and intervention efforts with a gender-

specific approach are warranted.

2.4.3 Elderly

The elderly are very susceptible to pain medication misuse/abuse. The elderly

makeup 13% of the total population but receive one-third of all prescribed medi-

cations (Manchikanti 2006). The elderly tend to have more chronic, long-term pain

issues, tend to use multiple medications due to other comorbid medical conditions

(especially dietary supplements and OTC medications), and may be experiencing

waning cognition, making them susceptible to unintentional misuse or abuse. Drug

metabolism changes with age, predisposing the elderly to more toxic effects of all

medications. Chronic pain is by far the most common reason for nonmedical use of

prescription pain medications later in life. The age range most at risk appears to be

50–64 years, which does not correspond to the peak of chronic pain in the elderly,

which is age 65 years. Physicians treating older adults should be aware of these

trends.

Table 2 Non-medical use

and abuse of commonly

prescribed medications (After

Riggs 2008)

Types of medications Percentage

Stimulants 54

Pain medications 26

Sedatives or anxiolytics 19

Sleep medications 14
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2.4.4 Hospitalizations

From 1999 to 2006, the number of people hospitalized for prescription drug

overdose increased 37% in the US (DuPont 2010).

2.4.5 Deaths

Deaths from unintentional drug overdoses have been rising steeply since 1990; rates

have increased roughly fivefold in US (Centers for disease control and prevention

2010). In 2007, there were 27,658 unintentional drug overdose deaths in the United

States. The number involving opioid analgesics was almost twice as high as for

cocaine and five times higher than for heroin. Overdose deaths have now overtaken

the annual number of motor vehicle crash fatalities in 16 states and are more than

double the annual number of murders nationwide (DuPont 2010). Clearly, there is a

widespread problem of epidemic proportions. Prescription opioid abuse is a major

public health issue. The 2010 National Survey on Drug Use and Health estimated

that 35 million American (13.7%) adults aged 12 years and older had used a pain

killer non-medically at least once in their lifetime. This is an 18% increase since

2002. In November 2011, the National Morbidity and Mortality Weekly Report

reported 36,450 deaths from medical drug overdoses in 2008 (MMWR 2011).

2.5 Prescriber’s Role

Primary care providers have an important role in the identification of prescription

drug abuse as 70% of Americans visit their primary care doctor at least once every

2 years (Riggs 2008). In any prescription pain reliever abuse situation there are at

minimal two parties involved:

(1) the physician who either knowingly or naively prescribes pain relievers to a

person who is faking pain, (2) the person who fakes or exaggerates pain to get a

prescription. Since it’s hard to control patient behavior, one key solution to this

epidemic lies with the prescriber. Primary care physicians are well poised to

recognize substance use in their patients and to take steps to address the issue

before use escalates. However, <40% of physicians receive training in medical

school to identify prescription drug abuse or recognize the warning signs of drug

diversion. Nationally, more than 40% of primary care physicians report difficulty in

discussing the possibility of prescription medication abuse with patients and more

than 90% fail to detect symptoms of substance abuse (Crozier et al. 2010). Lack of

knowledge regarding the artfulness of prescription abuse puts control into the

patient’s hands. Professionals who prescribe or work around controlled substances

are also at risk of abusing readily available medications. Unfortunately, some

prescribers contribute to the problem by dealing or by personal addiction (Table 3).
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2.6 Physician Strategies

All physicians treating patients with opioids or other medicines with addict poten-

tial should be evaluating and re-evaluating patients on an ongoing basis for the risk

of tolerance, misuse, abuse, and addiction. Physicians need to learn how to assess

the risk of addiction and aberrant drug-related behavior to protect patients at-risk

from developing dependence and to better treat patients who may be at lower risk.

Physicians must encourage the patient to become an active and engaged actor in

part of their treatment process and improve the correct use of drugs based on

scientific studies. This helps maintain patients’ motivation.

Patients may not understand the effects of combining drugs. For example, some

drugs may potentiate others and so they can cause life-threatening side effects or

can lead to addiction and chronic adverse effects.

The challenge for the physician is to help patients managing, for example the

stressors without the use of chemicals or delivering brief periods of appropriate

medicinal treatments.

The question must be asked: Why do some people become addicted, while others

do not?

Table 3 Prescriber involvement in prescription abuse (after The American College of Preventive

Medicine)

Category Types of involvement

Deficient (Dated

Practitioner)

Too busy to keep up with Continuing Medical Education

Unaware of controlled drug categories

Deficient (Dated Prac-

titioner)

Duped

Only aware of a few treatments or medications for pain

Prescribes for friends or family without a patient record

Unaware of symptoms of addiction

Remains isolated from peers

Only education is from drug representatives

Always assumes the best about his patients and is gullible

Leaves script pads lying around

Duped

Deliberate (Dealing)

Falls for hydrophilic medicine excuse—fell into the toilet or sink

Patients only want specific medications (i.e., Oxycontin or Percocet)

Co-dependent—cannot tell patients “NO” when they ask for narcotics

Practitioner becomes a mercenary

Sells drugs for money, sex, street drugs, etc.

Deliberate (Dealing)

Drug Dependent

(Addict)

Office becomes a pill factory—full of drug seekers

Prescribes for known addicts who will likely sell drugs to others

Starts by taking controlled drug samples

Asks staff to pick up medications in their names

Drug Dependent

(Addict)

Uses another prescribers’ Drug Enforcement Administration

Calls in scripts in names of family members or fictitious patients and

picks them up himself
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Although some drugs are more addictive than others, only certain people using

drugs are subject to becoming addicted taking these drugs. Indeed, no single factor

can predict whether or not a person will become addicted to drugs. Risk for

addiction is influenced by a person’s biology, social environment, emotional states,

and age or stage of development. The more risk factors an individual has, the

greater the chance that taking drugs can lead to addiction (Strobbe 2014). Note that

few, if anyone, begin drug use with the intent to become an addict. Addiction is an

unintended but treatable complication of prescribed or non-prescribed use of a drug

that has abuse potential.

Physicians are legally responsible for prescribing scheduled drugs, hence;

should be familiar with federal and state prescribing laws. Remember the most

stringent law takes precedence, whether by the state or by the Federal government.

The majority of states have Prescription Drug Monitoring Program (PDMPs)

requirements to help curb abuse. It is particularly necessary to take action when

catastrophic use—involvement of illegal activity—of a controlled substance places

a patient in immediate harm.

2.7 Doctor/Patient Conversations

Many physicians have difficulty discussing critical issues with patients. A report

finds that over 40% of physicians have difficulty discussing substance abuse,

including abuse of prescription drugs, with their patients compared with <20%

having difficulty discussing depression (National Institute on Drug Abuse.

Research Report. Prescription drugs—abuse and addiction. http://www.nida.nih.

gov/PDF/RRPrescription). Some conversations will be needed just to convince

patients to take their medication; other conversations will focus on taking medica-

tion properly, and still others on the touchy subject of abuse.

Unfortunately, the addicted person tends to deny responsibility for the uncritical

use of psychoactive substances. Thus, devolving responsibility for his own behavior

problems on others, this could be a serious obstacle along the road to recovery.

Therein lies both the difficulty and the key for the clinician.

For most patients the terms opioid and narcotic can have a chilling effect on a

patient’s willingness to accept and adhere to pain treatment. Patients often fear

long-term outcomes, such as addiction with strong pain relievers.
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3 Use, Misuse and Abuse of Consumers Products

3.1 Tobacco and Nicotine

The act of smoking and addiction to nicotine lead to dependency on cigarettes

(Benowitz 2010). The development of tobacco addiction is accompanied by the

development of tolerance such that over time, progressively larger doses of nicotine

produce relatively weak effects compared to when smoking began. Corresponding

to the development of tolerance is an escalation in dose intake that may be

necessary to achieve the results initially obtained by lower doses (Benowitz

2010). Tolerance is often accompanied by the development of physiological depen-

dence such that abrupt termination of nicotine intake is accompanied by the onset of

withdrawal signs and symptoms termed a withdrawal syndrome (Benowitz 2010).

Every year about 40% of smokers attempt to quit (Cahill et al. 2015). Despite the

desire of many smokers to cease consumption, only 3% of attempts are successful

this is likely due to the highly addictive properties of nicotine (Jha et al. 2006). If

some can quit smoking, this usually occurs after many attempts. However, smoking

substantially increases the risks of premature mortality (Boyle 1997). The physi-

cochemical properties of nicotine seem to play a significant role in the consumption

of tobacco. Indeed, delivery of nicotine in a free-base form has a significant

physiological impact and thereby, seems to be a critical determinant of continued

nicotine-seeking behavior (Le Foll and Goldberg 2009).

These chemical changes may be a factor in determining the nicotine-seeking

behavior that indirectly influences a smoker’s perception, leading to its continuing

use. Besides, the psychopharmacological effects of nicotine result in alteration of

mood and modulation of cognition, thereby favoring addiction (Hughes 2006).

So, to reduce the addictive nature of nicotine, we must develop preventive

actions and thus reduce the morbidity and mortality associated with tobacco use.

The gender gap in smoking is different between adults and adolescents (Table 2).

According to, Warren et al., overall, unlike men who are four times more likely than

women to smoke, boys are only twice as likely as girls to smoke (Warren et al.

2006).

Concerning prevalence of cigarette use among adults and adolescents, the

proportion of men who smoke is 42% while that of women is 11%. Among

adolescents, 55% of boys smoke cigarettes, whereas 39% of girls smoke cigarettes

(Christofides 2003).

To prevent an intensification of the current tobacco epidemic in the coming

decades, serious attention must be focused on women and young children, who are

particularly vulnerable targets for tobacco marketing strategies.

The effects of nicotine on different organ systems depend upon the dose and

speed of administration including relaxation of skeletal muscles, stimulation of the

heart rate and nausea.

It is noteworthy that the high prevalence of psychiatric comorbidity is associated

with smoking. In fact, 7% of nicotine-dependent individuals have a comorbid
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psychiatric disorder (Grant et al. 2004). In some individuals, nicotine use is often

associated with neuropsychiatric disorders such as depression, anxiety or other

mood disorders (Grant et al. 2004). Nicotine dependence is considered a psychiatric

disorder. It is manifested by compulsive drug-taking and withdrawal when abruptly

stopping smoking.

Although there is a medical need for pharmacotherapies, currently available

treatments, even if shown to be somewhat effective, are not effective for all

individuals. Several therapeutic approaches are being developed. This is the chal-

lenge of emerging research (Herman and Sofuoglu 2010).

However, functional brain imaging may facilitate our understanding of the

neuronal circuits underlying brain function associated with smoking to identify

the molecular targets involved in acute and chronic effects of nicotine and tobacco

addiction (Benowitz 2009).

Most of 95% of smokers who quit tobacco smoking do so without any formal

treatment (Garvey et al. 1989). Quitting smoking significantly reduces the risk of

tobacco-related morbidity and mortality, yet there is a high rate of relapse amongst

smokers who try to quit (Gilpin et al. 1997). Phenotypic biomarkers have the

potential to improve smoking cessation outcomes by identifying the best available

treatment for an individual smoker. The nicotine metabolite ratio (NMR) is a

reliable and stable phenotypic measure of nicotine metabolism that can guide

smoking cessation treatment among smokers who wish to quit (Allenby et al.

2016). The NMR accounts for sources of variation in nicotine metabolism including

genotype and other biological and environmental factors such as estrogen levels,

alcohol use, body mass index, or menthol exposure are of interest. Clinical trials

have validated the NMR as a biomarker to predict therapeutic response to different

pharmacotherapies for smoking cessation (Allenby et al. 2016). Current evidence

supports the use of nicotine replacement therapy for slow metabolizers, and

non-nicotine treatments such as varenicline for normal metabolizers. Several effec-

tive pharmacotherapies are available to treat tobacco dependence. However, the

long-term effectiveness of these treatments has been limited because the majority of

smokers who attempt to stop smoking eventually relapse (Benowitz 2009).

Approaching the treatment of tobacco use and dependence as a chronic disease

and the development of innovative drug therapies offers new hope for the treatment

of tobacco-dependent patients. Combination bupropion and varenicline displayed

greater efficacy in smoking cessation than varenicline monotherapy, though further

safety analysis is warranted to rule out additive psychiatric adverse effects (Vogeler

et al. 2016).

3.2 Alcohol

While the prescription of psychotropic drugs is becoming more and more subject to

state regulation and drugs are only provided after full professional evaluation in a
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medical or therapeutic context, alcohol on the other hand, as well as being an

important economic commodity, remains easily accessible.

Moreover, alcohol conveys two contradictory messages; one associated with

well-being and the other clearly contributes to major social and health problems.

The anchoring of alcoholism in our societies stems from its wide availability, its

price, and its legality. Nowadays there is little primary alcoholism i.e., consumption

of alcoholic beverages instead of water. This kind of alcoholism was very common

when people began work at a very young age notably in the country-side (Winokur

and Clayton 1967). Secondary alcoholism which is often a “self-treatment” for

anxiety, mainly panic disorder and social anxiety previously called social anxiety

(Terlecki and Buckner 2015). Around 20% of bipolar patients have high of alcohol

consumption (Pringuey et al. 2014).

Moderate acute alcohol intake has a sedative, muscle relaxing and stress reduc-

tion activity (Zimmermann et al. 2007). Furthermore, to improve motor perfor-

mance, cognitive and information-processing tests under the influence of alcohol

reflect physiological excitation.

Other effects could also be mentioned including decrease of negative mood

states, as well as increased talkativeness; Alcohol tends to trigger stronger feelings

of euphoria and well-being and removes inhibitions. These symptoms increase the

probability of repeated alcohol consumption and, therefore, create the right condi-

tions for developing excessive intake.

After acute alcohol consumption, ethanol readily and rapidly passes the blood-

brain barrier. There are many ways in which it interacts with several neurotrans-

mitter systems and thereby modulates individual vulnerability to developing alco-

hol dependence. The risk of increased alcohol consumption and the development of

alcohol-related problems are probably linked to the anxiolytic effect of alcohol and

may affect the ability of decision-making after alcohol consumption. It is thus

difficult for subjects to assess the level and gravity of situations. Decreased glucose

metabolism has been shown in the whole brain following acute ethanol consump-

tion, particularly at higher doses. This may reflect a lower activity of the cerebral

cortex that is likely due to the sedative effect induced by ethanol (Hendler et al.

2013). An animal model has shown that consumption of high doses of ethanol in

adolescence decreases sensitivity to the sedative effects of acute alcohol consump-

tion (Crews et al. 2007). This can have serious consequences, as this period of life is

critical for cortical development. It is thus easy to understand the brain damage that

might result from alcohol intake. So, adolescents are more vulnerable to neurotox-

icity induced by high doses of ethanol (Crews et al. 2007). Chronic alcohol use

results in the development of tolerance. This is due to neuroadaptive changes in the

brain that can cause withdrawal symptoms caused by abruptly stopping substance

use. These changes are intended to maintain homeostasis between excitatory and

inhibitory brain functions and counteract the acute effects of alcohol abuse. When

high-dose ethanol is abruptly discontinued, this may lead to severe disturbance of

homeostasis and may have a clinical impact resulting in psycho-vegetative

withdrawal.

Use, Abuse and Misuse 441



In people who are more stressed or more anxious, drugs, such as benzodiaze-

pines are frequently abused in association with alcohol. The goal of this combina-

tion is to improve the effectiveness of primary substance and to attenuate their

adverse effects.

Drug and alcohol addictions are widespread among cocaine-dependent individ-

uals. This association has adverse consequences by producing toxic psychoactive

metabolites such as cocaethylene. Moreover, the hepatic effects of alcohol alter

drug metabolism which explains poorer treatment outcome (Pennings et al. 2002).

3.3 Illicit Drugs: Marijuana

Cannabinoids are constituents of the marijuana plant (cannabis sativa plant). The

main psychoactive ingredient is delta-9-tetrahydrocannabinol, known as THC. Its

action has been known for centuries due to its recreational and medicinal properties.

It’s most common mode of use is smoking.

Marijuana is one of the most commonly used and abused illicit drugs worldwide.

Recent years have seen significant advances in understanding the mechanisms of

cannabinoid-induced behavioral and biochemical alterations. Recent research indi-

cates the existence of endogenous cannabinoids in the human body. These are

substances that act like marijuana, called marijuana-like substances and represent

an endocannabinoid physiological control system.

Marijuana effects vary based on individual factors and are produced by binding

to the brain’s specific receptors called cannabinoid receptors (Costa 2016). The

functioning of specific areas of the brain is preferentially affected; this is related to

the fact that these areas have high concentrations of cannabinoid receptors. These

specific areas include the hippocampus, the cerebellum, the basal ganglia, and the

cerebral cortex. The hippocampus is known to play a critical role in certain types of

learning. It is thus not surprising that THC interferes with learning and memory.

Thus, through its action on the limbic system, THC could interfere with recognition

memory more than discrimination learning (Aigner 1988).

THC affects the cerebellum whose crucial role is to coordinate all body move-

ments. In addition, it affects the basal ganglion which is involved in movement

control. This results in slower reaction times, distorted perceptions and impaired

coordination.

Marijuana may also cause mental disorders. Indeed, it has been shown that early

marijuana use increases risk of developing psychosis.

Estimates indicate that 27.0 million Americans aged 12 or older were current

illicit drug users (Samsha: Behavioral Health Trends in the United States). Indeed,

22.2 million people aged 12 or older reported using marijuana during the month

before the survey interview (Samsha: Behavioral Health Trends in the United

States) (Fig. 1). Marijuana adversely impacts brain development of adolescents

and may also affect their likelihood of consuming other drugs as they move through

childhood. Long-term marijuana abuse can lead to addiction. Indeed, after an
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extended period of continuous use, stopping suddenly leads to behavioral disorders

and compulsive drug-seeking behaviors. Withdrawal symptoms result in depressed

mood, irritability, anxiety, sleeplessness, difficulty concentrating and drug craving.

Intensive use of high-potency cannabis increases the risk of developing psycho-

sis. Studies indicate a possible link between marijuana use and some psychiatric

disorders such as schizophrenia or related disorders (Kelley et al. 2016). The

intoxicating properties of marijuana have been described as similar to those of

moderate alcohol intoxication. The principal salient features of such intoxication

are the induction of subjective states of relaxation and euphoria. However, aversive

aspects of marijuana use have also been reported, and these effects are similar to the

unpleasant subjective states following alcohol intake (nausea, vertigo and dysar-

thria). Many regular marijuana users have reported that their first experience with

the drug was indeed unpleasant.

Acute and chronic marijuana use may cause undesirable effects on cognitive

process and perception, mainly regarding object size and perception of object

distance. Marijuana smoking is reported to impair accurate color discrimination,

to increase visual reaction time and sensitivity to light (Kiplinger et al. 1971). A

particularly severe behavioral impairment associated with marijuana smoking is a

decrease in the accurate detection of light stimuli in the peripheral visual field. This

last point results in enhanced risk of automobile accidents following recent mari-

juana consumption (Hartman and Huestis 2013).

Many studies have shown that marijuana use may lead to a distortion of sense of

time which may also be a factor associated with increased risk of automobile

accidents (Hartman and Huestis 2013). There is also considerable evidence that

marijuana use can adversely affect aircraft pilot performance.

Smoking marijuana produces impairment in performance of complex cognitive

tasks. Frequent smokers had significantly more difficulty compensating for tracking

Fig. 1 Numbers of past month illicit drug users among people aged 12 or older: 2014. Behavioral.

Health trends in the United States: Results from the 2014 National Survey on Drug Use and Health

(http://www.samhsa.gov/data/sites/default/files/NSDUH-FRR1-2014/NSDUH-FRR1-2014.htm

accessed, 12 March, 2016
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errors in critical tracking tests than occasional smokers, 1.5 h after smoking.

Occasional smokers especially were subject to divided attention and their perfor-

mance declined significantly with session group effects for tracking error, hits, false

alarms and reaction time (Desrosiers et al. 2015).

3.4 Foods and Beverages

Regular consumption of energy dense foods can have a significant impact on the

function of the brain and is reflected in neural changes. Foods of abuse are known to

act on systems in the brain in a similar way to drugs of abuse including the

dopaminergic and opioidergic systems (Koob and Volkow 2010). Interaction of

genetic and biological factors can be involved with environmental factors and

contribute significantly to abnormal behavior in which food intake gets out of

control leading to addiction and corresponding metabolic syndrome.

In the same way as for drugs, food, mainly very palatable and highly nutritious

food, can be addictive. Indeed, food and drugs of abuse may use similar brain

pathways, including the dopaminergic system (Koob and Volkow 2010). This

results in loss of control over behavior and can lead to excess food consumption

in the absence of metabolic need. This could result in distortion and fluctuation in

body size and elevated body mass index which would consequently account for the

increasing obesity epidemic and the corresponding metabolic syndrome (Gearhardt

et al. 2011), which is not without significant public health problems that are among

the leading causes of death in the United States. However, food addiction does not

explain all obesity.

Eating disorders commonly start during adolescence or young adulthood,

corresponding to a vulnerable period because the biological maturation process is

still underway.

Factors that initiate and maintain excessive food intake are similar to those of

drug addiction. Indeed, modern brain-imaging techniques, such as functional mag-

netic resonance imaging (fMRI) have shown that foods induce potent stimulation of

brain reward circuits, in the same way as substances of abuse (Kelley et al. 2005).

This could suggest a likely overlap in the biology of neurotransmitters across those

disorders. Several neurotransmitters seem to play a significant role in the cognitive

and emotional modulation of food, in particular, serotonin. Indeed, Neurotransmit-

ter receptor imaging studies have shown the involvement of some serotonin subtype

receptors in the modulation of mood, impulse control, feeding, and anxiety.

5-HT1A subtype receptor appears to play a part in food reward modulation.

Some neurobiological effects of dopamine have been associated with conditioning

and control of foods of abuse. Indeed, food and food cues have been reported to

result in increased dopamine release resulting in repeated stimulation of the dopa-

minergic reward. This process leads to a situation of neurobiological adaptation that

results in compulsive behavior. Some neuropeptides can regulate food intake

interacting with the dopamine system in the ventral tegmental area (VTA). The
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dopaminergic neurons in the VTA project to the nucleus accumbens (NAc), pre-

frontal and limbic regions which are part of the brain reward system involved in

substance abuse (Volkow et al. 2012).

4 Pathological Behavior

4.1 Gambling Disorder

Whereas gambling represents a harmless form of entertainment for most con-

sumers, it can become dysfunctional in a minority. In these individuals, the negative

consequences are severe and include financial debt, bankruptcy, family dissolution

and criminal behavior. The reclassification of gambling disorder within the Diag-

nostic and Statistical Manual of Mental Disorders, 5th Edition (DSM-5) addictions

category marks a significant step for addiction science.

Gambling addiction creates an irresistible, recurrent and persistent urge to

gamble, so that the addicted person is unable to take control over the decision to

stop gambling. Even though gambling is unlikely to exert damaging effects on the

brain, gambling disorder could cause severe negative consequences and lead to

social impairment and cognitive sequelae and may provide insights into addictive

vulnerabilities.

One of the most significant changes to the gambling environment has been the

increased availability of Internet gambling. Indeed, Internet gambling is the fastest

growing segment of the gambling industry. Globally, the largest online gambling

product is wagering, accounting for 53% of the online gambling market, followed

by casino games (including slot machines/pokies/electronic gaming machines,

25.4%), poker (14.2%), and bingo (7.4%).

Moreover, very easy access to online gambling has attracted a growing number

of young people, which, unfortunately, is not without social consequences in this

population group. Thus, inevitably problems with gambling have a serious impact

on professional life as well and must be considered as serious addictions.

4.2 Internet Addiction

Research on Internet addiction disorder indicates rates may range from 1.5 to 8.2%

of Europeans and Americans (Weinstein and Lejoyeux 2010) whereas other studies

have estimated the prevalence as 9–13.5% among Canadian youth (MacLaren and

Best 2010) Men appear to be more addicted to this behavior than women. The

virtual world offered by the internet produces the illusion of leaving one’s worries
behind and forgetting one’s problems.
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There seems to be high comorbidity with Internet addiction and some psychiatric

disorders such as affective and anxiety disorders. Indeed, in some patients,

obsessive-compulsive behaviors have been highlighted before Internet addiction

(Cho et al. 2013).

Internet addiction can be assessed using a validated test and a reliable measure.

The assessment concerns the extent of a patient’s involvement with a computer.

Addictive behavior is classified regarding mild, moderate and severe impairment

(Widyanto and McMurran 2004). Risk Factors associated with Internet addiction

are social, psychological and biological. This concerns introverted individuals who

have difficulty communicating and dealing with others and tend to use online

communication that seems safer and easier to them. Using this method of commu-

nication allows communication among parties who might otherwise not have been

able to communicate at all. This type of communication has thus become a

substitute for the missing social connection in their lives; thus contributing to the

development of Internet addiction.

In some individuals, addiction to internet prevails with no previously known

medical conditions while others suffer from prior psychological or psychiatric

problems such as anxiety, depression, obsessive-compulsive disorder, or substance

abuse.

Through functional magnetic resonance image (fMRI) and electroencephalog-

raphy (EEG), studies investigating the brain, have shown biological modifications

associated with Internet addictions. These biological changes result in cognitive

changes (Liu et al. 2010).

In anatomical terms, gaming cues activate the dorsolateral prefrontal cortex

(DLPFC), nucleus accumbens, and dorsal striatum in individuals with internet

gaming disorder (IGD). This reinforces the hypothesis that online gameplay

induces dopamine release in the brain reward circuitry (Sun et al. 2012). Moreover,

it seems that behaviors in pathologic gamblers may involve dopamine neurons in

the mesolimbic system (Bechara 2003). Furthermore, it was suggested that video

game play was associated with impairment of the release of the dopamine. This

dopaminergic imbalance can be redressed by increasing dopamine release within

the brain reward system that can reduce negative emotions due to withdrawal

symptom and reduce craving for addictive behavior. As with the obsessive com-

pulsive disorder and pathological gambling internet gaming disorder is marked by

repetitive thoughts and behavior. These behaviors are associated with increased

impulsivity. Serotonin appears to play a significant role in depressive mood and

anxiety as well as in impulsivity (Lesch and Merschdorf 2000).

4.3 Sex Addiction

According to the Advancement of Sexual Health (SASH) definition «sex addiction

is a persistent and escalating pattern or patterns of sexual behaviors acted out

despite increasingly negative consequences to self or others» (Herkov 2016).
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Indeed, sex addicts, despite the adverse effects that sex addiction can lead to and the

physical, mental or emotional and adverse consequences on their personal and

professional lives are constantly prey to an irresistible sexual desire as sex addiction

becomes the central element of an individual’s thinking process.

Sex addiction could be considered as behavior that will relieve an emotional

distress; providing a feeling of comfort, addiction becomes the only source of the

individual’s well-being.
The medical question that remains controversial is whether sex addiction should

be regarded as the symptomatology of other disorders or should be considered as a

primary behavioral disorder (Grant et al. 2014).

4.4 Compulsive Buying

Pathological buying, compulsive buying, buying addiction and monomania are

different terminologies describing the same phenomenon in which individuals are

preoccupied with shopping, suffer from recurrent buying impulses or episodes and

lose control over their buying behavior. The behavioral excess is related to adverse

consequences such as marked distress, social and occupational problems, delin-

quency or financial bankruptcy. Estimates of prevalence deriving from studies in

the US and Germany range from 5.8 to 8% (Mueller et al. 2010).

5 Economic Burden

Close to half a trillion U.S. dollars are spent on expenses associated with medical,

economic, social, and the criminal impact caused by the use and abuse of addictive

substances. In 2002, abuse of prescription drugs cost nearly $181 billion (Whiteford

et al. 2015). A significant amount of these dollars are attributed to opioid abuse. The

average total cost per patient of health care for opioid abusers was $15,884

compared with $1830 for nonabusers, a difference of $14,054 per patient. These

costs include substance abuse treatment and comorbidity costs such as pancreatitis

or hepatitis. The immeasurable indirect costs include drug theft, the commission of

crimes to support addiction, doctor shopping, loss of productivity and wages, and

the administration of law enforcement (Meyer et al. 2014).

Between 2002 and 2007, the nonmedical use of prescription pain relievers grew

from 11.0 to 12.5 million people in the United States. Societal costs attributable to

prescription opioid abuse were estimated at $55.7 billion in 2007. A total of

23 studies (183 unique citations identified, 54 articles subjected to full text review)

were included in this review and analysis.

Findings from the review demonstrated that rates of opioid overdose-related

deaths ranged from 5528 deaths in 2002 to 14,800 in 2008. Furthermore, overdose

reportedly results in 830,652 years of potential life lost before age 65. Opioid
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abusers were more likely to utilize medical services, such as emergency depart-

ment, outpatient physician visits, and inpatient hospital stays, relative to

non-abusers. When compared to a matched control group (non-abusers), mean

annual excess health care costs for opioid abusers with private insurance ranged

from $14,054 to $20,546. Similarly, the mean annual excess health care costs for

opioid abusers with Medicaid ranged from $5874 to $15,183. The issue of opioid

abuse has significant clinical and economic consequences for patients, health care

providers, commercial and government payers, and society as a whole.

In 2010, mental and substance use disorders accounted for 183.9 million

DALYs (95% UI 153.5–216.7 million), or 7.4% (6.2–8.6) of all DALYs world-

wide. Such disorders accounted for 8.6 million YLLs [6.5–12.1 million; 0.5%

(0.4–0.7) of all YLLs] and 175.3 million YLDs [144.5–207.8 million; 22.9%

(18.6–27.2) of all YLDs]. Mental and substance use disorders were the leading

cause of YLDs worldwide. Depressive disorders accounted for 40.5% (31.7–49.2)

of DALYs caused by mental and substance use disorders, with anxiety disorders

accounting for 14.6% (11.2–18.4), illicit drug use disorders for 10.9% (8.9–13.2),

alcohol use disorders for 9.6% (7.7–11.8), schizophrenia for 7.4% (5.0–9.8),

bipolar disorder for 7.0% (4.4–10.3), pervasive developmental disorders for

4.2% (3.2–5.3), childhood behavioral disorders for 3.4% (2.2–4.7), and eating

disorders for 1.2% (0.9–1.5). DALYs varied by age and sex, with the highest

proportion of total DALYs occurring in people aged 10–29 years. The burden of

mental and substance use disorders increased by 37.6% between 1990 and 2010,

which for most disorders was driven by population growth and aging (Whiteford

et al. 2013) (Table 4).

Table 4 Proportion of disability-adjusted life years (DALYs), of years lived with disability

(YLDs) and of years of life lost (YLLs) explained by each mental and substance use disorder

group in 2010

Mental and substance use disorders DALYs (%) YLDs (%) YLLs (%)

Depression disorders 40.5 42.5

Anxiety disorders 14.6 15.3

Schizophrenia 9.6 7.4 7.1

Bipolar disorder 7.0 7.4

Eating disorders 1.2 1.1 2.4

Childhood behavioral disorders 3.4 3.5

Pervasive developmental disorders 4.2 4.4

Idiopathic intellectual disability 0.6 0.6

Alcohol use disorders 9.6 7.9 44.4

Drug use disorders 10.9 9.4 41.7

Other mental disorders 0.8 0.6 4.3
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6 Regulatory Initiatives

A regulatory framework is crucial to ensure that consumer products are right to

their labelling (not misbranded), or there is no assurance that the products are as

advertised. Concerning foods and drugs, claims such as ‘fresh’, ‘reduced sodium’,
and ‘faster acting’must be supportable with data to the satisfaction of the regulatory

agency.

With a prescription drug abuse epidemic so large and so widespread, federal,

state, and local governments, as well as professional associations and pharmaceu-

tical companies have attempted to provide solutions using tools such as:

– FDA approval of drugs as safe and efficacious with precautionary “black box”

warnings on drugs to alert and educate health care practitioners and the public

regarding the abuse potential of various medications.

– FDA initiatives including its “Safe Use Initiative” to reduce preventable harm by

identifying specific, preventable medication risks and developing, implementing

and evaluating cross-sector interventions with partners who are committed to

safe medication use.

– Drug schedules were adopted in 1970 when the Controlled Substance Act was

passed by Congress to regulate the manufacture, deportation, possession, use,

and distribution of drugs that have a potential for abuse. Drugs fall into five

classifications or schedules. The DEA has a published list at http://www.justice.

gov/dea/pubs/scheduling.html

– Refill limits allow physicians to monitor a patient’s disease course periodically,
particularly during long-term therapy as an aid to detection of tolerance, drug

interactions, compliance, misuse or abuse.

– State laws governed by oversight boards, license, disciplinary actions, and/or

sanctions focus on the problem of prescription abuse.

– Internet control by increased DEA monitoring of Internet prescription drug

sales. Weak “online consultations” and no prescription requirements, or faxing

of prescriptions which can easily be forged, makes these sites targets for drug

diversion.

– Prescription drug monitoring programs collect information to be shared with law

enforcement agencies, health care and regulatory agencies, and practitioners to

help identify inappropriate or illegal use of controlled prescription drugs. In

some cases, PDMs create fear in the prescriber community regarding sanctions,

which can lead to under treatment of pain. Nevertheless, many states find

success with these types of programs noted by the reduced rated of drug

diversion.

– Abuse deterrent formulations are newer compounds with altered pharmacoki-

netic profiles that make it difficult to extract the active ingredient out of a

controlled drug rendering it useless for alternate routes of administration such

as injection, snorting, or smoking.
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7 Perspectives and Recommendations

When most people hear the word “addiction,” they think of dependence on sub-

stance, such as drugs or alcohol. And for good reason: According to the

U.S. Substance Abuse and Mental Health Services Administration (SAMHSA),

an estimated 23.1 million Americans aged 12 years or older have a significant

problem with alcohol or drugs.

But uppers, downers, and other commonly abused substances aren’t the only

things Americans are addicted to. In fact, just substitute the word “behavior” for

“substance,” and you open up the definition of addiction to all kinds of dependen-

cies, some of which may surprise you.

Whether its sex, internet, or bungee jumping, desire to experience that “high”

becomes so intense that the addict loses control and seeks the activity despite all

negative consequences.

There is a broad range of vulnerability profiles that could otherwise trigger drug

abuse. Among the vulnerability factors that are capable of influencing the prefer-

ence for some drugs, it could mention the level of impulsivity or compulsivity.

Some people may also exhibit concurrent substance use and mental health

disorders.

Given the fact that any drug can induce dependence, the public people should be

informed about the potential harm associated with any drug of potential abuse and

subsequent threats concerning public health.

The public must keep in mind that a drug is not a harmless product despite the

benefits it provides if recommendations for use are not followed: compliance with

prescribed doses, taking into account the appropriate dosage in a specific context,

taking the right dosage, at the right time and for the right duration, not long enough,

not at all, drug use in combination with alcoholic beverages, or any other drug or

natural health products is not recommended, some drugs are contraindicated in

patients who are hypersensitive to the drug or any of its ingredients. Not adhering to

these recommendations may increase the probability of producing long-term addic-

tion and hence taking certain types of medicinal products.

8 Research Areas and Prevention

8.1 Trajectories

The purpose of this brief paragraph is to afford an idea of the state of knowledge

about addiction trajectories. The idea here is not to conduct an exhaustive critical

survey of the scientific literature. The notion of trajectory refers to the idea that

persons with a given condition will develop through a series of phases, each of

which has a certain number of attributes distinguishing it from the next. These steps

succeed each other in time, but are not necessarily linear: individuals may “skip” a
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phase, go back to a phase and get caught in loops. Etymologically speaking;

however, the notion of phase refers to a crossing, a journey, and the idea is to go,

in steps, from one state to the next. Addiction experts have also used the terms

“career”, “life cycle of addiction” and “natural history of addiction”. The “path”

most often studied in this field is as follows: consumption starts, and then evolves

towards substance abuse or dependence, followed by treatment, the expected

effects of which are an end to or control of the abuse and an attenuation or

disappearance of its harmful consequences. Frykholm (1979) suggests three phases

of disengagement: ambivalence (impulsive attempts followed by relapses), treat-

ment (serious efforts to abstain) and emancipation when the individual definitely

wants to be free of drugs and therapists. Castel (1994) speaks of a temporal,

six-stage path: (1) initiation or experimentation, (2) escalation, (3) maintenance,

(4) a dysfunctional period, (5) cessation, (6) the duration of the former addict. The

work of Hser’s team will serve as a departure point since those authors conducted a

survey of the literature on each of the phases before reporting the findings of their

own analyzes and because they have systematically observed the differences

between men and women. However, there are certain limits to this approach: the

findings are based on a relatively homogeneous sample of 546 opiate users enrolled

in methadone treatment programs in four counties in California. The data were

gathered from a retrospective longitudinal estimate (structured interviews), and the

study was conducted in the late 1980s. For this reason, using this basic description,

which provides the most widely validated data, we present more recent or more

focused studies to reveal more contemporary observations or trends. However, it

should be noted at the outset that these five phases merely refer to the trajectory

most often studied. This represents only one of the possible ways in which the steps

can be linked since it reflects only one of the possible outcomes of each of the

phases examined. For a fuller understanding of trajectories, it must be understood

that some outcomes are possible for each phase, including cessation of consumption

or avoiding the transition to abuse or dependence. For example, after being intro-

duced to a substance, some consumers will stop using it while others will continue

using without experiencing any problems, and a minority will be exposed to lethal

consequences (accident under the influence of drugs, suicide, and infection with a

terminal disease). Moderate drinkers, for example, are also likely to know or

experience the problems associated with drinking. Recent studies on intoxication

(five or more drinks on a single occasion) show that intoxication episodes are

mostly reported by moderate drinkers (14 drinks or less per week) and that

moderate drinkers may represent as much as one-third of all drinkers who report

having alcohol problems (Demers and Quesnel Vallée 1998). The purpose of

primary and secondary prevention is to influence the course of the trajectory toward

cessation or control of drinking and to avoid the transition to substance abuse. A

certain number of users will become abusers or dependents. Once dependence has

started, treatment and rehabilitation are the outcomes most often studied. Sponta-

neous remission and death are also two possible outcomes. The purpose of the harm

reduction approach is to offset the negative consequences of excessive use. Fol-

lowing this way we took as example addiction to gambling and internet.
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Many factors can contribute to a gambling addiction, including desperation for

money, the desire to experience thrills and highs, the social status associated with

being a successful gambler, and the entertaining atmosphere of the mainstream

gambling scene. Unfortunately, once a gambling addiction takes hold, breaking the

cycle is difficult. Severe addictions can take hold when someone feels desperate

financially and wants to make back what they have lost. Once the person finally

wins, while they may end up collecting a massive amount of money from that win,

it is rarely enough to cover what has already been lost.

Internet addiction results in personal, family, academic, financial, and occupa-

tional problems that are characteristic of other addictions. Impairments of real life

relationships are disrupted as a result of excessive use of the Internet. Individuals

suffering from Internet addiction spend more time in solitary seclusion, spend less

time with real people in their lives, and are often viewed as socially awkward.

Arguments may result due to the volume of time spent on-line. Those suffering

from Internet addiction may attempt to conceal the amount of time spent on-line,

leading her or him to withdraw and isolate her- or himself from society.

8.2 Knowing the Risks

Communicating risk is a key public health strategy. The implicit assumptions are

that the public interprets risk information in a logical fashion and adopts behavioral

changes to reduce risk. Risk perception is a rational knowledge of a population

increased probability of been affected by an undesirable event. Does knowledge of

probability affect our attraction or repulsion for behavior? Our brain is much more

affected by our positive or negative emotional experiences towards a behavior. As

our understanding for how best to interrupt the destructive course of substance

abuse problems has grown, the parallel process of preparing treatment professionals

has also been developing. Addiction specialties have recently emerged in medicine,

nursing, and other allied health and human service professions. The primary

caregivers, however, have traditionally been counsellors who specialize in chem-

ical dependency treatment. Historically, those counsellors have been trained in

specialty training programs often developed by treatment agencies rather than in

academic institutions. Today, due to a variety of policy and economic factors, the

preparation of substance abuse counsellors is being undertaken by colleges in

cooperation with treatment agencies, where classroom and field training experi-

ences are being integrated into competency-based instructional programs.

8.3 Prevention

What are the harms from which preventive programs seek to save youth? Parents

and other adult’s worries about youthful drug use often have more to do with
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potential harm to the youth’s future career or social and personal development than

with damage to health. Use of the drug may substitute for other activities more

desired by adults. By example, the young drinker may be victimized by his or her

drinking companions. Reflecting laws against purchase and use by youth, even of

substances like alcohol or tobacco which are legal for adults, the main worry may

be about being arrested and the potential blot on the youth’s record that this would

entail.

Prevention approaches can be classified on a number of dimensions: according

to the goal of the particular program (e.g., preventing use, preventing harm,

preventing stigma); the strategy (e.g., deterrence, education/persuasion, regula-

tion); the institutional base (e.g., the schools, the courts, the community, the family,

and the media); or the target population (e.g., youth in general, high-risk youth,

heavy users). A classic typology in alcohol problems prevention focuses on the

program goals, distinguishing between interventions aimed at the “phase of choice”

(whether or not there is drinking), those aimed at the “phase of use” (shaping the

pattern of drinking), or at the “phase of consequences” (avoiding harm from a given

drinking pattern) (Moore and Gerstein 1981). In the context of youthful drug use,

the last two of these goals are commonly combined in current discussions under the

rubric of “harm reduction.” Usually, the “phase of choice” is divided in current

discussions of two types, by target population: nonusers are subdivided into “high-

risk youth,” who are contemplating drug use or are expected to be doing so, and

other non-using youth.

The resulting typology of approaches resembles the split between “primary”,

“secondary,” and “tertiary” prevention which has been conventional in the public

health field. In a recent publication, propose a new terminology for much the same

three types, based on a classification system. Universal prevention programs are

those that target entirely with messages of preventing or, at least, delaying use.

These are blanket programs, designed to target a large group of people, some of

whom may not have individual risk factors for use. Selective prevention programs

target subgroups considered at high risk for substance use or abuse (e.g., children

from low-income families, or with a poor academic record), but yet show no signs

of involvement. These subgroups are considered at higher risk than others, and the

programs are usually intended to delay or prevent abuse by reducing risk factors

and increasing protective factors. Indicated prevention programs are designed to

prevent abuse among those who already use substances and show early signs of

misuse or show signs of other serious problems or mood disorders that increase

their risks of developing a substance abuse problem.
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Consumer Behavior in Subpopulations

Qing Wang and Naina Narain

1 An Overview of Research on Consumer Behavior

in Special and Subpopulation

1.1 Special and Subpopulations

Some of the most enduring issues in consumer behavior pertain to special or

subpopulations. Special or subpopulations are defined as those segments that lie

outside the traditional focus for consumer research (Corfman and Roedder John

1998). Children, elderly consumers, specific generations and ethnic groups are

examples of special populations. Understanding the unique characteristics of

these special populations is particularly important for government organizations

and businesses, as a product, promotional method, distribution channel or pricing

strategy may be correct for the majority of consumers but could be misconstrued or

even lead to misuse in a special population, putting these people at risk or

even harm.

The list of special populations can be rather extensive—low literacy individuals,

mentally ill patients, children/youth/adolescents, elderly, institutionalized (prison,

hospital, retirement/nursing home), migrants, ethnic minorities, homeless people,

HIV patients and drug addicts are all amongst members of special populations who

face some type of discrimination and prejudice due to social barriers (Faugier and

Sergeant 1997). For various reasons, they are hidden from the general public. As a

result, limited access to information regarding their behavior has led to a substantial

gap in knowledge regarding their needs.
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Through a broader lens, special populations are defined as small subgroups of

the population that are considered unique and not commonly visible (Sell and

Petrulio 1996). Sudman and Kalton (1986) define a special population as a small

subgroup of a population of interest to a researcher. Identifying members of certain

special populations can be time consuming and costly. In recent years, special

populations being surveyed (Sudman and Kalton 1986) have included (a) ethnic

groups such as black Africans, Hispanics, Cubans, (b) people with salaries either

above or below a certain amount, (c) employees in specific industries, and (d) users

of a specific service or product.

1.2 Sampling Techniques

The challenges of studying special populations or ‘hidden populations’ derive from
two characteristics as outlined by Heckathorn (1997). Firstly, no sampling frame

exists which implies that the size of the population is unknown. Secondly, there is a

threatening trait that characterizes its members which leads to privacy concerns. As

a result, the sample may refuse to cooperate or give unreliable information to

protect their privacy and interests.

To overcome difficulties in sampling special populations, three methods have

been applied: chain referral sampling, particularly snowball sampling (Penrod et al.

2003), key informant sampling, and targeted sampling (Heckathorn 1997). Next, a

brief description of each of these sampling techniques is provided.

1.2.1 Snowball Sampling

One of the best-known methods is snowball sampling, originally suggested by

Goodman (1961). It is a sampling technique whereby initial contacts chosen

randomly provide the names of other members who fulfil the inclusion criteria.

Each subject who agrees to participate is then asked for a specific number of

additional names. This process continues until the desired size of the sample is

reached (Penrod et al. 2003). However, there are several problems that afflict chain-

referral samples. Firstly, inferences made about members found by tracing chains

relies mainly on the initial sample and is never random or without bias. Secondly,

these chain-referral samples are more biased towards those subjects who agree to

cooperate (Heckathorn 1997). Thirdly, the issue of ‘masking’ arises in populations

with strong privacy concerns, whereby participants protect their friends by not

referring them. Lastly, because these referrals occur based on the network of

subjects, those who have larger personal networks tend to be oversampled leaving

the relatively isolated members excluded from the research. The main argument

made by Erickson (1979) is that this method is unable to produce claims that are

unbiased. Erickson suggests that these problems can be resolved by building in
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‘added incentives’. As a result, two additional sampling methods were developed to

tackle some of these problems.

1.2.2 Key Informant Sampling

Deaux and Callaghan (1985) developed a method to resolve the selection and

response bias problems by selecting informative respondents and asking them

about others’ behavior, rather than their own. For example, a researcher might

ask public health officials about drug use behavior. However, there are risks

associated with this method dependent on the context. In the case where the

informants are professionals, their professional orientation might bias their

response: counselors might exaggerate their client’s difficulties (Heckathorn

1997). Also, these key informants might not have the detailed knowledge about

others especially if it is extremely personal. Therefore, the key informant approach

is not effective in acquiring highly detailed and personal information.

1.2.3 Targeted Sampling

To account for the under-sampling produced by traditional methods, Watters and

Biernacki (1989) have developed targeted sampling dependent on ethnographic

mapping. There are two steps involved in this model to respond to the deficiencies

of chain-referral methods: First, to map the special population based on the degree

of penetration into the local networks; and, second, ensure that respondents are

from different areas and include subgroups in the final sample. Ethnographic

mapping is used in order to identify a predetermined number of respondents at

the sites. However, this method of targeted sampling is limited by the effects of the

time of day when researchers gather participants, which location they operate in and

the strategies they use (Heckathorn 1997).

Acknowledging the limitations of the targeted approach, there have been several

modifications to chain-referral methodologies. This is due to the increasing recog-

nition of the power of social networks. The popular six degrees of separation theory

(Karinthy 1929), where every individual is indirectly associated with every other

individual through approximately six intermediaries, stresses the value of referrals.

This implies that even members that are isolated or ‘hidden’ can be reached via

chain referral methods.

Despite numerous refinements to these techniques, including the more recently

identified Respondent-Driven Sampling (Schonlau and Liebau 2012), the central

question remains unresolved, that is, “how to draw a random (initial) sample?” as

highlighted by Spreen (1992). Concerns about special populations in terms of how

to reach, understand, and influence their behavior have become even more impor-

tant with the use of digital technology that permeates every stage of the consumer

decision process. Social media networks provide new communication channels for
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special populations, which represents both new challenges and opportunities for

researchers.

Against this background, Langer and Beckman (2005) suggest that netnography

is a suitable methodology for sampling special populations because it allows the

researcher to gain detailed information about the members in an unobtrusive and

covert manner. As a result, netnography as a promising approach for studying

special populations is discussed and a case study using netnography is presented.

1.3 Netnography

Netnography is “a qualitative research methodology that adapts ethnographic

research techniques to study the cultures and communities that are emerging

through computer-mediated communication” (Kozinets 2002, p. 62). Ethnographic

research holds that individuals mentally construct multiple realities. It is therefore

“appropriate to view the research domain as being a social construction relative to

the situation” (Travis 1999, p. 1043). Langer and Beckman (2005) studied cus-

tomers of cosmetic surgery as a special population, based on the assumption that

those who consider cosmetic surgery are less likely to talk about it publicly. This

qualifies them as a special or ‘hidden’ population. They argue that analyzing public
online communications between special populations is both legitimate and ethical.

However, the guidelines for this methodology should be context specific and

researchers should be constantly aware of the privacy rights of the sample (Hill

1995).

In summary, ethnographic research is commended for providing in-depth

insights into social and cultural communities, as well as the underlying needs,

desires, and motives of participants (Kozinets 2002). Netnography has the benefits

of being faster, simpler, economical, unobtrusive and providing continual access in

comparison with other qualitative research methods (Kozinets 2002; Parsons and

Maclaran 2009). The aim is to identify the types of groups or communities formed

around the brand and the leading themes emerging from the social interactions.

Social network analysts have identified two ways to interpret behavior: one that

focuses on structure and the other on both structure and actor-diversity (Doreian

2001). In the former, the pattern of relations in a network reflects the social identity

of the individuals, their underlying preferences and characteristics. Whilst in the

latter the network is viewed as a channel for the exertion of influence where an

individual’s position in the network determines the information accessible to that

person and whom he or she may influence (Watts 2003). Thus, a person’s social
identity depends on not just which group he/she may belong to but also on their

position to influence the groups.

Social network analysis technique is a method to visualize the structure of a

particular network. It is a powerful tool to help marketers identify points of interest

for their customers such as clusters and other structural characteristics that would

not be obvious in statistical data otherwise (Newman and Girvan 2004). Developed
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in the 1960s, it was an interdisciplinary methodology for research in social psy-

chology. In the 1970s with the rapid advancements of formal analyzing techniques,

it became an attractive tool for marketers, economists and engineers. Today, online

communities are created around every conceivable topic. As a result, social net-

work analysis has become an increasingly popular tool for online social network

research.

Specifically, Gephi is an open-source network analysis and interactive visuali-

zation platform. It can display large networks in real-time and can speed up the

exploration using a 3D render engine. It offers the possibility to understand

structure transition or the flow of information in networks (Moody 2005). Although

the core of this software is functional, the development of new features focusing on

filters, statistics and tools is required.

Some of its most attractive features are its support of many different native graph

formats, real-time interactive features, and easy-to-use interface. Most importantly,

it has many supporting features built for dynamic network analysis that incorporate

functions such as live filtering, a combination of static and dynamic metrics, a

multitude of layouts, and a timeline component that can generate various longitu-

dinal reports. It is therefore selected as the social network analysis tool for the case

study presented in this contribution.

2 A Case Study on the Social Media Usage Behavior

of the Millennial Generation

In this case study, the millennial generation is selected as a special subpopulation

due to its unique characteristics in social media usage. It takes a broader lens, as

proposed by Sell and Petrulio (1996) and Sudman and Kalton (1986) who define a

special population as a small subgroup of a population of interest to a researcher. In

this case, the millennial generation is studied as active users of a specific service or

product, namely a social media network.

Millennials are leading a generational shift in the concepts of status and money,

the likes of which have not been seen since the 1960s (Eastman et al. 2014). Whilst

each new generation differs in values, characteristics, and behavior, this has been

greatly exacerbated for millennials by technological developments over the past

three decades, resulting in an attitude that technological accessibility and intercon-

nectivity are essential. Given the importance of social media for the millennial

generation, it is crucial for brands to transform their deep-rooted marketing tradi-

tions, and to position themselves to cater for the millennial consumers. This will

require a greater understanding of the millennial generation.

According to Howe et al. (2000), the population was comprised of five gener-

ations with the following birth dates: The G. I. Generation (1901–1924), the Silent

Generation (1925–1942), the Boom Generation (1945–1960), Generation X

(1961–1981), and the Millennial Generation (1982–2002). Based on the calculation
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of Lancaster and Stillman (2002), the American Millennial Generation, raised by

the Baby Boomers, was approximately more than 75 million in size and was

heralded as a generation with high purchasing power in comparison to previous

generations (Henrie and Tayor 2009).

A recent report (Woodward 2016) found that millennials show distinct differ-

ences with other demographic groups. They are much more likely to look outside

the family base for influence and opinions. Compared to Generation X-ers,

Boomers and Silents, they are much more likely to listen to the views of friends

and colleagues, as well as strangers, reflecting a willingness to take account of

online reviews and social media interaction. They are skeptical of conventional

advertising or marketing experts, but are highly influenced by celebrities, particu-

larly those who are active on social media.

In addition, the millennials show a greater willingness to influence others as well

as being prone to influence from their peers. Millennials are the most brand-

sensitive and socially aware generation due to the need for forming self- and

social-identity and are willing to share their brand preferences over social media

or online (Parment 2014; Kim and Jang 2014). In other words, the millennial

generation is a digitally-empowered generation for whom the practical use of

mobile technology, combined with social media, is second nature to them and an

inseparable part of their purchasing process. Therefore, in order to reach this

generation, brands and retailers are facing the challenge of continuous innovation

providing omni-channel connectivity with this consumer group and to assess the

influences and sources of information that inform those brand choices (Fromm and

Garton 2013).

This generation, known for being ‘digital natives’, exhibits markedly different

consumption habits to those of their predecessors through their extensive use of

social media (Mangold and Smith 2012). Therefore this case study addresses two

key issues based on the original research findings of the millennial generation:

(a) The types of needs satisfied by the use of social media; and, (b) the effect of

social media on perceived brand value.

2.1 Types of Needs Satisfied by Social Media

Millennials are three times as likely as other generations to use social media as a

pre-purchase research tool. A recent study (Market Strategies International 2014)

showed that millennial shoppers are using multiple social media channels for

specific purposes. For instance, millennials are much more likely than other gen-

erations to use YouTube for learning about products, Twitter for expressing opin-

ions about products and Instagram for posting photographs about products. They

are fundamentally different from other generations in that they are more engaged,

more vocal and more visual. They are not merely passive readers—they post, pin,

view and blog and they are willing to experiment and move to the next innovation in

social media. This finding indicates that the millennials are highly advanced and
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sophisticated in using social media in terms of meeting different type of needs, e.g.,

utilitarian need in learning about product information on YouTube, symbolic need

in expressing their opinion on Twitter and hedonic need in posting photographs on

Instagram. Understanding their social media attitude and behavior has significant

implications for brand marketers. However, there is little research into exactly how,

where and why Millennials conduct their information search. Therefore this

research proposes that:

Proposition 1 The millennials are sophisticated in their attitude and behavior
towards social media usage and are seeking to meet different types of needs,
including utilitarian, symbolic and hedonic, through social media use.

2.2 Major Influencers

Millennials view social media comments as more transparent and blogs as usually

more objective and credible than traditional advertising. Three-quarters of millen-

nials trust family and friends most when researching products or services and are

heavily influenced by celebrities as their fans (Market Strategies International

2014). Eastman et al. (2014) use social comparison theory (Festinger 1954) to

explain the influence of celebrities on the millennials and suggest that social

comparison has become an even stronger ‘driver’ for the millennial generation as

a result of the proliferation of social media and the lack of independent decision

making.

Proposition 2 Celebrities with a large fan base on social media are highly
influential to the millennial generation.

2.3 Effect of Social Media on Perceived Brand Value

The integration of social media and brands provides huge potential for the millen-

nials in their social identity building. This is because brands epitomize consumption

and help build socially desirable identities (Kapferer and Bastien 2012; Brown et al.

2003; Han et al. 2010), whilst multiple social media channels provide potential for

communicating desirable self-image and social identity widely and instanta-

neously. Millennials are more consumption oriented than other generations as a

result of the proliferation of communication technologies and prone to status-

seeking consumption, in particular through branded products. This focus on con-

sumption and self-expression can be explained using consumer culture theory, in

that, as traditional societal structures disintegrate, identity construction through

consumption becomes prevalent. These consumers are assuming dominance in

the marketing and branding sphere by producing their own cultural identities rather

than being dictated to (Firat and Venkatesh 1995), removing the element of control
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that brands once had—an element that has traditionally been imperative to luxury

brand management. Therefore it is proposed that:

Proposition 3 The integration of brands and social media enhances the ability of
millennials to create and communicate self-identity.

For brands, social media facilitates customer service, public relations, consumer

education, and a closer client relationship (Kapferer 2015; Okonkwo 2010). For

consumers, social media allows high levels of interaction and engagement with

like-minded consumers, increases the desirability of the brands, and has a signifi-

cant impact on the purchase decision process. Little empirical research has been

carried out to understand the effect of social media on the perceived value of

brands.

These millennial shoppers want a seamless, digitally enabled, multi-channel

experience (Remy et al. 2015). They have exhibited a shift in values, behaviors,

attitudes and interests as a result of the birth of the Internet and the vast techno-

logical advancements of the past 20 years (Okonkwo 2010). They have become

time-poor and are therefore early adopters of technology as this facilitates their day-

to-day life (Watson 2015). Furthermore, they are empowered, independent, and

vocal about their opinions through social networking platforms. Therefore, it is

proposed that:

Proposition 4 Millennial consumers value brands based on the extent they can
engage with the brand to enhance their social identity and provide a multi-sensory
experience.

Next, an exploratory study using netnography is presented to demonstrate the

effectiveness of the method in studying a special population and to provide pre-

liminary empirical evidence for the propositions. In this case the netnography

method has been applied to the Twitter online community for Tom Ford. The

subjects, i.e., millennials, are in their formative years of self-identity construction

and exhibit social negotiations within online communities (Atkin 2004; Muniz and

O’Guinn 2001). This lends itself to the netnography approach to acquire compre-

hensive information concerning the subjects’ behavior in the digital environment.

2.4 A Social Network Analysis of Tom Ford

2.4.1 Brand Image and Positioning of Tom Ford

Tom Ford is an American fashion designer and film director. He gained fame as the

creative director at Gucci and Yves Saint Laurent. In 2006, after leaving Gucci,

Ford launched a line of menswear, beauty, eyewear and accessories, named after

him. Despite being a new brand, Tom Ford has acquired an exclusive and luxury

image due to Ford’s history as creative designer with luxury brand Gucci as well as
his immaculate and exquisite lifestyle personified in the brand.
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The evidence suggests that Tom Ford has a promising future as a truly luxury

brand. However, unlike the traditional luxury brand, Tom Ford has been created in

the era of digital technology with the millennial generation as the main customer

base who has twice as much spending power and willingness to spend on luxury

items as their parents’ generation (Jing Daily 2014). This means that Tom Ford has

to engage with the millennial generation on social media in a novel and creative

manner to capture the interest and imagination of the young and digital savvy

consumers. Indeed, compared to other luxury brands, Tom Ford has been extremely

active on social media.

The brand generated huge publicity and is favored by younger generation

celebrity clientele. Tom Ford targets millennial customers who aspire to be vividly

outstanding and glamorously sexy, as one of Tom Ford’s advertisement agencies,

Conversation Agency stated, the goal of Tom Ford is to strengthen and expand the

brand’s influence with a sleek and unique way to engage a younger, more tech-

savvy generation. Therefore this study examines the effect of the Tom Ford social

media strategy by taking a snapshot of conversations on Twitter associated with

Tom Ford during a 7-day period in February 2016 using social network analysis.

2.4.2 Procedure

The traditional sampling methods have their limitations as discussed earlier. There-

fore, this case study provides an alternative way of sampling the target populations

through social network analysis of online communities by selecting topics or brands

that are particular interesting to the target population.

Using the Twitter Application Programming Interface (API) and searching for

the specific keyword #tomford, which acts as the mediation device, 3071 tweets

were extracted during the course of 1 week in February 2016. First, to prepare the

data in a format ready for analysis using Gephi software, Google Refine was used to

extract mentions and hashtag and arranged the downloaded data into a two-column

format: Screen name in the first column and hashtag or mention in the second

column tweeted by that user. This file was then downloaded as CSV ready for

Gephi.

A graph was generated using Gephi, which shows the structure of the Tom Ford

online community on Twitter during the selected period. Each hashtag (#) or

mention (@) represents a node and the connections or interactions between nodes

are lines, which represent edges. This shows which players are important in the

network. The network identified here is dense and complex because there are many

tweets on a daily basis and different communities discuss different topics. The

graph type selected at the start of the analysis was ‘Direct’ which implies that the

interaction between two nodes is directed; the user is directing his tweet to the

account mentioned or contributing to the discussion over the #tomford.

The traditional sampling methods as described have their limitations as

discussed earlier. Therefore, this case study is not to demonstrate the use of these

traditional sampling methods. Instead, it provides an alternative way of getting
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access to the target populations through social network analysis of online commu-

nities around a specific topic or brand.

2.4.3 Analysis and Results

Main Themes and Celebrity Influence

As shown in Fig. 1, the size of the label is based on the number of connections of a

particular node—the larger the size of the label displayed, the higher number of

connections it has, and the greater the degree of centrality of the node, which

indicates the influential power of that node. The labels with @ are twitter accounts

and the labels with # are themes. In this case, the twitter accounts with the highest

number of interactions include Swatchandreview, Dimondonyc, Time, and

Arianagrande. The themes with highest number of interactions include Drake,

Champagnepapi, Giveaway, Blacktie, Style, Fashion, and Sohappy. Next, the

most influential twitters and themes were analyzed.

The main themes—#drake and #champagnepapi: Millennials are known to

associate themselves with Drake because of his song lyrics. Rap Genius released

statistics showing that Drake, the hip hop star, not only topped the Most Artist

Views category but also the Most Song Views for Know Yourself. Therefore, he is
known to express his feelings explicitly in his songs and refers to social media, new

taxi services like Uber and self-obsession, which are timely and culturally relevant

issues. During this period the tweets were extracted, Tom Ford had recently

launched a new line of lipstick products named after Drake’s Instagram name,

champagnepapi. This strategy generated huge online interest for the new product

Fig. 1 Structure of Tom Ford online community on Twitter (Authors own illustration; for

illustration purpose only)
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among millennial consumers as indicated in the graph by the size of the labels of

Drake and Champagnepapi.

The main bloggers—@dimondonyc is the Twitter handle for a social media

blogger known as DiMondo. His association with Tom Ford was due to his social

media posts of every black tie event that he attends where he wears only Tom Ford.

Fashion bloggers have enormous influence on the millennial consumers who are

fashion conscious but skeptical about mainstream advertising. The blogger has been

referred to as the ‘most photographed face in NYC and has a following of over

50,000 on Instagram. Although his Twitter fan-base is of a modest 5394 followers,

his influence on millennials on Instagram transfers to the conversation on Twitter.

He embodies a style of sophistication and high fashion which are supported by the

hashtags #blacktie, #tux, #style, #crystal that are frequent terms used in tweets

directed to him.

The results provide preliminary evidence to support research Propositions 1 and

2—that millennial consumers are active and sophisticated in social media usage and

are more influenced by celebrities who have a large social media fan-base than

traditional advertising.

Online Community and Self-Identity Building

Next, the research proposes that millennial consumers are susceptible to reference

group influences and they form communities on social media for self-expression and

self-identity building using luxury brands. In this study, modularity is used as a

measurement to assess if the network built around Tom Ford can be divided into

smaller clusters, or modules, in order to find community structure for Tom Ford.

High modularity indicates that a network has a higher rate of intra-relative to inter-

module edges (Newman and Girvan 2004). Specifically, a modularity algorithm

called the Louvain method, developed by Blondel et al. (2008) in Gephi is applied

in this research to find communities in the network. A modularity attribute has been

applied to the nodes of the network, which distinguishes them by color; mentions and

hashtags belonging to the same color can be identified as a particular community.

The resulting value of 0.639 is moderately high and suggests that there are 190 com-

munities with distinct characteristics. The modularity is calculated based on the

algorithm created by Blondel et al. (2008), which looks for the nodes that are more

densely connected together than to the rest of the network. It is the fraction of the

edges that lie in the identified groups minus the expected fraction if the edges were

randomly distributed. The value lies in the range of [�1/2,1]. In this case, it shows

which hashtags and mentions are more densely connected between each other. This

network has a relatively high modularity of 0.639 indicating dense connections

within modules but sparse connections between nodes of different modules.

The results indicate that the Tom Ford network appears to create a majority of

subgroups that are divided around celebrity clientele (e.g., Drake) and are aligned

closely with famous personalities whom the millennial population closely associ-

ates with on social media sites. The Other clusters appear to encompass the sphere

of influence or affinity between Tom Ford’s product information and Mr. Ford

himself. This finding is consistent with research Propositions 3 and 4—that the

Consumer Behavior in Subpopulations 469



millennial consumers use social media to identify with similar others in the

reference group and to construct self-identity through association with the reference

group on social media. However, the large amount of small communities makes it

less influential, less visible hence less effective in achieving self-expression and

self-identity building. To increase the influence of the brand community, luxury

brands like Tom Ford should focus on driving marketing efforts towards generating

larger communities with topics that influence the millennial customer like #drake

and #dimondo.

3 Conclusions and Implications for Consumer Behavior

in Special and Subpopulations

Some of the most enduring issues in consumer behavior pertain to special and

subpopulations. Specifically, difficulties in sampling have restricted access to

information regarding their behavior. This has led to a substantial gap in knowledge

regarding their needs due to the lack of effective research techniques. Concerns

about special populations in terms of how to reach, understand, and influence their

behavior have become even more important with the use of digital technology that

permeates every stage of the consumer decision process.

Therefore, in this contribution, firstly, an overview of research on consumer

behavior in special populations is provided. Three sampling techniques tradition-

ally used to study special populations are described and their limitations are

examined. Next, a promising approach, i.e., netnography, as a suitable methodol-

ogy for sampling special populations is discussed. It has the advantage of allowing

the researcher to gain detailed information about the members in an unobtrusive

and covert manner.

To demonstrate the effectiveness of netnography as a social network analysis

tool, an in-depth and detailed case study of the millennial generation on their social

media usage behavior is presented. In selecting the millennial generation as a

special population, the authors take a broader lens, as proposed by Sudman and

Kalton (1986) who define special populations as a small subgroup of a population of

interest to a researcher. This case study addresses two key issues based on original

research findings of the millennial generation: (a) the types of needs satisfied by the

use of social media and (b) the effect of social media on perceived brand value. It

presents an exploratory study of the millennial consumer’s social media usage

behavior regarding the brand Tom Ford.

The case study using data from social media has revealed preliminary evidence

to support the main research propositions. Specifically, it is found that: (1) Millen-

nials are sophisticated in their attitude and behavior towards social media usage and

are seeking to meet different types of needs including utilitarian, symbolic and

hedonic through social media; (2) celebrities with a large fan base on social media

are highly influential to the millennial generation; (3) the integration of luxury
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brands and social media enhances the ability of millennials to create and commu-

nicate self-identity; and, (4) millennial consumers value luxury brands based on the

extent the brands can engage with them, enhance their social identity and provide a

multi-sensory experience.

The findings indicate that the digital generations want an all-encompassing,

immersive digital experience in terms of channel, communications, and service.

Brands have lost a total control over their traditional exclusive image. Instead, their

brand image is, to a large extent, co-created through engaging with the millennial

consumers on social networks. This case study demonstrates how the netnography

approach can be used to examine specific research questions in a real research

setting. It provides evidence of the effectiveness of netnography in studying

consumer behavior in special populations. The findings of this contribution have

significant implications for researchers hoping to communicate and engage with a

special population. Finally, it is important to note that the case study presented in

this contribution is only a manifestation of the challenges facing researchers and

demonstrates how using innovative methods such as netnography may help solve

the problem. However, it is important to note that this is only suitable for studying a

subpopulation that are technical advanced in using digital media. Therefore,

depending on the type of subgroups, conventional and low-tech methods such as

observation and traditional ethnographic approach may still be important.
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Part IV

Regulation and Responsibility



Regulatory Prospective for Medicinal

Products

Louis A. Morris

1 Risk Communication for Prescription Medical Products

The current contribution focuses on the US regulation of medical products. Over

the years, the US Food and Drug Administration (FDA) has developed a sophisti-

cated regulatory scheme to enable truthful communication of product risks and

benefits. This scheme can serve as a model for other products that must convey risks

as well as benefits in their communications.

Medical products, specifically prescription drugs, are unique and serve as the

focus of this contribution. Compared to other consumer products, the margin for

safe use of prescription drugs is often razor thin and there is a precise calculus that

must be undertaken to determine whether a drug is safe to use. This calculus is

defined by the benefit to risk equation: the benefits must outweigh the risks for a

product to be considered safe. What makes the analysis unique is the large number

of risks that must be continually discovered and assessed, and compared to benefits

that are also continually discovered and assessed, over the life cycle of the

product’s use.

1.1 Risk-Benefit Communication

The communication of prescription drug risks and benefits is delivered in two

fashions. First, the risks and benefits of these products are summarized in the

products label. The label outlines the conditions under which the product can be

safely used. Only people with the specific diagnoses outlined in the product label,
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who do not have specified contraindications and who take described precautions,

can safely use the product. Further, if adverse events occur, product users are

informed to take preventive or remediate actions and seek medical help at the

first sign of trouble. The second channel of communication is through product

promotional vehicles such as paid advertisements, personal sales, public relations

activities and promotional materials distributed by the manufacturer. Education

information may be viewed either as product label information or as promotional

information depending on how it is presented and delivered.

The majority of risk communication (in terms of money spent and frequency of

interdiction) is promotional in nature; targeting health professionals who prescribe

and dispense the medications. In the United States and New Zealand, promotional

information, in terms of print and televised commercials, can also be directed at

patients and consumers. In addition to promotional information, there is a sizeable

amount of effort in many countries directed at educating patients with printed

information about prescription medicines. For the purpose of this contribution,

we focus on consumer receipt of risk-benefit information.

There are multiple forms of patient educational materials; some of which is

approved by governmental agencies (e.g., patient package inserts, mediation

guides, patient information leaflets) and some are commercially available and

provided by private sector groups (e.g., consumer medication information) or

commercial brochures provided by the pharmaceutical company for the benefit of

the patient (i.e., regulated as promotional information). Generally, these patient

educational sources of patient information are summarization of the professional

package insert; with additional information to explain complex medical concepts or

provide information relevant to patients that are assumed to be known and under-

stood by health care professionals, as such are considered unnecessary in profes-

sional information.

To assure that product use is safe, it is essential that all the educational and

promotional information accompanying medical product is the “truthful”. The

simple principle; one must tell the truth; takes on important meaning for medical

products as misinformation or deceptive communications can lead to incorrect use

and to preventable harm. Ethical and legal criteria have been established to prevent

such miscommunication and government agencies continually monitor new and

existing medical product communications to assure accurate and truthful

communication.

The WHO “Ethical Criteria for Medicinal Drug Promotion” specifies that “all

promotion-making claims concerning medicinal drugs should be reliable, accurate,

truthful informative, balanced, up-to-date, capable of substantiation and in good

taste. They should not contain misleading or unverifiable statements or omissions

likely to induce medically unjustifiable drug use or to give rise to undue risks”

(WHO 1988).

In Europe, the European Union (EU) member states have adopted principles that

follow the EU (2001) directive that specifies that “member States shall prohibit any

advertising of a medicinal product in respect of which a marketing authorization

has not been granted in accordance with Community law”. The directive specifies
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that all parts of the advertising of a medicinal product must comply with the

particulars listed in the summary of product characteristics (a summary of product

information that serves as the basis of the approved label) and that the advertising of

a medicinal product: “shall encourage the rational use of the medicinal product, by

presenting it objectively and without exaggerating its properties [and it] shall not be

misleading.”

Similarly, in the United States (US) the Food Drug and Cosmetic Act (FDCA)

dictates the legal requirements for the approval and marketing of drugs and medical

devices. This law specifies that all labels and advertisements for prescription

medication cannot be false or misleading and must provide “adequate directions

for use” so that product users are not misled by the labeling or advertising for the

product.

Although the principle; one must tell the truth; seems simple; what constitutes

the “truth” becomes more complicated when one reviews product claims (i.e.,

explicit or implied statements about the product or its effects). What constitutes

miscommunication is further specified in laws, regulations, and in research relating

to risk communication.

2 False or Misleading Labeling or Advertising

The focus of this section is the United States, although other countries have similar

regulatory schema. According to the FDCA; a drug shall be deemed to be

misbranded (an illegal act) if “its labeling is false or misleading in any particular”

(Section 353 (a)). It is illegal to misbrand any drug released into interstate com-

merce [FD&C Act, sec. 301(b); 21 U.S.C. 331(b)].

The FDAC (section 201 (n)) states:

“If an article is alleged to be misbranded because the labeling or advertising is misleading,

then in determining whether the labeling or advertising is misleading there shall be taken

into account (among other things) not only representations made or suggested by statement,

word, design, device, or any combination thereof, but also the extent to which the labeling

or advertising fails to reveal facts material in the light of such representations or material

with respect to consequences which may result from the use of the article to which the

labeling or advertising relates under the conditions of use prescribed in the labeling or

advertising thereof or under such conditions of use as are customary or usual.” Therefore,

all of the important information necessary to make a labeling or advertising claim must be

sufficiently complete (i.e., all of the “material facts” disclosed) so that reasonable members

of the audience correctly understand the statements made and the consequences of use of

the product.

The consideration of what constitutes “misleading” labeling has been most fully

discussed by the FDA in relation to reviewing advertisements and promotional

labeling. A FDA Guidance [Presenting Risk Information in Prescription Drug and

Medical Device Promotion, May 2009] notes four important aspects of how FDA

determines whether labeling or advertising information is considered false or
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misleading that have implications for risk communication.

First, the Guidance states that:

“When FDA evaluates the risk communication in a promotional piece, FDA looks not just

at specific risk-related statements, but at the net impression—i.e., the message communi-

cated by all elements of the piece as a whole. The purpose of the evaluation is to determine

whether the piece as a whole conveys an accurate and non-misleading impression of the

benefits and risks of the promoted product.” Thus, FDA maintains that “[a] promotional

communication that conveys a deceptive net impression of the product could be misleading,

even if specific individual claims or presentations are not misleading.”

Second, the FDA’s analysis of labeling or advertising is based upon whether the

impressions gained from the piece are likely to mislead a “reasonable consumer.”

The reasonable consumer standard used by FDA in evaluating promotional mate-

rials is adopted from the US Federal Trade Commission (FTC). According to the

FTC, promotional communications are examined from the perspective of a “con-

sumer acting reasonably in the circumstances.” If the material is directed primarily

to a particular audience, the FTC examines reasonableness from the perspective of

that audience. Similarly, when applying the reasonable consumer standard, FDA,

“takes into account the different levels of expertise of lay consumers and healthcare

professionals. Due to their training and experience, healthcare professionals

develop a level of knowledge related to scientific concepts and medical conditions

and products that lay consumers do not possess. FDA takes this difference in

knowledge and experience into account when assessing promotional materials

directed at healthcare professionals versus those directed at lay audiences.” How-

ever, FDA notes that “research has shown that experts [in this case healthcare

professionals] are subject to the same cognitive biases and processing limitations as

non-experts.”

Third, is consideration of the extent to which an audience is misled. Not all

members of an audience (or even a majority of the audience) have to be misled for a

piece to be considered misleading. A labeling piece is considered misleading even

if only a percentage of the audience is deceived by its message. There can be

multiple interpretations of a claim (i.e., labeling or promotional statement) that are

all considered reasonable. In fact, the FTC maintains that a statement can be

considered deceptive even if it is a “secondary” interpretation and the primary

interpretation is accurate. The FDA also maintains that there can be more than one

interpretation of a claim and “when a seller’s representation conveys more than one

meaning to reasonable consumers, one of which is false, the seller is liable for the

misleading interpretation”.

Fourth, the FDA Guidance, and regulations upon which it is based, describe the

types of promotional material that constitute false or misleading claims. Among the

concepts underlying FDA law and regulations is the idea that drug companies have

a requirement to provide an accurate and through description of the risks of the

medicines they market in a balanced fashion. Section 502(n) of the FDC Act

requires companies to present a “true statement” of information in brief summary

relating to side effects, contraindications, and effectiveness. FDA regulations
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specify that an advertisement does not satisfy the requirement of providing a “true

statement” of information if (among other reasons):

(i) It is false or misleading with respect to side effects, contraindications, or

effectiveness; or

(ii) It fails to present a fair balance between information relating to side effects

and contraindications, or

(iii) It fails to reveal facts “material in the light of its representations or material

with respect to consequences that may result from the use of the drug

as recommended or suggested” in the promotional material (21 CFR 202.1)

(e) (5) (i, ii, iii).

Thus, the failure to disclose important facts that prevent a reasonable physician

from accurately comprehending the statements made (i.e., failure to reveal material

facts) constitutes false or misleading information.

2.1 Adequacy of Risk Communication: the Fertilizer Theory
of Risk Communication

The basic tenet that drug communications must provide “adequate” directions for

using the product necessitates consideration of what is the purpose of the risk

communication (i.e., adequate for what purpose?). For a physician audience, the

purpose of the communication is fairly straight forward; to permit the physician to

receive all of the information necessary to make a proper prescribing decision and

to provide the patient with counseling information necessary to monitor treatment

and take necessary precautions or follow up actions. Labels for prescription drugs

directed to health professionals are often 30 or more pages long with exhaustive risk

communication details outlining warning, precautions, contraindications and

adverse drug reactions.

For patients, the adequacy of risk communication is more difficult to judge. In

general, there are three reasons for providing patients with information about their

medication: Consent, Avoidance and Monitoring.
Consent: for certain drugs, such as birth control pills and vaccines, where

patients are relatively healthy and taking medicines to prevent a disease or condi-

tion, an important aspect of patient information is to provide sufficient information

about the products’ risks and benefits so that the patient can provide “consent” (i.e.,
make an informed decision) about accepting the treatment.

Avoidance: for other drugs, where there are certain people who should not take

the medicine (contraindications) or people need to use precautions while using the

drug, the purpose of the information to help people “avoid” adverse outcomes.

Monitoring: for certain drugs, where there are adverse reactions that modify the

risk-benefit equation determining whether the drug should continue to be used, drug
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information is necessary to “monitor” treatment so that the patient can seek medical

help as soon as possible to avoid negative consequences of drug use.

To some extent, adequate risk communication for all drugs requires information

about consent, avoidance and monitoring. However, the extent to which these three

“purposes” need to be fulfilled varies with the type of drug and conditions of use for

that medicine. The varying drivers of the content of patient information are

(by analogy) similar to the varying ingredients for plant fertilizer—where the

combination of the three basic ingredients [nitrogen, phosphorus, and potassium

(potash)] is selected based on the desired results from the product’s use (leaf

growth, root growth, or flower color and size). Thus, the “fertilizer theory” of

patient information has been proposed to connote that the “purpose” of patient

information varies depending on the desired effects (consent, avoidance or moni-

toring) sought for the product. Drafters of patient risk communication must decide

the extent to which each of the three purposes exist for each individual drug and

tailor the risk communication document for those particular purposes. If consent is

a major driver of the document; explanation of all major risks and benefits is a key

communication objective. However, if avoidance or monitoring is a key driver,

focus on who should not use the medicine, what activities, foods or other drugs to

shun or how to identify certain physical reactions and identify them as side effects is

the main communication objective. With these three purposes in mind; risk com-

munication documents are composed with each purpose emphasized or moderated

as necessary for that particular medicine.

2.2 Elements of an Adequate Warning

For those risks which must be communicated, adequate communication is essential.

There are various definitions of risk, for some, risk is simply the probability that an

event will occur and one must characterize the nature of the event to fully explain

how that factor will be understood. For others, risk is the chance that a person will

be harmed or experience an adverse health effect if exposed to a hazard. For still

others, risk is described as the combination of the probability of occurrence of harm

and the severity of that harm.

To fully characterize risks, efforts must be made to decrease the uncertainty

regarding the factors that influence the nature, severity and likelihood with which a

hazard can occur. To fully describe these risks, the WHO suggests a tiered approach

to risk discovery and analysis. According to WHO (2008), risk assessments have

included four principal components: hazard identification, or the identification of

the type and nature of adverse effects that an agent has the inherent capacity to

cause; hazard characterization, or the qualitative and, wherever possible, quanti-

tative description of the inherent property of the agent of concern; exposure
assessment, or the assessment of the magnitude of likely human exposures of an

individual or a population to that agent; and risk characterization, or the qualitative
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and, wherever possible, quantitative determination of the probability of occurrence

of adverse effects of the agent under defined exposure conditions.

Communicating this information requires selecting the essential aspects of the

characterized hazard that are most meaningful and actionable. Weinstein (1999)

suggests that decisions about personal risks require, at a minimum, information

about the nature and likelihood of potential ill effects, information about the risk

factors that modify one’s susceptibility, and information about the ease or difficulty

of avoiding harm.

Focusing on Medical Devices and relying on human factors psychology, FDA

(2001) has noted that there are four elements of a complete warning:

• A signal word (WARNING,CAUTION) to alert the reader that what follows is

important hazard information. A symbol or icon may emphasize the effect of the

signal word. Additional enhancement, such as bolding, larger type, underlining,

italics, or color may help the information stand out from the rest of the text.

However, studies have demonstrated that a large difference in font size between

the signal word and the text may de-emphasize the importance of the text and

therefore reduce the likelihood that the text will be read.

• Ahazard avoidance directive in the form: “DoNot, Never, Avoid. . .” (orDo, if
more appropriate) followed by the action to avoid (or perform). The objective of

this directive is to give clear instructions to the user on how to avoid the hazard.

• A clear statement of the nature of the hazard associated with the warning

(e.g., allergic reaction to material), or precaution (e.g., loss of motor control) that

characterizes the severity and the likelihood, and

• The consequences, specifying the serious adverse events, potential safety haz-

ards and

limitations in device use that result if users do not follow instructions. The

purpose is to give them a clear idea of the risk, which is likely to increase

compliance. Hazard alert research has shown that this element has a significant

effect on readers. If the consequences are not included, the alert is likely to be

less effective.

In addition; drug communications often require information on the likelihood of

an adverse event occurring and information on how to identify an adverse event.

2.3 Adequate Communication

Unfortunately, the full description of pharmaceutical product risks presents a major

dilemma for communicators. Examining the product labeling for most pharmaceu-

tical products indicates that there are multiple adverse events that must be included

in a warning message. Product labels may include hundreds of warnings, precau-

tions, contraindications and adverse reactions. Limiting to only the most serious

adverse events noted in the warning/precautions sections may still result in listing

ten or more adverse reactions. Clearly, it is possible for patients to gain access to
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and read the professional product labels to gain a fuller understanding of the risks of

a product. However, most patient information sources limit the amount of infor-

mation to 3–5 pages.

Limiting patient information is likely essential for most readers. Information

(or sensory) overload presents a formable problem for communicators. Limitations

of our ability to attend to and process information presented in the environment

makes the communication of any specific piece of information probabilistic.

Unsworth and Engle (2007) suggest that this limitation is due to working memory

restriction arising from two components: (1) limitation in our ability to pay atten-

tion to multiple stimuli in a specific time period (primary memory) and a reduced

likelihood that we search for specific cues (information) in the existing environment

(secondary memory). Like the excess of incoming information that might confront

a pedestrian on a crowded city street, information overload forces one to be

selective in the information received and retained. Large amounts of information

can also inhibit information search as people may decide that there is already too

much information to process; when reading, they may ignore information or skim

over important details in an effort to manage the information environment and

control what is being processed.

To make information more readable, and more likely to be read, most patient

formation materials are usually limited to about one to three pages in length. Risk

information is summarized and only the most important information is presented.

While the length of patient information has been set by convention, the contents

of what characterizes successful risk communication are more controversial. In

1996, pursuant to US law, a private sector group developed criteria for the provision

of useful prescription drug for patients (Keystone Report 1996). These criteria were

accepted by the US government and establish the desired elements for acceptable

patient information. The criteria established stated that prescription drug informa-

tion had to be:

– scientifically accurate

– unbiased in content and tone

– sufficiently specific and comprehensive

– presented in an understandable and legible format that is readily comprehensible

to consumers

– timely and up-to-date

– useful; that is, enables the consumer to use the medicine properly and appropri-

ately, receive the maximum benefit, and avoid harm.

To measure progress toward meeting goals to present useful information to

patients, FDA sponsored surveys that operationalized these criteria and sampled

patient information for a few drugs in nationwide surveys (Kimberlin and

Winterstein 2008). The most recent survey found that, for the most part (80% or

more of the leaflets), the risk information sections of patient information met

acceptability criteria and would be considered useful. Although, this finding (the

acceptability of risk information presentation) is frequently debated in court for

specific drugs in product liability lawsuits, the majority of drug-risk information
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provided to patients, according to the government-accepted criteria, is considered

“useful.”

3 Truthfulness of Individual Product Claims

Global proclamations about the “usefulness” of patient information do not neces-

sarily predict whether specific risk communication documents or specific claims

within these documents are adequate or “truthful.” To determine whether a specific

claim is truthful, a more microscopic examination of the claims made is necessary.

In this instance, a two-part analysis is needed to determine whether the claim made

is: (1) substantiated by sufficient data and (2) whether the information is commu-

nicated fully and correctly.

3.1 Substantiation

Substantiation refers to the evidence presented to support claims made in commu-

nication vehicles. The amount and nature of substantiation needed varies with the

type of claim that is made about the product. We can categorize claims into three

types that vary in terms of the type of evidence necessary for a consumer to verify

its veracity: search claims, experience claims, and credence claims (Ford et al.

1988).

Search claims are those claims that can be accurately evaluated prior to purchase

using prior knowledge, direct product inspection, reasonable effort, and normal

channels of information acquisition, such as newspaper articles. With the internet,

much more product information is available and consumers can determine the

accuracy of a larger number of product claims. If a drug tablet is claimed to be

easy to swallow, inspection of the size of the tablet may verify or disqualify this

claim.

Experience claims can be accurately evaluated only after the product has been

purchased and used for a period of time. If a drug promises fast pain relief, taking

the product while experiencing pain can lead to an estimate of time to relief.

Credence claims are those that cannot be accurately evaluated even after the

product is used because of the consumer’s lack of technical expertise or because the
cost of obtaining sufficient accurate information to check the veracity of the claim is

higher than its expected value. Such claims can be verified by experts. Clinical trial

claims of a product benefits or lack of side effects would be considered credence

claims. In this instance, experts are needed to review product data and assure that

there is sufficient evidence to support these claims.

In the US, the FDA requires “substantial evidence” which is currently defined as

“data from one adequate and well-controlled clinical investigation and confirma-

tory evidence.” Thus, to make a clinical claim of benefit or lack of risk, companies
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need to conduct a well designed clinical study; and have additional corroborative

evidence, to support the claim [Section 115(a) FDAC]. FDA staff reviews such

product claims in promotional materials and object to claims (and ask for their

discontinuation) that are derived from inadequate studies or whose results are

misinterpreted.

3.2 Explicit and Implied Claim Communication

The second aspect of claim review is the analysis of what is actually communicated

by product information. The process of communication involves not only the

presentation of information, but importantly the active processing of that informa-

tion by the consumer. To comprehend a document or promotional piece, a con-

sumer processes the presented information and “constructs” the meaning conveyed

by the piece (Graesser et al. 1994). Meaning construction necessitates the use of

“inferences” by the consumer to interpret or “fill in” aspects of the communication

that are not fully communicated so that the communication is processed or under-

stood in terms that the consumer can understand. Meaning construction involves

three processes; (1) the application of the reader’s goal in reading the document

(how deeply does the reader process and understand the concepts conveyed; what

meaning is extracted from the presented information); (2) the assumption that there

is a coherent message presented in the document; that the words and phrases are

conceptually related (local coherence) and that the overall meaning of the docu-

ment is consistently related to the individual parts of the document (global coher-

ence); and (3) inference making in order for the reader to explain the underlying

assumptions and meaning conveyed by the presented claims. The process of

constructing meaning indicates that promotional claims may convey meaning that

goes beyond the precise claims presented in promotional material. To understand

product claims, inferences are needed to maintain local and global coherence. As

such, product claims may have both explicit and implied meanings.

Thus, to understand what is communicated in labeling and advertising, the

perspective of the reader must be taking into account in terms of how the consumer

processes the information and makes decisions based on the presented facts.

3.3 Heuristics and Biases

Information processing involves a series of steps in which the consumer must be

exposed to information, attend to relevant material, extract and interpret its mean-

ing, and use the information in making product decisions. At each step in this

process, there are pitfalls where the consumers ability to successfully complete the

steps can be mitigated by features of the presented information or biases in the

manner in which the information is processed. In this section, we present a variety
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of information processing biases that can interfere with adequate and truthful

communication.

Human information processing is hindered by a number of heuristics and biases

that result from how information is processed. Heuristics are efficient cognitive

processes, conscious or unconscious, that ignore part of the information available

when we make decisions. Because using heuristics saves effort, the classical view

has been that heuristic decisions lead to more errors than do “rational” decisions as

defined by logic or statistical models. However, for many decisions, heuristics may

lead to efficient and equally correct decisions (Gigerenzer and Gaissmaier 2011).

On the other hand, heuristics do lead individuals to ignore potentially important

information that should be considered and biases may lead people to focus on

inconsequential information or process information in an unfair fashion.

Our information processing system was not built to notice and process the huge

number of stimuli that can potentially influence our decisions. As such, much of the

potential information impacting our sensory system is ignored or analyzed in a

cursory fashion as we focus only on those aspects of the environment (in this case a

document) that we perceive as most necessary and engage only a cursory review of

other parts of the material. Even brief information, such as a one-page leaflet or

short advertisement, may not be fully processed because of immediate concerns of

reader is captured by other demands. Longer forms of information may require too

much time to read. This lack of time and resources may inhibit the communication

of important information.

However, even if the information is read fully, the way information is processed

can lead to mistakes, as heuristics and biases influence how the information is

processed, and ultimately influence decisions about use of the drug. Tversky and

Kahneman (1974) first discussed this phenomenon by noting several of the mistakes

people make when forming judgments involving probabilities. They described a

number of heuristics that lead to misjudgments. For example, tendencies for people

to misjudge stimuli because they are not perceived to be typical of members of a

certain class (e.g., a drug is not likely to cause serious harm because it treats facial

acne (the representativeness heuristic); tendencies for people to misjudge the

likelihood that an event will occur due to how easily people can recall the occur-

rence of an event (e.g., a vaccine will cause a serious side effect because news

media have been reporting on a case of a famous person having that side effect) (the

availability heuristic), and the tendency for people to under (or over) estimate the

probability of an event because of initial beliefs about the likelihood of the event

(e.g., a drug is unlikely to cause a side effect because a doctor says the drug is safe)

(anchoring and adjustment bias).

Numerous additional biases have been discussed in the literature (Stanovich and

West 2008; Gigerenzer and Gaissmaier 2011). Although cognitive ability does

correlate with the tendency to avoid some biases and lead to consideration of a

greater number of factors that can reasonably influence a decision, cognitive ability

does not necessarily mean that cognitive biases are not influential) (i.e., even smart

people are subject to cognitive biases). Of particular interest in medical decision

making are biases that influence beliefs about the potential for personal harm.
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Judgments regarding pharmaceutical risks can be strongly influenced by the

“emotionality” of presented information (the degree to which the presented infor-

mation elicits an emotional response). For example; the degree to which a product

outcome (e.g., nuclear explosion versus a skiing accident) engenders “dread”

(a strong negative emotional reaction) influences our perception of risk (Slovic

1987). Slovic et al. (2004) have termed this aspect of risk judgments the “affective

heuristic.” According to Slovic, risk is processed both emotionally and analytically

and influences our judgments in two different fashions. Risk as “feeling” refers to

individuals’ fast, instinctive, and intuitive reactions to danger. Risk as “analysis”

brings logic, reason, and scientific deliberation to bear on risk management. Reli-

ance on risk as feelings is described with “the affect heuristic.”

The affective heuristic impacts how people perceive and evaluate risk. It may

also be considered a general means of making decisions. Many researchers have

emphasized the distinction between these two types of emotional and cognitive

processes: those executed quickly with little conscious deliberation and those that

are slower and more reflective. Stanovich and West (2000) called these “System 1”

and “System 2” processes, respectively. System 1 processes occur spontaneously

and do not require or consume much attention; they occur instantly and effortlessly

and is unaffected by intellect, alertness, motivation or the difficulty of the problem

being attempted at the time. Conversely, System 2 processes involve mental

operations requiring effort, motivation, concentration, and the execution of learned

rules. These system 2 processes are generally referred to as “cognitive deliberation”

(Frederick 2005).

System 1 and System 2 are active, to some extent, in most decisions involving

risk. However, there are differences among individuals in terms of the extent to

which, System I decisions are over-ridden by System 2 deliberations. Recently,

researchers have discovered distinct neural correlates to how certain types of biases,

especially those with emotional overtones, influence human decision making. For

example, risky choices are susceptible to the manner in which options are

presented. This is demonstrated by the “framing effect”.

The framing effect demonstrates that how a choice is presented; in terms of

benefits (85% of the people taking this drug will live) or losses (15% will die)

influences decision making. People are more likely to select the option framed as a

gain than when the same option is framed as a loss. This clearly violates assump-

tions of human rationality when presented with a risky option.

Recently, scientists have investigated neural correlates of risky decisions and

framing effects. De Martino et al. (2006) found that the framing effect was

specifically associated with amygdala activity, (a section of the mid-brain respon-

sible for processing emotional responses) suggesting a key role for an emotional

system in mediating decision biases. Moreover, across individuals, orbital and

medial prefrontal cortex activity (sections of the brain involved with rational

processing) predicted a reduced susceptibility to the framing effect. This finding

highlights the importance of incorporating emotional processes within models of

human choice and suggests how the brain may modulate the effect of these biasing

influences to approximate rationality.
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Decision making under risk may depend on partially separate neural systems for

dealing with potential losses and potential gains. Although the amygdala may be

important for processing initial responses in decisions concerning potential losses,

it is not the only neural structures that influence decision making under risk. We

may undertake additional strategies to simplify our decisions (e.g., do what the

doctor suggests). However, research does suggest that decision making involving

potential losses is more emotionally driven, and more instantaneously provided

than decision making involving potential gains.

4 Strategy for Presenting Information

The finding that there are distinct neural systems for processing risk information in

terms of gains and losses suggest that drafting risk information for patients needs to

incorporate both emotional and cognitive perspectives. The facts about the benefits

and risks of drugs, gleamed from premarket, especially clinical trial data, and

updated by post-marketing surveillance information should be used to define the

content of patient information. However, the style of presentation; whether the

informational tone is stark or reassuring, vivid and concrete or abstractly summa-

rized; providing precise directions and complete description of the consequences of

adverse events or broadly summarized information about what adverse events may

occur, needs to be weighted and balanced by knowledge of how it will be processed.

Depending on the goal of the drafter in presenting information, information can be

crafted to maximize the intended use of the presented information.

Earlier we suggested three goals of patient information: consent, avoidance and

monitoring. When drafting patient information; information pertinent to each goal

should be presented to address the cognitive/emotional processes with which the

information will be subjected.

For consent information, the goal is careful consideration of risks as well as

benefits to achieve a thoughtful decision. This is a cognitive process where the

reader needs to understand potential harms (taking into account their nature,

severity and probability) and weight these risks against the potential benefits

(taking into account the nature, prognosis and course of the treated disease). This

process necessitates cognitive reflection and thoughtful consideration. Emotional

reactions can interfere with this thoughtful deliberation. Therefore, language that

engenders emotional processing needs to be minimized or at least countered with

information that will engender reflective thought. Although, some people will react

emotionally to risk information regardless of how the information is presented,

presenting risk information in a balanced fashion (risks as well as benefits), phrased

as scientifically objectively as possible, would enable thoughtful consideration.

Risk likelihood, in terms of gain or losses, needs to be presented in a neutral

fashion; perhaps presenting both methods of interpretation (stating risk in terms

of both gains and losses).
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For avoidance information, the objective is more emotionally laden. Here, we

wish to allow people not only to recognize threats, but to act affirmatively to steer

clear of these possible harms. To achieve the goal of presenting avoidance infor-

mation, we need to motivate people to behave in accordance with the directions

provided. Certain people must avoid taking contraindicated drugs. Other people

must avoid certain activities (e.g., driving a car) or certain foods or drugs that can

dangerously interact with taken medicines. To make these warnings salient, emo-

tional language; such as vivid descriptions of the negative consequences of use,

may be helpful to encourage desired action. Not only can emotional language help

motivate precautionary action, emotional language can also help people remember

desired directions.

The amygdala, which is central to emotional processing, is linked to memory

processing in the hippocampus, which is central to the formulation of memories.

These neural systems interact in subtle but important ways in the encoding and the

storage of memories (Phelps 2006). Thus, emotionally processed information can

aid people to engage in desired activities at the time preventive action is needed.

For monitoring functions, the key aspect of behavior is recognition and taking

desired actions. The behavior required is simple, telling the doctor about the

occurrence of an adverse event. Here, the key goal of presenting information is to

elicit and maintain memory for certain physiological signs and symptoms. How-

ever, progress toward this goal can be disrupted if the consumer does not remember

the effect to be reported or if the consumer does not view the effect as caused by the

drug. Thus, there are two major cognitive issues related to this type of processing.

First, the patient must recognize the pattern of events that constitute a threat.

Second, patients need to be able to correctly attribute the cause of these events to

trigger reporting the effect to the doctor (i.e., a momentary effect, such as fatigue or

headache, can be attributed to some other aspect of the environment or personal

history (lack of sleep) as opposed to the effects of a drug).

This type of pattern recognition involves a hierarchical process in which symp-

toms are processed from either a top-down process (individual events are expected,

identified and immediately perceived as side effects) or a bottom-up process

(information is gathered and eventually sufficient evidence is available to trigger

recognition of the pattern as a side effect) (Bar 2003). Having a salient memory of

taking the medication and being aware that recognized pattern of physiological

outcomes is a side effect to be reported to the physician is most immediately driven

by top-down information processing. To meet the monitoring goal, information

should be presented in a fashion to foster top-down processing. Detailing easily

identified physical reactions; “chunked” (or organized) to be consistent with phys-

ical effects, should engage top-down processing.

Unfortunately, remembering negative events can stimulate high levels of false

memory, relative to remembering neutral events (Brainerd et al. 2008). Therefore,

emotionally-laden descriptions can interfere with correct recognition and attribu-

tion of side effects. Presenting possible side effects with sufficient information of

enable recognition in a neutrally phrased fashion should best meet the monitoring

goals.
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4.1 Absolute and Relative Risk

To fully communicate risk, information needs to be presented not only about the

nature and severity of possible side effects; it also involves that presentation of

information about the frequency of those events. Unfortunately, evidence indicates

that patients often have a very poor understanding of probabilistic or quantitative

risk information (Lloyd 2001).

As reviewed above, experimental evidence suggests that people use simplifying

heuristics in risk perception and decision making. Rather than rely on frequency

numbers, which are difficult to understand, people may rely on the vividness with

which an example can be brought to mind (e.g., if a public figure suffered a similar

effect). For example, Gigerenzer (2004) found that people tend to fear,

low-probability, high-consequence events (dreaded risks, such as the terrorist attack

on September 11, 2001). Analyzing data from the U.S. Department of Transporta-

tion for the 3 months following September 11, Gigerenzer found that the number of

Americans who lost their lives while driving a car, to avoiding the risk of flying,

was higher than the total number of passengers killed on the four fatal flights.

In addition to the dread risk bias, people often judge themselves to be at lower

risk for various negative life events than their peers. The magnitude of this

“optimistic bias” may be related whether people judge their own risk relative to

that of an average peer (make comparative risk judgments) or judge their own and

an average peer’s risk separately (make absolute risk judgments) (Price et al. 2002).

To avoid these problems, several studies have sought to understand the most

effective method of conveying the probability when presenting risk information to

patients. Knapp et al. (2004) investigated whether side effect rates using numerical

information (e.g., 1% rate) or verbal descriptors (e.g., “common” or “rare” side

effects) produced unbiased estimates. As might be expected, numerical information

produced the most precise estimates of side effect rate. However, patients may not

be able to gain a perspective to fully understand the meaning of numerical risk

presentations because of low levels of numeracy. Numeracy is an element of health

literacy that refers to the ability to understand numbers (Peters 2007).

Edwards et al. (2002) suggest that using pictorials can help people understand

complex risk frequency information. However, they caution that it is important to

present this risk information in the proper perspective, so that patients can under-

stand the relative and absolute value of the risk information. As shown above,

different methods of presenting probability information can bias decision making or

mislead the audience. For instance, the absolute risk a severe side effect is calcu-

lated by dividing the number of people who get the side effect by the number taking

the drug. Thus, three people in 10,000 may get a severe side effect. This, can lead to

the belief that this is a relative rare side effect. However, presenting risk in terms of

its relative sense can lead to the opposite conclusion. The relative risk is calculated

by dividing the decrease in morbidity or mortality by the baseline rate. Thus, if the

baseline rate is rare (3 people in 100,000) the same side effect can present a tenfold

risk increase (3 in 10,000 compared to 3 in 100,000) on a relative basis. To be fair,
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both relative and absolute risk information may need to be presented so that a reader

can gain an accurate perspective on the likelihood of an adverse event.

Although such explicit risk presentations are desirable; such detailed descrip-

tions must be reserved for the most essential communications. The sheer volume of

risk information necessary to communicate requires that most risk presentations

summarize details. Frequency descriptors (e.g., common, rare) are often used so

that a range of side effects can be easily communicated; numerical presentations,

pictorials and discussions of absolute and relative risk are reserved for only the

most severe and consequential side effects.

5 Conclusion

When a medical product is used, it is not only the physical entity (e.g., a pill) that is

presented; it is the information that surrounds its use that is subject to analysis. Just

as medicines need to be pure and of high quality; information needs to be truthful

and thorough for the drug to have its intended effect. Presenting truthful risk

information is necessary to engender safe drug use. However, what constitutes

“the truth” is not a simple issue. Human information processing limitations limit the

amount of information that can be successfully presented and biases and heuristics

used in processing influence what is communicated.

Presenting sufficient information so that all of the necessary material facts about

a drug’s risks are presented requires analysis of the goals of the communication and

the manner in which the information is processed by the recipient of the message.

Tradeoffs must be made so that the information will be truthfully communicated

and will be sufficient for the intended purpose. Understanding both why the

information is presented in terms of its goal (consent, avoidance and/or monitoring)

and the information system to be used (emotionality and/or cognitive reflection) can

aid in constructing adequate directions for use and in analyzing the degree to which

the information is truthful or deceptive.

References

Bar, M. A. (2003). Cortical mechanism for triggering top-down facilitation in visual object

recognition. Journal of Cognitive Neuroscience, 15(4), 600–609.
Brainerd, C., Stein, L., Silveira, R., Rohenkohl, G., & Reyna, V. (2008). How does negative

emotion cause false memories? Psychological Science, 19(9), 919–925. Accessed October

15, 2015, from http://lab4.psico.unimib.it/nettuno/forum3/free_download/negative_emotions_

401.pdf

De Martino, D., Kumaran, D., Seymour, B., & Dolan, R. (2006, August 4). Frames, biases, and

rational decision-making in the human brain. Science, 313(5787), 684–687. Accessed October

1, 2015, from http://www.ncbi.nlm.nih.gov/pmc/articles/PMC2631940/

492 L.A. Morris

http://lab4.psico.unimib.it/nettuno/forum3/free_download/negative_emotions_401.pdf
http://lab4.psico.unimib.it/nettuno/forum3/free_download/negative_emotions_401.pdf
http://www.ncbi.nlm.nih.gov/pmc/articles/PMC2631940/


Edwards, A., Elwyn, G., & Mulley, A. (2002, April 6). Explaining risks: Turning numerical data

into meaningful pictures. BMJ, 324(7341), 827–830. Accessed October 22, 2015, from http://

www.ncbi.nlm.nih.gov/pmc/articles/PMC1122766/

EU. (2001). Directive 2001/83/EC of The European Parliament and of the Council of 6 November

2001 on the Community code relating to medicinal products for human use (OJ L

311, 28.11.2001, p. 67). Accessed October 1, 2015, from http://ec.europa.eu/health/files/

eudralex/vol-1/dir_2001_83_cons2009/2001_83_cons2009_en.pdf

FDA. (2001). Guidance on medical device patient labeling; Final guidance for industry and FDA
reviewers. Accessed September 17, 2015, from http://www.fda.gov/downloads/MedicalDevices/

DeviceRegulationandGuidance/GuidanceDocuments/ucm070801.pdf (Appendix E)

Ford, G., Smith, D., & Swasy, J. (1988). An empirical test of the search, experience and credence

attributes framework. Advances in Consumer Research (15), 239–244. Accessed September

23, 2015, from http://www.acrwebsite.org/search/view-conference-proceedings.aspx?

Id¼6817

Frederick, S. (2005, Autumn). Cognitive reflection and decision making. Journal of Economic
Perspectives, 19(4), 25–42. Accessed October 15, 2015, from http://www.law.yale.edu/docu

ments/pdf/LEO/Frederick_CognitiveReflectionandDecisionMaking.pdf

Gigerenzer, G. (2004) Dread risk, September 11, and fatal traffic accidents. Psychological Science,
15(4), 286–287. Accessed October 22, 2015, from http://pubman.mpdl.mpg.de/pubman/item/

escidoc:2101348/component/escidoc:2101347/GG_Dread_2004.pdf

Gigerenzer, G., & Gaissmaier, W. (2011). Heuristic decision making. Annual Review of Psychol-
ogy, 62, 451–482. Accessed October 12, 2015, from http://pubman.mpdl.mpg.de/pubman/

item/escidoc:2099042/component/escidoc:2099041/GG_Heuristic_2011.pdf

Graesser, A., Singer, M., & Trabasso, T. (1994). Constructing inferences during narrative text

comprehension. Psychological Review, 101(3), 371–395.
Keystone report. (1996). Action plan for the provision of useful prescription medicine information.

In Steering Committee for the collaborative development of a long-range action plan for the

provision of useful prescription medicine information. Accessed September 17, 2015 http://

www.fda.gov/downloads/aboutfda/centersoffices/cder/reportsbudgets/ucm163793.pdf

Kimberlin, C, & Winterstein, A. (2008). Expert and consumer evaluation of consumer medication
information-2008 (Final Report). Food and Drug Administration. Accessed September

17, 2015, from http://www.fda.gov/downloads/AboutFDA/CentersOffices/

OfficeofMedicalProductsandTobacco/CDER/ReportsBudgets/UCM163783.pdf

Knapp, P., Raynor, D., & Berry, D. (2004). Comparison of two methods of presenting risk

information to patients about the side effects of medicines. Quality and Safety in Health
Care, 13, 176–180. Accessed October 22, 2015, from http://www.ncbi.nlm.nih.gov/pmc/arti

cles/PMC1743828/pdf/v013p00176.pdf

Lloyd, A. (2001). The extent of patients’ understanding of the risk of treatments. Quality in Health
Care, 10(Suppl I), 14–18. Accessed October 22, 2015, from http://www.ncbi.nlm.nih.gov/

pmc/articles/PMC1765734/pdf/v010p00i14.pdf

Peters, E. (2007, May). Numeracy skill and the communication, comprehension, and use of risk-

benefit information. Health Affairs, 26(3), 741–748. Accessed October 22, 2015, from http://

content.healthaffairs.org/content/26/3/741.long

Phelps, E. (2006). Emotion and cognition: Insights from studies of the human Amygdala. Annual
Review of Psychology, 57, 27–53.

Price, P., Pentecost, H., & Voth, R. (2002). Perceived event frequency and the optimistic bias:

Evidence for a two-process model of personal risk judgments. Journal of Experimental Social
Psychology, 38, 242–252. Accessed October 22, 2015, from http://heatherlench.com/wp-con

tent/uploads/2006/08/frequency-and-optimism1.pdf

Slovic, P. (1987). Perception of risk. Science, 236, 280–285.
Slovic, P., Finucane, M., Peters, E., & MacGregor, D. (2004). Risk as analysis and risk as feelings:

Some thoughts about affect, reason, risk, and rationality. Risk Analysis, 24(2). Accessed

Regulatory Prospective for Medicinal Products 493

http://www.ncbi.nlm.nih.gov/pmc/articles/PMC1122766/
http://www.ncbi.nlm.nih.gov/pmc/articles/PMC1122766/
http://ec.europa.eu/health/files/eudralex/vol-1/dir_2001_83_cons2009/2001_83_cons2009_en.pdf
http://ec.europa.eu/health/files/eudralex/vol-1/dir_2001_83_cons2009/2001_83_cons2009_en.pdf
http://www.fda.gov/downloads/MedicalDevices/DeviceRegulationandGuidance/GuidanceDocuments/ucm070801.pdf
http://www.fda.gov/downloads/MedicalDevices/DeviceRegulationandGuidance/GuidanceDocuments/ucm070801.pdf
http://www.acrwebsite.org/search/view-conference-proceedings.aspx?Id=6817
http://www.acrwebsite.org/search/view-conference-proceedings.aspx?Id=6817
http://www.acrwebsite.org/search/view-conference-proceedings.aspx?Id=6817
http://www.law.yale.edu/documents/pdf/LEO/Frederick_CognitiveReflectionandDecisionMaking.pdf
http://www.law.yale.edu/documents/pdf/LEO/Frederick_CognitiveReflectionandDecisionMaking.pdf
http://pubman.mpdl.mpg.de/pubman/item/escidoc:2101348/component/escidoc:2101347/GG_Dread_2004.pdf
http://pubman.mpdl.mpg.de/pubman/item/escidoc:2101348/component/escidoc:2101347/GG_Dread_2004.pdf
http://pubman.mpdl.mpg.de/pubman/item/escidoc:2099042/component/escidoc:2099041/GG_Heuristic_2011.pdf
http://pubman.mpdl.mpg.de/pubman/item/escidoc:2099042/component/escidoc:2099041/GG_Heuristic_2011.pdf
http://www.fda.gov/downloads/aboutfda/centersoffices/cder/reportsbudgets/ucm163793.pdf
http://www.fda.gov/downloads/aboutfda/centersoffices/cder/reportsbudgets/ucm163793.pdf
http://www.fda.gov/downloads/AboutFDA/CentersOffices/OfficeofMedicalProductsandTobacco/CDER/ReportsBudgets/UCM163783.pdf
http://www.fda.gov/downloads/AboutFDA/CentersOffices/OfficeofMedicalProductsandTobacco/CDER/ReportsBudgets/UCM163783.pdf
http://www.ncbi.nlm.nih.gov/pmc/articles/PMC1743828/pdf/v013p00176.pdf
http://www.ncbi.nlm.nih.gov/pmc/articles/PMC1743828/pdf/v013p00176.pdf
http://www.ncbi.nlm.nih.gov/pmc/articles/PMC1765734/pdf/v010p00i14.pdf
http://www.ncbi.nlm.nih.gov/pmc/articles/PMC1765734/pdf/v010p00i14.pdf
http://content.healthaffairs.org/content/26/3/741.long
http://content.healthaffairs.org/content/26/3/741.long
http://heatherlench.com/wp-content/uploads/2006/08/frequency-and-optimism1.pdf
http://heatherlench.com/wp-content/uploads/2006/08/frequency-and-optimism1.pdf


October 1, 2015, from http://www.paul-hadrien.info/backup/LSE/IS%20490/risk%20as%

20analysis%20and%20as%20feelings-slovic.pdf

Stanovich, K. E., & West, R. F. (2000). Individual differences in reasoning: Implications for the

rationality debate. Behavioral and Brain Sciences, 23, 645–726.
Stanovich K., & West, R. (2008). On the relative independence of thinking biases and cognitive

ability. Journal of Personality and Social Psychology, 94(4), 672–695. Accessed October

15, 2015, from http://www.keithstanovich.com/Site/Research_on_Reasoning_files/JPSP08.

pdf

Tversky, A., & Kahneman, D. (1974). Judgment under uncertainty: Heuristics and biases. Science,
New Series, 185(4157), 1124–1131. Accessed October 1, 2015, from http://psiexp.ss.uci.edu/

research/teaching/Tversky_Kahneman_1974.pdf

Unsworth, N., & Engle, R. (2007). The nature of individual differences in working memory

capacity: Active maintenance in primary memory and controlled search from secondary

memory. Psychological Review, 114(1), 104–132.
Weinstein, N. (1999). What does it mean to understand a risk? Evaluating risk comprehension.

Journal of the National Cancer Institute Monographs, 25, 15–20.
WHO. (1988). Ethical criteria for medicinal drug promotion. http://apps.who.int/medicinedocs/

documents/whozip08e/whozip08e.pdf

WHO. (2008). Part 1: Guidance document on characterizing and communicating uncertainty in
exposure assessment. Harmonization Project Document No. 6. Accessed September 17, 2015,

from http://www.who.int/ipcs/methods/harmonization/areas/uncertainty%20.pdf

494 L.A. Morris

http://www.paul-hadrien.info/backup/LSE/IS%20490/risk%20as%20analysis%20and%20as%20feelings-slovic.pdf
http://www.paul-hadrien.info/backup/LSE/IS%20490/risk%20as%20analysis%20and%20as%20feelings-slovic.pdf
http://www.keithstanovich.com/Site/Research_on_Reasoning_files/JPSP08.pdf
http://www.keithstanovich.com/Site/Research_on_Reasoning_files/JPSP08.pdf
http://psiexp.ss.uci.edu/research/teaching/Tversky_Kahneman_1974.pdf
http://psiexp.ss.uci.edu/research/teaching/Tversky_Kahneman_1974.pdf
http://apps.who.int/medicinedocs/documents/whozip08e/whozip08e.pdf
http://apps.who.int/medicinedocs/documents/whozip08e/whozip08e.pdf
http://www.who.int/ipcs/methods/harmonization/areas/uncertainty%20.pdf


Regulations of Consumer Products

Zahra Meghani

1 Introduction

The regulation of consumer products in the United States (US), the European Union

(EU) and Japan varies considerably depending on the category of products. This

chapter provides a brief overview of the regulatory framework of the three regions,

but because the class of consumer products is very large, it focuses on the regulation

of genetically modified (GM) food. It is argued that the US, the EU, and Japan

should revise their risk assessment protocol for GM food, providing opportunities

for substantive public involvement in the process of assessing their risk.

In the United States of America, the Consumer Product Safety Commission

(CPSC) is responsible for protecting the population from risk of injury or death

associated with the use of consumer products (CPSC n.d.). The safety standards for

goods such as toys, cribs, power tools, cigarette lighters, and household chemicals

are under the purview of the CPSC.

The Federal Food, Drug, and Cosmetic Act (FFDCA) comprises of a set of laws

that authorizes the US’ Food and Drug Administration (FDA) to oversee the safety

of food, drugs, and cosmetics. The agency also has regulatory authority over dietary

supplements, bottled water, food additives, infant formulas and tobacco products.

The US Department of Agriculture (USDA) has the primary responsibility of

ensuring the safety and labeling of traditional (non-game) meats, poultry, and

some egg products.

The FDA regulates brand name and generic prescription medications and it is

responsible for ensuring the safety of non-prescription drugs used by humans. The

category of biologics (such as vaccines, blood and blood products, cellular and gene

therapy products, tissue and tissue products, and allergenics) is under the purview
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of the FDA, but the USDA regulates veterinary vaccines and other types of

veterinary biologics. Medical devices, ranging from simple products like tongue

depressors to complex technological products like heart pacemakers, are regulated

by the FDA. Electronic devices that emit radiation (such as microwave ovens,

X-ray equipment, laser products, and sunlamps) are also the responsibility of the

agency (FDA 2016b).

In the European Union, consumer products are subject to the General Product

Safety Directive (GPSD) 2001/95/EC unless there are European safety regulations

that govern specific kinds of products (EC 2016a). The GPSD supplements the

provisions of sector legislation that do not cover issues such as manufacturers’
responsibilities and the scope of the power of regulatory authorities. The GPSD

does not extend to pharmaceuticals, medical devices or cosmetics, all of which are

covered under separate legislation.

According to the GPSD, a safe product is one that is in compliance with the

safety provisions of the EU or the EU member states. When there are no applicable

regulations or EU standards, then “national standards, Commission recommenda-

tions, codes of practices” are used (EC 2016a).

Food products are regulated under EC No 178/2002, which establishes the

general principles and food law requirements for the EU region. The General

Food Law created a comprehensive and coherent framework for the creation of

food and feed regulations at the EU level and within individual states. The aim of

the law was to establish standards and procedures for food products with the end of

protecting human life and consumer interests, while facilitating trade in food

products in the EU and internationally (EC 2016b). The law also created the

European Food Safety Authority (EFSA), an autonomous agency that provides

scientific advice and support to the EU (more on this later).

The regulatory system for medication in the EU comprises of the European

Medicines Agency (EMA), the European Commission (EC), and medicine regula-

tory authorities of the 31 European Economic Area member states (EMA n.d.). The

EU member states are obligated by EU legislation to abide by the same rules and

requirements with respect to safety and approval of drugs. Only approved pharma-

ceutical products can be sold in the marketplace in the EU. Manufacturers or

distributors of pharmaceutical products must secure authorization before bringing

their products to the EU market. Sponsors of pharmaceutical products have three

possible routes for securing authorization. If they use the centralized procedure,

then they only have to submit an application to the EMA, which will conduct its

assessment and recommend whether it should be permitted in the EU market as a

whole. Its recommendation carries weight with EU states. This form of authoriza-

tion is required for certain kinds of pharmaceutical products and the majority of

innovative medicines are authorized through this process. But most pharmaceutical

products are assessed and authorized by the national competent authorities of

member EU states.

In Japan, the Consumer Affairs Agency (CAA) is charged with the responsibility

of protecting and enhancing consumer benefits. Its remit includes labelling and

safety of products and trade issues (CAA n.d.). The agency has a variety of
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responsibilities including evaluating and developing consumer policies. It also aims

to prevent harm to consumers and create conditions enabling them to make

informed choices. The CAA has established a system for consumers to collectively

seek redress for damage from products. The agency is governed by the Household
Goods Quality Labeling Law and it provides support to local government agencies

about consumer affairs (CAA n.d.). The law applies to a variety of products,

including textiles, plastic products, electrical appliances, and other manufactured

items.

“The Law Concerning Standardization, etc. of Agricultural and Forestry Prod-

ucts” (known as “JAS Law”) is responsible for the standards of production and

quality of food products and drinks (MAFF 2007). The Ministry of Agriculture,

Forestry and Fisheries (MAFF) enforces it. The law allows consumers to make

informed food choices by providing them with information about the food products’
ingredients and origin. The JAS Law has two food labelling systems; voluntary and

mandatory (Godo 2015). Under the latter system, labels of food products must

provide certain essential information about the food. The voluntary food labelling

system provides assurance to consumers that the food meets certain MAFF stan-

dards (Godo 2015) (more on this below).

The Pharmaceuticals and Medical Devices Agency (PMDA) collaborates with

Japan’s Ministry of Health, Labor and Welfare (MHLW) (PMDA n.d.). The PMDA

is responsible for protecting public health by ensuring the safety, efficacy and

quality of pharmaceuticals products. It conducts scientific reviews of pharmaceu-

tical products and medical devices and monitors their safety once they enter the

market. The PMDA provides compensation to persons who have suffered an

adverse drug reaction or infection from a pharmaceutical or biological product.

2 Three Different Approaches to Regulating GM Food

2.1 The US’ Food Regulatory System

The USDA is responsible for the safety of poultry and meat. The US’ Environmen-

tal Protection Agency (EPA) regulates pesticides and decides on the acceptable

level of pesticide residue limits for food. Both agencies work in conjunction with

the FDA. The FDA claims to conduct purely scientific risk assessments (Meghani

and Kuzma 2011; Meghani 2014). It also engages in risk management of the

products that fall under its jurisdiction and it is responsible for risk communication

to the public.

The FDA was established by the Federal Food, Drug, and Cosmetic Act

(FFDCA) in 1938 (Barley 2007). The Act was a response to the disaster caused

by the marketing of diethylene glycol for treatment of streptococcal infections in

children by the drug company Massengill. It had been selling the drug without

conducting any safety test (Barley 2007), resulting in numerous fatalities. Thus, the
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FDA was created to ensure that drug and food industries did not harm public health

in their quest for profit [for a historical account of the roots of risk assessment in

toxicology see, for instance, Hutt (2000) and Zachmann (2014)].

The FFDCA stipulated that drugs had to be labeled with sufficient directions for

their safe use and new drugs could only be marketed following approval by the

FDA; the agency would give its approval only if the manufacturer was able to

provide evidence of the safety of the drug (FDA 2012). The Act also barred

unsubstantiated claims about the therapeutic efficacy of drugs. In addition, the

Act established food standards that were legally enforceable and it addressed the

problem of “abuses in food packaging and quality” (FDA 2012).

In 1962, President John Kennedy signed the Kefauver-Harris Drug Amend-
ments, which were a response to the thalidomide disaster. The Amendments
expanded the scope of the regulatory authority of the FDA. As a result of the

Amendments, drug manufacturers have to provide evidence to the agency of the

efficaciousness of their products before marketing them and report serious side

effects once they are on the market (FDA 2016a). The evidence of efficaciousness

has to take the form of adequate and well-controlled studies conducted by qualified

experts, and informed consent must be obtained from human research subjects

(FDA 2016a).

Today, the FDA defines its mission as follows (FDA 2015a):

FDA is responsible for protecting the public health by assuring the safety, efficacy and

security of human and veterinary drugs, biological products, medical devices, our nation’s
food supply, cosmetics, and products that emit radiation. FDA is also responsible for

advancing the public health by helping to speed innovations that make medicines more

effective, safer, and more affordable and by helping the public get the accurate, science-

based information they need to use medicines and foods to maintain and improve their

health.

The agency’s mission statement assumes that its duty of fostering public health

requires that it serves the industry interests by speeding innovations and allowing

new products to enter the market.

2.1.1 The US’ Regulatory Oversight of GM Foods

The USDA, the EPA, and the FDA are charged with regulating genetically modified

organisms (GMOs). The EPA is responsible for GM microbial pesticides. Specif-

ically, the agency regulates the use of “bacteria, fungi, viruses, protozoa, or algae,

whose DNA has been modified to express pesticidal properties” (EPA 2015b). As

of December 2015, the EPA had registered eight GM microbial pesticides (EPA

2015b). The responsibility for protecting American agriculture against pests and

diseases falls on Animal and Plant Health Inspection Service (APHIS), which is

part of the USDA. The field testing of GM plants is regulated by APHIS and it also

approves and licenses “veterinary biological substances, including animal vaccines,

that may be the products of biotechnology” (EPA 2015b). The USDA also regulates

herbicide-tolerant (GM) crops; those crops are not regulated by the EPA because
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they do not produce pesticides (EPA 2015b). It is the responsibility of the FDA to

perform the risk assessment of GM food products, including genetically engineered

(GE) animals that are to be used as food (more on this later).

In 1986, the Office of Science and Technology Policy (OSTP) issued the

foundational policy document regulating GMOs. The OSTP’s policy paper, “Coor-
dinated Framework on the Regulation of Biotechnology” (CFRB), announced that

for regulatory purposes no distinction should be made between GM food and their

non-GM counterparts. President Reagan’s administration justified the policy on the

grounds that it would serve US interests by allowing the nation to establish

supremacy over other countries in GM food development and trade (FR 1984, 49;

Levidow et al. 2007). The OSTP also claimed that if the FDA differentiated

between GM food and their conventional counterparts solely on the basis of the

process of manufacture, the agency would be acting in an irrational and unscientific

manner (FR 1984, p. 50880).

The CFRB has made it easy for GM food manufacturers to introduce their

products to the marketplace because it mandated that GM food be governed by

the same laws and regulations as those that applied to non-biotech food (FR 1984,

p. 50878). GM food producers do not have to meet any additional or different

regulatory criteria (Millstone et al. 1999). GM food also do not have to be identical

to their conventional counterparts; they only have to be “substantially equivalent”

to them with respect to their chemical composition (Levidow et al. 2007). The

FDA’s decision to consider GM food to be the same as their conventional counter-

parts [and not a novel chemical compound (such as a pharmaceutical, pesticide or a

pesticide)] means that GM food sponsors do not have to perform complicated, high

cost toxicological tests to identify the acceptable daily intake (ADI) for novel food

products (Millstone et al. 1999). The ADI classification would have drastically cut

the sale potential of GM food because the FDA stipulates that the ADI of any novel

chemical compound should not comprise more than 1% of the human diet (Mill-

stone et al. 1999). GM food products also cannot be labelled as “genetically

modified”.

In January 2009, 23 years after the CFRB was issued by the OSTP, the FDA

issued the “Guidance for Industry Regulation of Genetically Engineered Animals

Containing Heritable Recombinant DNA Constructs Final Guidance” (henceforth

referred to as Guidance 2009). The policy document describes the FDA’s regula-
tory approach to GM animal that are to be used as food. The FDA categorizes GE

animals as new animal drugs (more on that later) and as GM food (Guidance
2009). The dual classification means that GE animals will be regulated simulta-

neously by different regulatory regimes (Meghani 2014). The agency has tried to

justify its food safety standard for assessing GE animals as GM food on the

grounds that it is consistent with the standard used by the Codex Alimentarius

of the World Health Organization (WHO) (Meghani 2014). Like the CFRB, the

WHO’s 2008 “Guideline for the Conduct of Food Safety Assessment of Foods

Derived from Recombinant-DNA Animals” requires that GE entities (that are to

be used as GM food) should be substantially equivalent to their conventional

counterparts in terms of their composition and key nutrients. [The FDA Guidance
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(2009) does not employ the term “substantially equivalent;” however it describes

that standard and refers to the WHO’s Guidance 2008, which uses that language

(Meghani 2014)].

GE animals are also treated by the Guidance as new animal drugs. The FDA

justified its decision to consider GE animals as drugs by evoking the FFDCA, which

categorizes as a drug any non-food article that aims “to affect the structure or any

function of the body of man or other animals” (Guidance 2009, p. 5). The agency

classified GE animals as new animal drugs because the composition of GE animals

as pharmaceutical products is not yet recognized by scientific experts as efficacious

and safe if used in the manner recommended (Guidance 2009). So, as a rule, GE

animals (as new animal drugs) have to receive premarket approval from the FDA.

The FDA’s Center for Veterinary Medicine (CVM) evaluates the New Animal

Drug Application filed by the developers of GE animals. In November 2015, the

FDA approved the first GE animal—a GE salmon—for introduction into the US

market as food (FDA 2015b).

In 2012, approximately 69.5 million hectares of GM crops were cultivated on US

farmland. Corn (maize) and soybean constitute the vast majority of the cultivated

GM crops (Dunwell 2014). Approximately 90% of corn and an estimated 95% of

soybean in the US was genetically modified (Dunwell 2014).

The US’ regulatory attitude towards GM food stands in contrast to the EU’s
conservative stance on the food biotechnology.

3 The EU’S Food Regulatory System

The European Food Safety Authority (EFSA) is funded by the EU, but it functions

autonomously of the member states of the EU, and the European legislative and

executive institutions (e.g., Commission, Council, Parliament) (EFSA n.d.). The

agency was established in 2002 in the wake of a number of serious food safety

failures in Europe during the late 1990s that alarmed the public and called into

question the effectiveness of food regulatory agencies (Devos et al. 2014; EFSA n.

d.). Thus, the EU created the agency with the aim of ensuring the safety of the food

supply and restoring public confidence in the EU food safety system (EFSA 2009).

It was decided that the same agency would not have the responsibility of ensuring

the safety of the food supply and sponsoring the food industry (Millstone 2010).

The establishment of the EFSA was mandated by the General Food Law—

Regulation 178/2002, which construes risk assessment as scientific activity that

has no normative component (EC 2015b). The Regulation conceptualizes risk

management as policy work that involves normative consideration (EFSA n.d.;

see also EC 2016b). The EFSA (like the US’ FDA) claims that it conducts scientific

risk assessments of food products (EFSA n.d.). The EFSA reports are prepared by a

panel of 19 scientific experts drawn from the research institutes, universities or risk

assessment bodies of the EU (Devos et al. 2014). The agency issues an open call for

scientific experts and then selects some of those who express interest in working
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with it. The members of the panel are required to declare any interest that falls

within the purview of the EFSA and they must make a commitment to be objective

(Devos et al. 2014).

The agency communicates the results of its risk assessments to the public and

various agencies and states (EFSA n.d.). The EFSA reports and advice shape the

EU’s policies and legislation about food and feed safety, nutrition, animal health

and welfare, plant protection and plant health. The agency also examines the effect

of the food chain on plant biodiversity and animal habitats (EFSA n.d.). The EFSA

has provided its scientific opinion on a variety of subjects, including Bovine

Spongiform Encephalopathy (BSE), Salmonella, food additives, allergenic food

ingredients, pesticides and genetically modified organisms (GMOs) (EFSA n.d.).

3.1 The EU’s Regulatory Oversight of GM Foods

The EU defines GMOs as entities whose genetic material has been modified

artificially using the techniques of modern biotechnology. Food or feed containing

or consisting of GMOs or produced from GMOs are classified as “genetically

modified (GM) food or feed” (EC 2016c). Unlike the US, the EU takes what it

terms a “precautionary approach” to GMOs, requiring pre-market authorization for

any GMO that is to be cultivated or enter the market within the EU and it requires

post-market environmental monitoring of authorized GMOs, with the end of ensur-

ing a high degree of protection of human and animal health and the environment

(EC 2016c). Products containing GMOs have to be labelled as such (EC 2001).

The work of the EFSA is shaped by Regulation (EC) No 1829/2003, which

establishes the protocol for decisions about the authorization of GM food and feed

for market placement and the cultivation of GMO seed (EC 2015a). The entity

sponsoring the GMO must submit its application to an EU member state, which

then passes it to the EFSA. The application must contain safety studies and data. It

must also include a monitoring plan, detection strategy and labelling proposal. The

EFSA allows sponsoring entities to designate some of its submission as confidential

business information.

Based on the information provided by the developer or sponsor of the GMO, the

EFSA conducts its risk assessment and posts its report, giving the public a 1 month

period to comment on it (EC 2015a). The EFSA does not make the decision whether

a particular GM food should enter the marketplace because it construes that activity

as ‘risk management,’ involving political, socio-ethical and economic consider-

ations that lie beyond its scope. Risk management decisions, based on the reports

prepared by the EFSA, are made by risk managers, such as the European Commis-

sion and EU Member States (Devos et al. 2014).

Once the European Commission receives the EFSA’s risk assessment report, it

has 3 months to make a decision regarding the authorization of the GMO. It must

provide justification for its decision. Member states vote on the draft decision of the

Commission under qualified majority rules. If the Standing Committee and the
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Appeal Committee are unable to adopt the decision by qualified majority within a

specified time period, it falls on the Commission to adopt the final decision

(EC 2015a).

In March 2015, the EU issued Directive 2015/412 (EU 2015), which inserted

Article 26b in Directive 2001/18/EC. The article permits member states to restrict

or bar the cultivation of GMOs in all or some part of its territories on “compelling

grounds,” which include environmental policy objectives, town and country plan-

ning, land use, socioeconomic impacts, avoidance of GMO presence in other

products, agricultural policy objectives and public policy (EU 2015). The Directive

also stipulates that the restrictions must be consistent with EU law and qualify as

reasoned and they must not discriminate between national and non-national

products.

Prior to the implementation of Directive 2015/412, if a GM crop was authorized

under EU law, then it was automatically authorized for use in all member states.

Thus, in the case of GM maize Novartis BT176, the GM seed could be cultivated in

the territories of any member state even though many states objected to its use

(Dobbs 2015). Member states could only provisionally limit or ban its use in their

territories if “they had new evidence that the organism concerned constitutes a risk

to human health or the environment or in the case of an emergency” (EC 2015a).

In the wake of Directive 2015/412, 19 countries (constituting more than half of

the EU member states) exercised their right to prohibit the cultivation of GMOs in

their territories. The countries in question were Austria, Belgium (on behalf of the

Wallonia region), Bulgaria, Croatia, Cyprus, Denmark, France, Germany, Greece,

Hungary, Italy, Latvia, Lithuania, Luxembourg, Malta, the Netherlands, Poland,

Slovenia and the U.K. (on behalf of Scotland, Wales and Northern Ireland) (Stearns

2015).

As of December 2015, multiple strains of GM cotton, GM maize, GM soybean,

GM oilseed rape were authorized for use in the EU (EC n.d.). A strain of GM

sugarbeet was also registered as authorized for use in the EU (EC n.d.). (The

sponsors of the GMOs were Monsanto, Bayer, Dow AgriSciences, Syngenta,

Pioneer, BASF, and KWS SAAT (EC n.d.). However, currently, the only GM

plant cultivated in the EU is a GM maize. It is grown primarily in Spain and

constitutes 30% of the land devoted in that country to the crop (USDA 2015).

The EU does not export any GE food or feed products, but it imports approxi-

mately 30 million metric tons of soybeans and an estimated 7 million metric tons of

corn products; both are used primarily as feed for livestock and poultry (USDA

2015). GM soybeans and GM corn constitute 90% and less than 25% of the feed

imported by the EU (USDA 2015). So, while many of the EU states have closed

their doors to GM food, GM feed is imported into the region.

The EU’s regulatory attitude towards GM food is not unique; Japan has a

somewhat similar approach to the food biotechnology.
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4 Japan’s Food Regulatory System

In 2003, Japan enacted the Food Safety Basic Law (FSBL) as part of the reform of

its food safety policy-making institutions following the detection of BSE in domes-

tic cow herds (Millstone 2010). The FSBL’s aim is to promote “policies to ensure

food safety by establishing basic principles, by clarifying the responsibilities of the

state, local governments and food-related business operators and the roles of

consumers and establishing a basic direction for policy formulation, in order to

ensure food safety” (MHLW 2003).

With the enactment of the FSBL, Japan introduced a new risk analysis approach

to food safety regulation that was nominally modelled on the EU’s EFSA (Mill-

stone 2009). The approach entailed separating risk assessment from risk manage-

ment and risk communication. Within Japan’s new risk analysis paradigm, risk

assessment has been construed as a purely scientific activity (as discussed earlier,

both the EU and the USA claim that their risk evaluations of food, including GM

food, are purely scientific). Risk management is conceptualized by Japan as the

“implement[ation of] necessary measures based on risk assessment” (MHLW n.d.-

b). Risk communication entails the “exchange [of] information and opinions among

related people representing the people including public, government, and acade-

mia” (MHLW n.d.-b).

The Food Safety Commission (FSC) (created in 2003 by the FSBL) conducts

risk assessment (MHLW n.d.-c) and it communicates about risks and dangers from

food to stakeholders, including the public. Risk management is governed by the

Food Sanitation Law (FSL) and other food laws. Among other things, the FSL

covers the establishment of standards for food and additives (MHLW n.d.-b). The

Ministry of Health, Labor and Welfare (MHLW) and the Ministry of Agriculture,

Forestry and Fisheries (MAFF) are the government entities responsible for risk

management (Millstone 2010). While Japan has separated risk assessment from risk

management (see Fig. 1), Japanese ministers expect the FSC to provide scientific

reports and policy advice, re-establishing a technocratic approach to science policy

formulation (Millstone 2010). Such an approach is appealing to public officials

involved in risk management for two reasons. First, it serves as strong insulation

from challenges to their policy by the public on normative grounds because they

can claim that their policies are scientific (read: factual), and thus, value neutral.

Second, it shields them from public blame in the case of any food safety disasters

(Millstone 2009).

4.1 Japan’s Regulatory Oversight of Genetically Modified
(GM) Foods

The evaluation of the safety of GM food is mandated by the FSL. The applications

are submitted to MHLW, which then requests that the FSC evaluate them (MHLW

Regulations of Consumer Products 503



n.d.-d) (for standards for assessing GM food see FSC 2004, Standards for the Safety
Assessment of Genetically Modified Foods (Seed Plants)). The FSC’s risk assess-

ments are based on the data submitted the sponsor of the GM food. Developers and

importers of GM food are obligated to request food safety approval (by genetic

event) (Ebata et al. 2013). The FSC consults with scientists and gives the public the

opportunity to provide its comments (Ebata et al. 2013). On the basis of the FSC’s
report, the MHLW decides whether to approve the GM food and then it notifies the

public of its decision (MHLW n.d.-d).

Japanese GM food labelling regulations are stricter than those of the US but

more lax than those of the EU (Ebata et al. 2013). The labeling system is part of the

legal safety assessment system under the FSL and it is the responsibility of the

MAFF and the MHLW. It is the latter agency’s duty to publicize that a product has

undergone the safety assessment. In compliance with the Japanese Agricultural

Standards Law, the MAFF aims to allow consumers to make informed choices

about the food they purchase.

In Japan, food products may be labelled “genetically modified,” “genetically

modified organisms not segregated,” or “not genetically modified.” Food products

that are not genetically modified do not have to be identified as such. GM food

products do have to be labelled, but there are some exceptions (more on this later).

The MHLW categorizes GM food into the two following categories (MHLW

n.d.-a):

a. GM food whose compositional or nutritional values are significantly different

from their conventional counterparts must be labelled as “genetically modified”;

the label has to specify the nature of the difference between it and its conven-

tional counterpart.

b. GM food whose compositional or nutritional values are considered to be sub-

stantially equivalent to their conventional counterparts.

The latter kind of GM food products are sub-classified for labelling purposes into

the following two groups:

bi. GM foods in which the modified DNA or the resulting proteins remain even

after it has been processed.

bii. Processed (GM) food (such as edible oils and soy sauce) in which the modified

DNA or the resulting proteins cannot be detected after it has been processed

Science Policy

(= facts) Making

Fig. 1 Technocratic model

of science policy

formulation (Millstone

2010, p. 5)
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and the food is considered substantially equivalent to its conventional

counterpart.

Thus, a food product such as soy sauce that has genetically modified raw

material (in this case, GM soybeans) does not have to be labelled as “genetically

modified” if the soy sauce (the end product) does not have the DNA characteristics

of the GM soybeans and if the nutritional or compositional value of the soy sauce in

question is substantially equivalent to its conventional counterpart (MHLW n.d.-a;

Ebata et al. 2013). GM food in which the modified DNA or the resulting proteins

remain even after they have been processed must be identified as “GMO” (MHLW

n.d.-a; Ebata et al. 2013).

Food products are exempt from mandatory labelling if a GM food product is

accidentally mixed with non-genetically modified food, provided that the former is

no more than 5% of the total weigh of the final food product and documented effort

was made to keep GM food separate from non GM food (Ebata et al. 2013). In

addition, the labelling requirement only applies to the first three ingredients. So, a

food product could contain genetically modified components but it would not have

to be labelled “genetically modified” provided that its first three ingredients did not

contain genetically modified component(s) that exceeded 5% of the weight of the

(final) food product (Ebata et al. 2013).

Japan is a large scale importer of agricultural foods, including GM food products

but they are not labelled as such if, following processing, the modified DNA or the

resulting proteins do not remain. The vast majority of imported GM products are

used as animal feed, but the food products from those animals are not labelled

(Ebata et al. 2013). As of November 2015, 303 GM crops had been evaluated by the

FSC, including two hundred and one strains of GM corn, twenty varieties of GM

soybeans, three kinds of GM sugar beets, eight strains of GM potatoes, 20 kinds of

GM canola, and one kind of GM papaya (MHLW 2015).

This section of the contribution has detailed the architecture of the GM food

regulatory system of Japan, the EU, and the US. The agencies responsible for

different aspects of the risk analysis process of GM food are identified in Table 1.

Table 1 A comparative overview of the food regulatory architecture of the US, the EU, and Japan

USA EU Japan

Risk

assessment

Food and Drug Adminis-

tration (FDA),

Environmental Protection

Agency (EPA), United

States Department of Agri-

culture (USDA)

European Food

Safety Authority

(EFSA)

Food Safety Commission

(FSC)

Risk

management

FDA, EPA, USDA European Com-

mission, Mem-

ber States of

European Union

Ministry of Health, Labour

and Welfare (MHLW) and

the Ministry of Agriculture,

Forestry and Fisheries

(MAFF)

Risk

communication

FDA, EPA, USDA EFSA FSC

Regulations of Consumer Products 505



5 Evaluation of the Scientific Risk Assessment Model Used

by the FDA, the EFSA, and the FSC

While there are substantial differences in the regulatory regimes for GM food of the

US, the UK, and Japan, they are based on the same model of risk assessment. The

US’ FDA, the EU’s EFSA, and Japan’s FSC describe their risk assessments as

scientific endeavors that are not influenced by any normative elements. Below, it is

argued that conception of risk assessment is flawed.

5.1 Scientific Inquiry as a Normative Activity

First and foremost, any scientific inquiry that has significance for human well-being

qualifies as a normative activity. Broadly speaking, such activities are ones about

which normative judgments can be made, i.e., judgments that evoke ethical,

political, cultural, or religious norms. Another way in which scientific inquiry

qualifies as a normative activity is if it has consequences about which normative

judgments can be made. For instance, the decision to investigate the etiology of a

disease in terms of genetic factors rather than the interaction between environmen-

tal and genetic factors (because the latter project would be complicated and

politically loaded) has ethical and political import. Moreover, that decision might

have consequences that could have moral and political ramifications; potential

strategies for preventing the disease might not be identified because the investiga-

tion of the etiology fails to take into account the complex interaction between the

environment and genes responsible for the disease.

Third, scientific inquiry qualifies as a normative endeavor because investigators’
decisions about study duration, subject selection criteria, and choice of clinical trial

sites may be dictated by social considerations [see, for instance, Intemann and

Melo-Martı́n (2010) analysis of an HPV vaccine study] and those choices could

have ethical or political weight. Researchers’ choice of methodology may be

shaped by normative and pragmatic concerns that have ethical or political signif-

icance. In the US, for instance, animal scientists involved in the development and

testing of new drugs primarily use male animals as research subjects (Rabin 2014).

Within the epistemic community of animal scientists, female animals are not

considered significantly different from males and they are regarded as undesirable

research subjects because the hormonal fluctuations characterizing their reproduc-

tive cycle is viewed as a threat to “delicately calibrated experiments” (Rabin 2014).

The choice of this gender-biased research methodology has serious moral implica-

tions; the drugs developed using it fail to take into account the relevant physiolog-

ical differences between women and men, to the detriment of women patients.
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There are other ways in which scientific inquiry qualifies as a normative enter-

prise. Scientific theories may be embedded with normative assumptions. For

instance, theories might be laden with gendered assumptions about the behavior

of the sexes [see, for instance, Owen’s (2005) analysis of anthropological theories
and Longino’s (1990) analysis of neurobiology theories], and thus, research pro-

jects based on such theories have ethical and political significance and

consequences.

5.2 Risk Assessment as a Normative Activity

Scientific risk assessment is a particular kind of scientific activity and like any

scientific inquiry that has significance for human well-being it qualifies as a

normative activity. The legal context within which regulatory agencies operate

“make” their risk assessment activities normatively loaded. For example, in the US,

the EPA (by virtue of the 1976 Toxic Substance Control Act) can only test

chemicals if it has been provided with evidence of harm from them (Rich 2016).

Thus, chemical companies engage in self-regulation with respect to the tens of

thousands of chemicals that are available in the US market and the EPA has only

placed restrictions on five chemicals (Rich 2016; see also NRC 2009). This state of

affairs has significance and consequences that are both moral and political.

Uncertainty is an intrinsic aspect of every stage of risk assessment (NRC 2009),

and in the face of uncertainty, regulatory agencies have to make assumptions (the

US’ EPA term for “assumptions” is “defaults”) about evidence of risk and expo-

sure. Those choices may have ethical or political significance. Moreover, when a

regulatory agency presents to the public (or allows the public to remain under the

misimpression that) a particular assumption is a fact rather than a supposition

(among a range of competing assumptions), that act has moral and political import.

Also, consider that risk assessors routinely omit chemicals from their risk assess-

ment (or consider them only nominally) if there are not a sufficient number of

reliable epidemiological or toxicological studies about them (NRC 2009). Such

decisions have ethical and even political salience and, to state the obvious, norma-

tive consequences.

Risk assessment is generally conceptualized as a four stage (or part) process:

hazard identification, dose (or exposure) response assessment, exposure assess-

ment, and risk characterization (NRC 1994). During hazard identification risk

assessors make the decision which factors they will construe as risks that they

will examine (it is not possible for them to evaluate all possible risk factors). In

deciding to consider some elements, but not others, as a risk that should be

investigated, risk assessors make a choice that has normative weight and conse-

quences. Moreover, the decision to consider potential hazards individually or in

synergistic interactions (which is what occurs in reality) (NRC 1994) carries
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normative import. Hazard identification also involves characterizing the nature and

strength of the evidence of causation (NRC 1994, p. 5). What constitutes relevant

evidence and the amount of evidence that qualifies as necessary or sufficient for a

particular conclusion may be a matter of scientific controversy, and it may have

ethical or political consequences (Millstone 2015).

Dose (or exposure) response assessment involves conceptualizing the relation-

ship between exposure and the incidence and severity of the adverse health effect

(NRC 1994, p. 5). Characterizing that relationship entails consideration of elements

that affect exposure-response relationships, such as intensity and pattern of expo-

sure, age, and elements of life style. Consider that when risk assessors choose

between competing models and scientifically plausible data to characterize the

relationship between exposure and the adverse health effect (IOM 2001, p. 28),

they may be making a decision that has moral or political dimensions. Thus, their

decision may qualify as a normative one even if they choose models and data with

the greatest support (assuming there are clear-cut grounds for making such a

choice). Moreover, as hazards are usually different in kind and degree, a pragmatic

decision to use the same (standard) method to assess different types of hazards is an

ethical and political choice.

The failure to update dose-response methodology when substantial evidence

has accumulated against the status quo methodology is a moral and political

matter. For instance, risk assessments usually evaluate the impact of high doses

of chemicals on subjects to identify the lowest observed adverse effect levels

(LOAELs) and no observed adverse effect levels (NOAELs) (Birnbaum 2012,

p. A143). In conjunction with other factors, they use LOAELS and NOAELS to

estimate references doses, i.e., doses that are safe for humans. But that method-

ology has been shown to be flawed because some kinds of chemicals (such as

industrial chemicals, plasticizers, pesticides, phytoestrogens, preservatives, deter-

gents, flame retardants, and sunblock) have an effect at lower doses that is not

inferable from their effect at higher doses (Birnbaum 2012, p. A143). So, the

continued use of the standard methodology for risk assessment purposes is

ethically significant. In addition, given that there is substantial evidence that

different kinds of chemicals have effects that are “missed” if risk evaluations

are predicated on the assumption that there is a linear response between dose and

effect (Birnbaum 2012, p. A143), the failure of regulatory entities to use a

methodology that entails investigating a range of dose responses, including

nonlinear dose responses, is an ethical and political issue.

Given gaps in scientific knowledge, during exposure response assessment, risk

assessors have to extrapolate from animal responses to human responses and from

low exposure to high exposure. What constitutes low or high exposure may be a

matter of scientific controversy and it may have ethical, political, economic or other

kind of normative import. The extrapolation from animal responses to human

responses involves contestable assumptions (see, for instance, Krimsky 2014) and

it may have ethical or political consequences. Additionally, the decision to not take

into consideration the variation among individuals in their response to the risk
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factor could result in significant underestimation of human risks (NRC 1994, p. 40)

and that is an ethical and political matter.

Exposure assessment entails a “numerical estimate of exposure or dose” (EPA

2015a). It involves the determination of the severity, frequency, and duration of

actual (or hypothetical) exposures of humans (to the elements construed as risk

factors) (NRC 1994, p. 5). Identifying and modelling exposure pathways for

individuals and groups is complicated and complex and usually involves a high

degree of uncertainty (NRC 2009). For instance, the numerical estimates made by

researchers about exposure to pesticide experienced by members of a community

located near farms requires that researchers take into account multiple variables

(such as age, work location, eating habits, activity level, etc.). As there will be

significant degree of uncertainty about some of those factors, researchers will have

to fill in gaps in their knowledge by making conjectures that could involve subjec-

tive or normative assumptions about individuals and groups, and thus their numer-

ical estimates about their exposure to the pesticides would not be value-free.

Risk characterization combines the evaluation of exposure and response under

various exposure conditions to estimate the likelihood of specific harm to individ-

uals or populations who are exposed to the risk factor (NRC 1994, p. 5). This step is

normatively loaded because the approximations required involve judgment calls

that have ethical or political weight (the decisions themselves might be shaped by

normative considerations). Moreover, as there is variability within populations and

amongst populations, when, for pragmatic reasons, risk assessors do not or cannot

take into account variability within populations or among groups and they choose to

report risks as averages (IOM 2001, p. 27), their decision has moral and political

salience. Consider that very young children’s detoxification system is not as well

developed as that of adults. So, the level of exposure to a particular chemical that is

deemed by the relevant regulatory agency to be safe for all populations may not be

safe for very young children (even if the uncertainty/safety factor of 10 is applied to

the threshold dose) (Edginton and Ritter 2008).

6 Discussion

Given that any risk assessment that has to do with human well-being is fundamen-

tally a normative activity, the US’ FDA, the EU’s EFSA, and Japan’s FSA are not

justified in claiming that their scientific risk assessments of GM food have no

normative dimensions. In the interest of presenting to the public an accurate

account of the nature of their work, the regulatory entities of the US, the EU, and

Japan should acknowledge that their risk assessment of GM food involve normative

choices. The failure of regulatory agencies to acknowledge the value laden nature

of their work can be understood as an attempt to insulate or shield themselves from

public scrutiny and engagement. But that is not acceptable because as regulatory

agencies in liberal democracies, they are accountable to the public and must not

attempt to evade that responsibility.
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The refusal of regulatory entities to acknowledge the normative dimension of

their work is also pernicious because it means that the polity is denied the oppor-

tunity to make ethical and political decisions about issues that affects it. That is

unacceptable because it violates the fundamental principle which justifies the

existence of the liberal democratic state. According to that principle, the liberal

democratic state must respect the ability and the right of the people to engage in

self-definition. In other words, the people’s ability and right to make ethical and

political decisions about matters that affect them must be respected by the liberal

democratic state (Waldron 2012, pp. 195–196). Thus, the FDA, the EFSA, and FSC

should create open, transparent processes to include effected constituencies in the

dialogue, deliberations, and decision-making about which values should shape the

risk evaluation of GM foods at every stage of the risk assessment process (see, for

instance, Meghani and Kuzma 2011). Foreclosing the possibility of public involve-

ment, specifically, informed, collaborative decision-making about normative

issues, qualifies as deception and a betrayal of the public’s trust and confidence in

regulatory authorities and the liberal democratic state itself.
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Manufacturer Responsibilities

Elizabeth Beard Goldsmith

1 Introduction

The world is rapidly changing. Consumers demand the latest products, pushing

manufacturers to innovate and deliver fast. Rapid change brings with it the greater

chance of mistakes in production, distribution, decision making, communication,

and in the marketplace.

Manufacturers make products for sale or use. The manufacturing process can

take place in households through hand-made crafts to immense global factories.

Human labor, tools, machines and equipment, raw materials, chemicals, design and

engineering may be involved. Manufacturing industries include aircraft, automo-

biles, clothing, computers, electrical equipment, heavy machinery, furniture, con-

sumer electronics, paper, and refined petroleum products. Specialty applications

can be to defense, energy, commercial marine, industrial, construction, medical,

mining, and offshore oil and gas.

Many manufacturing companies have historic roots such as luxury United

Kingdom coat maker Burberry’s founded by Thomas Burberry in 1856. One of

the buildings still used today dates from the 1880s and houses 45 looms, which

pump out gabardine, with a handful of workers checking for cloth quality. The mill

works 24 h a day with 75 people over three shifts. Finishing requires direct manual

labor to produce 5000 trench coats a week. To satisfy the ultimate end user, the

consumer, hand stitching is required. “Using swift, sure strokes, Amanda’s strong
fingers, one tipped with a thimble, push a needle through tough gabardine fabric.

“It is not enough that we do our best; sometimes we must do what is required.”Winston Churchill,

former British prime minister.
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After more than 20 years in Burberry’s factory in Castleford, Yorkshire, she can

stitch a collar in 8 min—and so neatly the eventual owner of the trench coat she is

making will never notice her work. At most, the wearer may be vaguely aware that

their coat snugly hugs their neck in a way a standard high-street raincoat never

could” (Butler 2016, p. 1).

Manufacturers self-regulate in terms of quality control, and it is in their best

interest to keep up with demographic trends, to be forward-looking and efficient in

the use of resources, human and material. In some industries the word “fabricate” is

used more often than manufacturing. Besides internal regulation, manufacturers are

also subject to external review, standards and regulations set by various levels of

governments.

To show how manufacturing is distributed internationally, Table 1 lists the top

20 countries (or areas) by value of manufacturing output in a given year. China tops

the list followed by European countries, the United States, and Japan. A leading

story in manufacturing output is the steady rise of exports coming from China. It is

one of the most significant events in international trade in recent decades (Feenstra

2016). Major manufacturers in Asia are Samsung, Toyota, and Sony. In North

America there are Ford, General Motors, Procter & Gamble, Raytheon, and Boeing.

European examples are Siemens, Michelin, and Volkswagen Group. Some

Table 1 Top 20 countries/

regions by manufacturing

output

Rank Country/Region (Millions of $US) Year

World 11,917,240 2013

1 China 2,922,520 2013

European Union 2,312,723 2013

2 United States 1,943,810 2013

Eurozone 1,793,895 2013

3 Japan 904,590 2013

4 Germany 771,183 2014

5 South Korea 389,581 2014

6 India 325,246 2014

7 Italy 299,017 2014

8 France 283,663 2014

9 Russia 267,591 2014

10 United Kingdom 246,900 2014

11 Brazil 218,802 2014

12 Mexico 216,066 2014

13 Indonesia 186,743 2014

14 Spain 168,995 2014

15 Canada 162,074 2014

16 Turkey 126,344 2014

17 Switzerland 123,855 2014

18 Thailand 121,677 2014

19 Netherlands 96,953 2014

20 Australia 92,768 2014

Source: World Bank
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businesses compete with each other such as the airlines and automobile companies;

others such as Google stand alone. “How much of the world is actually monopo-

listic? How much is truly competitive? It is hard to say because our common

conversation about these matters is so confused. To the outside observer, all

businesses can seem reasonably alike, so it is easy to perceive only small differ-

ences between them. But the reality is much more binary than that. There is an

enormous difference between perfect competition and monopoly, and most busi-

nesses are much closer to one extreme than we commonly realize” (Thiel 2014,

p. 1).

Small or medium sized manufacturers who wish to expand face the challenges of

competing with large established firms. Issues include access to natural resources,

economic conditions, financing construction of or the retro-fitting of existing

buildings and equipping factories, training and paying labor, legal issues, and

following government regulations.

2 Trust and Responsibility

“Consumer well-being (CWB) has long been of interest to scholars, managers, and

public policy experts and continues to captivate academics and practitioners”

(Pancer and Handelman 2012, p. 177). A large part of consumers’ well-being lies

in their ability to trust the products they use and the manufacturers who make them.

When trust is violated, it is difficult to win back.

Trust can spring from many parts of the manufacturing process. Where water is

used in manufacturing, the effect of manufacturing on water is a consumer issue

because clean drinking water is essential to human life and sustainability. Possible

contaminants, some of which come from industrial processes, include organic

chemical contaminants such as synthetic and volatile organic chemicals, which

can be by-products of petroleum production and other industrial processes. Other

sources are pesticides and herbicides, which may come from industrial plants and

production. Radioactive contaminants can come from mining activities as well as

oil and gas production and from making products involving radioactive substances.

Inorganic contaminants are found in salts and metals as a result of mining and oil

and gas production. Finally, microbial contaminants such as bacteria and viruses

can come from sewage treatment and industrial plants.

Water contamination can occur in springs, wells, reservoirs, oceans, rivers,

lakes, streams, and holding ponds. In the United States, the Food and Drug

Administration (FDA) regulations establish limits on contaminants in bottled

water. The Environmental Protection Agency is involved in water and air quality

regulations. Responsible manufacturers do their part by employing proper waste

disposal to minimize the exposure of contaminants and chemicals to surrounding

communities. In addition, some consumers are more vulnerable to contaminants in

drinking water than is the general population. Examples are immune-compromised
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persons such as those with cancer undergoing chemotherapy, people with

HIV/AIDS or other immune system disorders, infants, and the elderly.

Managers and facility designers should take full advantage of the latest techno-

logical and ecological solutions to meet consumer needs and regulatory compli-

ance. They should also make sure, from the beginning, that there is trust and

collaborative effort between researchers and developers (i.e., research tools, diag-

nostic tests) and manufacturers (Hill 2011). To be more specific about trust, “When

introducing new measurements into the laboratory either as research tools or

diagnostic tests, laboratories often rely on information supplied by the manufac-

turer to decide whether a commercial reagent kit is likely to be useful for a

particular purpose” (Hill 2011, p. 93).

3 Social Responsibility

An academic leader in the field of Corporate Social Responsibility, David Glen

Mick, declares that “the time for authoritative and constructive scholarship in

consumption and well-being has arrived” (2008, p. 379). CSR seeks to benefit

consumer welfare and improve quality of life for all human beings affected by

consumption worldwide. It can be applied to a wide variety of industries including

the highly competitive pharmaceutical industry (West and Dobson 2011).

Pancer and Handelman (2012) discuss Mick’s work within the general context of
consumer well-being. They conclude that incorporating more community-centered

and contextually-bound criteria into the understanding of consumer well-being

would yield new research insights. There are many measures and indices of

consumer well-being. Most recent contributions to the literature redefine consumer

well-being as “the alignment of individual and societal needs (i.e., physical,

psychological, economics, social) as they relate to consumption” (Burroughs and

Rindfleish 2011, p. 252).

CSR calls for a corporate mindshift or transformation providing needed changes

for a more sustainable business model. A positive marketing message could be

“doing well by doing good.” It refers to improving society and the environment

through best practices. These may include altruism, strategies, and ethics. Altruism

refers to helping others such as giving back to communities through scholarships

and philanthropic activities. Strategies refer to engaging in socially responsible

activities including improved employment practices while increasing value to the

firm. Ethics are principles of right or good conduct. They mean acting in ethical

ways, having core principles or standards, acting with integrity, going beyond the

minimal basics prescribed by regulations and laws. Management encourages

employees to make ethical decisions by setting an example and management uses

moral principles or values in deliberations.

Manufacturer responsibility to the public in food-safety cases is well-

documented. In examining the supply chain, was something done wrong at the

plant or in transportation from the field? Were sufficient sanitation and quality
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control steps in place? Illness from fresh produce and fast food restaurants serve as

classic cases in business management, public health, communication, and market-

ing literature. Cases keep emerging. In 2015, many cases of illness from Chipolte

restaurant food were reported at several locations in the United States. “E. Coli was

traced to meals purchased in the metro Portland area and several counties in

Washington from October 14–23, and at least 22 people were sickened” (E. Coli

Leaves Chipotle Investors Skittish 2015, p. 5B). Chipolte executives went on

television trying to reassure customers about quality control. A full page letter

from Chipotle founder Steve Ells appeared in USA Today on December 16, 2015

(p. 5A). His last sentence stated “I’d like to take this opportunity to apologize on

behalf of us at Chipotle, and to thank our loyal customers who have stood by us

through this difficult time.” To give another food safety example, in Northern India

high levels of lead were found in instant-noodle packets from Nestle SA. In

response “millions of packets were pulverized and burned in cement kilns, the

company said” (Rana 2015, p. B9).

4 Customer Care

Attention to food safety is important to society. It is an example of customer care.

Customer care is a subset of consumer well-being discussed in the last section about

CSR with leading theorist David Glenn Mick. Within CSR exists Customer Rela-

tionship Management or CRM, which is an integrated information system wherein

the fundamental unit of data collection is the consumer. For example, data could be

collected on consumer satisfaction, the measure of whether or not a consumer’s
total consumption experience has met or exceeded his or her expectations. “Today,

numerous measures and indices exist that account for different conceptualizations

of consumer well-being. Contemporary models include the cost of living model, the

consumption equity model. The quality model, the shopping model, the consumer/

product life cycle model, and the need satisfaction model” (Pancer and Handelman

2012, p. 178).

Another aspect of customer care is that in today’s accelerated technology-

forward manufacturing environment, it is difficult for the firm to know which

parts to store for repairs and how much storage to devote to replacement parts.

Another concern is what repairs to provide. The labor needed to handle complaints

and to service replacements is expensive. As an example, a consumer, known to the

author, had a famous name brand refrigerator made by a Korean company that

broke down four times in the first 2 years of ownership. For the first three times the

manufacturer replaced the part that kept breaking, but by the fourth time the

manufacturer offered partial cash back or a replacement because that refrigerator

model was no longer made. The company concluded that something far more than

the part was not working, and it was costing them too much in time and effort to

keep up with the repairs. The homeowners liked this solution because they had been

inconvenienced by the repairs and paid for some of the labor costs. The moral of
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this story is that manufacturers should take care of their customers by providing

solutions when things go wrong. Their jurisdiction extends beyond the factory or

other place of manufacturing.

Flat screen televisions, laptops, cellphones, and small appliances are being

constantly replaced. Should the manufacturer be responsible for providing services

and parts for an appliance or electronic that is now completely out-of-date?

The underlying premise in customer care is that we want better lives not just for

ourselves but for our children and future generations. We can discuss customer care

product by product, industry by industry, or by economic or environmental impacts,

up next.

5 Economic and Environmental Impacts

One of the most impactful industries on world economies and the environment is

the car industry. Car safety is a concern for all of us; our lives depend on it. A

famous advocate for car safety was Ralph Nader. His 1965 authoring of Unsafe at
Any Speed, highlighted the need for better built cars and for consumers to use of

seatbelts. It is hard to remember a time without seatbelts. The centerpiece of his

book was the Chevrolet Corvair. “The automobile had been around for 70 years

before Ralph Nader got general recognition of the fact that autos included unsafe

design features and sometimes were ill-engineered,” according to Aaker and Day

(1982, p. 31). “A series of horrendous accidents caused by poorly manufactured

cars led to a call for reform. Nader spoke out against industrial pollution and the

abuse of corporate power not only in the car industry but also in the home repair

industry, the food industry, and securities, to name a few. He testified extensively

before Congress and still advocates on behalf of consumers, particularly regarding

environmental concerns, and he founded consumer groups that are still active”

(Goldsmith 2009, p. 54).

Besides Ralph Nader there are many other famous consumer advocates. Another

American consumer advocate was biologist Rachel Carson, author of Silent Spring.
She is often cited as the founder of the modern environmental movement, which has

tangents such as the organic movement and slow-food movement. She exposed

pollution problems and advocated for more use of natural pests or deterrents rather

than chemicals.

In more recent times the discussion of economic and environmental impacts

swirls around the concepts of sustainability which has many definitions. The most

fundamental comes from the ancient Great Law of the Native American Iroquois

people which states,

‘In every deliberation, we must consider the impact on the seventh generation.’ This

philosophy ensured not only the continuity of the environment, but also was crucial to

their survival as a cultural group, five tribes with a shared language . . . In 1954,

R. Buckminster Fuller, the famous architect and theorist defined sustainability as: the

conscious design of our total environment, in order to help make the Earth’s finite resources
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meet the needs of all of humanity without disrupting the ecological processes of the planet.

In 1994, the United Nations defined sustainability as ‘meeting the needs of the present,

without sacrificing the needs of our future’ (Goldsmith 2013, p. 1).

To be more specific, it can be said that “Sustainable behavior is a

multidimensional concept that includes behaviors such as conservation of natural

resources through efficient use, recycling, purchase and use of green products, and

other behaviors that preserve the natural environment including air and water

quality. One means of promoting these desirable behaviors is the use of social

influence, that is, the influence that people have over other people. Social influence

is how one person or group affects another’s opinions, attitudes, emotions or

behaviors” (Goldsmith 2015, p. 3). Social influence, the “who” behind consumer

behavior and sustainability, can take place in-person or online or through other

forms of media such as blogs and other platforms. It is harder to ignore or hide

product defects than ever before because of online reviews.

A combination of social influence with economic and environmental impacts is

illustrated in the following case study about Birkin handbags. These are high-end

handbags that have become collectibles. Some have sold for over a $1 million.

“Jane Birkin wants to put some distance between herself and one of the world’s
most coveted handbags. The British actress has asked Hermes International SCA to

remove her name from its iconic crocodile-skin purse because of what she called

the cruel methods used on farms that raise the reptiles for their pricey skins. ‘I have
asked Hermes to unbaptise the Birkin Croco until better practices in line with

international norms can be put in place,’ the 68-year-old Ms. Birkin said. Crocodile

farms have become a target of the activist animal-rights group PETA . . . The bag
was first conceived when Ms. Birkin, seated next to then-Hermes chairman Jean-

Louis Dumas on a plane in 1984, complained that she couldn’t find a bag big

enough to suit her. Mr. Dumas offered to create one that would be large enough for

her to carry ‘her house’ but stylish enough for the brand to lend the bag its name.

The Birkin became an instant classic.” (Chow, Jason, July 30, 2015, “Birkin Asks

Hermes to Take Her Name Off Crocodile Purse,” The Wall Street Journal, p. B1).
Professor Jing Jian Xiao describes the interaction of different parts of market

economies and how they impact consumers this way:

Governments through economic policies affect consumer income, expenditure, debt, and

asset. Businesses provide consumer opportunities to earn and spend money. Businesses or

governments in different countries control mass media to frame and influence consumer

spending and other economic behaviors. Advances in technologies, especially information

technologies, change the world on the daily basis and provide consumers novel products

and services that increase the comfort level of consumer life in many ways (Xiao 2015,

p. 16).

A large worldwide industry, retailing, along with other supply chain industries

are struggling to keep up with technological advances. The National Retail Feder-

ation NRF Smart Brief (Dec. 22, 2015) reported that over six out of ten retailers say
they are planning to upgrade their merchandise planning systems within 2 years as

twentieth century can’t effectively address today’s omni-channel environment. The

global supply chain (global networks) of civil society also come into play,
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manufacturers have to be consistent, and if things go wrong criminal sanctions for

trade union rights violations are possible (Connor and Haines 2015).

6 Product Quality

Marketers and manufacturers can make innocent or not so innocent mistakes.

Quality control can be defined as the process which involves the review of all

factors involved in production. For instance, a quality control manager for a food

company may be in charge of overseeing that fruits and vegetables are being

properly washed and sorted on a production line before they move to the canning

process.

Collaborations on quality control involving engineers, managers, and statisti-

cians fall under a type of decision making called “decision analysis,” which

involves problem evaluation and the development of possible solutions using

Bayesian probabilities and optimization techniques leading to the highest expected

utility (Fox 2015). Quality control is in place to reduce potential mistakes and in so

doing protect consumers and the firm’s reputation. Unfortunately, a company may

not discover a product defect until the product is on the store shelves or in the case

of cars, on the streets.

Product recalls are all too common, and recalls are found in many industries.

Marketers can, however, intentionally release harmful products to their target

market. This, of course, would be considered unethical. At issue is the intent and

knowledge of the firm. Consumer perceptions of incidents such as these are also

important, as bad events can mean disaster for the firm in terms of lost business,

consumer boycotts, and bad publicity (Babin and Harris 2011, p. 307).

An example of failed quality control was a recall of almost 90,000 pounds of

beef sent to Walmart by a supplier. The beef patties were suspected of being

contaminated with extraneous wood materials (Walmart Supplier Recalls Beef

Products 2016, p. 5B). Some retailers have their own laboratories to test private-

label products as well as nationally manufactured products. They may “adhere to

stricter ethical and environmental standards that go beyond existing government

regulations” (Dunne et al. 2011, p. 212). In the United States, two agencies have the

main responsibilities for food safety: the Food Safety and Inspection Service in the

Department of Agriculture enforces regulations on meat and poultry and the Food

and Drug Administration in the Department of Health and Human Services is

responsible for all other food products (Xiao 2015).
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7 Risk Communication

Examples have already been given about company communication to private

individuals and to the public in general about failed or injurious products. Com-

munication is a process in which participants create and share information. In this

process a lot can go wrong. Misrepresentations could involve the advertising and

sales promotion of a product that may give the consumer a false sense of security of

the safety of a product or service that may draw attention away from the actual

hazards of its use. Examples would be certain types of sports equipment or

all-terrain vehicles (ATVs). In the United States, the Consumer Product Safety

Commission is charged with protecting consumers from possible hazards associ-

ated with risks of injury from approximately 15,000 consumer products.

A product recall may be necessary or an outright ban or an issuing of a public

alert about a design defect may be needed. Public alerts can be seen and heard in a

variety of ways, such as TV and newspapers. For example, a pediatrician’s waiting
room may have posters about dangerous cribs or other infant equipment. Poor

quality materials or shoddy workmanship may be involved or design flaws.

Technical communication research is a specialization area that may trace how

messages move through society. The public finds out about oil spills and food-based

illnesses through mass media, but there are other levels of discovery and discourse

including the technical communication research literature and within companies

and among regulators. Warranties and guarantees are subject to much care in their

design. Notice the lengthy warnings given on television advertisements about the

use of certain pharmaceutical drugs. Other than television advertisements from the

company, where do consumers go for product advice? The first place for product or

service information is the company website according to an IntelliResponse survey

of 1000 consumers (Carey and Trap 6.2/2014). Sixty-eight percent of survey

responders said this. So, it is important for communication from the company,

including technical communication, to be accurately reported and updated on the

company website. According to the same survey, the other sources for production

information were social media (10%), in store (10%), phone call (6%), mobile app

(4%), and other (2%).

To reduce the need for new product information and exposure to risk, consumers

often fall into repetitive buying habits. When they repeat their consumption behav-

iors they are “following an internal script or schemata, a stereotyped sequence of

actions or events about what they should do in a certain consumption situation”

(Goldsmith 2015, p. 59).
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8 Ethical Production and Design

When most people think of ethics (or morals), they think of rules for distinguishing

between right and wrong, such as the Golden Rule (“Do unto others as you would

have them do unto you”), a code of professional conduct like the Hippocratic Oath

(“First of all, do no harm”), a religious creed like the Ten Commandments (“thou

shalt not kill. . .”), or wise aphorisms like the sayings of Confucius. This is the most

common way of defining ‘ethics’: norms for conduct that distinguish between

acceptable and unacceptable behavior (Resnik 2015).

Effective production and design is based on ethics, sound reasoning, and rational

decision making. Ethics are norms for conduct, guiding principles or standards. As

mentioned earlier, the practice of ethics involves acting with integrity. These

actions are applicable to consumers (using products properly) and to manufacturers.

Ethical situations are complex often with differing perspectives and requiring

critical thinking (Flynn and Goldsmith 2013). Critical thinking is “the application

of good reasoning strategies to reasoning problems” (Bishop 2012). Seeking prob-

lem solutions require manufacturers and associated industries to analyze problems,

develop a set of possible solutions, select from alternatives, and evaluate the out-

comes once in place.

The Better Business Bureau (BBB) was established in 1912 in the United States

to discourage dishonest business practices. It has a Code of Ethics which includes

sections on education, truthfulness, honesty, integrity, courtesy, and sensibility.

Manufacturers and manufacturers’ associations follow similar codes of ethics to

guide production. Processes are evaluated and defects or flaws in the supply chain

removed. Better quality products, higher prices, or changes to warranties may

result. Accelerating technology with more extensive data immediately available

of sales, for example, has led to manufacturer feedback at a much faster and more

expansive pace.

9 The Future of Manufacturer Responsibilities

The main manufacturer responsibility is to fulfill the promises they have made—

that products work and are safe and live up to the brand reputation. However, as

long as consumer products are made there will be mistakes, there will be injuries.

An industry goal is to reduce the likelihood of defective or unsatisfactory products.

This is the future for respected manufacturers: to hold on to their standards and

ethics and after mishaps to regain reputations for quality products by putting more

safeguards in place. When there are mishaps the question is who should bear the

costs? An argument is that manufacturers have the research expertise and labora-

tories, the engineering and technical knowledge, and the budget to assess the risks

of product use and to ensure that these products are safe. Consumers, the ultimate

end-users, don’t have the time, the know-how, or the laboratories to conduct
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research before using a product. They put their trust in companies and in manufac-

turers to ensure purity and safety and thus, the manufacturer bears the consequences

of poor or shoddy goods and services. Retailers may conduct product tests in their

own laboratories.

Exploring further, what does the future hold for manufacturers? That is a very

big question since manufacturing underlies all consumer products that we need to

live and thrive. Social, ecological, and technological trends provide some of the

answers. With the global spread of the Internet and with it consumer complaints and

reviews through social media being highly visible and the amount of email or other

forms of exchanges within companies, it appears likely that manufacturers will be

under more scrutiny in the future (Goldsmith 2015).

One takeaway from this contribution is that many manufacturers have historic

roots such as the Burberry coat factory in the United Kingdom. However, not all

manufacturing is factory-based—the Internet and the software industry has changed

that as well as a recognition worldwide of the rise of start-ups and small, hand-

crafted businesses. Elements such as quality control, job management, data storage

and record keeping are undergoing new methods and examinations. Examples of

management integrity and organizational culture were given in this contribution.

Reducing defects and recalls are goals. In future, expect improved quality assur-

ance, changes in employment, and a higher standard in all industries.

In August (2015), the pharmaceutical and biosciences enterprise GlaxoSmithKline—which

had announced plans 4 years ago to sell off its manufacturing plant and leave Memphis—

announced plans instead to invest another $2 million to upgrade the infrastructure and

equipment at its operation there, supporting nearly 300 jobs. These designated Manufactur-

ing Communities demonstrate how a well-integrated manufacturing sector is critical to

America’s continued growth and prosperity (Jason Miller, Deputy Director of the National

Economic Council at the White House, “Manufacturing Relies on the Strengths of Amer-

ican Communities” https://www.commerce.gov/news/blog/2015/12/22).

This is an American example from a government source. Worldwide examples

are countless. They underscore many of the concepts in this contribution—the

importance of manufacturing to the growth and prosperity of local and national

economies. Consumers have ethical concerns or moral judgments about business

practices that may influence their purchase behavior (Burke and Milberg 2015).

Decision analysis involving collaborations within companies will lead to better

problem solving and solutions, the highest expected utility (Fox 2015). Ultimately,

manufacturers have the responsibility to produce consistent, high quality products

that are useful to consumer following industry standards and sustainable principles

and in so doing, provide jobs and bolster trade and the worldwide economy.
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Consumer Responsibilities

Sue L.T. McGregor

1 Introduction

“Consumer responsibility is an important counterpart to corporate responsibility”

(Houde 2010, p. 110). After a discussion of what constitutes the consumer interest,

and a brief contextual overview of the emergence of consumer rights, the discussion

turns to how consumer responsibilities evolved as a construct in the early eighties.

An in depth overview of the five basic consumer responsibilities is then provided.

Based on the assumption that the consumer movement of the twenty-first century is

about human rights and justice (as well as the interests of consumers relative to

business), some scholars started to associate consumer rights with human rights,

which provided a natural segue to the idea that consumer responsibilities can be

linked with the emergent human responsibility movement. In particular, McGregor

(1999, 2003) suggested that we cannot have consumer rights without human rights,

and we cannot be responsible consumers unless we are responsible humans.

2 The Consumer Interest

The marketplace comprises three key players: businesses, governments, and con-

sumers (including consumer organizations). The consumers’ interest as participants
in the marketplace can be readily compromised due (a) to the actions of businesses;

(b) external contexts (social, economic, political and technological); (c) the nuances

of the decision making process during consumer resource management activities;

and, (d) people’s values, attitudes, and belief systems. Consumer issues can also be
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affected by (e) the (in)adequacy of consumer protection policies and consumer

laws, and (f) the consumers’ ability and propensity to organize and participate in

self-advocacy (Bannister and Monsma 1982; McGregor 2012).

If the market economy does not function properly, it is said to have failed (i.e.,

marketplace failure). This failure can result in an imbalance of power between the

consumer and business, resulting in a consumer issue. These issues can fall within

the following eight problem areas: (a) economic security/interest (financial security

and privacy, and contractual and transactional fairness); (b) health and personal

safety; (c) information asymmetry; (d) education (consumer and general);

(e) competition (availability, choice, price and quality of a range of goods and

services); (f) representation in the policy process; (g) redress; and,

(h) environmental concerns (McGregor 2012).

It is in the best interest of consumers (to their benefit or advantage) to have these
consumer issues dealt with properly, if they are to hold their own against the power

of the business sector, and some would say against the government sector (in the

form of public services—transportation, health, schools). Not addressing these

issues leads to situations not in the best interest of consumers (individuals or

aggregate) because they have not received any benefits and/or are harmed or

disadvantaged in some way (morally, personally, financially) (McGregor 2012).

When the interest of consumers is compromised or threatened, it is the role of

governments to step in and mediate and/or mitigate the situation. Consumer orga-

nizations also play an influential role in this process (Hilton 2009). In efforts to

ensure the consumers’ interest is respected and protected, that they maintain an

advantage and gain benefits from market transactions, a globally recognized set of

consumer rights has been developed, discussed in the next section.

3 Formalization of Consumer Rights

Historically, the formalization of consumer rights preceded consumer responsibil-

ities by 20 years, when in fact consumer responsibilities should always precede

consumer rights (Singh 2001). The International Organization of Consumer Unions

(IOCU, founded in 1960) adopted President J. F. Kennedy’s 1962 four consumer

rights as the pillar of its policy and its Charter of Consumer Rights: safety, choice,
voice, and information. As a point of information, IOCU changed its name to

Consumers International (CI) in 1995, and has consultative status with the United

Nations (Hilton 2009). In 1978, Anwar Fazal (Malaysia) became the first person

from the Third World to be president of IOCU (1978–1984). As a result of the

subsequent influence of Asian consumerism, IOCU had added four more consumer

rights by 1979: the right to consumer education, redress, a healthy environment, and

basic goods and services (satisfy human needs to ensure survival) (Fazal 2011;

Hilton 2009).

In 1985, after a decade of heavy IOCU lobbying and influence, the United

Nations adopted these eight consumer rights in its United Nations Guidelines for
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Consumer Protection (UNCPG) (UN Resolution 39/248) (Hilton 2009; Johnson

2014; Malcolm 2013; United Nations 2003). These rights are clearly set out in

Section II: General Principles, and in varying degrees of detail in Section III:
Guidelines. Table 1 provides an overview of the eight consumer rights. The UN

guidelines provide important legitimacy to the principles of consumer rights, and

they assist countries in the development of their consumer protection policies,

including legislation and other policy instruments. In 1999, the guidelines were

updated with a new section on sustainable consumption and production (Section G)

(United Nations 2003). Consumers International (2013) recently developed a set of

further amendments to the guidelines, this time on the topic of access to knowledge,

with financial services, data protection and privacy new areas of concern (currently

under consideration at the United Nations).

4 Formalization of Consumer Responsibilities

When all is said and done, if people have rights, they also have responsibilities,

even in their consumer role; every right (entitlement) implies a responsibility

(obligation) (Schmidt 1997). The United Nations Guidelines for Consumer Protec-
tion is heavily grounded in consumer rights, with the one exception being sustain-

able consumption, which says all marketplace players share responsibility.

Section F on consumer education does say consumers need to become conscious

of their rights and responsibilities (United Nations 2003). That being said,

non-Western consumer advocates and lobbyist have long taken issue with the

individualistic and self-serving tenor of the Western-informed consumer ideology

and consumer philosophy that hinges on rights (Hilton 2009). There must be a place

for corresponding responsibilities.

Nearly 20 years after the concept of consumer rights was introduced by President

Kennedy in 1962, Anwar Fazal (IOCU president) led the call to formalize

corresponding consumer responsibilities (CI 2015; Fazal 1979, 1982; Hilton

2009). In the late seventies, he maintained that self-protection is the ultimate

protection because consumers cannot assume others will protect them. Consumers

must use their own competence and vigilance and initiate action for their protec-
tion; that action is best ensured from a responsibilities approach (Fazal 2011).

In that spirit, IOCU (1980) entrenched five consumer responsibilities in the early

eighties: (a) solidarity, (b) critical awareness, (c) action and involvement,

(d) environmental awareness, and (e) social concern (see Table 2). Despite IOCU

having eight consumer rights but only five consumer responsibilities, Fazal (1982)

claimed that the latter five principles “provide a framework for action as responsi-

ble consumers” (p. 3). Indeed, IOCU called them a Charter for Consumer Action,
and Fazal characterized them as “a frame of reference for. . . consumer action”

(1979, p. 2).

Fazal (1982) said consumers must fulfil these responsibilities if they wished to

obtain benefits from consumer organizations. He also observed that “meeting these
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Table 1 Eight consumer rights and corresponding consumer responsibilities

Consumers have the right to Consumers have the responsibility to

Basic goods and services (satisfy basic needs)
Be able to consume (have access to) basic

goods and services (necessities that are essen-

tial for survival): adequate food, clothing,

shelter, health care, education, public utilities,

water, and sanitation; right to freedom, equality

and adequate conditions of life

Sustainably use basic goods and services
Use these essential goods and services appro-

priately and sustainably so others can meet

their basic needs; if feasible, become vocal

advocates for poverty reduction, equality,

justice, equity, and adequate conditions of life

Safety
Be protected against products, production pro-

cesses and services that are hazardous to

health, life, or well-being (this refers to

responsible business behavior (good faith

efforts to provide safe merchandise and ser-

vices), government regulations, and interna-

tional standards)

Consume safely
Read and follow instructions on products and

use and dispose of them as intended (includes

proper maintenance); check the qualifications

of service providers before the transaction;

refuse and report shoddy merchandise or

unqualified service providers, protect oneself

and others; remain alert for future warnings;

be aware of standards for product safety

Information
Be given the facts needed to make an informed

choice, and be protected against fraudulent,

dishonest or misleading advertising, marketing,

and labelling; clear and comprehensive con-

tracts; privacy and data protection; consumers

with communication-related disabilities have

the right to receive any information in a format

that meets their needs; information that facili-

tates ethical and sustainable consumption

choices

Become informed
Seek out, ask for, critique and discriminate

between product and service information so

one can make an informed and critical choice;

keep abreast of innovations and changes in the

marketplace; read contracts before signing;

request information be presented in a format

that meets one’s needs; vigilantly protect per-

sonal data and information; encourage the

provision of information about the ethics and

sustainability of product sourcing and service

delivery

Choice
Be able to select from a range of products and

services, offered at fair and competitive prices

with an assurance of satisfactory quality;

physical and/or virtual access to the market-

place; reliable after-market services; market

conditions that provide consumers with sus-

tainable and ethical choices (freedom to choose

consciously and mindfully); corporate social

responsibility

Choose carefully and consciously
Research and compare a range of products and

services before purchasing; demand fair and

competitive prices and assurances of quality;

make informed, independent decisions; ask for

help; resist high pressures sales; make needs

and desires known to businesses, governments

and consumer organizations; promote and

engage in sustainable consumption by

expanding choice criteria to include ‘labor
behind the label’ and environmental impact;

gain an appreciation that consumption choices

can have ethical and moral overtones

Be heard (voice and representation)
Have consumer interests represented in the

making and execution of government policy,

and in the development of products and ser-

vices; have the importance of the consumer in

the economic process recognized; form inde-

pendent consumer and other relevant groups or

organizations and the opportunity for them to

Make themselves heard
Make needs and expectations known to ven-

dors, governments, and consumer organiza-

tions; appreciate what constitutes the
consumer interest and consumer issues; form

and/or join consumer associations and related

groups to make one’s voice heard and

(continued)
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consumer responsibilities will require the synergetic cooperation of governments,

socially responsible businesses, academics and media” (Fazal 2011, p. 3). While

most documents that outline these responsibilities do so in a one or two pithy lines,

the following text shares a much more detailed and nuanced profile of each

responsibility (CI 2015; Fazal 1979, 1982, 2011; Johnson 2014; McGregor 2003;

Singh 2001).

Table 1 (continued)

Consumers have the right to Consumers have the responsibility to

present their views in decision-making pro-

cesses affecting them and the consumer inter-

est; intervene in capitalism

encourage others to do so; make one’s opin-
ions known; challenge the capitalistic system

Redress
Complain if dissatisfied with product or ser-

vice; receive a fair settlement of just claims,

including compensation for misrepresentation,

shoddy goods, or unsatisfactory services;

timely and respectful redress; access to ave-

nues to obtain redress and to seek assistance

and advice

Seek redress
Insist on a fair and reasonable deal if not

satisfied with the purchase; keep records,

receipts and warranties; seek redress and

complain so sellers’ practices can change,

those at fault can be penalized, and those vic-

timized can be compensated; do so in a timely,

honest and respectful manner; report abusive

or illegal business practices (i.e., complain if

dissatisfied—make the effort)

Consumer education
Have access to knowledge and skills that are

needed be an informed consumer throughout

one’s life; be able to make confident decisions

and choices about goods and services; access to

education on the environmental, social and

economic impacts of consumer choices; be

able to function effectively in the marketplace;

be advised that consumers have rights in the

marketplace

Seek consumer education
Seek out and avail oneself of education pro-

grams during one’s lifetime; advocate for

inclusion of consumer education in public

school systems; inform oneself about goods

and services to be purchased; continually ask

questions and critique the marketplace; be

aware of consumer rights and responsibilities

and how to act on them; be an ethical con-

sumer; anticipate and initiate changes in the

marketplace

A healthy environment
Freedom, equality and adequate conditions of

life (live, work and leisure) in an environment

that is non-threatening to the well-being of

present and future generations; life with dignity

that enhances quality of life for individuals and

society; learn how to be an ethical and moral

consumer and to consume sustainably; learn

that corporations have social and ecological

responsibilities

Build a healthy environment
Help build a healthy environment by con-

serving natural resources and by choosing

products and services that do not harm the

environment (or other species), now or in the

future (sustainable consumption); minimize

damage and harm; respect power consumers

have in the marketplace; appreciate the inter-

connectedness of the marketplace with the

world; encourage corporate social responsi-

bility (the highest levels of ethical conduct)
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4.1 Solidarity and Collective Action

This aspect of consumer responsibility refers to people organizing to develop

strength and influence so as to promote and protect their common interests. A

responsible consumer is supposed to work with other consumers (solidarity) and

take assertive action to lobby for the consumer interest and make the consumer

voice heard by government and business. Cooperative efforts through the formation

Table 2 Overview of InterAction Council’s Universal Declaration of Human Responsibilities

InterAction Council’s Universal Declaration of Human Responsibilities (1997)

Fundamental principles of humanity
• Act in a humane way (compassion and benevolence)

• Strive for the dignity and self-esteem of everyone

• Promote good and avoid evil in all things

• Accept responsibility for everyone in spirit of solidarity

Non-violence and respect for life
• Respect life of all humans

• Resolve disputes on all levels with non-violence and peaceful ways

• Protect environment and other species for present and future generations

Justice and solidarity
• Behave with integrity, honesty, and fairness

• Do not deprive people of their property

• Make serious effort to overcome poverty, malnutrition, ignorance and inequality

• Promote sustainable development in order to assure dignity, freedom, security and justice for all

• Avail self of education and meaningful work so one can develop one’s talents through diligent

endeavor

• Lend support to the needy, disadvantaged, disabled and discriminated

• Use all property and wealth responsibly

• Use economic and political power in the service of economic justice and the social order

Truthfulness and tolerance
• Speak and act truthfully

• Respect privacy and personal and professional confidentiality

• Develop and adhere to codes of ethics

• Hold politicians, public servants, business leaders, scientists, writers and artists accountable to

ethical standards

• Responsibly use media to inform public and criticize social institutions, leading to a more just

society

• Foster tolerance and mutual respect (value diversity and avoid prejudice and acts of

discrimination)

Mutual respect and partnership
• Respect the responsibility of caring for people in personal relationships (show respect and

understanding)

• Ensure that marriage guarantees security and mutual support (provide love, loyalty and

forgiveness)

• Engage in sensible family planning

• Do not exploit, abuse or maltreat children or partner

• Parent/child relationships should reflect mutual love, respect, appreciation and concern

Must not destroy any of the responsibilities, rights and freedoms set forth in this Declaration and

in the Universal Declaration of Human Rights of 1948
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of citizens groups can better ensure that adequate attention is given to the consumer

interest. Collective solidarity better ensures that consumers can counter the activ-

ities of powerful and influential business and government agencies. Solidarity as a

responsibility means exhibiting honesty, integrity, fairness and striving to meet

one’s potential while not abusing power and wealth. A consumer society fosters

individualism. Consumer responsibility is best achieved through active cooperation

and solidarity among people, and through the will to subordinate one’s own

interests to the common good. Consumers need to acquire knowledge and critical

awareness if they wish to confidently act to make their collective voices heard.

4.2 Critical Awareness

Responsible consumers will be critically aware of and question the goods and

services they consume (including price and quality). Why and what is behind

people consume should be just as important as what they consume. Critical aware-

ness is a process of making sense of factors external to the current purchase scenario

through an analysis of issues and information. This requires the ability to critically

analyze issues, which entails the identification of underlying values, rules, and

beliefs that made the consumer purchase an issue. This means not taking things at

face value but understanding the root causes. In the process of identifying and

analyzing consumer scenarios, people must also be aware of the context in which

they occur. The context influences the direction of how a consumer issue develops

as well as the effectiveness of a choice of action (see Miller 1993). If someone is

critically aware, they analyze a situation for its merits and faults and then come to a

justifiable decision or choice of action. If consumers are uncritical, they can be a

combination of gullible, naive, trusting, unsuspecting, and ignorant, having little

knowledge. Critical consumers will be able to distinguish between needs and wants,

privileging the former.

4.3 Action and Involvement

Consumers who are responsible will assert themselves and take action rather than

be passive. They will act confidently and forcefully to make their voices heard,

especially in individual consumer transactions. Regarding the latter, being assertive

means feeling self-assured, and speaking for oneself while not stepping on other

people’s toes. Consumers who assert themselves would respect others’ boundaries
and rights while protecting their own boundaries and rights. As long as consumers

remain passive and are not assertive, they will continue to be exploited and taken

advantage of in the marketplace. Exploiting someone means taking unfair advan-

tage of their circumstances. To jumpstart involvement and action, consumers can
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start with themselves and then move onto others around them, and then onto their

community, nation, and globally.

Inaction and lack of involvement are irresponsible because they give power to

other actors in the marketplace, setting up the dynamic of exploitation and exclu-

sion, whether it be from the economy, society or the polity. Assertive action and

involvement entails people acting to ensure they (and others) get equitable treat-

ment and a fair and just transaction. Making the marketplace accessible to everyone

corresponds to equality (everyone treated the same), but ensuring that consumers

are provided with the support they personally need to get a fair transaction repre-

sents equity.

4.4 Environmental Awareness

It is essential to exercise critical judgment regarding the pressure to purchase goods

and services of all sorts and to assess their impact on the environment, social

relationships and overall well-being. Ecologically responsible consumers will

(a) understand the environmental consequences of their consumption patterns and

(b) recognize their individual and social responsibility to conserve resources and

protect the earth for future generations. The UN consumer protection guidelines

(consumer rights) intentionally flagged consumers as responsible “for promoting

public participation and debate on sustainable consumption, for informing con-

sumers, and for working with Government and business towards sustainable con-

sumption” (United Nations 2003, p. 8).

With environmental awareness, people would develop an active relationship

with the environment while maintaining a critical attitude toward consuming. They

would appreciate the interdependence between the environment and human activ-

ity, especially consumption. Environmentally aware consumers would also recog-

nize the difference between individual and collective needs, personal wants and

needs, and take a critical stance toward the social, economic and ethical aspects of

consumption as they relate to the environment. Environmentally sensitive con-

sumers would be aware of possible conflicts between their desire to own things

and the destruction of the environment (Learn Quebec 2015).

4.5 Social Concern and Social Responsibility

This responsibility comprises (a) being sensitive to the impact of one’s consump-

tion on other citizens, especially disadvantaged or powerless groups, whether in the

local, national or international community; and (b) taking into account individual

concerns of consumers and the shared concerns of society at large. Purchasing

power is real power. With sensitive consumption, people can be concerned for

others and act in a socially responsible manner to help bring about a just and better
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world. Socially responsible consumers will be sensitive to the prevailing economic,

social and political realities, and act accordingly. Being aware of the impact of

one’s consumption decisions on other citizens (social concern) and the environment

will mean that decisions about whether or not to consume a good or service will be

made using choice criteria that include: the impact on another’s standard of living,

working conditions, gender relations, moral and material interests, intellectual

property, and social security (i.e., health, education and social welfare).

5 Matching Eight Consumer Rights with Corresponding

Consumer Responsibilities

Tulsian and Tulsian (2003) explained that there are two types of consumer respon-

sibility, (a) duties in relation to consumer rights, and (b) duties in relation to other

consumers. Regarding the former, many governments, consumer organizations, and

industry sectors eschew the Consumers International model of five consumer

responsibilities (in effect, duties to other consumers). Instead, they contrast the

eight consumer rights with their attendant consumer responsibilities, see Table 1.

This approach to consumer responsibilities seems to focus on individual con-

sumer transactions in the marketplace, while Consumers International’s approach
(i.e., five consumer responsibilities) concerns people’s larger obligations to the

community, society, and the ecosystem. The latter involves solidarity, collective

action, assertive consumers, critically aware consumers, and a deep awareness of

the connections between consumption and environmental sustainability. These are

macro concepts, relative to consumers entering each micro transaction with an

acknowledged appreciation of their rights as consumers and their accountability for

their actions (i.e., responsibilities). Both the macro and micro approach to consumer

responsibilities have merit, in that each reinforces the imperative that rights imply

responsibilities.

6 Linking Consumer Rights with Human Rights

This section briefly examines the premise that people cannot exercise their con-

sumer rights if they do not have human rights. It serves as a segue to the final idea in

this contribution—being a responsible consumer means being a responsible human

(with inspiration from the burgeoning human responsibility movement). Fazal

(1979, 2011) stated that he felt compelled to add an eighth consumer right, that

of basic human needs, inspired by the International Labor Organization’s promo-

tion of the basic needs approach. This approach attempts to define the absolute

minimum resources necessary for long-term physical well-being, usually in terms

of consumption goods purchased by the consumer.
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Fazal (1979) reasoned that people have the right to purchase and use basic goods

and services necessary for their survival, including water, shelter, clothing, utilities,

sanitation, education, and health care. People have a right to consume so they can

better ensure freedom, equality, and adequate conditions of life. In his historical

commentary on the global consumer movement, Hilton (2009) actually had a

chapter titled Choose Life: Consumer Rights Versus Human Rights. He explained

that Western leaders of the consumer movement favored rights (especially the right

to choice) and were adamantly against Fazal’s “attention to duties and responsibil-

ities” (p. 201). Furthermore, Western advocates felt that a focus on basic needs,

human rights, and consumer responsibilities took the issue too far from the nar-

rowly conceived interests of consumers in the West, who privileged rights.

Nonetheless, Hilton (2009) recognized the import of the additional consumer

right to basic human needs, characterizing it as an outlier, seemingly detached from

the main system of ideas (i.e., the other seven consumer rights, see Table 1). He

believed this outlier, with its focus on people having the right to consume essential

goods and services pursuant to their basic survival, “better ensures the defense of

those human rights set out in Articles 22–27 of the Universal Declaration

[of Human Rights] (Hilton 2009, p. 193). These six articles deal with what the

government should do to ensure employment and working conditions, social

security, leisure, standards of living, education, moral and material interests/author-

ship, and arts and cultural enjoyment (United Nations 1948).

The following discussion is predicated on the assumption that we cannot have

consumer rights without human rights, and draws mainly on McGregor’s (1999,

2003, 2010) contributions to this idea. Human rights ensure against the denial of the

full humanity of a person due to oppressive, prejudicial, discriminatory actions of

their government (not corporations). Human rights are inalienable, meaning inca-

pable of being surrendered or transferred. These rights apply to every single person

on this earth simply because they are living on this earth.

As a caveat, this contribution is not concerned with whether corporations are

respecting human rights. The state is supposed to protect human rights while

corporations are supposed to respect them. “The responsibility to respect human

rights is a global standard of expected conduct for all business enterprises wherever

they operate. It exists independently of States’ abilities and/or willingness to fulfil

their own human rights obligations, and does not diminish those obligations. And it

exists over and above compliance with national laws and regulations protecting

human rights” (United Nations 2011, p. 14).

6.1 United Nations Declaration of Human Rights

The United Nations’ (1948) Declaration of Human Rights comprises 30 articles

organized around six themes: (a) born free and equal (2 articles, 1–2); (b) civil and

political rights (next 19 articles, 3–21); (c) economic, social and cultural rights

(next 8 articles, 22–27); (d) social and international context within to achieve rights;
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that is, peace and human security (1 article, 28); (e) duties to protect rights and

freedoms of others in the community (1 article, 29); and, (f) one last article (30),

which says that no one can take any one of the rights out of context and use it as an

excuse to violate other rights in the Declaration, and that every single person, group,

organization, and government is responsible for making the Declaration work.
In more detail, civil and political rights refer to recognition under the law; a fair

trial; freedom of movement in and out of a country; freedom from arbitrary arrest,

detention or exile; and freedom from torture. They also include the rights to

privacy, to have a family, to own property, to engage in free, conscious thought,

public assembly, and participation in government. The economic, social and cul-
tural rights pertain to: employment and working conditions, social security, leisure,

standards of living, education, moral and material interests/authorship, and arts and

cultural enjoyment (United Nations 1948).

6.2 Relating UN Human Rights to Consumer Rights

Even at first glance, there is potential tension between one’s consumer rights and

one’s human rights. Consumer rights assume the existence of human rights. How

can one exercise the consumer right to have a voice in the policy process if one

cannot vote or is not allowed to participate in government? How can consumer

groups form to collectively voice consumers’ opinions if people do not have the

rights to assemble in groups in public and express their opinions, form or join a

union, or enjoy security of person? How can people demand the right to consumer

education when the education system is such that people cannot afford to attend,

live too far away or there are no schools at all? This lack of access to education

leads to illiteracy and ignorance in the general sense, and in the marketplace in

particular. Also, how can people exercise their consumer right to information if they

cannot read, or they lack freedom from interference of their privacy?

To continue, how can people exercise their consumer rights to basic needs or to

safe goods and services if they do not have access to public services, proper

sanitation, safe drinking water, or adequate shelter and clothing, or to a standard

of living adequate for health and well-being? How can people exercise their

consumer right to make choices in the marketplace if they do not have equal pay,

adequate incomes or steady employment (the right to work), cannot move freely

within the country, do not have the right to own property, do not have free thought,

and have no rest or leisure time. More thought provoking, how can people exercise

their consumer right to redress if they are not recognized as a person under the law,

do not have access to justice, the right to effective remedy under the law, and cannot

express opinions in public? Human rights have to be in place in order for people to

exercise their consumer rights.

There is also a real tension between consumers’ rights and the rights of other

humans; that is, sometimes one’s rights as a consumer impinge on the rights of other

humans living in the global family (and this is where responsibility kicks in). Of all
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of the consumer rights, the right to choice seems to be the one that impinges the

most on the human rights of other people (Hilton 2009). In order to assure choice in

the Northern markets, governments have implemented trade laws to facilitate cross

border transactions and transnational corporations (TNCs) have set up business off

shore so they can lessen the cost of the production process. Unfortunately, in too

many cases, the goods that are available in the Northern markets are provided by

slave labor, child labor, prison labor and sweatshops or in countries that allow the

TNCs to forego adhering to pollution or ecological concerns and human rights in

pursuit of profit. Worse yet, elitist governments are often bribed to turn their eyes

the other way leading to situations where labor rights are abused in efforts to earn

more profits. This practice leads to abhorrent working conditions, job insecurity,

and low living standards (all human rights). Consumers in Northern countries have

been socialized to want more and more things to consume but have not been

socialized to appreciate the impact of their consumption choices on the human

rights of other people; that is, they are not always responsible for their decisions

(McGregor 2010).

7 Linking Consumer Responsibilities with Human

Responsibilities

Fazal claimed that during the 1980s, a new consumer conscience developed, based

on global thinking, environmentalism, human rights, cultural diversity, and respon-

sibility for the future (as cited in Hilton 2009). This sentiment was a departure from

the conventional wisdom that the consumer movement was about protecting the

consumer interest from oppressive business power by formalizing consumer rights.

Hilton (2009) concurred, claiming that IOCU’s (1980) five consumer responsibil-

ities pushed the consumer movement into issues of poverty reduction, global

justice, and sustainability, away from the original core concern for the rights of

consumers relative to business, grounded in Western values of individual economic

rights rather than global solidarity and co-responsibility.

Without a sense of responsibility in the consumer arena, “individuals act as

atoms, unencumbered by social responsibilities and duties, free of the obligation to

account for their preferences and choices. They are never required to endure

sacrifices for a superior goal, nor do their actions represent anybody but themselves.

They need not defer to any collective majority” (Gabriel and Lang 1995, p. 175).

This section connects consumer responsibilities with human responsibilities, draw-

ing on the global movement for a United Nations Declaration of Human Respon-

sibilities (see McGregor 2013).
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7.1 InterAction Council’s Declaration of Human
Responsibilities

There is a burgeoning, if not well coordinated, global movement for a declaration of

human responsibilities (McGregor 2013). For illustrative purposes, this contribu-

tion will draw on the seminal work that spearheaded and inspired most of the other

initiatives, that being the InterAction Council (1997). The Council is a committee

of former heads of states and governments. Their work on human responsibilities

started in 1987 and culminated in 1997 with a document entitled A Universal
Declaration of Human Responsibilities. The Council is convinced that their decla-

ration represents a necessary extension of Article 29 of the UN Declaration of

Human Right (1948): “(1) Everyone has duties to the community in which alone the

free and full development of his personality is possible.”

The intent was to have the InterAction Council’s (1997) declaration adopted by

the United Nations, thereby ensuring a balance between rights and responsibilities

at the United Nations. It did not receive sufficient state support when discussed at

the UN, so it was never put to a formal vote. The InterAction Council continues to

reaffirm and promote the merit of the Declaration. In the meantime, the declaration

has been instrumental in reinforcing the notion that human rights and human

responsibilities are mutually complementary (McGregor 2013).

The declaration comprises 19 articles, divided into six main topics:

(a) fundamental principles of humanity (4 articles); (b) non-violence and respect

for life (3 articles); (c) justice and solidarity (4 articles); truthfulness and tolerance

(4 articles); and, mutual respect and partnership (3 articles). As with Article 30 of

the human rights declaration, the final article of the human responsibility declara-

tion says that no one can take any one of the responsibilities out of context and use it

as an excuse to violate other responsibilities in the Declaration, and that every

single person, group, organization and government is responsible for making the

Declaration work (InterAction Council 1997) (see Table 2).

In more detail, the principles of humanity relate to treating everyone in a humane

way and to the notions of self-esteem, dignity, good over evil, and the Golden Rule

(do unto others as you would have done to you). Non-violence and respect for life

also encompass responsibilities related to acting in peaceful ways, and respecting

intergenerational and ecological protection. Justice and solidarity include honesty,

integrity, fairness, sustainability, meeting one’s potential, and not abusing wealth

and power. Truthfulness and tolerance embrace the principles of privacy, confiden-

tiality, honesty, and a respect for diversity. These principles apply to all people,

politicians, business, scientists, professionals, media, and religions. Finally, the

responsibility of mutual respect and partnerships includes caring for others’ well-
being, and appreciating and being concerned for the welfare and safety of others,

especially when it comes to children and spouses but also to all men and women in

partnerships (InterAction Council 1997).
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7.2 Relating Consumer Responsibilities to Human
Responsibilities

This section will share a comparison of Consumer International’s (2015) five

consumer responsibilities with the InterAction Council’s (1997) declaration of

human responsibilities (see Table 3), drawing on McGregor (1999, 2003). The

five consumer responsibilities recognized by Consumers International inherently

reflect the human responsibilities suggested by the InterAction Council.

7.3 Solidarity and Collective Action

First, consumers have the responsibility to organize themselves and to develop

collective strength and influence so they can promote and protect their interests,

referred to by CI as solidarity. The InterAction Council also suggested solidarity as

a human responsibility and meant by this honesty, integrity, fairness and to strive to

meet one’s potential while not abusing power and wealth. A responsible consumer

is supposed to work with other consumers (solidarity) and take assertive action to

lobby for the consumer interest and make the consumer voice heard by government

and business. A parallel human responsibility is justice and solidarity, especially

using one’s power in the service of economic justice and social order.

This responsibility also parallels the fundamental principle of humanity: accept

responsibility for everyone in the spirit of solidarity. If these organized consumers

spoke on behalf of the rights of citizens in other countries affected by northern

consumption, they could have an impact on other citizens including their family

well-being and standard of living, working conditions and labor laws, education,

access to education, and their right to organize. They would be acting like a

responsible human.

7.4 Critical Awareness

Second, consumers have the responsibility to be critically aware of, and to question,

their choices in the marketplace, and the marketplace itself. This involves respect-

ing the corresponding human responsibility of trustfulness, especially responsible

use of the media to criticize social institutions. This consumption responsibility can

also be equated to the human responsibility of mutual respect and partnerships

relating to caring for others’well-being, welfare and safety, augmented by critically

aware consumption decisions. Also, critically aware consumers would expect

truthfulness, tolerance and honesty in all human relations, especially consumer

transactions. Critical awareness also parallels the fundamental principle of human-

ity: accept responsibility for everyone in the spirit of solidarity.
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Table 3 Comparison of Consumers International’s consumers responsibilities and the InterAc-

tion Council’s human responsibilities

Consumers International’s Consumer Responsibilities

InterAction Council’s Human

Responsibilities

Solidarity and collective action
Organize with other consumers to develop the strength

and influence to promote and protect the consumer interest

(rights)

Justice and solidarity
• Use power in service of economic

justice and social order

Fundamental principles of human-
ity
• Accept responsibility for every-

one in spirit of solidarity

Non-violence and respect for life
• Resolve disputes with

non-violence

Critical awareness
Be more alert, critically aware and question all goods and

services (design, production, marketing and selling), and

the consumer society

Justice and solidarity
• Promote sustainable development

• Make serious effort to overcome

adversity

• Use power responsibly

• Use power in service of economic

justice and social order

Fundamental principles of human-
ity
• Accept responsibility for every-

one in spirit of solidarity

Truthfulness and tolerance
• Respect privacy and confidential-

ity

• Responsibly use media to criticize

social institutions

• Hold politicians and business

leaders accountable

Action and involvement
Take assertive action to ensure a fair deal/transaction; act

confidently to exert one’s power and make one’s voice
heard; remaining passive means loss of power

Justice and solidarity
• Behave with integrity, honesty

and fairness

• Use power in service of economic

justice and social order

• Use all wealth responsibly

• Avail self of education

Truthfulness and tolerance
• Respect privacy and confidential-

ity

• Speak and act truthfully

• Foster mutual respect

Non-violence and respect for life
• Resolve disputes with

non-violence

Environmental awareness
Understand and be sensitive to the ecological conse-

quences of consumption; recognize responsibility to con-

serve and to consume sustainably

Non-violence and respect for life
• Protect environment and other

species

Justice and solidarity
• Use all wealth responsibly

(continued)
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Part of being critically aware is being cognizant of the context in which

consumer transactions occur. This parallels the human responsibility of no one

taking any one of the responsibilities out of context to use it as an excuse to violate

other responsibilities in the Declaration. As well, the human declaration holds that

every single person, group, organization and government is responsible for making

the Declaration work. Responsible consumers would be consciously aware of the

evolving politics of the global marketplace, and would hold politicians and business

leaders accountable.

7.5 Action and Involvement

Third, responsible consumers would take action and get involved, be assertive

rather than passive, and make a concerted effort to make their voice heard. Three

parallel human responsibilities would be (a) acting in peaceful ways while making

one’s voice heard, respecting privacy and confidentiality, and being honest;

(b) holding business, government, the media and other consumers to this high

standard; and, (c) resolving disputes using non-violence.

Table 3 (continued)

Consumers International’s Consumer Responsibilities

InterAction Council’s Human

Responsibilities

• Promote sustainable development

Truthfulness and tolerance
• Hold politicians and business

leaders accountable

• Responsibly use media to criticize

social institutions

Social concern and social responsibility
Be aware of the impact of consumption on other citizens,

especially the disadvantaged and powerless (want equita-

ble distribution of resources); take into account individual

consumer’s concerns and shared concerns of society rel-

ative to prevailing economic and social realities

Fundamental principles of human-
ity
• Act in a humane way

• Accept responsibility for every-

one in spirit of solidarity

Justice and solidarity
• Use power in service of economic

justice and social order

• Make serious effort to overcome

adversity

• Lend support to needy

Truthfulness and tolerance
• Adhere to code of ethics

• Hold politicians and business

leaders accountable

• Responsibly use media to criticize

social institutions
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7.6 Environmental Awareness

Fourth, the consumer responsibility to exercise environmental awareness parallels

the general human responsibilities to (a) act in a non-violent way and respect life,

including ecological protection; (b) exercise justice and solidarity, which includes

sustainability, and respect for intra and inter-generational ecological imperatives;

and, (c) respect truthfulness and tolerance by way of holding politicians and

business leaders accountable, and responsibly using the media to critique the state

of the global market and society.

7.7 Social Concern and Responsibility

Finally, social concern deals with being aware of the impact of one’s consumption

decisions on other citizens. If consumers were responsible humans, they would

moderate their consumption decisions by being concerned with the Golden Rule,

and by holding all marketplace players accountable. They would respect justice,

solidarity, diversity, other’s well-being, their standard of living and their working

conditions. The consumer social concern and social responsibility parallels the

human responsibilities of fundamental principles of humanity, justice and solidar-

ity, and truthfulness and tolerance.

8 Conclusion

There are deep connections between consumer rights and responsibilities, and even

more compelling, between consumer and human rights and responsibilities.

Whether they perceive it or not, Northern Consumers are powerful collective

players in a powerful global marketplace. Such power demands accountability.

Yes, their interests need to be protected but they must also step forward and

embrace the responsibility imperative. Conversely, Southern consumers are often

disadvantaged in the marketplace, relative to business and relative to Northern

consumers. They are negatively impacted on many fronts, as is the environment.

Their human rights need to be protected by way of other consumers behaving as

responsible humans.

All humans have responsibilities to each other, especially when they enter their

consumer role; however, many people do not see themselves as responsible humans

when they consume. They think they have consumer rights and deserve to be

protected from business but the consequences of any irresponsible choices echo

across the world, spilling over onto other humans, species, and the environment.

The notion of consumer responsibilities gains another dimension when correlated

with human rights and responsibilities.
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Society and Policy Maker’s Responsibilities

Jennifer Kuzma

1 Introduction

Products on the market are designed to fulfill the needs of the consumers of those

products. Product developers design, produce, and test them for efficacy to fulfill

their purpose and for safety to consumers under conditions of use. However, the

public sector plays an important role in overseeing developers’ activities in pro-

duction methods, such as monitoring laboratory and manufacturing processes, and

in reviewing safety studies, often before the product enters the market. In some

cases, the public sector also has authority to ensure that post-market monitoring

occurs and to pull products from the market should any problems occur. Public

sector organizations may also test products on the market to verify producer claims

or to ensure safety and quality. Finally, the public sector funds applied research and

development (R&D) on products through grants or contracts. Definitions of what

constitutes the “public sector” vary, but all include government at their core.

Therefore, the focus in this contribution is on government organizations especially

at the national level where many of the decisions are made.

The contribution starts with a broad framing of consumer product governance.

First, it overviews the cycle of product development and articulates the ethical

responsibilities of public actors in governance systems. Principle-based ethics will

be used to categorize some of these responsibilities, including principles of benef-

icence, non-maleficence, autonomy, integrity, and fairness. Sometimes principles

will conflict in making particular decisions about products, and ethical dilemmas

will result. In addition, the role of government policy-makers can be limited by the

law, political climate, or capacity. Thus, resolving dilemmas in policy-making
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involves the balancing of multiple objectives and an analysis of tradeoffs. This

moves the discussion from ethical principles to policy criteria by which product

oversight can be evaluated. In this context, the contribution presents specific criteria

that have been formulated for oversight systems of consumer products. Examples of

the differences and tradeoffs among sets of oversight policy criteria will be

discussed.

The above sections of the contribution take a “top-down” look at responsibilities

in consumer product governance, but the question arises as to whether the broader

ethical principles or policy criteria from a systems perspective match the desires

and expectations of consumers. In this context, a review of research on risk

perception and social psychology is reviewed to better understand the factors and

values affecting consumer attitudes towards products. Then, consumer preferences

for oversight of food products made with nanotechnology (nano-foods) or genetic

modification (GM foods) is presented to highlight more specific factors important to

consumers. Areas of concordance and mismatch between the U.S. system for

reviewing consumer products and consumer desires will be discussed.

Finally, the ethical principles, policy-system criteria, and consumer desires will

be used to suggest ways of moving forward for novel products. Newer models in the

social science literature present some guidance in moving from contested to more

collaborative climates for governance of consumer products, and one is reviewed to

illustrate this shift. However, in closing, the limitations of what policy-makers can

deliver from practical and political standpoints are acknowledged.

2 Product Governance Systems and the Roles of the Public

Sector

Governance is a broader term than “regulation” and can include any part of a

system that attends to watchful and responsible care (Kuzma 2006). Thus, it

includes formal, regulatory policies and procedures, as well as voluntary programs

and informal codes of conducts. Governance involves state and non-state actors

with multiple perspectives and goals in making consumer products available to

publics. Governance occurs throughout the consumer product development chain,

from product research and development, safety and efficacy testing, manufacturing,

and post-market monitoring. Typically, the public sector has played the biggest role

in the testing or review of products in government regulatory systems, but also has

responsibilities in other stages of product development.

Responsibilities of the public sector with regard to consumer products can be

thought of in terms of ethical principles. Principles of bioethics have been used for

medicinal products in clinical settings (Beauchamp and Childress 2001) and have

also been applied to the development and deployment of agricultural and consumer

products (Kuzma and Besley 2008; Thompson et al. 2007). These include auton-

omy, beneficence, nonmaleficence, justice, and integrity. Scholars have spent
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considerable effort in defining these principles which are only briefly defined below

for the purposes of examining government responsibilities to consumers.

Autonomy is to be able to make decisions for oneself without controlling

interferences, with adequate understanding, and free from personal limitation.

Beneficence is the active promoting of good or reduction of harm, while

nonmaleficence is more passively preventing or not inflicting harm. Justice broadly,

involves the idea that like cases should be treated alike and employs the concept of

fairness. Fairness has multiple dimensions including (1) outcome or distribution,

(2) process (including citizen voice), (3) interpersonal treatment, and (4) access to

information (Colquitt et al. 2005). Thus, justice can include fairness in the distri-

bution of goods or in procedures. Finally, integrity is both a virtue and a principle to

guide action. It requires consistent, honest and truthful actions free of hypocrisy.

Sometimes principles will conflict in making particular decisions about products

and ethical dilemmas will result. In addition, the role of public policy-makers can

be limited by the law, political climate, expertise, data, knowledge, or capacity.

Thus, resolving dilemmas in policy-making involves the balancing of multiple

objectives and an analysis of tradeoffs. Below, consumer product development is

discussed in the context the public sector’s role in governance with regard to these

principles.

3 Research and Development

Initial use-inspired basic research for consumer products often originates in public-

sector academic or government labs. During basic research, exact products are not

necessarily conceptualized yet and thus conscience decisions to protect consumers

are not necessarily a part of the equation. Yet, these organizations must protect

human research subjects through their Institutional Review Boards, the local

environments through Institutional Biosafety Committees and Environmental

Health and Safety guidelines, and research animals through Animal Use and Care

Committee guidelines. Autonomy in the pursuit of research is balanced with social

needs to keep the research free from human, animal, or environmental harm

(non-maleficence). Beneficence is also relevant in actively pursuing research for

the good of humankind or the planet.

When the research becomes more applied and consumer products are

envisioned, patents can be pursued and act as a revenue generation strategy for

public sector organizations. Since passage of some key acts in the mid-1980s (i.e.,

Bayh-Dole and Stevenson-Wydler Acts), public-organizations can seek intellectual

property protection, such as patents, on public-funded work and then license these

patents to private companies. Broad licensing follows a more open innovation

model whereby many companies would have the opportunity to use the technology

to develop the product, whereas exclusive licensing would allow just one or a few to

do so. Beneficence comes into play in what licensing schemes would do the most

overall “good” for society. In some cases, exclusive licensing can lead to more
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rapid development of products given the greater chance of making profits due to the

semi-monopoly on the technology patented. That could ultimately be beneficial to

consumers. On the flip side, however, there are arguments that better innovation

would come from more open platforms of technology development. Public sector

obligations to consumers at this stage might include the careful examination of

whether broad or exclusive licensing is in the best interest of not only their

organization, but the public good.

Justice or fairness issues also come into play in choices to license a technology

broadly or exclusively. Consumers most likely paid for the initial research leading

to the product (e.g., through taxes going to government grants to universities or

companies). Researchers in public organizations and their institutions could face

the ethical dilemma of benefiting themselves as a “public good” versus repaying

consumers downstream by business arrangements that promote lower prices for

beneficial products. Pharmaceutical products illustrate the conflict. Discoverers of

the precursors to key drugs in academe have choices whether to promote arrange-

ments with companies that are more just or fair to patients who ultimately paid for

the research.

4 Safety and Regulation

Many consumer products require regulatory safety testing by government prior to

their sale on the market, while others do not. Drugs, pesticides, and food additives

are regulated prior to market entry and call for extensive safety studies to be

submitted to the Food and Drug Administration (FDA) (drugs and food additives)

and the Environmental Protection Agency (EPA) (pesticides). Other products

require no pre-market testing by government, such as dietary supplements, cos-

metics, and toys; but the government does have authority to recall products if they

are shown to be harmful once bought and used. Ethical principles and obligations of

the public sector, especially government, are perhaps the greatest at this stage in

product development as significant harm could come from products that are not

safe. Furthermore, it is argued that in a democracy like the United States, consumers

should have some voice and choice about products through labels or information

about their safety and composition. On the other side, government also needs to

ensure that products that could have great benefits are not unduly stifled or delayed

by its regulatory efforts.

A key component of regulation, particularly in the United States, is to minimize

direct risks to human health and the environment (non-maleficence) while promot-

ing the economic and social well-being of societies (beneficence). United States

regulatory review is based upon cost-benefit analysis or utilitarian points of view, as

consumer products that are regulated are evaluated based upon “sound science”;

that is their “science-based” impacts, such as health, environmental, and economic

risks and benefits (White House 2011).
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Ethical choices come into play in the weighing of risks and benefits to make

decisions, and also in the burden of proof in a regulatory system. Some believe that

formal government regulation must precede product entry into the marketplace and

be based on comprehensive safety studies that strive to avoid type II errors (false

negatives—or assumptions of no negative health effects when there are some).

These viewpoints tend to be labeled as more precautious about product entry into

the market. Others take the view that products can enter the market without

substantial pre-market oversight, and safety studies and experience can accumulate

while developers bring products to market. Goals in this view are to expedite

product use and avoid type I errors (false positives—or assumptions of negative

effects when there are none). These views are considered more promotional of

industry and product entry.

However, ethical issues in oversight, and thus government obligations to con-

sumers, transcend a minimizing of risk and maximization of benefit. They include

accountability in a system—for example, procedural accountability or whether

there is an appropriate framework for decisions which serves the public interest

and resists the inappropriate influence of private interests (relating to ethical

principles of fairness, autonomy to choose, and integrity); and substantive account-

ability, which seeks to ensure that the decisions are justifiable in terms of the public

interest goals of the system (relating to beneficence and autonomy) (Ogus 2002).

System accountability also involves people’s rights to choose products based on

their preferences, perhaps through government labeling programs, as well as the

fair distribution of risks and benefits or costs (Kuzma and Besley 2008; Thompson

et al. 2007).

The availability of information about the composition of products, safety stud-

ies, and decision-making processes is important for autonomy and informed con-

sent. Governments have obligations in these regards as well, although they are often

weighed by regulatory agencies against the current legal rights of companies to

claim such information as confidential business information (Kuzma and Besley

2008).

Once products are out into the market, the government often mandates or

supports post-market monitoring of potential adverse impacts. However, it depends

on the law and regulatory statute as to whether this is a requirement for continued

product approval. Pesticides require some post-marketing monitoring for adverse

consequences in the environment so that they may be re-registered every 5 years;

whereas chemicals used in manufacturing do not in the United States. The absence

of post-market monitoring makes even more important the role of the government

during initial regulatory approval. Without post-market monitoring, it can take

many years for adverse events to be reported and linked to the cause through

epidemiological studies. Even then, the results of such linkages are sometimes

contested in the courts by the product developers. Thus, the initial regulatory

approval might warrant more precaution when formal post-market monitoring is

not in place so that non-maleficence is respected.
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5 Ethical Dilemmas

The public’s obligations to consumers involve many principles that will conflict.

For example, if regulation is too stringent in its avoidance of maleficence, beneficial

drugs may not be available to consumers or could become too pricey. If transpar-

ency is increased during regulatory review in order to respect autonomy, business

might lose profit through have to share confidential business information (CBI),

thus jobs could decline, and consumers could ultimately lose jobs

(non-maleficence). Within cost-benefit analysis itself, the estimation and incorpo-

ration of non-monetary costs, like death, illness, or ecological damage, is value-

laden, and thus utilitarian calculations of these are not without assumptions and

ethical choices. How much is a life worth? Are the older less valuable than the

young? How much is a bird worth, or a clean river?

Consumer products can also impact socioeconomic systems in unpredictable

ways. For example, they could create or destroy jobs; or change cultures for better

or worse. What are the government’s responsibilities in estimating and considering

these impacts? The role of the public sector is often limited by law or regulation.

For example, the FDA has authority to label food only when there are substantial

changes to composition that might affect safety or nutrition under the Federal Food

Drug and Cosmetic Act (FDCA). Although most consumers want to see their food

labeled with processing information, such as whether a food comes from geneti-

cally engineered organisms (GEOs) or not, FDA might not be able to do so without

new laws from Congress. Furthermore, even if it could, would labeling benefit

consumers’ lives? Autonomy and non-maleficence could conflict: labeling would

likely increase consumer autonomy, but also could make food more expensive, thus

decreasing consumer well-being.

So then how should these ethical dimensions be considered in the obligations of

governments to consumers? This question moves us into the realm of policy

analysis, and from ethical criteria to policy criteria.

6 Principles of Good Oversight of Consumer Products

Policy analysis has ethical foundations in the valuation of criteria by which

alternatives are judged. In policy analysis, first a problem is identified and then

alternatives to remedy or address the problem constructed. Tradeoffs among alter-

natives are evaluated by the consistent application of criteria such as efficiency

(e.g., cost-benefit ratios), efficacy (e.g., how well the alternative addressed the

policy problem), equity or fairness (distribution of costs and benefits), procedural

transparency or fairness (who has voice and choice), and flexibility (ability to

change if warranted). Oversight policy as a subset of public policy likewise can

be judged by criteria.
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Two Contrasting Views on Criteria for Oversight

In United States, the White House published principles of oversight for emerging

technologies (White House ETIPC 2011). These provide indications of the respon-

sibilities of the public sector for oversight of consumer products and include

scientific integrity, public participation, communication, benefits and costs, flexi-

bility, risk assessment and risk management, coordination, and international coop-

eration. Notably, many stress the priority of “science-based” risks, benefits, and

costs. Scientific integrity is described “based on the best available scientific evi-

dence” and “adequate information”, yet it also states that “to the extent feasible,

purely scientific judgments should be separated from judgments of policy.” This is

problematic based on the view of many social science and risk analysis scholars

who argue that there cannot be “purely scientific judgments”.

In fact, it is impossible to be completely “science based” in a regulatory system,

as science cannot tell us what to do. For example, we might know the dose response

curve for the harm caused by a certain product based on exposures, but that does not

tell us where to draw the line for an acceptable safety limit for that product. Even

more often, we do not know that dose-response curve very well, or at all. This

uncertainty leads to various interpretations of the data into which we bring our own

world-views to bear. The science gives us a guide, but what should be regulated and

what is safe are based on values, taking into consideration the benefits, controlla-

bility, familiarity and other features of the system in which the product is

embedded.

It is also striking that these principles do not frame scientific integrity with

principles of honesty, lack of hypocrisy, and judgments that minimize conflict of

interest and bias. These issues have been prominent in multiple case studies of

product oversight, leading to decreased trust, transparency, and sometimes skewed

results or interpretations. For example, a meta-analysis of publications in the

biomedical sciences found that the results of articles associated with industry

sponsorship had a significant correlation with pro-industry conclusions and that

industry sponsorship was also associated with restrictions on publication and data

sharing (Bekelman et al. 2003).

These U.S. government principles do include procedural criteria like communi-

cation of the risks and benefits to the public and public participation. However,

these are not given priority over other types of criteria such as the ability of business

to profit through maintaining CBI, and are to be done “to the extent feasible and

subject to valid constraints” (White House ETIPC 2011). The criteria do state that

public participation is important for accountability, increasing trust, and better

decisions. Typically in consumer product regulatory decisions, federal register

notices with comment periods are the only window into the process for the public

and the major way to participate.

It is only in the criteria of coordination where the word ethics arises, and then it

is heavily qualified: “federal agencies should seek to coordinate. . .to address the

breadth of issues, including health and safety, economic, environmental, and ethical

issues (where applicable) associated with the commercialization of an emerging

technology, in an effort to craft a coherent approach” (White House ETIPC 2011).
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This illustrates that economic and direct health and environmental safety take

precedence over ethics, although most scholars agree that ethics cannot be sepa-

rated from these endeavors. The choice of endpoints for safety testing, the inter-

pretation of data for sensitive subpopulations, whether a precautious or promotional

choice is taken in the face of uncertainty, choice of value of life or illness and

discount rate figures in cost-benefit analyses, and determining when there is enough

information to make a decision are all choices of value judgements. In fact, the

principles document itself makes plenty of value judgements in that the “benefits of

regulation should justify the costs”, the avoidance of “unjustifiably inhibiting

innovation, stigmatizing new technologies, or creating trade barriers”, and the

“promotion of innovation while also advancing regulatory objectives.”

The principles document has a neoliberal position on the role of government

regulation for consumer products, with a promotional stance on technological

development at its core. This is a worldview not shared by all U.S. citizens,

especially groups previously disproportionately affected by risks of consumer

products such as females and racial minorities. Work based on cultural theory

shows that people who are relatively “egalitarian and communitarian”, more

often women and racial minorities, are naturally sensitive to environmental and

technological risks and believe that regulating commercial activities to reduce risk

is justified in order to reverse social inequality and constrain self-interest (Kahan

et al. 2007). Those who are more “individualistic or hierarchical” (often white

males) tend to dismiss claims of environmental risk and are more committed to the

autonomy of markets.

Non-profit groups with different worldviews than the U.S. government science

and technology policy leaders have also developed principles of oversight for

products stemming from emerging technologies. For example, the International

Center for Technology Assessment (ICTA), a NGO critical of nanotechnology and

biotechnology product development, published a set of criteria much different than

the White House. ICTA takes a strong stance on the role of government in

consumer product regulation in principles of a precautionary foundation; manda-

tory nano-specific regulations; health and safety of the public and workers; envi-

ronmental protection; transparency; public participation; inclusion of broader

impacts; and manufacturer liability (ICTA 2012). The ideas of protection, precau-

tion, and liability are prominent in contrast to the White House principles. Public

participation is given higher standing as well in that “open, meaningful and full

public participation at every level is essential.” The report also calls for the

consideration of broader impacts, such as ethical, social, and economic ones, with

specific attention to ethical principle of justice for the distribution of economic

costs and benefits.

In the ICTA principles, burdens are also placed on product developers to

demonstrate safety as “responsible stewards”. The group endorses precaution as

defined in the Louisville Charter for Safer Chemicals, which was drafted in

response to the release of toxic air pollutants in poorer African American commu-

nities: “When an activity raises threats of harm to human health or the environment,
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precautionary measures should be taken even if some cause and effect relationships

are not fully established scientifically” (Myers et al. 2005).

In U.S. government chemical regulation, particularly under EPA’s Toxic Sub-

stances Control Act, often the burden of proof is on the federal agency to demon-

strate unreasonable harm or risk through showing causal linkages between products

and illness. Yet risk science in the public sector is notoriously underfunded, and

although industry does conduct some product safety testing, it is often to meet the

minimal regulatory standards and comes with conflict of interests (COI) and a lack

of trust. The Catch-22 is that agencies usually do not have enough risk science

information to demonstrate unreasonable harm, and therefore, chemicals pass

through into the market without comprehensive safety testing (Davies 2006).

In contrast to the U.S government approach and White House principles, the

ICTA, places consumer and worker protection first by keeping the product off the

market until risk science accumulates. Precaution is an ethical worldview, no less or

more scientific than the opposite worldview of promotion (i.e., burden of proof on

agency’s to show risk so that innovation can proceed).

7 Academic Work on Multi-Criteria Assessment

of Oversight

Policy analysis approaches that employ multiple criteria for evaluation of options

and tradeoffs can help to incorporate various societal concerns in decision making

about consumer products. Multi-criteria decision analysis (MCDA) is a

multidisciplinary field of analysis that relies on the notion that no single outcome

or metric can capture the appropriateness or effectiveness of a system. MCDA

allows for integrating heterogeneous information and evolved from operations

research and refers to a range of approaches in which multiple criteria are devel-

oped, ranked, and used to compare alternatives for decision making. For MCDA

focusing on analyzing risk, general categories of criteria have been described, such

as utility-based criteria (cost, risk-benefit comparisons, and other outcomes), rights-

based criteria (whether people have consented to risk), and best available

technology-based criteria (use of best technologies available to reduce risk)

(Linkov et al. 2007).

Another approach draws upon the strengths of MCDA to engage not only with

the technical risk, but also with the social and ethical dimensions of oversight

systems. For example, criteria by which oversight systems for consumer products

could be evaluated have been developed through the use of stakeholder and expert

elicitation, and then applied to multiple case studies of oversight (Kuzma et al.

2009). Significant quantitative relationships among normative (ethical), empirical

(evidence-based), and procedural criteria were found, suggesting the inseparability

of science and values in oversight systems. In several of the cases, U.S. oversight
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was found to be strong in its empirical basis, but weaker in institutional or

normative dimensions.

For example, the oversight of genetically modified (GM) food products was

shown to have weak legal grounding, few opportunities for public input, and low

transparency (Kuzma et al. 2009). It has been hypothesized that mistakes made in

not involving and informing the public early in GM food decisions continue to

affect the agricultural biotechnology industry today and fuel contemporary con-

sumer opposition to GM foods. GM food oversight was also found to be highly

flexible which can be viewed as a strength and weakness. For example, the more

flexible an oversight system, the better it can keep pace with changes in techno-

logical advances, but this also means that regulation can be loosened or strength-

ened over time due to political pressure (Kuzma 2014). Recently, several GM crops

have not been regulated prior to market entry as a result of this flexibility, and this

also fuels skepticism about GM foods.

In summary, governments have to weigh multiple priorities in overseeing

consumer products, especially promoting innovation while protecting public health

and the environment, and ensuring legitimacy and transparency. Perhaps the best

approach is to allow for consumers, the ultimate funders of government programs to

have more autonomy in the choice of which criteria are important to them for

product oversight. For example, for each broad category of consumer products,

interested and affected parties (including stakeholders and citizens) can deliberate

about a set of evaluative criteria to judge an oversight system or regulatory

decision. If a particular criterion is more important than another in a specific context

(e.g., informed consent versus beneficence in product use) it can be weighted more

heavily than others through MCDA approaches. Cumulative scores for one system

alternative in comparison to another can be generated. Using public participation to

develop a set of criteria for oversight for consumer products would increase

autonomy and allow end users to make their own choices about what is important

to them.

In summary, the government’s obligations to consumers arguably should be

determined by consumers themselves in order to maximize autonomy, informed

consent, beneficence and non-maleficence, and justice. Models of public participa-

tion to accomplish this exist in the social science literature (Rowe and Frewer 2000)

and might be ultimately less expensive than the product litigation and regulatory

challenges that would otherwise ensue. Frameworks for bringing science together

with value-choices and including interested and affect parties will be discussed

further in the next section.
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8 Case Study: Consumer Preferences for Nano and GM

Food Products

The above sections of the contribution take a “top-down” look at responsibilities in

consumer product governance, but what are the desires and expectations of con-

sumers? Below is a brief review of literature on factors important to shaping

consumer perception and attitudes about emerging products. Then, a description

of some of our research on U.S. preferences for oversight of foods derived from

nanotechnology and genetic engineering (nanofood or GM food) is presented.

9 Consumer Attitudes and Perceptions

Consumer perceptions, attitudes, and preferences towards products have been

studied across a range of topics and technologies, as well as by several disciplines

including marketing, economics, risk perception, and social and behavioral psy-

chology. Perception refers to how an individual or members of the public regard or

feel about something that presents uncertain or ambiguous risks and benefits based

on stimuli and information they receive from a variety of sources and how they

interpret that stimuli and information through a variety of sensory, affective,

cognitive, psychosocial, experiential, cultural, and mental processes. Attitude, by

contrast, refers to the way in which an individual or the public is predisposed to act

in a particular situation based on their perception (Pickens 2005). Preference in the

context of this contribution relate to the way consumers prefer the public sector to

act with regard to product governance.

The processes and factors that contribute to perceptions of risks and benefits for

technologies and their products have been studied and interpreted to form different

theories and frameworks. For example, the psychometric paradigm focuses on

identifying aspects of product and the risk associated with it, such as its whether

or not it is dreaded, catastrophic, uncertain, voluntary, and novel. These factors

influence perceptions of that risk and product, and ultimately attitudes, or judg-

ments and decisions about that risk (Fischhoff et al. 1978). This theory would

suggest that the government obligations are to reduce some of the anxiety provok-

ing factors associated with consumer products such as uncertainty, involuntary

exposure, unfamiliarity, and catastrophic risk.

There are also several sociological and cultural frameworks that emphasize the

role of social factors in consumer attitudes towards products. Trust and confidence

in social networks (e.g., social groups, communities, extended families and friends)

and societal systems (i.e., the market, the political system, the regulatory system,

news media,) play an important role in perceptions of risk for products, especially

when those risks are new, uncertain, or ambiguous. They also influence people’s
reactions or behaviors in response to risk (for example, lack of trust in industry’s
ability to handle risk is associated with greater levels of political activism
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(Rohrmann and Renn 2000). The social amplification of risk framework (SARF)

focuses on the importance of intermediaries through which individuals receive risk

information (e.g., media, government, industry, advertising, social groups, etc.).

These sources can either amplify or attenuate risk information (Kasperson et al.

1988).

The above theories and frameworks generally explain factors and mechanisms

that cause different risks to be perceived differently across individuals, but they are

limited in explaining why individuals’ risk perceptions vary according to those

factors. They account more for variance against types of technological products or

risk rather than variance across individuals. In contrast, there is a body of work that

focuses on the values that people hold as predictors of perceptions and attitudes

towards products, technologies, and risks. Core values are relatively stable over the

course of an individual’s life and provide a basis for attitudes and decisions

especially in the face of new information. Values can also play a significant role

in whom or what institutions people trust. For example, the more closely aligned

people’s values are with those of institutions responsible for managing products and

risk, the more trust they have in those institutions (Whitfield et al. 2009). In

particular, this relates to the obligations of government in product oversight, in

that in order to gain and maintain trust, government policies and actions need to

match the values of a variety of consumers and stakeholders, not just a few.

A key theory related to values and their effects on perceptions and attitudes is the

cultural cognition of risk. According to cultural theory, differences in risk percep-

tion arise from differences in individuals’ views of the world and ways of living

(Douglas and Wildavsky 1983). According to the cultural cognition of risk, world-

views can be classified according to two cross-cutting dimensions or axes, egali-

tarian versus hierarchical and communal versus individualistic. These have been

tested for a variety of environmental, health, and technological risks. For example,

Douglas and Wildavsky (1983) suggest that those people who hold more

egalitarian-collectivist worldviews tend to advocate against social institutions that

produce inequality, whereas people with individualistic-hierarchical worldview

tend to gravitate towards private control of activities and defend those with

power and authority. Egalitarian-collectivists are generally more concerned with

environmental risk associated with technologies or products, whereas

individualistic-hierarchical people are more dismissive of these risks.

The cultural cognition hypothesis explains mechanisms for how individuals

form their beliefs about risks to match their worldviews. Mechanisms of translating

cultural worldviews to risk perception include identity-protective cognition; biased

assimilation and group polarization; cultural credibility; cultural availability; and

cultural identity affirmation, which relate to believing, seeking, or paying attention

to risk information that supports your own world view or is conveyed by people

whose worldviews match yours (Kahan 2012). Cultural cognition theory suggests

that the government overseers of consumer products should use a variety of

worldviews as lenses for the regulation of consumer products. Typically, this has

not been the case. Leaders and decision-makers (e.g., division directors in govern-

ment or company executives whom interact with them) are disproportionately
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Caucasian males, who on average have higher individualistic-hierarchical world-

views and thus rate product and technological risks as lower (Kahan et al. 2007). An

opening up of regulatory processes to a greater diversity of people and perspectives

might remedy this inequity and increase procedural justice.

In our own work with nano and GM foods, the above theories and frameworks

have been useful for explaining perceptions and attitudes towards these products.

Aspects of these studies related to consumers preferences for public sector over-

sight of these food products are discussed below.

10 Consumer Preferences for Nano- and GM Foods

The application of novel technologies to food, such as biotechnology and nano-

technology, continues to grow rapidly. Genetically engineered (GE) crops consti-

tute over 85% of corn, soybeans, and cotton grown in the United States. Food made

with genetically-modified ingredients (GM foods) make up an estimated 70% of

processed foods. While food derived from nanotechnology (nano-food) is presently

limited in the market, numerous companies are pursuing nano-food applications for

release to consumer markets with a predicted value of over $20 billion. It is being

used in nano-modification of seed and fertilizers and pesticides, for food ‘fortifica-
tion’ and modification, and interactive ‘smart’ food, packaging and tracking. The

nanofood market is expected to surge from $2.6 billion US dollars today to 7.0

bn. US dollars in 2015 and to 20.4 billion US dollars in 2020, and more than 1200

Companies around the world are today active in research and development (Helmut

Kaiser Consultancy 2015). Given the strong prevalence and interest in GM and

nano-food, our work aimed to understand consumer perceptions of the benefits and

risks, and their desires for labeling and oversight.

In one study, we compared GM and nano food with choice experiments in a large

survey across the U.S. public (Yue et al. 2015b). Nano-foods evoked less negative

reactions, as nanotechnology involves manipulation of “matter” and GM involves

manipulation of living organisms (even if the food is consumed without living

tissue). GM also caused more reduction in willingness to purchase and a higher

willingness to pay to avoid them than nanotechnology across all groups of people

and benefits. However, in both cases, willingness to pay for nano and GM food was

significantly low, and consumers would pay an 87 cent premium to avoid nanofoods

and a 96 cent premium to avoid GM food (Table 1). For both nano and GM foods,

benefits of safety were the most accepted, followed by nutrition, and then the

environment, and finally taste. In the case of nano-foods, certain benefits of better

nutrition or food safety trumped the negative effect of nanotechnology. However

the benefits of nutrition and safety were not enough to overcome the price premium

consumers would tolerate to avoid GM foods.

In another study, we conducted focus groups to further inquire about public

attitudes towards nanofoods and also found there that safety and nutrition, espe-

cially for poor or the elderly, were viewed most favorably by the participants
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(Brown and Kuzma 2013). We identified “altruism” as a potentially new attitudinal

factor for consumer preferences (Brown et al. 2015). One participant summed it up

as: “It seems like the nutrition, the longer shelf life, the potential for helping to feed

the world’s hungry, helping to get food, more food, and more nutrition that will last

longer as it is being distributed.”

In this same study, we also found that the participants were skeptical of the

system into which nanofood products would be deployed, and we identified “skep-

ticism” as potentially another new consumer perception factor (Brown et al. 2015).

Skepticism is different from distrust in that it does not necessarily question whether

someone or something can or should be trusted, but rather it questions claims that

are not ascribed to anything specifically. Trust is ascribed to an actor (whether

individual or institutional), whereas skepticism is not necessarily placed in an actor.

Skepticism is broader and often system-wide, involving a questioning about

whether events or attributes will exist as multiple parties or institutions believe or

state. Feelings of skepticism may relate to events, processes, systems, or multiple

institutions that are questioned. The following quotes illustrate a system-wide

skepticism without pointing to a particular agency or actor:

I mean it’s most things in this world, I don’t care if it is food or what it is, revolves around

dollars, people will bring new technology, that is what they see at the end of the road. They

are not trying to make me be 200, they are trying to fatten somebody’s wallet and fill the big
corporation whatever that takes, and they are willing to do a try. This nanotechnology

wasn’t free to develop, that is pretty obvious, somebody is going to pay for it, and so they

are looking for ways to sell it to us. But with all our knowledge, nobody has billboards

up that say get your food at Cub because we have nanotechnology. They are just sliding it in

on us.

The quote also illustrates the importance of informed consent and autonomy to

consumers, without which skepticism arises.

From these studies, we suggested that government should encourage technolog-

ical investments towards the societal challenges that are most important (benefi-

cence) and address system-wide skepticism by increasing the integrity of the

processes (autonomy, informed consent) for which it has control or influence.

Paying attention to altruism and skepticism may guide more responsible develop-

ment of food products derived from emerging technologies in the future.

The above analysis focused on factors important to consumers embedded in the

systems or products, but just like cultural theory states, consumers do not all think

alike. When examining the data from the same survey, we identified four consumer

Table 1 Willingness to pay for GM or nano food products

Attributes Willingness-to-pay ($/lb rice) 95% confidence interval

Nonotechnology

GM

Nutrition

Safety

Environment

Taste

�0.87

�0.96

0.92

0.98

0.57

0.56

(�0.97. �0.76)

(�1.08, �0.84)

(0.81, 1.03)

(0.86, 1.10)

(0.48, 0.66)

(0.46, 0.66)
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segments with regard to what influenced their choice of product (Yue et al. 2015b).

The first group, “Price Oriented/Technology Adopters,” mainly factored price into

their decisions, tended to be male, and favored benefits of taste over safety and

nutrition (23% of participants). The second, “Technology Adverse,” tended to be

more female and would not generally choose GM or nano food, unless the tech-

nology was designed to improve safety (19% of participants). Group 3 “Technology

Accepters/Benefits Orientation” was younger and would accept most GM or nano

foods as long as the benefit was not taste (40% of participants). Group 4, “Technol-

ogy Rejectors” was also more female but would not accept GM or nano food under

any benefit conditions (18% of participants). In total, it is noteworthy that over 80%

of those surveyed accepted nano or GM food under some benefit and price

conditions.

Our study suggests that the majority of consumers will not reject these technol-

ogies outright, but rather base their decisions on a complicated calculus of benefits,

risks, trust, and world views. Policy and government choices must then incorporate

a variety of perspectives and not disenfranchise certain groups. For example,

technology rejectors might be satisfied if they are given autonomy to reject the

technology, and there is one thing that the vast majority of consumers do want to

see, and that is food product labeling. Across numerous studies, people consistently

desire positive labeling of GM foods (e.g., “this product contains”), although

current U.S. policy is voluntary labeling for both positive and negative labeling

for GM food. In our own study (Yue et al. 2015a), we found that people would like

to see both nano and GM foods positively labeled (mean of 4.1 for each respectively

out of a 5-point Likert scale “strongly agree” that foods containing these ingredients

should be labeled).

However, in defense of current U.S. policy, some have made the argument that

consumers “want to see everything on a label” and that it is not practical. To address

this comment, we asked consumers in our study to prioritize, out of a list of

15 items, what they would most like to see on a food product label and asked

them to choose only 3 of the 15 (Fig. 1). Presence of GM came second only to

pesticide use, and nanotechnology came fourth.

As of February 2016, Congress is considering a bill to ban states from making

their own decisions about GM food labeling, as some versions of state bills are due

to go into effect in summer 2016 that would require it. However, this approach

might not be in the best interest of consumers as they give GM food labeling very

high priority, and ultimately might not be in the best interest of the industry. To

increase autonomy and informed consent, which are clearly priorities for consumers

especially groups with foundational objections to technologies, the government

might want to reconsider mandatory GM food labeling. On ethical grounds, one

could argue that in a democracy like the US, the government might be obligated to

do so.

Society and Policy Maker’s Responsibilities 561



11 Moving Forward for New Products

“Sound science” should neither be ignored nor should it be the solitary basis for

product decisions. Regulatory systems cannot be 100% based on science. Science

cannot tell decision makers what to do, and values are always a part of setting safety

standards and making other choices related to consumer products. So then whose

values count? How do they count? Ethical principles, policy-system criteria, and

consumer desires suggest ways of moving forward for new products. Currently,

most product decisions are made between government agencies and the product

developers, with little to no room for public or stakeholder input. Products go into

the market, and most do no harm to consumers, but on the other hand, several need

to be recalled after months or years of causing injury or illness, sometimes death.

Consumers are willing to bear some uncertainty and risk about emerging products if

the benefits are directed towards public good. Mistakes are bound to happen, but if

the initial process of oversight was not fair or did not have integrity, skepticism and

mistrust will increase. In a democracy, it is the obligation of the government to

make decision-making processes fair to a range of perspectives, world views, and

voices.

In order to do so, models in the social-science and policy-sciences literature

present guidance in moving from contested to more collaborative climates for

governance. One that has emerged recently and builds on several previous models

is Responsible Research and Innovation (RRI). RRI has taken off in the European

Union where it has been incorporated into EU policy for science, technology and

Fig. 1 Labeling priorities—selection percentage of top three choices
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innovation. The EU Commissioner, Maire Geoghegan-Quinn, in 2012 stated that

“Research and innovation must respond to the needs and ambitions of society,

reflect its values and be responsible . . . our duty as policy makers (is) to shape a
governance framework that encourages responsible research and innovation.”
(Owen et al. 2012). A framework for RRI includes elements of anticipation,

reflexivity, inclusion, and responsiveness which together embody the ethical prin-

ciples, criteria, and consumer desires discussed in this contribution (Stilgoe et al.

2013). Each of these elements is briefly presented below.

Anticipation involves an early look at the promises and potential impacts that

accompany consumer products far before they are to be released to the market.

Intended and potentially-unintended impacts of products, including economic,

social, environmental, and cultural ones are examined. It is a broader and earlier

endeavor than the pre-market safety and risk assessments focused on direct health

and environmental toxicity-testing that occupy most of U.S. decision making about

products. Methodologies such as anticipatory governance, foresight, technology

assessment, and scenario development are employed during upstream stages of

product research and development to ask questions and explore possible implica-

tions that may otherwise remain hidden. Questions of what if, what is known, what

is likely, what is plausible and what is possible are aimed to increase the resilience

of innovation systems and socially-robust risk research before formal regulatory

review.

Reflection strives to understand underlying purposes and motivations of product

development, knowns and unknowns, uncertainties, areas of ignorance, assump-

tions, questions, and ethical dilemmas. Stilgoe et al. (2013) call for a “institutional

reflexivity in governance”, which puts the responsibility on institutions of practice,

such as public-sector oversight, to hold “a mirror up to one’s own activities,

commitments and assumptions, being aware of the limits of knowledge and being

mindful that a particular framing of an issue may not be universally held.”

Inclusion involves a shift from top-down hierarchical decision-making to

bottom-up and networked engagement. Deliberation brings new voices into gover-

nance of science and innovation through wider perspectives of public(s) and diverse

stakeholders. It can help to reframe issues, identify areas of agreement and dis-

agreement, and incorporate a wider array of knowledge and values. Consensus

conferences, citizens’ juries, deliberative mapping or polling, focus groups, and

online forums are methods of upstream engagement that could be used to inform

product regulatory decisions. At minimum, government advisory bodies should

include lay persons as representatives, diverse experts with social science or

humanities backgrounds, and a variety of stakeholders, in addition to the typical

natural scientists and industry experts.

Responsiveness asks that the system of governance be open to modification in

the face of changes in information, circumstances, technologies, and stakeholder

and public values. Mechanisms for adaptive learning and capabilities to alter course

or direction are critical, as well as openness and transparency. Flexible organiza-

tional cultures and arrangements can facilitate responsiveness. It also involves an

honest recognition of the inability to fully predict outcomes from products entering
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the market, due to the fact there will always be uncertainty and a lack of full control.

Post-market monitoring is essential with feedback loops in which diverse publics

are re-engaged and science and value questions reconsidered.

To implement the framework of RRI and incorporate these four elements,

Stilgoe et al. (2013) developed lines of questioning related to products, processes,

and purposes of innovation. For example, the product line of question includes: will

the risks and benefits be distributed? what other impacts can we anticipate? how

might these change in the future? what don’t we know about? and what might we

never know about? The process line includes: how should standards be drawn up

and applied? how should risks and benefits be defined and measured? who is taking

part in these determinations? who will take responsibility if things go wrong? how

do we know we are right? and what are the alternatives?

These questions, in addition to the ethical principles, policy criteria, and con-

sumer desires discussed previously, can all provide guidance to policy-makers

about ideal product governance for fulfilling ethical obligations. Barriers for imple-

mentation exist, however, and even with the best intentions, certain agencies will

not be able to execute policies or procedures for inclusion, reflexivity, responsive-

ness, and anticipation. Some of those barriers are legal, like constraints of certain

laws and regulations. Others have to do with capacity. For example, budgets of

regulatory agencies involved in product governance like the Environmental Pro-

tection Agency, Food and Drug Administration, and Consumer Product Safety

Commission are historically low. These barriers could be remedied by Congressio-

nal action in favorable political climates.

However, perhaps the greatest barrier is the bias that changes towards RRI will

stifle innovation. This is speculative. It is just as likely that a RRI system could be

designed that increases innovation by increasing the legitimacy and quality of

oversight, through preventing mishaps, drawing upon local knowledge bases,

fostering trust, reducing skepticism, and promoting products for public good.

Experimentation with RRI on smaller scales might help with the design of systems

that maximize both ethical obligations and promote socially responsible innovation.

The first obligation of the public sector to consumers is then to provide the

resources and venues for such experimentation.
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Consumer Perceptions of Responsibility

Sue L.T. McGregor

1 Introduction

It is 2013. The scene is the Rana Plaza in Dhaka, Bangladesh, which housed five

clothing production factories for US, Canadian and European clothing retailers,

including Benetton, Joe Fresh, Walmart, and Primark. Eighty percent (80%) of the

workers were women aged 18–20, working a 100-h week, earning less than

$10.00US per week. On a fateful day in April, all 3639 workers refused to enter

the building that morning because of visible cracks in the factory walls. The owner

of the building paid gang members to beat the workers, to force them to work. The

factory managers then insisted that refusing to work meant they would not be able

to pay them. Faced with this possibility, people went to work, but with dire

consequences. That day, the Plaza collapsed, killing upwards of 1200 people (one

third of the workers in the building), and injuring an additional 2515. Müller et al.
(2014) remarked that although “little is known about whether or how consumers

reacted to this event,” everyone, including consumers, has to “take on their share of

responsibility” (p. 892).

The notion of consumers being responsible for their marketplace decisions is

gaining global momentum. Recently, over two thirds (65%) of consumers said they

feel a sense of responsibility to society when they consume (6000 consumers in six

countries) (Bemporad et al. 2013). Cone Communications (2013) stated that the

consumers’ role in the responsibility equation continues to evolve, with 88%

indicating they feel a responsibility to purchase products they think are socially

and environmentally responsible (10,287 consumers in 10 countries). Over one

quarter (27%) also said that responsible consumers can have a significant, positive

impact in the world. The Neilsen Company (2014) found that significant
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percentages of consumers (more than half) are stating their willingness to partici-

pate in socially responsible actions (30,000 internet consumers in 60 countries).

Havas Worldwide (2014) found that when asked which factors determine a good

citizen, being a responsible consumer ranked higher than voting (10,574 consumers

in 60 countries).

Yet, despite this worldwide surge in a consumer-articulated sense of responsi-

bility, consumer perceptions of responsibility is an under-research topic (Devinney

et al. 2006; Luchs andMiller 2015; Middlemiss 2010; Wells et al. 2011). “There is a

startling absence of academic work that directly addresses the question of how

consumers actually think about their responsibilities” (Henry 2010, p. 671). This

contribution is an inaugural attempt to develop the idea of consumer perceptions of
responsibility. As a caveat, rather than providing primary empirical evidence, this

contribution conceptualizes this emergent consumer phenomenon so that others can

begin to empirically explore and validate it.

Two other caveats informed this undertaking. First, this contribution is about the

new concept of consumer perceptions of responsibility rather than ‘consumer

responsibility’ or ‘perceptions of consumer responsibility.’ For clarification, the
concept of consumer responsibility has several aliases, including consumer citizen-

ship, ethical consumerism, sustainable consumption, voluntary simplicity, and

political consumerism. Although distinguishable, they are all based on four pre-

mises. People (a) can translate their social concerns into marketplace behavior,

(b) use their dollar votes to exercise their sovereignty and to achieve political goals,

(c) are part of an identifiable market segment of responsible consumers that can be

targeted and acted upon by corporations, and (d) possess responsibility as an

identifiable quality (Caruana and Crane 2008). This contribution is about people’s
perceptions of responsibility while in their consumer role.

Indeed, different roles demand different responsibilities (Bemporad et al. 2013;

Williams, no date). The responsibilities of a parent are different from a teacher, a

lawyer, or a politician. As a second caveat, this contribution focuses on how people

perceive responsibility when in their consumer role. It is concerned with the noun

consumer, defined as anyone who purchases, uses, and disposes of goods and

services from the marketplace; the focus is consumer perceptions of responsibili-
ties. Caruana and Crane (2008) asserted that consumer responsibility is distinct

from citizen responsibility, implying that how humans perceive responsibility may

change when they assume their consumer role.

As a general comment, studies have explored what predisposes consumers to be

responsible. Stancu’s (2013) literature review revealed that certain demographic

variables predispose consumers to be more or less responsible, including education,

income and socioeconomic status, occupation, gender, the presence of children,

rural or urban, tenancy, political affiliation, age, language, access to transportation,

and membership in community groups. An array of consumer-specific variables

also influence people’s propensity to consume more or less responsibly. These

factors include involvement in the community and philanthropic activities, religi-

osity, political interest, cosmopolitanism, tolerance and understanding, trust, self-

actualization, power perceptions, liberalism, environmental and sustainability
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concerns, egocentrism versus altruism, and perceived consumer effectiveness. Note

that none of the 16 studies in Stancu’s (2013) literature review engaged with how

consumers perceive responsibility, the focus of this contribution.
The contribution begins with an overview of responsibility as a philosophical

construct, followed with a synopsis of consumer perception theory. This is followed

with an attempt to draw conceptual links between consumer perception theory and

the construct of responsibility. The contribution then profiles the exiguous, nascent

literature on the topic of consumer perceptions of responsibility. It concludes with a

discussion of the role culture plays in consumer perceptions of responsibility.

2 Responsibility as a Concept

Personal or individual responsibility is the idea that human beings choose, instigate,

or otherwise cause their own actions. A corollary idea is that because people cause

their actions, they can be held morally accountable or legally liable. Responsible is

Latin for re (back) and spondere (to pledge). Latin respondere means to answer to,

to promise in return, to be obliged. Accountable stems from Latin accomptare,
meaning to calculate, reckon or estimate. For clarification, responsible means being

able to respond (take actions and make choices) while accountable means being

answerable for one’s actions. People are responsible for their choices (able to live

with the consequences), but are accountable if they can neutrally and accurately

report on the sequence of those choices leading to the consequences. People take
responsibility but are held accountable (by themselves or others) (Planned Success

Institute 2002). This contribution focuses on responsibility as a concept, appreci-

ating that it is intricately linked with accountability (see McGregor 2010).

2.1 Responsibility Defined

In the seventeenth century, responsibility originated as a political concept pursuant

to the actions and principles of representative government (an institution), with the

modern institution being corporate social responsibility. Today, the more common

understanding is the moral responsibility of individuals and of the collective. In

particular, individual responsibility revolves around determinism and free will

(Smiley 2010; Williams, no date). The principle of determinism holds that any

event is completely determined by previous events (linear cause and effect); that is,

reality follows a predetermined path, and could not happen any other way than it

did. This principle rids people of any agency or free will (i.e., purposeful actions or

conscious participation) (Turchin 1991). Determinism is reflected in phrases like ‘I
had no choice. It was fate or happenchance. It was just a coincidence.’

Consumer Perceptions of Responsibility 569



On the other hand, free will is the crux of human agency because people have the

ultimate freedom of choice, ideally a conscious choice (Turchin 1991). People with
free will have the capacity to choose their own course of action and to control their
actions. To say people acted freely is to say they successfully carried out a choice of

their own volition; that is, they used their will. Free will is necessary for the

performance of free actions. People are free if some external obstacle is not

preventing them from taking a chosen course of action. Furthermore, if people do

not have free will, they are not morally responsible for their actions; free will is

required for moral responsibility (Timpe, no date).

For clarification, free will is a contentious topic. One strand of philosophy

believes in free will (compatible with determinism) and another does not (incom-

patible with determinism); that is, people either have free will and are morally

responsible for their actions or they do not. Respectively, compatibilists believe that

addressing moral responsibility requires establishing guidelines for holding people

accountable. Noncompatibilists believe that people are not truly free; hence, they

are not morally responsible for their actions (Timpe, no date). This contribution

embraces the idea that people are moral agents with the free will to engage in free

actions of their own volition; hence, they are responsible for their actions. Figure 1

summarizes the dimensions of responsibility that are discussed in the following

text.

Fig. 1 Dimensions of responsibility
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2.2 Perspectives on Responsibility (Reasoning, Feelings or
Virtue)

Williams (no date) astutely asked two central questions, “What is it to be respon-

sible?” and “What is a person responsible for?” The first question pertains to moral

agency and is explained by drawing on Kant, Humes, and Aristotle. The second

deals with holding people accountable for their actions, and is concerned with past

and future-oriented notions of responsibility (i.e., retrospective and prospective).

Regarding the former, any discussion of responsibility must respect that it can be

viewed from three different perspectives, with each taking a very different slant.

Immanuel Kant assumed responsibility stems from moral reasoning. David Humes

assumed it stems from feelings and emotions, and Aristotle felt it stems from

character (a virtue) (Williams, no date); these three approaches pertain to “What

is it to be responsible?”
First is responsibility as reasoning. Kant proposed that reason can provide moral

guidance and the motivation to act morally. This reason-based understanding of

responsibility presumes that people choose to act in light of their principles. This

principled choice is possible because people deliberate among reasons to act or not

to act. Even if someone feels no inclination to take account of others, reason
dictates that they should and thus motivates them to do so. Free will also comes

into play. People can choose to act or not on the basis of reasons; they are the

authors of their own choices. This approach respects people’s capacities for rational
choice but does not give a proper account of the role of feelings and emotions in

their moral life (Williams, no date).

Second is responsibility as feelings and emotions. Humes denied reason as moral

guidance proposing instead that, as moral agents, people are equipped with certain

dispositions that make it seem rationale to act and think morally. This is an

emotion/feeling-based approach to responsibility. Humans have tendencies to feel
sympathy for others, approve of actions that benefit society overall, feel guilt and

shame, and be concerned with how others see their actions and character. Humean

responsibility questions whether moral reasoning has any validity for people who

do not feel concern for others. This approach wonders what is it about human

interactions that leads people to hold one another responsible (leading to socially,

mutually beneficial conduct) but it does not give any account of the validity of

reasoning (Williams, no date).

There are similarities between Kantian and Humean notions of responsibilities.

The Kantian approach to responsibility is rational while the Humean is emotional.

Regardless, “[b]oth positions highlight a series of factors important to responsibility

and mutual accountability. These factors include: general responsiveness to others

(for instance, via moral reasoning or feelings such as sympathy); a sense of

responsibility for our actions (for instance, so that we may offer reasons for our

actions or feel emotions of shame or guilt); and tendencies to regard others as

responsible (for instance, to respect persons as the authors of their deeds and to feel

resentful or grateful to them). In each case, note that the first example in brackets

has a typically Kantian (reason-based) cast, the second a Humean (feeling/emotion-

related) cast” (Williams, no date, p. 4).
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Third is responsibility as a virtue. Aristotle viewed responsibility as a morally

valuable character trait. Williams explained that “responsibility represents a virtue

that people (and organizations) may exhibit in one area of their conduct, or perhaps

exemplify in their entire lives” (2005, p. 8). From the virtue lens, the notions of

irresponsibility, seriousness, and trust come into play. Irresponsible people do not

take their responsibilities seriously, meaning they cannot be trusted with morally

demanding roles. Conversely, a responsible person is both capable of judging what

should be done and willing to act accordingly. That same person assesses previous

actions and omissions and is prepared to take responsibility for any failings.

Responsible people can be relied upon to judge and act in certain morally desirable

ways, and when things go wrong, they can be counted on to deal with things.

2.3 Retrospective and Prospective Responsibility

Two approaches to responsibility relate to the question, “What are people respon-

sible for?” Retrospective responsibility is concerned with an outcome of the past.

Prospective responsibility is concerned with an outcome in the future; people take

action in the present to prevent humans and/or nature from being actively harmed or

to realize desirable future conditions. In plain language, retrospective responsibility

is past-oriented, concerned with after the fact. Given the consequences of an action,

what went wrong or what went right? Who is to blame or to be praised? The

assumption is that people will learn from analyzing their past actions. Prospective

responsibility is future-oriented, concerned with what people are duty bound to

perform (what they should do or attend to). What is the sphere of their responsi-

bility? Retrospective and prospective are linked. Different views of someone’s
sphere of responsibility (what they should do in the future) will lead to very

different views of how blame or praise should be assigned after the fact (Williams,

no date). More detail follows.

Retrospective responsibility entails a moral judgment of the person deemed

responsible for a set of outcomes. It is based on the assumptions that people can

be held to blame or be praised, feel remorse or pride, and make amends or receive

gratitude. This approach to responsibility holds that if something lies beyond one’s
control, it also lies beyond the scope of one’s responsibility. It deals with causation
and accountability of past actions. Although humans may not be the cause of what

went wrong (e.g., a storm caused a tree to fall on the highway), when they are the
cause of harm (moral implications), retrospective responsibility kicks in and people

want to hold someone accountable. A key related concept is just deserts (i.e., praise
and rewards and blame and punishment); that is, what do people deserve given what

they have done in the past? When something goes wrong, people want to know why

and who was at fault (meriting reproach, remorse, and punishment). Likewise for

when something goes right—who was involved and acted well (meriting approval,

praise, and gratitude) (Williams, no date).
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Rather than looking at the situation after the fact (what went wrong or right),

prospective responsibility is future-oriented, concerned with what someone is

expected to do. This approach to responsibility assumes that duties emerge by

virtue of the roles people hold. For example, corporations have a duty to their

employees and stockholders, but from a social responsibility perspective (CSR),

they also have a duty to off-shore laborers and the environment. Prospective

responsibility also respects that (a) there are degrees of responsibility and

(b) people vary in their capacities to act and judge responsibly. Also, people may

not be ready for certain duties, or they cannot be expected to understand the

implications of their actions. It would not be appropriate to hold someone (fully)

responsible for their actions if they are faced with duties that are unrealistic or over

demanding (Williams, no date).

2.4 Personal Versus Collective Responsibility

Personal responsibility refers to each person taking accountability for their deci-

sions and actions; people are the authors of their own life. This concept is known

philosophically as moral responsibility. Linley and Maltby (2009) explained that

personal responsibility is actively taking responsibility rather than passively being
responsible. It aligns with prospective responsibility in that it is future-focused

(what ought to be done) instead of concerned with culpability for past transgres-

sions. Having a sense of personal responsibility is a requirement of living in a

civilized world, in that the quality of life for all citizens and the whole community is

enhanced as a result of people taking responsibility for their actions. The opposite

of personal responsibility is entitlement and irresponsibility (Linley and Maltby

2009; see also McGregor 2010, Chap. 11).

Social responsibility is concerned with people’s collective responsibilities to

each other as human beings. While personal responsibility is at the individual level,

social responsibility is at the collective level (Linley and Maltby 2009). Responsi-

bilities can be ascribed to the collective if the latter is conceived as an agent capable
of purposive action (intention); hence, answerable for its (in) actions (e.g., corpo-

rations, universities, governments, nations) (Kaufmann 2015). There is no agree-

ment yet about whether particular groups can legitimately be considered morally

responsible for the suffering that group members have brought about through their

faulty actions (Smiley 2010). Resolving this philosophical controversy would

greatly contribute to our understanding of whether consumers as a collective

(billions of people comprising the consumer society) can be held responsible for

the actions of individual consumers and the fallout on society and the ecosystem at

large.

Those who deny this culpability claim that, unlike individuals, groups cannot

form intentions; hence, they cannot be understood to act or to cause harm. As well,

groups cannot be understood as morally blameworthy or praiseworthy in the sense

required by moral responsibility. The basic premises are that genuinely collective
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actions are not possible, and that it would be unfair to consider individual agents

morally blameworthy for harm that they did not purposively bring about. Counter-

arguments propose that properties and actions of the collective, such as their

intentions, beliefs, and desires, supervene those of the individual, meaning collec-

tive actions occur later than an individual action, typically in such a way as to

change the situation; consequently, collective moral agency emerges (Smiley

2010). This argument paves the way for holding the consumer collective morally

responsible for its actions (see McGregor 2010).

That being said, there is still a concern over the problem of attributing respon-

sibilities to a collective for the cumulative actions of many individual agents. Lenk

(2006) suggested that everyone who takes part in unsustainable actions contributes

to the damage, but any individual contribution is not in itself the final damning act.

“Many different little harms well below a threshold accumulate to create a total

damage which as such cannot be accounted to each individual. Moral guilt seems to

presuppose not only causality but also conscious intention, or at least negligence”

(p. 3). The increasing awareness of the damage to the environment due to

unsustainable development and consumption has given the idea of collective

responsibility keen contemporary relevance (Williams, no date).

If social responsibility is concerned with people’s collective responsibilities to

each other as human beings (involving intent and blameworthiness) (Linley and

Maltby 2009), it is important that people not lose sight of the ongoing philosophical

discussion of whether holding collectives accountable is even possible. Can col-

lectives have intention (Williams, no date)? That being said, consumers collectively

account for over 75% of most developed nations’ Gross Domestic Product (GDP).

With such power, they should be held accountable (McGregor 2010). Yet, “having

something within one’s power is not the same thing as causing it” (Kaufmann 2015,

p. 7). The issue remains, can individuals be held morally responsible for the actions

of a group with which they are affiliated if they have not actively collaborated in

these actions (Kaufmann 2015; Smiley 2010; Williams, no date)?

2.5 Responsibility Attribution and Diffusion

The discussion of personal versus collective responsibilities introduced the ideas of

responsibility attribution (assigning something to oneself), and responsibility dif-

fusion (spreading the blame around to others). Regarding the former, Portilho

(2010) found that self-attribution of consumer responsibilities happens when

there is a lack of other social agents who will take on these moral responsibilities.

She defined a responsible consumer as someone with “(1) a deep involvement with

social and environmental issues; (2) a definition of the consumer as an important

social actor; and (3) a self-attribution of duties and responsibilities” (p. 550). Self-

attribution means people assign something to themselves, in this case being respon-

sible in their consumer role. With this self-attribution, people see themselves as a

responsible consumer, someone “who truly dedicates himself [sic] to activities
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conceived by him to be environmentally and socially responsible and one who has

the intention of changing social life through these activities” (p. 550). Middlemiss

(2010) observed that self-attribution for responsibility for sustainable consumption

is common in the literature, relative to attribution for collective responsibility.

Middlemiss (2010) also asserted that “a type of consumer exists that attributes

responsibility to herself/himself rather than to others” (p. 151). Portilho (2010)

agreed, concluding that consumers that self-attribute responsibilities tend to trust in

the importance and effectiveness of their own marketplace actions, while

mistrusting other social agents. She also proposed that through self-attribution of

responsibilities, consumers expand authority over their life, increase their feelings

of citizenship, and view their private life as an active political sphere. They believe

strongly in their responsibilities, and in the role consumers can play to ensure a

sustainable future. They are active consumers who do not feel excessively alienated

and manipulated by governments or businesses, thereby enabling them as con-

sumers to become important and decisive social actors.

From a contrary perspective, Middlemiss (2010) found that while sustainable

consumers feel the need to take on responsibility, they do not always have a clear

view of the boundaries of their own responsibility, and they rarely link responsi-

bility for sustainable consumption to governments or business. Caruana and Crane

(2008) also wrestled with “how the process of constructing consumer responsibility

draws boundaries around what is to be regarded as within the purview of respon-

sibility” (p. 1512). They tentatively concluded that a responsible consumer is not an

absolutely independent and freethinking person, imbued with their own self-

knowledge of responsibility; rather, a responsible consumers identity is at least,

in part, ethical whereby they approach consumption through their own lens of core

values and vision. This process helps them determine the boundaries of their

responsibilities.

Contrary to responsibility attribution is diffusion of responsibility to others.

Middlemiss (2010) theorized that people’s discomfort with not taking responsibility

as a consumer could lead them to attribute responsibility for sustainable consump-

tion to other parties (see also McGregor 2010, Chap. 5). Indeed, many who could
assume responsibility for their consumer decisions may think it is someone else’s
prerogative, or obligation, to do so. This tendency is called diffusion of responsi-
bility; that is, the more people present, the less likely each person feels for being

responsible (note that self-attribution happens when few people are present).

Diffusion (i.e., spread over a large area) of responsibility happens when responsi-

bility has not been assigned, others are present, and people feel a sense of anonym-

ity (e.g., in a crowd). Absolving themselves of responsibility rarely happens when

people are alone. When diffusion does occur, people assume others should be the

ones to take action or have already done so. Non-consumer examples include

(a) bystanders not intervening in a public assault or (b) subordinates claiming

they were following orders with their superiors claiming they merely issued the

order (Ciccarelli and White 2009).

Bottom line, diffusion theory holds that not assisting or caring for others in dire

situations is not simply a matter of apathy or indifference; rather; it is because
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others are present (to whom the responsibility can be spread around). Considering

there are billions of individual consumers in the world, it is not a stretch to suggest

they might look to others to take responsibility (McGregor 2010). In fact, aside

from people actually being present, themere notion of a group leads to a diminished

sense of consumer responsibility. In the real and perceived presence of others,

consumers no longer feel solely responsible for their consumer behavior because

the crowd can absorb the fallout (Müller et al. 2014).
Müller et al. (2014) also found that when consumers perceive barriers to

consuming responsibly and sustainably, they tend to assign responsibility to various

stakeholders beyond themselves [e.g., producers, governments, and

non-government organizations (NGOs)]; that is, they diffuse responsibility. In

light of this finding, Müller et al. (2014) suggested that those concerned with

responsible consumption should reflect on “the usefulness of scattering the respon-

sibility for sustainable consumption among various stakeholders” (p. 901). They

argued that even if consumers believe they should take on the responsibility of the

consequences of their purchase behavior, they may not be able to do so, given the

complexity of today’s supply chains. Bemporad et al. (2013) found that 74% of

consumers feel that responsibility for the future should be shared by governments,

businesses, and consumers. Müller et al. (2014) recommended “a shared but actor-

specific responsibility” (p. 895). Although “there is little research attempting to

apply a broader, multi-stakeholder perspective to responsibility” (Wells et al. 2011,

p. 814), various stakeholders consider responsibility for the future to be shared

(Luchs and Miller 2015).

2.6 Capacity for Responsibility

The basic premise of the capacity concept is that fulfilling responsibilities depends

on people’s abilities, and people have different abilities to fulfil their obligations

(Williams, no date). This concept appreciates that some people will have more

capacity than others to fulfil their responsibilities because they have different

abilities, and because of different contexts (Middlemiss 2010). She asserted that

“the responsibility of an individual depends on the capacity of that individual,

afforded by a specific context, to take on sustainable [consumption] practices”

(pp. 153–154). In summary “individuals act [responsibly] because they are capable

of acting, because they know how to act [responsibly] and because they are taking

an opportunity to act that is offered to them by their context” (p. 153). If

empowering structures and contexts are not available, the responsibility of the

consumer is diminished; that is, their individual agency is compromised.

Portilho (2010) agreed, claiming that the phenomenon of responsible consump-

tion is situated within the context of great global transformation, including dereg-

ulation and globalization of markets, the transnationalization of social actors, and

the centrality of consumption. These megastructures and ideologies are affecting

people’s ability to assume responsibility for their consumer behavior. People can
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take more responsibility in contexts that ensure provisions for conscious living.

And, the morality of obligations to sustainability falls on those with the capacity to

act (Middlemiss 2010).

3 Consumer Perception Theory

Because this contribution is about consumer perceptions of responsibility, this

section elaborates on the basic tenets of consumer perception theory. All consumer

behavior textbooks contain a chapter on consumer perception theory, intended to

ascertain how consumers’ insights about a product or service can influence their

purchase behavior. Business enterprises and marketers use the theory to determine

how consumers perceive them and their offerings, leading to strategic marketing

and advertising (i.e., perception manipulation).

Perception is Latin perceptionem, for receiving or collecting. The daily life

(reality) of consumers is richly complex and diverse. People strive to make sense

of their consuming reality so they can cope with, adapt to, and change

it. “Perception is the process of selecting, organizing and interpreting sensations

into a meaningful whole” (Hanna et al. 2013, p. 75). Put simply, perception is a

complex process by which people take input from their five senses (i.e., sight,

hearing, smell, taste and touch) and turn these sensations into something that has

meaning for them. If something is meaningful, it has a useful quality or purpose

because it is deemed valid, relevant and significant.

3.1 Sensation, Exposure, and Attention

The process of perception entails three concepts: sensation, exposure, and attention.

In more detail, sensation refers to the responses of person’s sensory receptors (eyes,
ears, nose, mouth and touch) to stimuli from the environment, and the resultant

transmission of that response to the brain. A stimulus is something that evokes a

reaction by arousing the mind, body, and/or spirit. When people come into contact

with stimuli in their environment (either accidentally or on purpose), they experi-

ence exposure; however, people do not notice everything they are exposed to in the

world. In order for perception to occur, people have to become aware of the stimuli

to which they are being exposed. With this awareness, they can pay attention to the

stimuli. This attention can be involuntary (forced on them), spontaneous, or

planned. A fire alarm would prompt involuntary attention. Actively looking for a

birthday present with an open mind would be spontaneous attention. And, inten-

tionally seeking a particular birthday present would be planned attention (Hanna

et al. 2013).
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3.2 Thresholds

Each of the five human senses has three different thresholds (defined as the point at

which something would start or cease to happen or come into effect). The absolute

threshold is the lowest level at which a sense can be experienced. Below this level,

humans cannot detect it. A differential threshold is the smallest increment in

intensity that can still be detected as an increase or decrease. This just-noticeable-

difference is the amount something must be changed in order for the change to be

noticeable. For example, the absolute threshold for sound would be the lowest

volume level that a person could detect. The just-noticeable-difference would be

the smallest change in volume that a person could sense. A terminal threshold is the

point beyond which further increments in intensity produce no greater sensation

(Hanna et al. 2013). Thresholds matter in the theory of perception because they help

gauge what degree of change has to happen in order for the change to be detected.

3.3 Perception Overload, Vigilance, and Selectivity

Pragmatically, people cannot pay attention to everything to which they are exposed.

Their inability to do so at any given moment results in perception overload.
Conversely, to accommodate this limited capacity to process all stimuli in their

surroundings, people learn to discard much of what they receive through their five

senses, a process called perceptual vigilance. This vigilance protects people from

sensory overload because it involves selectively paying attention to external stim-

uli. Perceptual selectivity entails screening out certain stimuli while allowing others

to reach one’s consciousness. This screening can encompass selective exposure as

well as selective attention. The former means ignoring stimuli and the latter means

actively choosing them and giving them credence and consideration. These two

processes constitute filters, with perceptual defences helping people block or tune

out stimuli (Hanna et al. 2013).

3.4 Interpretation of Sensations

In addition to using their five senses to comprehend their near environment,

people’s interpretation of a sensation plays a critical role, making perceptions

both objective and subjective, and easily distorted (Hanna et al. 2013). Interpreta-

tion means discerning or explaining the meaning of something. In order to interpret

(make sense of) stimuli, people scan their memory from prior experiences and

learnings, combine these cues with their expectations (beliefs about future happen-

ings) and/or intentions, and derive meaning from the stimuli. Selective interpreta-

tion represents people consciously processing stimuli to which they have paid
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attention. In some instances, it refers to people reducing dissonance by interpreting

ambiguous information so that is seems consistent with their beliefs, thoughts or

actions (Hanna et al. 2013).

Other factors can affect people’s interpretation of stimuli, including their frame

of reference. This is a complex set of assumptions and attitudes that people use to

filter perceptions to create meaning. The frame can include beliefs, schemas,

preferences, values, culture and other ways that bias people’s understanding and

judgment (Straker 2015). People tend to ‘see things’ (perceive them) based on their

particular frame of reference. This selective perception reflects any number of

biases. In addition to frames of reference, expectations can affect how sensations

are interpreted and evaluated; that is, expectations help people assign meaning to

their perceptions. Expectations are beliefs that something will happen in the future;

expectations can lead to misperceptions (Hanna et al. 2013).

Third, people may interpret a sensation differently at various times or in differ-

ent circumstances. Their conscious perception of the world, though relatively

stable, is not static. Being human means seeing the world through one’s own

constantly shifting lens. Finally, personal qualities of people influence their inter-

pretation of stimuli. These individual factors include “needs, interests, beliefs,

goals, experiences, feelings, memories, personality, self-perception, lifestyle,

roles, risk tolerance, attention span, and mental sets” (Hanna et al. 2013, p. 87).

3.5 Sensation Pathways

There are two pathways by which a sensation can be registered by people. One is

the features of the stimulus itself, and the other is the person’s aforementioned

individual factors. The former is known as bottom-up processing, and is a sort of

automatic response. Imagine a woman in a shopping mall who passes a jewellery

shop. Upon seeing a diamond bracelet in the window, she enters the shop without

hesitation and buys the bracelet. The bracelet itself was stimulus enough to prompt

a positive interpretation (meaningful purchase). On the other hand, top-down

processing is dependent upon people’s prior knowledge or schemata. In the same

scenario, seeing the diamond bracelet triggers a more dynamic process of searching

for the best meaning given the individual factors of the person. If she had

preconceived notions about blood diamonds for instance, she may opt to not buy

the bracelet because she is unsure of the source of the diamonds. Her interpretation

of the stimulus (and what it would mean if she bought the diamond bracelet) was

informed by her existing knowledge about features of the product (Hanna et al.

2013).
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3.6 Perceptual Situation and Context

Another variable that determines people’s perceptions of things is the situation or

context within which the stimuli are being experienced. There are five classes of

situational (contextual) variables: physical surroundings, social surroundings, time

perspective, task definition, and antecedent states. The first three are self-

explanatory. Task definition relates to roles and reasons for engaging in something.

Antecedent state is the momentary, temporary physical or psychological state of the

person immediately preceding their state when she or he experienced the stimulus

(i.e., moods or conditions/circumstances). How people feel, and what is going on in

their environment, contributes to how they perceive and interpret stimuli (Hanna

et al. 2013).

3.7 Gestalten Principles

Hanna et al. (2013) explained that when people encounter stimuli, they strive to

perceive cohesive wholes and find meaningful patterns rather than look for discrete

parts. Drawing on Gestalt psychology (Gestaltmeaning whole or total impression),

they proposed that people perceive environmental stimuli through a combination of

closure, grouping, proximity, context, and figure and ground. Respectively, when

people experience an incomplete stimulus, they tend to see it as a complete object

even though parts are missing. People tend to integrate bits of information into

organized wholes by grouping small units into chunks. Objects close together seem

to belong together (i.e., close proximity intimates association). Contexts and sur-

roundings affect the way people perceive things. Finally, people tend to distinguish

prominent stimulus (a figure) from less prominent stimuli (figures in the

background).

3.8 Perceptual Categories and Classes

Humans also have the tendency to place stimuli into perceptual categories or logical

classes so they can simplify information processing and decision making. As an

illustration, Hanna et al. (2013) described a consumer deducing that an unknown

food item in a supermarket is a pasta product, based on cues from its placement in

the store, and its packaging. It was in the pasta section so it must be a form of pasta.

This perceptual categorization streamlines people’s judgments about stimuli, better

enabling them to interpret the experience and make sense of it. People can also

engage in perceptual inference whereby they form beliefs based on previous

experiences with the stimuli. When they experience the stimulus anew, they can

infer a perception of its meaning by associating it with previously held beliefs.
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Perceptual inferences can manifest (a) in the form of the halo effect, (b) by linking

unfamiliar with familiar stimuli, or (c) by drawing conclusions from general to

specific (correlational inferences) (Hanna et al. 2013).

3.9 Schema and Scripts

Finally, perceptions can be affected by stored memories. People’s perceptions of
stimuli in their environment may be shaped by their personal schema (i.e., inner

representation of the world) or inner script. “A schema is an organizing framework,

a set of expectations that provide a structure for understanding and interpreting new

information” (Hanna et al. 2013, p. 99). When a new stimulus is encountered, the

schema kicks in and affords efficient processing of information and interpretations.

Scripts amount to personal knowledge and expectations about how to behave and

respond to recurring events that people may encounter, or situations that may arise.

Scripts organize people’s knowledge about what to do in familiar situations (i.e.,

routines), and let them know what outcome to anticipate from that behavior. Falling

back on a script means people do not have to make deliberate, conscious decisions

when faced with a familiar situation.

4 Linking Consumer Perception Theory

with the Responsibility Concept

This section links the tenets of consumer perception theory with the concept of

responsibility. None of these ideas have been empirically tested, so they are

presented as a conceptual teaser. To start, what people perceive is shaped by

what they are exposed to and what they pay attention to. If they have only been

exposed to their consumer rights and not to their attendant responsibilities, there is

little chance they will perceive they have any responsibilities. How people perceive

what it means to be responsible will affect their consumer actions. If they perceive it

to mean moral reasoning, they will assume they are capable of making conscious

choices in the marketplace. This perception is akin to personal moral responsibility.

Conversely, if they perceive being responsible to mean how they feel about the
impact of their decisions on others, their inclination to act responsibly will depend

on whether they care about others. This is akin to collective responsibility. If they

are not concerned with everyone engaging in socially beneficial conduct, they may

not bring this issue to the marketplace.

If people perceive responsibility to be a virtue, a behavior showing high moral

standards, they should take their consumer responsibilities seriously. However, it is

possible that people may see moral behavior as central to their general life, but not

germane to consumer decisions. Shopping is not good or bad, it just is. In this
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situation, it is likely that consumers will not self-attribute responsibility. The latter

would require them to change their self-perception to one of a responsible consumer

whereby they believe strongly in their responsibilities for a sustainable future, and

that their consumer transactions are paramount to that future.

Perceptions of what it means to be responsible definitely affect people’s behav-
ior before, during and after marketplace transactions. The notion of thresholds is

also central to consumer perceptions of responsibility. It is easy for people to argue

that their individual actions are too small to have any overall effect; hence, they

have no responsibility. But the notion of a threshold challenges this assumption.

Tipping points also play a crucial role in this scenario. They are little changes that

have big effects when critical mass occurs. Billions of consumers engaging in

unsustainable and morally risky consumption behavior leads to tipping points

where thresholds are crossed (knowingly or not), leading to more and wider

harm. Diffusion theory posits that if people perceive others are present, they are

more likely to shift the responsibility to them, assuming others can absorb the

fallout. This transference amounts to billions of blame-shifting consumers setting

up an unsustainable dynamic, culminating in the current state of global

unsustainability.

Perceptions of when responsible behavior should be sanctioned are also impor-

tant, and can be associated with sensation pathways. Bottom-up pathways refer to

people’s automatic responses to things. Many people are not concerned with

consumers’ responsibilities until after the fact (retrospective responsibility), at

which point they automatically assign blame or praise when they perceive a

situation (e.g., someone driving a vehicle that is polluting the air). On the other

hand, top-down pathways are linked to people’s prior knowledge or mental schema.

Regarding prospective responsibility, people would enter consumer transactions

drawing on their existing knowledge base and make decisions about what should be

done to have a positive impact on the future. Bottom-up pathways focus on past

transgressions (laying blame or praise) and top-down pathways focus on what is

expected or likely to happen given a particular action. The former notion of

responsibility is evaluative and the latter is preventative.

It is a given that sensory overload plays a central role in consumer perceptions of

responsibility. It is difficult to discern the scope and degree of feasible consumer

responsibility if people’s senses are overloaded. Excessive packaging and pervasive
advertising, massive product offerings, and distant sourcing and production can

easily overwhelm even the best intentioned consumer. People will automatically

strive to select which stimuli they respond to, but without adequate education about

the import of (ir)responsible decisions, they may default to self-satisfaction and

self-interest. Given the onslaught of information in a juggernaut consumer culture,

people may eschew responsibility by erecting perceptual defenses so they can tune

out the cacophony. Given all of the perceived barriers to consuming sustainably and

responsibly, people may also be more inclined to diffuse responsibility to others.

This individual diffusion leaves no room for collective responsibility because it is

so difficult to make a case for moral causality.
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To avoid this situation, people may have to learn to respect the power of

perceptual vigilance by paying attention to the stimuli required to assess the

implications of their consumer choices on others and the environment. They

would filter out the manipulative advertising and marketing messages, and related

discourse from corporations and like-minded state actors, and focus instead on

reasoned critiques of the consumer society and the neoliberal global economy. This

critical reflection should better enable them to discern the boundaries of their own

responsibility relative to other stakeholders. Responsible consumption could be

perceived as within the purview of being a responsible citizen. Indeed, people may

come to see themselves as capable of being responsible in the marketplace, and

with this perception they can take advantage of opportunities to be responsible.

People’s perception of responsibility when consuming can also be explained by

the situation and the context. Many things other than personal factors can shape

people’s interpretations of their responsibilities as consumers. Their physical sur-

roundings when consuming can either facilitate or thwart intentions to consume

responsibly. Perhaps a Mom intended to buy an ethically produced toy but was

seduced by the packaging of another toy. Time orientations also play a role, shaping

if people are past, present or future-oriented. A concern for the future should lead to

more sustainable decisions. Even people’s moods can affect how they interpret

stimuli when shopping. If they are sad and need a boost, they may eschew their

normal responsible purchases and buy to feel good. Context keenly matters vis–�avis
consumer perceptions of responsibility. In fact, empowering contexts are necessary

or else consumers’ sense of responsibility is diminished.

Especially intriguing is the potential role of Gestalten principles. People auto-

matically strive to perceive wholes and find meaningful patterns, filling in the

blanks and paying attention to the foreground rather than the background. Today’s
global marketplace does not present a whole picture to consumers. There are many

holes in their view of the consumer world and their part in it. If they do not receive

sufficient stimuli to convince them to be responsible, they may fill in the blanks and

create a scenario the lets them off the hook. If all they see in the foreground that is

spend, spend, spend, they can easily miss the background message of spend

responsibly, spend consciously, spend sustainably. Their human inclination to

perceive wholes may lead them down the path of irresponsible behavior.

Finally, people also tend to infer meaning from previous experiences. If all

people have experienced is immediate self-gratification, and been satisfied with

that, they may take that perception into all marketplace transactions. This mind

trick streamlines people’s judgments about marketplace stimuli, leading to

unsustainable, irresponsible consumer decisions. People’s inclination to simplify

information processing by creating perceptual categories needs to be challenged if

consumers’ perception of responsibility is to change.

Aligned with this is the need to clarify and change (if necessary) people’s mental

schema about their role as consumer. The grand narrative about consumers is that

their role is to make money to spend money, and keep the capitalistic machine

forging ahead (McGregor 2010). If people unconsciously fall back on this mental

script each time they consume something, they will fail to make deliberate,
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conscious decisions in the marketplace, thereby acting irresponsibly. Their percep-

tions of what it means to be responsible and for what are affected by mental scripts,

and their natural predilection to categorize similar activities into meaningful

wholes.

5 Nascent Literature on Consumer Perceptions

of Responsibility

The discussion will now turn to the few attempts found in the literature that tried to

conceptualize consumer perceptions of responsibility (gleaned by using proxy

terms such as sense of responsibility, conceptions of responsibility, and perceptions

of responsibility).

5.1 Consumer Felt Responsibility

Luchs and Miller (2015) tendered the concept of consumer ‘felt responsibility’.
They developed this new concept, and a scale to measure it, using Schwartz’s
(1977) personal norm activation model. His model views behavior as driven by

personal norms (i.e., standards people have about their own actions). Norms are

shaped by consumer perceptions of the consequences of behavior and their feelings

of personal responsibility for those consequences. A personal norm kicks in when

people perceive another’s needs, thereby activating an internalized value structure,

leading to feelings of moral obligation. Personal norms motivate people to act in

ways that are consistent with their own values. The effect of a personal norm on

behavior is moderated by what Schwartz (1977) called ascription of responsibility.
Once people gain a sense of responsibility, they will differ on their propensity to

deny personal responsibility for their actions and any negative consequences; that

is, the norm (the felt obligation) will either be activated or not.

Luchs and Miller (2015) used ascription of responsibility as a way to account for

people developing a sense of consumer responsibility, a felt obligation. They found
that consumers’ perceptions of their responsibilities were higher when they knew

exactly what behaviors were involved in being responsible. Conversely, their self-

ascription was lower when the outcomes were general in nature (e.g., lower

environmental damage). Also, people’s perceptions of relative responsibility (con-

sumers relative to business and government) can depend significantly on how the

issues are framed (i.e., as specific desirable behaviors or general outcomes). Par-
ticipants in their study ascribed equal responsibility to consumers, companies and

governments (33% each) for general outcomes, but ascription of responsibility was

not consistent across specific behaviors.
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5.2 Sense of Consumer Responsibility

Luchs et al. (2015) extended Luchs and Miller’s (2015) consumer felt responsibility

concept to include more dimensions. Luchs et al. claimed that consumption behav-

iors are affected by a heightened sense of personal responsibility, and their 2015

study determined that consumer responsibility is a predictor of consumer behavior.

They proposed that focusing on a sense of consumer responsibility has a greater

potential for positively affecting consumer behaviors than does focusing on con-

sumer attitudes.

To develop this idea, Luchs et al. (2015) reconceptualized responsibility from

four perspectives, saying these must be taken into account when conceptualizing

consumer perceptions of responsibility: cognition, emotion, moral imperative, and

sociocultural. Consumer responsibility conceived as a self-oriented cognitive pro-

cess assumes decisions are rational and intended to enhance personal gains.

Emotion-oriented definitions of consumer responsibility hold that consumer deci-

sions are predicated on things like guilt and pride, with the latter sustaining a sense

of responsibility.

The other-oriented moral perspective posits that consumer decisions are not as

rational and justifiable as cognitive ones, with personal norms activated by an

ascription of responsibility. Under pressure from this sense of moral obligation,

some consumers may offload responsibility to others, engage in one action thinking

it discharges them from their responsibility, or consign responsibility to govern-

ments or other consumers. Finally, the socio-cultural perspective suggests that

consumers become responsible through the external organized efforts of other

actors who convince people “to reflect upon and transform their [consumer] behav-

iors so they now see themselves as having a sense of moral imperative to act

responsibly and conscientiously” (Luchs et al. 2015, p. 13).

5.3 Consumers’ Responsibility Orientation

Wells et al. (2011) actually included the phrase consumer perceptions of responsi-
bility in the title of their study. They were interested in whether or not consumer

behavior is affected by “the responsibility orientation of a consumer” (p. 815); that

is, whether or not the consumer feels responsible for the situation or thinks someone

else is responsible. In their study on climate change, Wells et al. concluded that the

influence of a sense of responsibility is significant (statistically and in general),

although weak compared to other factors.

A sense of responsibility means people are aware of or appreciate the need to be

responsible; however, people with a sense of responsibility (a sense of feeling

obligated) do not always follow through (Wells et al. 2011). They further proposed

that a sense of responsibility matures over time, with consumers being more or less

inclined to ascribe or diffuse responsibility. Indeed, people exhibit a tendency to
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ascribe responsibility to government or an abstract notion of ‘consumers’ rather
than to themselves (see also Luchs et al. 2015). Wells et al. (2011) used the phrase

“consumer perceptions of their own sphere of influence and responsibility” (2011,

p. 829, emphasis added), alluding to the phenomena of both consumer ascription

and diffusion of marketplace responsibility.

Consumers can take responsibility for their actions (self-ascription) or place

responsibility onto others (diffusion) (Wells et al. 2011). Either of these two

practices may arise depending on what consumers perceive they can actually

influence with their behavior; that is, their perceived consumer effectiveness

(PCE). PCE refers to the extent to which people perceive their actions will make

a difference. In particular, people who feel they are not responsible for something,

and that they cannot alleviate the situation, take less responsibility for their deci-

sions. Conversely, people can think they are guilty of contributing to a problem

(e.g., they are responsible for unsustainable consumption) without thinking they

have the power to solve it. Without this sense of effectiveness, it is easier to diffuse

responsibility to others (Ellen et al. 1991).

5.4 Consumer Responsibility Discourse

Caruana and Crane (2008) discovered that a consumer’s particular self-conception
of what it means to be a responsible consumer is contingent upon prevailing

discourses about consumer responsibility, especially discourse generated by cor-

porations. Caruana and Crane learned that corporations believe concerned citizens

need help transitioning towards being a responsible consumer. To that end, corpo-

rations see themselves as not merely stimulating and facilitating responsible

choices; they also construct consumer responsibility as a meaningful social iden-

tity, and then lead concerned citizens to embrace this consumer identity by pur-

chasing their product or service. Passive yet concerned citizens are then turned into
active and responsible consumers (something that would not have happened if the

corporations had not intervened).

Caruana and Crane’s (2008) discourse analysis revealed that the notion of what

constitutes a responsible consumer is intentionally constructed by corporations. The

latter “provide a coherent myth of responsibility . . . thereby creating a plausible and
attractive responsible consumer category” (p. 1513). When consumers are drawn in

by this marketing strategy, they tend to avoid considering the impact of their

decisions because the corporation has said ‘if you by this particular item or service,

you fit into the responsible consumer category.’ This discourse is gaining momen-

tum in the marketplace, and is corrupting consumers’ real sense of responsibility.

They abdicate their task of assessing their responsibility to the corporations.

Corporations become complicit in allowing consumers to forget about the moral

issues and enable them to not engage in moral choices.
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6 Culture and Consumer Perceptions of Responsibility

On a final note, this section broaches the topic of how culture informs consumer

perceptions of responsibility. One consumer’s perception of what constitutes

responsibility may differ from another’s (Caruana and Crane 2008; Middlemiss

2010). This difference is further complicated by the role of culture. Individual

perceptions of responsibility depend on cultural background (Maddux and Yuki

2006); yet, responsibility is one of the hardest words to translate and interpret across

cultures. Due to cultural perspectives, responsibility is not conceived and practiced

in the same way everywhere, nor do different cultures prioritize the key dimensions

of responsibility the same way, although they do agree on them [i.e., (a) being

charged with a duty (carrying a charge), and (b) having an account]. It seems that

the meaning of responsibility cannot be understood without a cultural context

(Sizoo 2010).

6.1 Overview of Western and Eastern Notions
of Responsibility

The following discussion shares a profile of the main differences between how

Western and Eastern cultures understand responsibility (see Fig. 2). Interestingly,

the literature is scarce about African cultures’ notions of responsibility relative to

the West and the East. Sizoo (2010) commented on the unchanging nature of

responsibility in Africa over time. It has always had a sacred nature. Each person

is seen as part of the community, and the latter includes those who have passed

away. Ancestors are seen as vital forces overseeing and protecting the living,

meaning the living are responsible for the ancestors as well. Furthermore, in most

African cultures, an individual bears dual responsibility for himself and his

extended family (Gyekye 1992).

Also, in African cultures, the notion of personhood is central to responsibility.

Personhood is not given but has to be achieved by a person being incorporated into

a community. Once people are seen to have personhood, members of the commu-

nity view them as having responsibility toward others. The pursuit or practice of

moral virtues is intrinsic to the African conception of a person. The human person

should promote the welfare of others, and conversely be treated as a morally

responsible agent. A lack of recognition and responsibility for others diminishes

personhood, which is anchored in community (Gyekye 1992; Menkiti 1984).

Sizoo (2010) focused on country-generated conceptualizations of responsibility.

Sizoo edited a collection from 11 countries, each tasked with profiling their

culture’s understanding of responsibility. All continents were included, represented
by the following countries: United States, New Zealand, China, India, the Congo

(Africa), Eastern and Western Europe, Egypt, the Philippines, and South America

(Brazil). To summarize, non-western cultures often find the word charge
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synonymous with burden, but not so in Western cultures. In the West, accountabil-

ity is a matter between people while non-Western cultures see it as a matter between

people and an environment that is broader than the social. In most cultures,

responsibility is aligned with taking action, but in the Chinese culture (where

roughly a quarter of the world lives), responsibility means refraining from action.

The notion of individualism in America’s colonial days makes it hard to be

responsible to others and society. On the other hand, Germany is struggling to rid

itself of responsibility as a duty to obey and is striving instead for a new conscious-

ness of personal and collective responsibility for society, humankind and the planet

(Sizoo 2010).

Fig. 2 Western and Eastern cultural notions of responsibility
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Maddux and Yuki (2006) focused on cultural understandings of consequences,

especially the differences between Western and East Asian cultures (United States,

Canada, Australia, Japan, China, Korea, Taiwan). Maddux and Yuki were inter-

ested in how the West and the East differ on their inclination to be concerned with

the immediate (proximate) versus the long term (distal) effects of actions and

events (and attendant responsibilities). This focus directly impacts people’s per-

ceptions of responsibility. A compelling profile emerged.

Western cultures feel responsible for their themselves (individualistic). They

assess responsibility based on personal factors (not contextual), and take into

account minimal information when determining responsibility. They place blame

on individuals, not groups, and explain their and other’s behaviors in terms of

personal characteristics (rather than the context). Western cultures see themselves

as independent, separate, autonomous entities that exist apart from social norms and

expectations. They take an analytical view of the world (reason) and see things as

detached and not connected. This view means they are not responsible for others or

for long term consequences. This means they are not able to envision a complex

chain of subsequent consequences from an immediate action; they focus on only the

immediately evident and visible (Maddux and Yuki 2006).

Eastern cultures are more farsighted and inclusive. They assess responsibility

based on the situation and context, and they hold many people accountable rather

than just one person. Eastern cultures take into account a lot of information when

assessing responsibility, and are constantly aware of other people and how recip-

rocal actions affect them. They are inclined to explain behavior and consequences

in terms of situational factors that influenced the actors (rather than the person’s
personality traits). Also, they see themselves within a web of social relationships,

with everything connected. This leads to a holistic perception of the world and of

their responsibilities. Eastern cultures not only take into account possible conse-

quences on oneself but also on others who are directly and indirectly affected. This

distal sense of responsibility means they are very cognizant of the downstream

effects of actions after an event, even long into the future. This means they are able

to envision a complex chain of subsequent consequences from an immediate action.

Finally, they are inclined to hold an entire group responsible, more so than one

particular person (Maddux and Yuki 2006).

Maddux and Yuki’s (2006) results can easily be applied to consumer perceptions

of responsibilities. Western consumers see themselves as distant from others and

the future, focused instead on themselves and immediate concerns. This stance

means it is easy to dismiss both those who make consumer goods and services, and

the environment. These are all separate, unconnected entities. Because context is

not an issue, consuming can happen in a vacuum (meaning no attendant responsi-

bilities). On the other hand, Eastern consumers value the collective web of social

relationships from a holistic perspective. This sense of interconnectedness means

that consumers would perceive their responsibilities to include others, now and into

the future (in anticipated and unexpected ways). Context is paramount, meaning

mindful responsibility could be a key factor in consumer behavior.
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Cultural can also have impact on an array of factors pursuant to responsibility.

Kastanakis and Voyer (2013) shared a very comprehensive discussion of how

culture effects people’s perceptions of others, emotions, the environment, sensa-

tions, self-esteem, self versus others, and information processing (but not respon-

sibilities, per se). Many of their insights are echoed above in Maddux and Yuki’s
(2006) work, which will not be repeated, but additional illustrative examples are

now shared. Kastanakis and Voyer (2013) noted that Eastern, collective cultures

need contextual information in order to evaluate responsibility, while Western

individualistic cultures rely on inner attributes (needs, goals, desires). People in

the West place a high value on their freedom to express their true self (authenticity)

compared to Eastern cultures, which evaluate their freedom in light of the costs and

benefits to the group. Western cultures de-emphasize others while Eastern cultures

see themselves as interconnected to others, and the social context. Their responsi-

bilities align with the well-being of others and the collective, unlike Western

cultures where self-responsibility reigns.

People’s ability to adopt the perspective of others varies cross-culturally, a

behavior at the core of consumer responsibility. Eastern cultures are “better per-
spective takers than Westerners” (Kastanakis and Voyer 2013, p. 428). Western

cultures are more inclined to see ‘others as like them’ than ‘themselves as like

others’ (again making it harder to appreciate the impact of their decisions on

different others). Eastern cultures are less likely to make errors when reasoning

about others and interpreting their reactions and actions. Conversely, Westerners

are prone to egocentric errors; that is, they are unable to differentiate between self

and others. This in turn affects their perception of their responsibilities (e.g., if the

self is not harmed, others must not be harmed either).

Eastern cultures are more inclined to engage in self criticism so as to avoid future

(distal) undesired behavior and consequences. Westerners score lower on self-

review and self-criticism measures, intimating they may not reflect on their respon-

sibilities. As well, Western consumers shy away from processing contradictory

pieces of information, preferring one view. Easterners are more comfortable with

contradictory statements and opinions (Kastanakis and Voyer 2013). Receptiveness

to contradictory viewpoints greatly shapes people’s perception of responsibilities; a
closed view means no chance to hear alternatives to the unsustainable status quo.

6.2 Hofstede’s Cultural Dimensions and Consumer
Perceptions of Responsibility

Appreciating that different cultures orient people to the world in different ways,

Hofstede and his colleagues developed a model of cultural dimensions (Hofstede

et al. 2010). The various dimensions represent national preferences for one state of

affairs over another, and these preferences distinguish countries and their cultures

from each other. Cultures change slowly, so the 70-plus national cultural profiles
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developed by Hofstede and his colleagues are up to date. The model now comprises

six dimensions: power distance, uncertainty avoidance, individualism/collectivism,

masculinity/femininity, long/short-term orientation, and indulgence/restraint (see

Fig. 3).

The power dimension concerns how a society handles power inequalities among

people. If people are comfortable pushing for more equality, the nation has a low

power distance; that is, it does not tolerate a large gap between those in authority

positions and the rest of society. A nation with higher power distance means the

people in that culture accept and expect power to be unequally distributed. A

culture high in individualism expects people to take care of only themselves and

their immediate family (loosely knit social fabric). Conversely, collectivism means

people can expect others to take care of each other (tight knit society). A culture

shaped by masculinity is very competitive, informed by achievement, assertiveness,

material gains and success. A feminine-oriented society prefers consensus as well

as cooperation, caring and quality of life. It also favors equal opportunity for

everyone, eschewing rigid role behavior (Hofstede et al. 2010).

Appreciating that the future can never be known, the uncertainty avoidance

dimension focuses on whether people should try to control the future or just let

things happen. Nations exhibiting high uncertainty avoidance do not tolerate

unorthodox behavior and ideas; to this end, they maintain rigid codes of behavior

and beliefs. They cannot deal well with vagueness, and need rules and structures.

Societies with low uncertainty avoidance are more relaxed in practice, opting

instead for a principle-based approach to the future. They are better able to handle

anxiety in the face of uncertainty. They are comfortable with changing things. The

time perspective dimension pertains to how cultures view time and the importance

of past, present and future. A long term perspective focuses on the future, valuing

perseverance and adaptability. A short term perspective values the past and tradi-

tions, and strives for immediate gratification in the present. Finally, an indulgent

culture allows for fun and enjoying life, while restraint stands for a society that

suppresses gratification of human drives, opting instead to regulate them (Hofstede

et al. 2010).

Notions of responsibility may well be informed by these cultural dimensions. An

unequal, individualized, masculine, short-term oriented society that avoids

Fig. 3 Hofstede et al.’s (2010) model of cultural dimensions
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uncertainty and restrains human activities might generate restricted, exclusive ideas

of responsibility. Responsibilities would be constrained to the individual in the past/

present, shaped by competition, restraint, societal inequalities, and a low tolerance

for uncertainty. Conversely, people living in an equal, collective, consensus-

oriented society, which is future oriented, risk tolerant, and indulgent of enjoying

life, might have a more inclusive concept of responsibility.

The following discussion applies Hofstede et al.’s (2010) cultural model to

consumer perceptions of corporate social responsibility (CSR). This proxy

approach is employed because the literature is thin on the topic of how culture

influences consumer perceptions of responsibility or even consumer responsibility

as a distinct concept (Bae and Kim 2013). This is an interesting lacuna, given that

culture has a conditioning effect on perception that can help explain consumer

behavior (Kastanakis and Voyer 2013).

Regarding socially responsible consumers and CSR, if consumers are socially

responsible, they are said to engage in “conscious and deliberate choice to make
certain consumption choices based on personal and moral beliefs” (Devinney et al.
2006, p. 32). From a totally different stance, Wells et al. (2011) cited scholars who

believed that consumers would be socially responsible if they held corporations

responsible; that is, if consumers can influence corporations’ behavior, consumers

must bear some responsibility for corporations’ behavior. Respecting these totally

divergent points of view, this section reports on recent work designed especially to

link Hofstede’s model with how consumer’s cultural characteristics affect their

interpretation of CSR activities (Bae and Kim 2013). It is used as a proxy to

illustrate the usefulness of Hofstede’s cultural model to understand consumer

perceptions of responsibilities.

Bae and Kim’s (2013) comprehensive literature reviewed revealed the following

insights. People who naturally accept unequal power distributions (i.e., small

consumer versus big corporation) tend to sacrifice their ethical and social respon-

sibility. Also, people who are less likely to accept unequally distributed power place

great importance on a corporation’s philanthropic responsibility (and are more

inclined to buy their products). People who are comfortable with risk (low uncer-

tainty avoidance) tend to privilege their own self-interest and sacrifice social

responsibility, leading to unethical consumer decisions (i.e., they risked someone

else instead). People with high uncertainty avoidance (cannot cope with unclear

situations) expect corporations to engage in socially responsible activities so that

consumers know they are buying low risk, ethical products. They can then exercise

their social responsibility. People with a long-term time perspective (future-

oriented) are inclined to support social and ethical responsibilities of everyone,

including corporations, relative to those who are short-term past-oriented. The latter

lean more towards instant gratification.

Individualistic people favor their own self-interest. For these individuals, CSR

activities may be deemed unnecessary because these people privilege self-interest

over public interest. Conversely, collectivistic people will call for CSR activities so

as to better ensure a protected public interest. In this case, acting responsibly in the

marketplace would be predicated on people’s expectation of companies engaging in
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socially desirables actions. Also, the higher the collectivistic propensity, the more

likely people are to buy products from socially responsible companies, if price and

quality are equal. Finally, high femininity cultures are benevolent and consider it

everyone’s duty to help society, including corporations. They would place more

importance on social responsibility than would those who are masculine (who

prefer competition, achievement, and economic success in corporations). Mascu-

line people would perceive themselves as acting responsibly if they supported a

successful corporation, regardless of its CSR activities (Bae and Kim 2013).

6.3 Impact of the Consumer Culture on Consumer
Perceptions of Responsibility

Culture has a significant impact on the way individuals think about and perceive the

world and their responsibilities (Maddux and Yuki 2006). Of paramount concern to

this discussion is the fact that we live in a consumer culture, and it too has a

significant impact on how people perceive the world and their responsibilities. A

consumer culture is characterized by alienation, dissatisfaction, disenchantment,

misplaced self-identity, and false relationships (McGregor 2010).

In more detail, the consumer culture reflects a highly individualized order that is

devoid of communal values and is driven by self-interests and material pursuits

such that it has intensified people’s sense of loss and alienation. Alienation makes it

easier to see other human beings as the other; hence, not within one’s realm of

responsibility. The consumer culture promises everything, but never fully delivers.

People are permanently disappointed. Dissatisfaction is always one step ahead of

satisfaction, with the cycle perpetuating itself. People end up feeling responsible for

just themselves (McGregor 2010).

A consumer culture co-opts people’s humanity and spirituality. Instead of being

socialized to be caring, loving and compassionate, people learn that purchasing

things brings a sense of belonging. People end up disenchanted and disillusioned,

longing for a sense of identity. In a consumer culture, people create a sense of

identity (self) through consuming more, and accumulating different, material

objects. This behavior generates a misplaced identity and narrow connotations of

responsibility for who and what. In a consumer culture, people relentlessly seek

self-fulfillment and self-identity through what they consume instead of through

relationships with others. But this misguided behavior creates false relationships

because a consumer culture rejects the relationships between the individual and the

collective, meaning people end up paying little attention to others’ working condi-

tions or the environment. They are responsible only to themselves (McGregor

2010).

Henry (2010) affirmed that the emergence of consumer affluence, and a shift

from the collective to individual thinking, along with the ideas of the free market,

consumer choice, and consumer sovereignty, are “tightly enmeshed with
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contemporary consumerism” (p. 670). In today’s society, the logic of the market

(focused on transactions) prevails over the logic of community (focused on caring

and sharing). Consequently, the role of and need for moral responsibility in a

disconnected market is questionable. People become characterized as “discon-

nected mainstream consumers” and a “disinterested body of mainstream con-

sumers” (p. 671). Henry noted that consumers have become distrustful, cynical,

apathetic, and are seen as part of the problem because they “shirk their duty to curb

irresponsible consumption” (p. 171). Consumers’ inaction and disengagement leads

others to conclude that they “are endorsing and propagating a wasteful and

unethical consumer culture” (p. 671). In light of this critique, his study focused

on how mainstream consumers think about their responsibilities, concluding that

the individualistic consumer lives on in the twenty-first century. Henry surmised

that understanding the ideology of consumerism helps isolate the mechanisms that

mute or amplify a consumer’s sense of responsibility.

7 Conclusion

This contribution was an inaugural attempt to conceptualize consumer perceptions
of responsibility. The introduction made the case for this emergent but under

researched phenomenon of consumers’ self-ascribed sense of social responsibility.

After teasing out the philosophical concept of responsibility and the basic tenets of

consumer perception theory, they were linked together for new insights into how

this theory can inform understandings of consumer perceptions of responsibility.

The scarce but growing body of literature on consumer perceptions of responsibil-

ities was summarized, ending with a discussion of how culture informs consumer

perceptions of responsibilities.

The immense, pervasive power of the consumer culture makes it necessary that

we better understand how people perceive responsibility in their consumer role.

Their seeming lack of responsibility, in concert with that of other stakeholders, is

threatening the very existence of the human species, which is the steward and

guardian of all other species and the earth itself. Scholars and practitioners are

challenged to champion the evolution of the concept of consumer perceptions of
responsibilities, with this contribution a sincere and genuine attempt to scaffold and

jump start this political, philosophical, theoretical, and practical exercise.
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