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Abstract. In order to enable automatic generation of sports news, in this paper,
we propose an extraction method to extract summary sentences from live sports
text. After analyzing the characteristics of live sports text, we regard extraction
of summary sentence as the sequence tagging problem, and decide to use
Conditional Random Fields (CRFs) as the extraction model. Firstly, we expend
the correlated words of keywords using word2vec. Then, we select positive
correlated words, negative correlated words, time and the window of score
changes as features to train the model and extract summary sentences. This
method get good results on the evaluation indicators of ROUGE-1, GOUGE-2
and ROUGE-SU4. And it shows that this method has a meaningful influence on
automatic summarization and automatic generation of sports news.
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1 Introduction

With the rapid development of information technology, the internet information, as a
brand new information communication platform, is now spreading its influence on
every aspect of daily life. Under this circumstance, the information acquisition is
becoming more and more convenient. Through the network media, sports news has
become one of the main ways to know the sports games. However, compared with the
live broadcasts of sports events, the sport news reports have a drawback of hysteresis.
So how to improve the efficiency of the news writing, and handle the processing of
information collection, news writing and news arrangement in a unified frame work, so
to realize the two-step automatic news from “data extraction” to “document generation”
will become a popular research direction in the future. At present, the “data extraction”
of sports events includes game entity extraction, data mining and the events of dynamic
information extraction. Among them, the events of dynamic information extraction is
one of the hotspots in the current research, through the extraction of dynamic infor-
mation, we can easily get the important events, such as the wonderful ball-passing, the
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goal-scoring, the interception and the foul goals in a football game. Text Summa-
rization achieves the extraction of information through the text mining, and it is an
important means of information filtering and effective way to solve the information
overload in the field of Natural Language Processing.

Automatic Summarization was proposed by Luhn [1] in 1985, he put forward an
automatic summarization method based on keyword frequency statistics. He weighted
each keyword by the word frequency, graded and ranked for the sentences according to
the word weights, and extracted the sentence as the summary sentence if it reach the
threshold. Prasad Pingali and Varma [2] proposed a feature that separated from the query
and another feature that depends on the query, and rated each of the two characteristics,
then calculated the score of each sentence by the linear combination of the two charac-
teristics and extracted the sentence as the summary sentence if its score reach the
threshold. Lin et al. [3] proposed a method which combine a graph model with
time-stamped and the MMR technique to extract the summary sentences. He et al. [4]
proposed a strategy of summary sentence selection based on the multi-feature fusion, and
they finally realized the extraction through the fusion of two features, the first feature is
the correlation characteristics of sentences and query, the second is the correlation
characteristics of global sentences. And their method achieved good results.
Liu et al. [5] proposed a method based on the HMM model, in his method, the assumption
of theme independent in LDA model has been eliminated, and a multi-feature fusion has
been used to improve the quality of summary. Cheng et al. [6] built a weight function on
multi-features, used a mathematical regression model to train the corpus, then removed
the redundant sentences and realized the summaries generation.

In this paper a new method on the dynamic information extraction from the live
sport text is been presented, it transforms the dynamic information extraction into
summary sentences extraction. First, build a positive keywords set and a negative
keywords set by hand, and extend this keywords in semantic level to get more related
words. Then the positive correlated words, the negative correlated words, the time and
the window of score changes are treated as features in the Conditional Random Fields
model for model training. Finally use the model to extract the summary sentences from
the live sport text.

2 Expanding Correlated Words Method Based on Word2vec

In this thesis, an efficient method of expanding the correlated words based on word2vec
is presented. This method uses a vector model trained by word2vec to represent the
words in corpus, and transforms the problem of text-processing into the vector oper-
ations in space vector. It computes the text similarity by using vector space model and
the cosine distance to realize the expansion of related words, and to strengthen the
indication role of keywords in the extraction of summary sentences.

2.1 Model Training on Word2vec

Word2vec is an open source released by Google in 2013, it can translate the words into
vectors by using a deep learning algorithm. There are two kinds of training models in
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Wrod2vec, the Continuous Bag-Of-Words Model (CBOW) [7] and Skip-gram model
[8]. Both of them use a shallow neural networks training algorithm. The basic principle
of CBOW is to predict the probability of the word according to the context, however
the Skip-gram is to forecast the probability of context according to the word. This paper
establishes a prediction model based on Skip-gram, and the model is optimized by the
Hierarchical Softmax method. Assume that the training data is wy, wo, ws...w;, the
objective function of Skip-gram is as follows:

1O =230 S logplwi i) )

In the formula (1), J(6) represents the objective function, T is the total number of
data, ¢ is an important parameter which determines the neighborhood size, and the
bigger the value of c is, the longer it takes for data training, therefore the more accurate
the results will be.

In respect of optimization, the paper adopts the Hierarchical Softmax algorithm
which realizes the representation of characteristic words using the Huffman Binary
Tree. It treats the words in output layer as leaf nodes, then weights the words according
to the frequency and codes them. In the Huffman binary tree, high frequency words are
assigned the shorter paths, low frequency words are assigned the longer paths, and each
word has a unique path that can be accessed. So the function of p(u|w) is defined as the
formula (2):

pupw) = [T p(lv(w), 01) (2)

In the function, L(u) is the path length of root node to u node, 9}’ is the vector of the
Jjth non-leaf node in the path of root node to u node, d}‘ is the code of jth node in the

path of root node to u node, v(w) is the vector of w. Finally, we use the algorithm of
gradient descent to solve the objective function, and the word vector is generated.

2.2 Correlated Words Extension

Generally speaking, in the field of live sports text, the keywords can express the action
theme of the sentence. For example, we can speculate a series of events through the
words of “1&£50”, “IR[7]”, “H{JELX” in the sentence of “FYJHF B HES, TEIFS
LIRINTIHT 121345 85 E H L. Tt can be seen that some keywords are decisive roles
in judging whether a sentence is important or not. On the other hand, if some words
co-occurrence frequently in the sentence, there must exist some relevance between
them. Therefore, we propose to build a positive keywords set and a negative keywords
set manually, and extend these keywords set according to the semantic relevance,
finally use the keywords and the extended words to improve the extraction effect of
summary sentences.

In the big data environment, the distance between two points in the vector space is
exactly the correlation of these two words. So when the vector model training on
word2vec is completed, we use cosine distance to measure the relevant weight of
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keywords in relation to other words, and the greater the cosine distance is, the more
relevant the words are, so we can select Top N the most relevant words to realize words
extension. In addition, the calculation formula of cosine function is shown as formula
(3), and distance(w;, w,) is the cosine distance between the word w; and word w;, the
Vw,» Vw, 18 the vector of w; and w, respectively.

distance(wy, w2) = Wy, * Vi, (3)

The Tables 1 and 2 shows the related words of “3Ik” and “}=&}” respectively,
which obtained by means of the method in this paper.

Table 1. The related words of “SHIf”

Related words | Cosine distance
5471 0.6894
EER] 0.6828
K] 0.6623
E[o] 0.6498
M 0.6408
#1171 0.6396
IR 0.6294
35 0.6251

Table 2. The related words of “}=&§”

Related words | Cosine distance
3% 0.6529
Wik 0.6397
FLH, 0.6363
ME 0.6256
FhHY 0.6208
B 0.6107
IR 0.6084
82N 0.6053

3 Summary Sentence Extraction Based on CRFs

In this paper a new method of summary sentences extraction on live sport text is been
presented, it transforms the summary sentences extraction into an equivalent sequence
tagging problem, and builds up an automatic extraction model through the Conditional
Random Fields. The output of automatic extraction model is a sequence of “1”” and “0”,
if a sentence is judged as the summary sentence, its label is “1”, otherwise “0”. While it
is affected by multiple factors to determine whether a sentence is a summary sentence
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or not, according to the characteristics of the live texts for football matches, we select
four kinds of features for model training: the positive correlated words, the negative
correlated words, the time and the window of score changes.

3.1 Conditional Random Fields

The Conditional Random Fields (CRFs) is a probability statistic model, which was first
proposed by Lafferty [9] in 2001. It combines the advantages of the Maximum Entropy
Model (MEM) and the Hidden Markov Model (HMM), which overcomes the limitation
for the strong independence assumption in HMM, it has a strong ability of feature
fusion and can accommodate rich contextual information. On the other hand, the CRFs
adopts the global normalization method, and overcomes the making bias problem in
MEM. CRFs is one of the best machine learning models which can effectively solve the
problem of serialized data partitioning and data annotation, and has been widely
applied in the field of Natural Language Processing, such as the task of Named Entity
Recognition (NER), Chunk Parsing and Part-of-Speech Tagging, etc.

3.2 Extraction Model

In our method, we transform the problem into an equivalent sequence tagging problem,
and build up the automatic extraction model through the Conditional Random Fields.
The input of the model is a set of documents that composed of sentences, the output is a
sequence of “0” and “1”, the tag is “1” if the sentence can be summary sentence,
otherwise “0”. Assume that the input is X = {x;,x2,x3, ..., %, }, the output sequence is
Y ={y1,y2,-.,¥u}, value of y; is 1 or 0. From the basic principle of random field
theory, the probability of y under the given conditions of x is shown as formula (4).

1
Z(x|w)

P(y[x;w) =

exp()_ wiFj(x,y)) )

Z(x|w) is the normalized constant to ensure the sum of probabilities is 1, the
calculation formula is shown as formula(5). F;(x,y) is the jth feature of X, and its

Zxw) = 3, exp 3, wi(x.y) 5
Fj(X, Y) = Zi fj(yiflﬂyivxvi) (6)

Our goal is to find the weight vector w and make the formula (7) be workable.
Finally, we use the gradient ascent method to estimate the CRF parameters and get the
weight vector w.

y* = argmax P(y[x, w) (7)
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3.3 Feature Selection

e The positive correlated words
The ultimate goal is to extract the sentences that reflect the key events in the live
text of football match. Through the observation of the live text, we found that the
words such as “33%”, “JAR” can be used to identify the key actions, these words
bring important guiding role for the extraction of summary sentences, we call them
the positive correlated words. In our method, we collect the positive keywords from
live text, then use the method of word2vec mentioned above to extend the key-
words, thus to get the positive correlated words. Finally we statistics on the number
of positive correlated words in every sentence, and treat the number as a training
feature, join it into the training model.

e The negative correlated words
Contrary to the positive correlated words, there also exist some words such as “Y¥
F”, “52 118> in the live text, these words will lead to the information redundancy,
and reduce the accuracy of extraction, we call these words the negative correlated
words. We get the negative correlated words through the same method as the positive
correlated words, then statistics on the number of negative correlated words in every
sentence, and treat the number as a training feature, join it into the training model.

e The time
Through the comprehensive statistical analysis of the scoring time in soccer com-
petition and live texts, we found that there exist important information and
important comments in some periods of time, these periods are the minutes after
game starting, the midfield time and a few minutes before match ending. So we
select the time as a feature for the model training, and the functions of characteristic
time are defined as follows (8).

F(s) = ofi(s) + Bfa(s) +2£(s) (8)
Ao ={o =T )
Bls) = { (1): Zlisnethe break time (10)

1, endTime — Tz <x < endTime

e ={o o (1)

In the above formulas, s is a sentence, F(s) refers to the characteristic time of s,
which consists of f;(s), f2(s), f3(s). f1(s) is the function to judge whether s is in the
period of T| minutes after game starting, f,(s) is the function to judge whether s is
in the midfield time, and f3(s) is the function to judge whether s is in the period of
T3 minutes before the match ending. endTime is the time of match ending in live
text, and the weight of three periods is o, B, ¥ respectively. In our experiment, we
set o = 0.18, p =0.32, y =0.5.
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e The window of score changes
The information is especially important before and after the goal, and the
goal-scoring means the score changes between the two teams. So we propose to set
context window according to the score changes in the live text, and judge whether
the sentence is contained in a context window, if in, mark the sentence “1”,
otherwise mark “0”. Finally, we treat the marks as a training feature and join it into
the training model.

4 Experiment and Results

4.1 Data Set

The training data this experiment used are 900 live texts that crawled from web, the test
data are the 30 sample files provided by NLPCC-ICCPOL 2016. Accordingly, we
select key sentences from the standard news in the 30 sample files, and take them as the
reference summary.

4.2 Evaluating Indicator

We use the ROUGE-1.5.5 toolkit [10] for evaluation, the toolkit uses multiple eval-
uation indexes to evaluate the results. It measures summary quality by counting
overlapping units such as the n-gram, word sequences and word pairs between the
summary results and the reference summary. Here we use the ROUGE metrics—Recall
and F-scores in ROUGE-1 » ROUGE-2 and ROUGE-SU4 to evaluate the result of this
experiment comprehensively.

4.3 Result and Analysis

In the experiment, we manually constructed a positive keywords set and a negative
keywords set, used the word2vec to build a word vector on training corpus, and used
vector result and cosine distance to achieve the lexical semantic computation, we will
select the top 8 words that ranking by the cosine value from big to small for each
keyword, so we can get the related words set. Finally, we filtered both two related
words set by removing the words that the semantic error are obvious, then got 179
positive correlated words and 43 negative correlated words. Some positive and nega-
tive correlated words are shown in Table 3. The next step, we put the positive corre-
lated words, the negative correlated words, the time and the window of score changes
as features in CRFs model for training, the trained model is used to the extraction of
summary sentence on the test data set.

To verify the effect of related words extension at different number on experimental
result, we conducted some comparative experiments while other experimental
parameters being unchanged. In the comparative experiments 0, 5 and 15 correlated
words are extended, the Baseline is the number of 8 that we extended, the comparison
results are shown in Table 4:
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Table 3. Positive and negative correlated words set

Word set classes The words
Positive correlated LR BRITT FhH e Bl btk G911 IR J0AN 2AfR) AR P2
words set BREE HES B $T1] R IR] B LR 4T § SRA B F 215

2 R AL g BEfR T fufd
Negative correlated M 3tk SB.E [BIE 45k 4010 ik RS
words set B AK b IRE ER B B XiE

Table 4. Results in different number of extensions

Number of extensions | ROUGE-1 ROUGE-2 ROUGE-SU4

Recall | F-value | Recall | F-value | Recall | F-value
Baseline 0.587 | 0.674 0.252 [0.269 |0.248 |0.275
0 0.328 [0.362 |0.117 |0.163 |0.212 |0.197
5 0.504 | 0.513 |0.146 |0.175 |0.233 |0.247
15 0.556 | 0.603 |0.245 [0.254 |0.263 |0.243

The figures in Table 4 indicate that compared to Baseline, the extracting effect is
poor when the keywords are not extended or the number of extensions is small, the
reason is that many important words in sentences have not been found, so the accuracy
and Recall rate are low. On the other hand, when extending too much of the correlated
words, there will be a lot redundant information being extracted, therefore the Recall
rate and F-value is low.

To verify the effect of CRF machine learning method on summary sentences
extraction from the live sports text, we conducted some comparative experiments while
other experimental parameters being unchanged. In the comparative experiments, the
Hidden Markov Model (HMM) and the Maximum Entropy Model (MEM) are used to
train the model on corpus, the extraction results are shown in Table 5:

Table 5. Results on different models

Method | ROUGE-1 ROUGE-2 ROUGE-SU4
Recall | F-value | Recall | F-value | Recall | F-value
CRFs |0.556 |0.603 |0.245 |0.261 |0.248 |0.266
HMM |0.392 |0.477 |0.184 |0.231 |0.197 |0.206
MEM [0.385 |0.361 |0.191 [ 0.226 |0.188 |0.223

As seen in Table 5, the effect of HMM is not so good, that is because, in the HMM
model, each sentence in the corpus is considered as an independent individual, it can
not effectively use the complex features, however, there is a certain correlation between
sentences in the corpus. And the effect of MEM is not so obvious also, although it can
solve the complex problems which combine multi-characteristics well, but it can only
use the feature of binarization which only records characteristics appear or not, there is
no way to record the strength of the characteristics, so there exists biases in the
annotation results.
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Through the above comparing experiments, it can be concluded that the proposed
method, which based on the correlated words extension and the CRFs machine learning
method achieved a good result on the summary sentences extraction in the field of live
sport text.

5 Conclusion

From the perspectives of the semantics, the vector representation of words and cor-
related words extension based on word2vec can effectively solve the synonym and
correlated words problem. So the experimental result has a good performance by
applying the word2vec to extend the keywords in the live sports text. On the other
hand, the CRFs can transform the extraction problem into an equivalent sequence
tagging and binary classification problem. In our method, we select positive correlated
words, negative correlated words, time and the window of score changes as features to
train a CRFs model, and use the model to extract the summary sentences. Experiment
shows that it not only improves training efficiency, but also has high precision. And the
proposed method has a meaningful influence on automatic summarization and auto-
matic generation of sports news.
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