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Abstract. In this paper, we propose a machine learning approach to
solve the purchase prediction task launched by the Alibaba Group. In
detail, we treat this task as a binary classification problem and explore
five kinds of features to learn potential model of the influence of historical
behaviors. These features include user quality, item quality, category
quality, user-item interaction and user-category interaction. Due to the
nature of mobile platform, time factor and spacial factor are considered
specially. Our approach ranks the 26th place among 7186 teams in this
task.
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1 Introduction

Recently, the Alibaba Group launched a purchase prediction task known as Ali
Mobile Recommendation Algorithm1. This purchase prediction task provides
the historical behaviors data of users in the mobile platform during a period
of one month to help predict purchase behaviors will happen in the following
one day. The historical behaviors include click, collect, add-to-cart and payment.
Conventional methods in recommender system [6], such as collaborative filtering
and matrix factorization, don’t obtain a good performance in this task.

In this paper, we propose a machine learning approach to solve this pur-
chase prediction task, instead of CF-based methods. This task is treated as a
binary classification problem, and five kinds of features are explored from dif-
ferent aspects to learn potential model of the historical browsing behaviors,
including user quality, item quality, category quality, user-item interaction and
user-category interaction. Those features could reflect the willingness of users
to buy items. In particular, we concentrate on the time and spacial factor. The
time factor is incorporated into the feature families and features are extracted in
different time dimension. The spacial factor is employed in the filtering module.
For any purchase behaviors we predict, if the location of item is far away from
the user, we will remove it from our prediction results.

1 http://tianchi.aliyun.com.
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2 Related Work

The most prominent technique in recommender system is Collaborative Filtering
(CF) [8]. The basic insight for this technique is a sort of continuity in the realm
of taste. If users Alice and Bob have the same utility for items 1 through k,
then the chances are good that they will have the same utility for item k + 1.
Usually, these utilities are based on ratings that users have applied for items with
which they are already familiar. CF is roughly classified into two categories, i.e.
memory-based approachs [5,9] and model-based approachs [1,3].

The Netflix million-dollar challenge boosted interest in CF and yielded the
publication of a number of new methods. Several matrix factorization tech-
niques have been successfully applied to CF, including Singular Value Decom-
position (SVD) [7] and Non-negative Matrix Factorization (NMF) [4]. A joint
non-nagative matrix factorization method proposed in [2] trys to solve the pur-
chase prediction task launched by the Alibaba Group in 2014. The goal of that
task in 2014 is to predict purchase behaviors in the following one month based
on historical behaviors data in a period of four months.

3 Problem Definition

Notations: U stands for the set of users, I stands for the whole set of items, P
stands for the subset of items, P ⊆ I, D stands for the user behaviors data set
in all the set of all items. Our objective is to develop a recommendation model
for users in U on the business domain P using the data D. In detail, our goal
is to predict purchase behaviors over P in the following one day based on the
behaviors data during one month in D.

4 Method

We treat the target problem as a binary classification problem, i.e. any (user,
item) pairs will be divided into two classes: “buy” and “not buy”. The framework
of which is showed in Fig. 1.

First, we would like to learn a model from the behaviors data over the whole
set of items in the training module, which can reflect why users will buy items
in the following one day and how their historical behaviors influence their future
purchase behaviors. In detail, if a user is going to buy an item in the following
one day, this (user, item) pair will be labeled as a positive instance while other
pairs that doesn’t be bought are going to be labeled as a negative instance. In
addition, this trained model is applied to the behaviors data over the subset of
items in the prediction module and positive instances in the prediction results
will be seen as purchase behaviors will happen in the following one day. Then, we
take spacial factor into consideration and remove pairs with too long distance
in those positive instances via the filtering module. In the last, the filtered
predicted purchase behaviors are compared with the real purchase behaviors to
evaluate the performance of our approach in the evaluation module.
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Fig. 1. The machine learning diagram for purchase prediction

4.1 Training Module and Prediction Module

Training set is a basic component in the training module just like test set in
the prediction module, but there is little difference between the generation of
them. Because we can’t use the future infomation, i.e. we don’t know purchase
behaviors on the whole set of items in the following one day, we split bahaviors
data in the last day of the month and use them to label (user, item) pairs that
appear in the remainder of the month. This process is illustrated in Fig. 2.

Fig. 2. Training set and test set



Purchase Prediction via Machine Learning in Mobile Commerce 509

4.2 Feature Project

Feature project is an important component in our machine learning approach
and we will discuss feature families detailly in this section.

For a certain (user, item) pair, the item belongs to a category, we consider
the following five feature families, i.e. user quality, item quality, category quality,
user-item interaction and user-category interaction.

User Quality estimates the purchasing power and vitality of users. In the
mobile commerce, some users are active and have strong purchase desire while
others are inactive and not willing to buy items frequently.

– Last Login Day represents the last login day of a user.
– Conversion Ratio represents the ratio of purchase behaviors of a user in his

total behaviors.
– Behaviors Statistics stands for the count of a user’s behaviors. The more this

user browses, the higher possibility he will buy. There is an example in the
left of Fig. 3 to explain the definition. In this example, a user click for 3 times
in the first day, 1 time in the second day and 2 times in the fourth day, so the
count of his total behaviors in the last four days equals 3 + 1 + 0 + 2 = 6.

– Active Days means the count of active days of a user. This feature could
represent the positivity of a user directly. There is an example in the right of
Fig. 3 to explain the definition. In this example, a user login in the first day,
the second day and the fourth day, so the count of his active days in the last
four days equals 1 + 1 + 0 + 1 = 3.

Item Quality reflects the popularity of an item. Obviously, more popular
items have bigger tendency to be sold.

– Last Browsed Day represents the last day an item is browsed.
– Conversion Ratio represents the ratio of purchase behaviors of an item in its

total browsed behaviors.
– Behaviors Statistics stands for the count of an item’s browsed behaviors. The

more this item is browsed, the higher possibility it will be sold.
– Active Days means the count of days an item is browsed. This feature could

represent the popularity of an item.

Fig. 3. An example of behaviors statistics
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Category Quality describes the popularity of a category. The definition of
Last Browsed Day, Conversion Ratio, Behaviors Statistics and Active Days in
it is similar with those in Item Quality.

User-Item Interaction describes the interaction between the user and
item. it is a direct aspect to reflect the willing that the user want to buy the
item.

– Behaviors Statistics represents the count of a user’s browsing behaviors on
one item.

– Active Days means the count of days in which the user browses the item.

User-Category Interaction represents the interaction between the user
and the category. It is similar with User-Item Interaction, and behaviors
Statistics and Active Days will be generated in the same way.

4.3 Filtering Module

This purchase prediction task is based on a typical O2O business model, in which
users pay online and consume offline. This means that users are not willing to buy
items which are far away from them because they have to go there to consume.
Based on the fact, we propose Filter Module to remove those pairs with too long
distance. In detail, in a (user, item) pair, if the distance between the location
of the item and the user is bigger than L, any purchase behaviors will happen
on this pair. We set L = 100 km from experience in this paper.

4.4 Reduced Data

Because the volume of our data set is too large, it will spend unacceptable time
for training process in the machine learning approach. Hence, we use a reduced
data set to solve this problem and keep prediction performance at the same time,
which is showed in Fig. 4.

Instead of using all the (user, item) pairs happened in the one month, we
use pairs show up in the last N days to train and predict. N = 1 means that we
use data in the last day while N = 30 means that we use all data over the whole
one month.

Fig. 4. Definition of the reduced data set
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5 Experiments

5.1 Data Description

The data contains two parts. The first part is the dataset D, the mobile behav-
iors data of users in the set of all items, with the following columns: user id,
item id, behaviors type, user geohash, item category and time. The second
part is the dataset P , the subset of items data, with the following columns:
item id, item geohash and item category. The training data contains the mobile
behaviors data of certain quantity of sampled users (D) from November 18, 2014
to December 18, 2014. The evaluation data is the purchase data of these same
users of the items in P in December 19, 2014. Summary statistics of the data
are listed in Table 1.

Table 1. The statistics of the data set

#table D #table P #user set #total item set #sub item set #category set

5,822,532,780 14,397,493 5,000,000 156,226,243 13,435,163 13,128

5.2 Two Rule-Based Baselines

CartRule is the first strategy of most participants, and we select it as our first
baseline. In detail, CartRule thinks that if a user adds an item into his cart
and doesn’t buy it in that day, it’s likely that he will buy it in the next day. In
addition, we propose CartRuleTime which adds time factor into consideration
based on CartRule. CartRuleTime thinks that if a user adds an item into his
cart and doesn’t buy it after m o’clock (m ∈ {0, 1, ..., 23}) in that day, it’s likely
that he will buy it in the next day. When m is set to 15, the performance is the
best according to our experiments.

5.3 Result

We set N ∈ {1, 2, 3, 4} in the reduced data in this paper and apply three clas-
sifiers: LR (Linear Regression), RF (Random Forest) and GBDT (Gradient
Boosting Decision Tree). Table 2 shows the prediction performance of differ-
ent approachs in this purchase prediction task. N1 LR means that N = 1 and
classifier = LR, N4 GBDT means that N = 4 and classifier = GBDT , oth-
ers could be explained in the same way. CartRuleT ime has little improvement
compared to CartRule because CartRuleT ime takes the time factor into con-
sideration. Those machine learning approachs we proposed have a much better
performance than two rule-based methods, which could proves the effectiveness
of our approachs to some extent. Compare the performance of different classi-
fiers, we could see easily that GBDT is the best choice. With the increase of N ,
the F1 score changes littlely. This phenomenon proves that reduced data could
accelerate the process of machine learning and keeps the performance at the
same time (Table 3).
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Table 2. Performance of different approachs

Approach F1(%) Precision(%) Recall(%)

CartRule 5.5480 4.1824 8.2377

CartRuleTime 5.8007 5.3018 6.4033

N1 LR 6.8985 7.8298 6.1652

N1 RF 8.0064 8.3249 7.7114

N1 GBDT 8.3841 8.2591 8.5129

N2 LR 6.3266 6.5820 6.0902

N2 RF 7.9830 8.5378 7.4959

N2 GBDT 8.4264 8.2036 8.6617

N3 LR 6.5542 7.4360 5.8593

N3 RF 7.9152 8.9481 7.0960

N3 GBDT 8.4719 8.6591 8.2926

N4 LR 6.5015 7.1628 5.9520

N4 RF 7.9152 8.8237 7.1764

N4 GBDT 8.4410 8.4336 8.4485

Table 3. Performance of different features

Approach F1(%) Precision(%) Recall(%)

U+I+C 2.8068 7.3183 1.7364

UI+UC 7.4938 8.2366 6.8740

All 8.4719 8.6591 8.2926

To prove the effectiveness and robustness of feature families explored, we test
a series of combination of feature families on N3 GBDT, which is the best result
mentioned above. U+I+C means we use quality features only and UI+UC means
we use interaction features only. The performance of U+I+C is poorer than
UI+UC, which explains the importance of interaction features. The performance
of All is better than UI+UC, which reflects the supporting role of the quality
features.

6 Conclusion

We present a machine learning approach to solve the purchase prediction task
launched by the Alibaba Group. Five kinds of features are explored to describe
the willingness of users’ purchase desires on items. In particular, we take the time
and spacial factor into consideration. Experimental results prove the effectiveness
of our proposed approach.
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