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Message from the Program Committee Co-chairs

We are very happy to welcome you to the proceedings of NLPCC-ICCPOL 2016, the
5th International Conference on Natural Language Processing and Chinese Computing
and the 24th International Conference on Computer Processing of Oriental Languages.
NLPCC is the annual conference of CCF-TCCI (Technical Committee of Chinese
Information, China Computer Federation). The previous NLPCC conferences were
successfully held in Beijing in 2012, Chongqing in 2013, Shenzhen in 2014, and
Nanchang in 2015. This year is the third year when NLPCC became an international
conference and for the first time it is held jointly with ICCPOL. As a leading con-
ference in the field of NLP and Chinese computing, NLPCC has been the main forum
for researchers and practitioners in NLP from academia, industry, and government to
share their ideas, research results, and experiences, and to promote the research and
technical innovations in these fields.

We received 335 paper submissions this year covering the advanced topics of
fundamental research in language computing, multilingual access, Web mining/text
mining, machine learning for NLP, knowledge graph, NLP for social network, search
and ads, question answering as well as applications of language computing. Among
them, 119 manuscripts were written in Chinese and 216 in English. All submissions
were subject to double-blind review by at least three reviewers. The final decisions
were made at a meeting with the Program Committee (PC) chairs and area chairs.
Finally 61 (18.21%) were accepted as long papers (13 in Chinese and 48 in English)
and 42 (12.54%) as posters (one in Chinese and 41 in English). Six papers were
nominated for best papers by the area chairs. The final selection of the best paper(s)
was made by an independent best paper committee. These proceedings include the
accepted English papers, while the accepted Chinese papers are published in 北京大学

学报 (ACTA Scientiarum Naturalium Universitatis Pekinensis).
We gratefully acknowledge the contribution of our four distinguished keynote

speakers to the conference program: Bin Yu (Fellow of American Academy of Arts and
Sciences; IEEE Fellow; Professor, University of California, Berkeley, USA), Jacob
Devlin (Senior Research Scientist, MSR, USA), Haizhou Li (IEEE Fellow, Professor,
National University of Singapore, Singapore), and Huan Liu (Professor, Arizona State
University, USA)

We would like to thank all the people who made NLPCC-ICCPOL 2016 a successful
conference. In particular, we would like to thank the area chairs for their hard work in
recruiting reviewers, monitoring the review and discussion processes, and carefully
rating and recommending submissions. We would like to thank all 188 reviewers for
their time and efforts to review the submissions. We are very grateful to Eduard Hovy
and Yajuan Lv for their participation in the best paper committee. We are also grateful
for the help and support from the general chairs, Eduard Hovy, Min Zhang, and Richard
Sproat, and from the Organizing Committee chairs, Dongyan Zhao, Zhengtao Yu, and



Hyukro Park. Special thanks go to Yansong Feng and Xuanjing Huang, the publication
chairs for their great help.

Finally, we would like to thank all the authors who submitted their research work to
the conference, and thank our sponsors for their contributions to the conference.

December 2016 Chin-Yew Lin
Nianwen Xue
Akiko Aizawa

VI Message from the Program Committee Co-chairs



Organization

Organization Committee

General Chairs

Eduard Hovy Carnegie Mellon University, USA
Min Zhang Soochow University, China
Richard Sproat Google New York, USA

NLPCC-ICCPOL 2016 Program Co-chairs

Chin-Yew Lin Microsoft Research Asia, China
Nianwen Xue Brandeis University, USA
Akiko Aizawa National Institute of Informatics, Japan

Area Co-chairs

NLP Fundamentals

Zhiguo Wang IBM, USA
Wanxiang Che Harbin Institute of Technology, China

Machine Translation

Qun Liu Dublin City University/CAS ICT, Ireland
Shujian Huang Nanjing University, China

NLP for Data Science and Text Mining

Jing Jiang Singapore Management University, Singapore
Rui Xia Nanjing University of Science and Technology, China

Machine Learning for NLP

Xipeng Qiu Fudan University, China
Yue Zhang Singapore University of Technology and Design, Singapore

Knowledge Graph/IE/QA

Gerard de Melo Tsinghua University, China
Guilin Qi Southeast University, China



NLP for Social Network

Yizhou Sun Northeastern University, USA
Nicholas Yuan Microsoft Research

NLP for IR and Ads

Zhicheng Dou Remin University of China
Xin Xin Beijing Institute of Technology, China

Conversational Bot/Discourse/Summarization

Sujian Li Peking University, China
Man Lan East China Normal University

ADL/Tutorials Chairs

Jie Tang Tsinghua University, China
Guodong Zhou Soochow University, China

Evaluation Chairs

Xiaojun Wan Peking University, China
Shiqi Zhao Baidu

Student Workshop Chairs

Yajuan Lv Baidu
Deyi Xiong Soochow University, China

Organizing Committee Chairs

Dongyan Zhao Peking University, China
Zhengtao Yu Kunming University of Science and Technology, China
Hyukro Park Chonnam National University, Korea

Sponsor Chairs

Ming Zhou Microsoft Research Asia
Kam-Fai Wong The Chinese University of Hong Kong, SAR China

Publicity Chairs

Ruifeng Xu Harbin Institute of Technology Shenzhen Graduate School,
China

Kang Liu Automation Institute, CAS, China

Publication Chairs

Xuanjing Huang Fudan University, China
Yansong Feng Peking University, China

VIII Organization



Website Chair

Aixia Jia Peking University, China

Program Committee

Cao, Hailong Harbin Institute of Technology, China
Chang, Ching-Yun Singapore University of Technology and Design, Singapore
Chang, Yung-Chun Academia Sinica, Taiwan
Che, Wanxiang Harbin Institute of Technology, China
Chen, Berlin National Taiwan Normal University
Chen, Boxing National Research Council Canada
Chen, Jiajun Nanjing University, China
Chen, Lin University of Illinois at Chicago, USA
Chen, Ting Northeastern University, USA
Chen, Wenliang Soochow University, China
Chen, Yidong Xiamen University, China
Chen, Zhigang IFLYTEK, China
Cheng, Gong Nanjing University, China
Cheng, Li Xinjiang Branch, Chinese Academy of Science, China
Cui, Lei Microsoft Research, China
Dai, Xinyu Nanjing University, China
Dong, Fei Singapore University of Technology and Design, Singapore
Dou, Zhicheng Remin University of China
Du, Jianfeng Guangdong University of Foreign Studies, China
Du, Jinhua Xi’an University of Technology, China
Duan, Junwen Harbin Institute of Technology, China
Duan, Nan Microsoft Research, China
Duan, Xiangyu Soochow University, China
Fu, Guohong Heilongjiang University, China
Gao, Wei Qatar Computing Research Institute, Qatar
Ge, Tao Peking University, China
Gu, Yupeng Northeastern University, USA
Guo, Jiafeng Institute of Computing Technology, CAS, China
Guo, Jiang Harbin Institute of Technology, China
Han, Jialong Nanyang Technological University, Singapore
Han, Xianpei Institute of Software, CAS, China
He, Wei Baidu
He, Yanqing Institute of Scientific and Technical Information of China
He, Yifan New York University, USA
He, Yulan Aston University, UK
He, Zhongjun Baidu
Hong, Yu Soochow University, China
Huang, Dongyan Institute for Infocomm Research (I2R), Singapore
Huang, Guimin Guilin University of Electronic Technology, China
Huang, Hongzhao Facebook

Organization IX



Huang, Jianbin Xidian University, China
Huang, Minlie Tsinghua University, China
Huang, Shujian Nanjing University, China
Huang, Ting-Hao Carnegie Mellon University, USA
Huang, Xuanjing Fudan University, China
Huang, Zhongqiang Raytheon BBN Technologies, USA
Jiang, Jing Singapore Management University, Singapore
Jiang, Wenbin Institute of Computing Technology, CAS, China
Jin, Peng Leshan Normal University, China
Kano, Yoshinobu Shizuoka University, China
Kit, Chunyu City University of Hong Kong, SAR China
Kong, Fang Soochow University, China
Kong, Lingpeng Carnegie Mellon University, USA
Ku, Lun-Wei Academia Sinica, Taiwan
Kwong, Oi Yee The Chinese University of Hong Kong, SAR China
Lan, Man East China Normal University, China
Lan, Yanyan Institute of Computing Technology, CAS, China
Lang, Jun Alibaba Group
Li, Chenliang Wuhan University, China
Li, Fangtao Google
Li, Junhui Soochow University, China
Li, Maoxi JiangXi Normal University, China
Li, Peng Institute of Information Engineering,

Chinese Academy of Sciences, China
Li, Ru ShanXi University, China
Li, Shoushan Soochow University, China
Li, Sujian Peking University, China
Li, Wenjie The Hong Kong Polytechnic University, SAR China
Li, Yuan-Fang Monash University, Australia
Li, Zhenghua Soochow University, China
Lian, Defu University of Electronic Science and Technology of China
Liang, Shuailong Singapore University of Technology and Design, Singapore
Lin, Chenghua University of Aberdeen, UK
Liu, Bingquan Harbin Institute of Technology, China
Liu, Cheng-Lin Institute of Automation, CAS, China
Liu, Jiangming Singapore University of Technology and Design, Singapore
Liu, Kang Institute of Automation, Chinese Academy of Sciences, China
Liu, Qi University of Science and Technology of China
Liu, Qun Dublin City University, Ireland
Liu, Shujie Microsoft Research, China
Liu, Yang Shandong University, China
Liu, Yang Tsinghua University, China
Liu, Yijia Harbin Institute of Technology, China
Liu, Yiqun Tsinghua University, China
Liu, Zhiyuan Tsinghua University, China
Lu, Bin City University of Hong Kong, SAR China

X Organization



Luo, Zhunchen China Defense Science and Technology Information Center,
China

Lv, Chen Wuhan University, China
Ma, Yanjun Baidu
Melo, Gerard de Tsinghua University, China
Ng, Vincent The University of Texas at Dallas, USA
Peng, Zhaohui Shandong University, China
Qi, Guilin Southeast University, China
Qin, Bing Harbin Institute of Technology, China
Qiu, Xipeng Fudan University, China
Qu, Weiguang Nanjing Normal University, China
Ren, Xiang University of Illinois at Urbana-Champaign, USA
Ren, Yafeng Singapore University of Technology and Design, Singapore
Shi, Chuan Beijing University of Posts and Telecommunications, China
Shi, Xiaodong Xiamen University, China
Song, Ruihua Microsoft Research, China
Song, Wei Capital Normal University, China
Su, Jinsong Xiamen University, China
Sun, Aixin Nanyang Technological University, Singapore
Sun, Chengjie Harbin Institute of Technology, China
Sun, Guangzhong University of Science and Technology of China
Sun, Xu Peking University, China
Sun, Yizhou Northeastern University, USA
Tang, Duyu Harbin Institute of Technology, China
Tang, Jian Microsoft Research, China
Tang, Zhi Peking University, China
Teng, Zhiyang Singapore University of Technology and Design, Singapore
Tseng, Yuen-Hsien National Taiwan Normal University, Taiwan
Tu, Zhaopeng Huawei Noah’s Ark Lab, Hong Kong, SAR China
Vo, Duy Tin Singapore University of Technology and Design, Singapore
Wan, Xiaojun Peking University, China
Wang, Bin Institute of Information Engineering,

Chinese Academy of Sciences, China
Wang, Bo Tianjin University, China
Wang, Chenguang Peking University, China
Wang, Haofen East China University of Science and Technology, China
Wang, Quan Institute of Information Engineering, CAS, China
Wang, William Yang Carnegie Mellon University, USA
Wang, Xiaojie Beijing University of Posts and Telecommunications, China
Wang, Xin Tianjin University, China
Wang, Zhe Griffith University, Australia
Wang, Zhiguo IBM Research, USA
Wei, Zhongyu The University of Texas at Dallas, USA
Wu, Hua Baidu
Wu, Le Hefei University of Technology, China
Wu, Xiaofeng Dublin City University, Ireland

Organization XI



Wu, Yunfang Peking University, China
Xia, Rui Nanjing University of Science and Technology, China
Xia, Yunqing Tsinghua University, China
Xiao, Tong Northeastern University, USA
Xiao, Yanghua Fudan University, China
Xin, Xin Beijing Institute of Technology, China
Xiong, Deyi Soochow University, China
Xu, Jinan Beijing Jiaotong University, China
Xu, Jun Institute of Computing Technology, CAS, China
Xu, Peng Google
Xu, Ruifeng Harbin Institute of Technology, China
Xu, Weiran Beijing University of Posts and Telecommunications, China
Yang, jie Singapore University of Technology and Design, Singapore
Yang, Yang Tsinghua University, China
Yin, Hongzhi University of Queensland, Australia
Yin, Jianmin Huaguang
Yu, Bei Syracuse University, USA
Yu, Liang-Chih Yangzhou University, China
Yuan, Nicholas Microsoft Research
Zan, Hongying Zhengzhou University, China
Zhang, Chengzhi Nanjing University of Science and Technology, China
Zhang, Dakun Toshiba
Zhang, Dongdong Microsoft Research, Asia, China
Zhang, Fuzheng Microsoft Research, Asia, China
Zhang, Jiajun Institute of Automation, CAS, China
Zhang, Jing Tsinghua University, China
Zhang, Joy Ying Carnegie Mellon University, USA
Zhang, Junsong Xiamen University, China
Zhang, Min Tsinghua University, China
Zhang, Qi Fudan University, China
Zhang, Wei Institute for Infocomm Research (I2R), Singapore
Zhang, Xiaowang Tianjin University, China
Zhang, Yue Singapore University of Technology and Design, Singapore
Zhao, Hai Shanghai Jiao Tong University, China
Zhao, Tiejun Harbin Institute of Technology, China
Zhao, Wayne Xin Renmin University of China, China
Zheng, Kai University of Queensland, Australia
Zhou, Deyu Southeast University, China
Zhou, Guodong Soochow University, China
Zhou, Yu University of Science and Technology of China
Zhu, Hengshu Baidu
Zhu, Jiaqi Institute of Software, CAS, China
Zhu, Jingbo Northeastern University, USA
Zhu, Kenny Shanghai Jiao Tong University, China

XII Organization



Organizers

Organized by

China Computer Federation, China

Hosted by

Publishers

In Cooperation with

Kunming University of Science
and Technology

State Key Laboratory of Digital Publishing

ACTA Scientiarum Naturalium Universitatis Pekinensis

Lecture Notes in Artificial Intelligence Springer

Asian Federation of Natural
Language Processing

Chinese and Oriental Language Computer Society

Organization XIII



Sponsoring Institutions

NiuTrans

Microsoft Research Asia DeepShare

Baidu Inc. GridSum

Sogou Inc. RSVP Technologies Inc.

XIV Organization



Contents

Fundamentals on Language Computing

Integrating Structural Context with Local Context for Disambiguating
Word Senses . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3

Qianlong Du, Chengqing Zong, and Keh-Yih Su

Tibetan Multi-word Expressions Identification Framework Based on News
Corpora . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16

Minghua Nuo, Congjun Lun, and Huidan Liu

Building Powerful Dependency Parsers for Resource-Poor Languages . . . . . . 27
Junjie Yu, Wenliang Chen, Zhenghua Li, and Min Zhang

Bidirectional Long Short-Term Memory with Gated Relevance Network
for Paraphrase Identification . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 39

Yatian Shen, Jifan Chen, and Xuanjing Huang

Syntactic Categorization and Semantic Interpretation of Chinese Nominal
Compounds . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 51

Taizhong Wu, Jian Liu, Xuri Tang, Min Gu, Yanhui Gu, Junsheng Zhou,
and Weiguang Qu

TDSS: A New Word Sense Representation Framework for Information
Retrieval . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 63

Liwei Chen, Yansong Feng, and Dongyan Zhao

A Word Vector Representation Based Method for New Words Discovery
in Massive Text . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 76

Yang Du, Hua Yuan, and Yu Qian

Machine Translation and Multi-lingual Information Access

Better Addressing Word Deletion for Statistical Machine Translation. . . . . . . 91
Qiang Li, Dongdong Zhang, Mu Li, Tong Xiao, and Jingbo Zhu

A Simple, Straightforward and Effective Model for Joint Bilingual Terms
Detection and Word Alignment in SMT. . . . . . . . . . . . . . . . . . . . . . . . . . . 103

Guoping Huang, Jiajun Zhang, Yu Zhou, and Chengqing Zong

Bilingual Parallel Active Learning Between Chinese and English . . . . . . . . . 116
Longhua Qian, JiaXin Liu, Guodong Zhou, and Qiaoming Zhu

http://dx.doi.org/10.1007/978-3-319-50496-4_1
http://dx.doi.org/10.1007/978-3-319-50496-4_1
http://dx.doi.org/10.1007/978-3-319-50496-4_2
http://dx.doi.org/10.1007/978-3-319-50496-4_2
http://dx.doi.org/10.1007/978-3-319-50496-4_3
http://dx.doi.org/10.1007/978-3-319-50496-4_4
http://dx.doi.org/10.1007/978-3-319-50496-4_4
http://dx.doi.org/10.1007/978-3-319-50496-4_5
http://dx.doi.org/10.1007/978-3-319-50496-4_5
http://dx.doi.org/10.1007/978-3-319-50496-4_6
http://dx.doi.org/10.1007/978-3-319-50496-4_6
http://dx.doi.org/10.1007/978-3-319-50496-4_7
http://dx.doi.org/10.1007/978-3-319-50496-4_7
http://dx.doi.org/10.1007/978-3-319-50496-4_8
http://dx.doi.org/10.1007/978-3-319-50496-4_9
http://dx.doi.org/10.1007/978-3-319-50496-4_9
http://dx.doi.org/10.1007/978-3-319-50496-4_10


Study on the English Corresponding Unit of Chinese Clause . . . . . . . . . . . . 129
Wenhe Feng, Yi Yang, Yancui Li, Xia Li, and Han Ren

Research for Uyghur-Chinese Neural Machine Translation . . . . . . . . . . . . . . 141
Jinying Kong, Yating Yang, Xi Zhou, Lei Wang, and Xiao Li

MaxSD: A Neural Machine Translation Evaluation Metric Optimized
by Maximizing Similarity Distance . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 153

Qingsong Ma, Fandong Meng, Daqi Zheng, Mingxuan Wang,
Yvette Graham, Wenbin Jiang, and Qun Liu

Automatic Long Sentence Segmentation for Neural Machine Translation . . . . 162
Shaohui Kuang and Deyi Xiong

Machine Learning for NLP

Topic Segmentation of Web Documents with Automatic Cue Phrase
Identification and BLSTM-CNN . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 177

Liang Wang, Sujian Li, Xinyan Xiao, and Yajuan Lyu

Multi-task Learning for Gender and Age Prediction on Chinese Microblog. . . 189
Liang Wang, Qi Li, Xuan Chen, and Sujian Li

Dropout Non-negative Matrix Factorization for Independent Feature
Learning . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 201

Zhicheng He, Jie Liu, Caihua Liu, Yuan Wang, Airu Yin,
and Yalou Huang

Analysing the Semantic Change Based on Word Embedding . . . . . . . . . . . . 213
Xuanyi Liao and Guang Cheng

Learning Word Sense Embeddings from Word Sense Definitions . . . . . . . . . 224
Qi Li, Tianshi Li, and Baobao Chang

Information Extraction, Question Answering and Knowledge Acquisition

Character-Based LSTM-CRF with Radical-Level Features for Chinese
Named Entity Recognition . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 239

Chuanhai Dong, Jiajun Zhang, Chengqing Zong, Masanori Hattori,
and Hui Di

Improving First Order Temporal Fact Extraction with Unreliable Data . . . . . . 251
Bingfeng Luo, Yansong Feng, Zheng Wang, and Dongyan Zhao

Reducing Human Effort in Named Entity Corpus Construction Based
on Ensemble Learning and Annotation Categorization . . . . . . . . . . . . . . . . . 263

Tingming Lu, Man Zhu, and Zhiqiang Gao

XVI Contents

http://dx.doi.org/10.1007/978-3-319-50496-4_11
http://dx.doi.org/10.1007/978-3-319-50496-4_12
http://dx.doi.org/10.1007/978-3-319-50496-4_13
http://dx.doi.org/10.1007/978-3-319-50496-4_13
http://dx.doi.org/10.1007/978-3-319-50496-4_14
http://dx.doi.org/10.1007/978-3-319-50496-4_15
http://dx.doi.org/10.1007/978-3-319-50496-4_15
http://dx.doi.org/10.1007/978-3-319-50496-4_16
http://dx.doi.org/10.1007/978-3-319-50496-4_17
http://dx.doi.org/10.1007/978-3-319-50496-4_17
http://dx.doi.org/10.1007/978-3-319-50496-4_18
http://dx.doi.org/10.1007/978-3-319-50496-4_19
http://dx.doi.org/10.1007/978-3-319-50496-4_20
http://dx.doi.org/10.1007/978-3-319-50496-4_20
http://dx.doi.org/10.1007/978-3-319-50496-4_21
http://dx.doi.org/10.1007/978-3-319-50496-4_22
http://dx.doi.org/10.1007/978-3-319-50496-4_22


A Convolution BiLSTM Neural Network Model for Chinese Event
Extraction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 275

Ying Zeng, Honghui Yang, Yansong Feng, Zheng Wang,
and Dongyan Zhao

Detection of Entity Mixture in Knowledge Bases Using Hierarchical
Clustering . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 288

Haihua Xie, Xiaoqing Lu, Zhi Tang, and Xiaojun Huang

Knowledge Base Question Answering Based on Deep Learning Models . . . . 300
Zhiwen Xie, Zhao Zeng, Guangyou Zhou, and Tingting He

An Open Domain Topic Prediction Model for Answer Selection . . . . . . . . . . 312
Zhao Yan, Nan Duan, Ming Zhou, Zhoujun Li, and Jianshe Zhou

Joint Event Extraction Based on Skip-Window Convolutional Neural
Networks . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 324

Zhengkuan Zhang, Weiran Xu, and Qianqian Chen

Improving Collaborative Filtering with Long-Short Interest Model . . . . . . . . 335
Chao Lv, Lili Yao, Yansong Feng, and Dongyan Zhao

Discourse Analysis

Leveraging Hierarchical Deep Semantics to Classify Implicit Discourse
Relations via Mutual Learning Method . . . . . . . . . . . . . . . . . . . . . . . . . . . 349

Xiaohan She, Ping Jian, Pengcheng Zhang, and Heyan Huang

Transition-Based Discourse Parsing with Multilayer Stack Long Short
Term Memory . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 360

Yanyan Jia, Yansong Feng, Bingfeng Luo, Yuan Ye, Tianyang Liu,
and Dongyan Zhao

Predicting Implicit Discourse Relation with Multi-view Modeling
and Effective Representation Learning . . . . . . . . . . . . . . . . . . . . . . . . . . . . 374

Haoran Li, Jiajun Zhang, Yu Zhou, and Chengqing Zong

A CDT-Styled End-to-End Chinese Discourse Parser . . . . . . . . . . . . . . . . . . 387
Fang Kong, Hongling Wang, and Guodong Zhou

NLP for Social Media

Events Detection and Temporal Analysis in Social Media . . . . . . . . . . . . . . 401
Yawei Jia, Jing Xu, Zhonghu Xu, and Kai Xing

Discovering Concept-Level Event Associations from a Text Stream . . . . . . . 413
Tao Ge, Lei Cui, Heng Ji, Baobao Chang, and Zhifang Sui

Contents XVII

http://dx.doi.org/10.1007/978-3-319-50496-4_23
http://dx.doi.org/10.1007/978-3-319-50496-4_23
http://dx.doi.org/10.1007/978-3-319-50496-4_24
http://dx.doi.org/10.1007/978-3-319-50496-4_24
http://dx.doi.org/10.1007/978-3-319-50496-4_25
http://dx.doi.org/10.1007/978-3-319-50496-4_26
http://dx.doi.org/10.1007/978-3-319-50496-4_27
http://dx.doi.org/10.1007/978-3-319-50496-4_27
http://dx.doi.org/10.1007/978-3-319-50496-4_28
http://dx.doi.org/10.1007/978-3-319-50496-4_29
http://dx.doi.org/10.1007/978-3-319-50496-4_29
http://dx.doi.org/10.1007/978-3-319-50496-4_30
http://dx.doi.org/10.1007/978-3-319-50496-4_30
http://dx.doi.org/10.1007/978-3-319-50496-4_31
http://dx.doi.org/10.1007/978-3-319-50496-4_31
http://dx.doi.org/10.1007/978-3-319-50496-4_32
http://dx.doi.org/10.1007/978-3-319-50496-4_33
http://dx.doi.org/10.1007/978-3-319-50496-4_34


A User Adaptive Model for Followee Recommendation on Twitter . . . . . . . . 425
Yang Liu, Xuan Chen, Sujian Li, and Liang Wang

Who Will Tweet More? Finding Information Feeders in Twitter . . . . . . . . . . 437
Beibei Gu, Zhunchen Luo, and Xin Wang

Short Papers

Discrete and Neural Models for Chinese POS Tagging: Comparison
and Combination. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 451

Meishan Zhang, Nan Yu, and Guohong Fu

Improving Word Vector with Prior Knowledge in Semantic Dictionary . . . . . 461
Wei Li, Yunfang Wu, and Xueqiang Lv

Adapting Attention-Based Neural Network to Low-Resource
Mongolian-Chinese Machine Translation . . . . . . . . . . . . . . . . . . . . . . . . . . 470

Jing Wu, Hongxu Hou, Zhipeng Shen, Jian Du, and Jinting Li

Sentence Similarity on Structural Representations . . . . . . . . . . . . . . . . . . . . 481
Meng Yang, Peifeng Li, and Qiaoming Zhu

Word Sense Disambiguation Using Context Translation . . . . . . . . . . . . . . . . 489
Zhizhuo Yang, Hu Zhang, Qian Chen, and Hongye Tan

Cyrillic Mongolian Named Entity Recognition with Rich Features . . . . . . . . 497
Weihua Wang, Feilong Bao, and Guanglai Gao

Purchase Prediction via Machine Learning in Mobile Commerce. . . . . . . . . . 506
Chao Lv, Yansong Feng, and Dongyan Zhao

Exploring Long Tail Data in Distantly Supervised Relation Extraction. . . . . . 514
Yaocheng Gui, Qian Liu, Man Zhu, and Zhiqiang Gao

Detecting Potential Adverse Drug Reactions from Health-Related Social
Networks . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 523

Bo Xu, Hongfei Lin, Mingzhen Zhao, Zhihao Yang, Jian Wang,
and Shaowu Zhang

Iterative Integration of Unsupervised Features for Chinese Dependency
Parsing . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 531

Te Luo, Yujie Zhang, Jinan Xu, and Yufeng Chen

Can We Neglect Function Words in Word Embedding? . . . . . . . . . . . . . . . . 541
Gongbo Tang, Gaoqi Rao, Dong Yu, and Endong Xun

XVIII Contents

http://dx.doi.org/10.1007/978-3-319-50496-4_35
http://dx.doi.org/10.1007/978-3-319-50496-4_36
http://dx.doi.org/10.1007/978-3-319-50496-4_37
http://dx.doi.org/10.1007/978-3-319-50496-4_37
http://dx.doi.org/10.1007/978-3-319-50496-4_38
http://dx.doi.org/10.1007/978-3-319-50496-4_39
http://dx.doi.org/10.1007/978-3-319-50496-4_39
http://dx.doi.org/10.1007/978-3-319-50496-4_40
http://dx.doi.org/10.1007/978-3-319-50496-4_41
http://dx.doi.org/10.1007/978-3-319-50496-4_42
http://dx.doi.org/10.1007/978-3-319-50496-4_43
http://dx.doi.org/10.1007/978-3-319-50496-4_44
http://dx.doi.org/10.1007/978-3-319-50496-4_45
http://dx.doi.org/10.1007/978-3-319-50496-4_45
http://dx.doi.org/10.1007/978-3-319-50496-4_46
http://dx.doi.org/10.1007/978-3-319-50496-4_46
http://dx.doi.org/10.1007/978-3-319-50496-4_47


A Similarity Algorithm Based on the Generality and Individuality
of Words . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 549

Yinfeng Zou, Chunping Ouyang, Yongbin Liu, Xiaohua Yang,
and Ying Yu

An Improved Information Gain Algorithm Based on Relative Document
Frequency Distribution. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 559

Jian Peng, Xiao-Hua Yang, Chun-Ping Ouyang, and Yong-Bin Liu

Finding the True Crowds: User Filtering in Microblogs . . . . . . . . . . . . . . . . 568
Bin Hao, Min Zhang, Weizhi Ma, Jiashen Sun, Yiqun Liu, Shaoping Ma,
Xuan Zhu, and Hengliang Luo

Learning to Recognize Protected Health Information in Electronic Health
Records with Recurrent Neural Network . . . . . . . . . . . . . . . . . . . . . . . . . . 575

Kun Li, Yumei Chai, Hongling Zhao, Xiaofei Nan, and Yueshu Zhao

Sentiment Classification of Social Media Text Considering
User Attributes . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 583

Junjie Li, Haitong Yang, and Chengqing Zong

Learning from User Feedback for Machine Translation in Real-Time. . . . . . . 595
Guoping Huang, Jiajun Zhang, Yu Zhou, and Chengqing Zong

GuideRank: A Guided Ranking Graph Model for Multilingual
Multi-document Summarization. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 608

Haoran Li, Jiajun Zhang, Yu Zhou, and Chengqing Zong

Fast-Syntax-Matching-Based Japanese-Chinese Limited Machine
Translation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 621

Wuying Liu and Lin Wang

Value at Risk for Risk Evaluation in Information Retrieval . . . . . . . . . . . . . 631
Meijia Wang, Peng Zhang, Dawei Song, and Jun Wang

Chinese Paraphrases Acquisition Based on Random Walk N Step . . . . . . . . . 639
Jun Ma, Yujie Zhang, Jinan Xu, and Yufeng Chen

A Micro-topic Model for Coreference Resolution Based on Theme-Rheme
Structure . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 648

Xue-feng Xi and Guodong Zhou

Learning from LDA Using Deep Neural Networks . . . . . . . . . . . . . . . . . . . 657
Dongxu Zhang, Tianyi Luo, and Dong Wang

Relation Classification: CNN or RNN? . . . . . . . . . . . . . . . . . . . . . . . . . . . 665
Dongxu Zhang and Dong Wang

Contents XIX

http://dx.doi.org/10.1007/978-3-319-50496-4_48
http://dx.doi.org/10.1007/978-3-319-50496-4_48
http://dx.doi.org/10.1007/978-3-319-50496-4_49
http://dx.doi.org/10.1007/978-3-319-50496-4_49
http://dx.doi.org/10.1007/978-3-319-50496-4_50
http://dx.doi.org/10.1007/978-3-319-50496-4_51
http://dx.doi.org/10.1007/978-3-319-50496-4_51
http://dx.doi.org/10.1007/978-3-319-50496-4_52
http://dx.doi.org/10.1007/978-3-319-50496-4_52
http://dx.doi.org/10.1007/978-3-319-50496-4_53
http://dx.doi.org/10.1007/978-3-319-50496-4_54
http://dx.doi.org/10.1007/978-3-319-50496-4_54
http://dx.doi.org/10.1007/978-3-319-50496-4_55
http://dx.doi.org/10.1007/978-3-319-50496-4_55
http://dx.doi.org/10.1007/978-3-319-50496-4_56
http://dx.doi.org/10.1007/978-3-319-50496-4_57
http://dx.doi.org/10.1007/978-3-319-50496-4_58
http://dx.doi.org/10.1007/978-3-319-50496-4_58
http://dx.doi.org/10.1007/978-3-319-50496-4_59
http://dx.doi.org/10.1007/978-3-319-50496-4_60


Shared Tasks

Ensemble of Feature Sets and Classification Methods for Stance Detection. . . 679
Jiaming Xu, Suncong Zheng, Jing Shi, Yiqun Yao, and Bo Xu

Exploiting External Knowledge and Entity Relationship for Entity Search . . . 689
Le Li, Junyi Xu, Weidong Xiao, Shengze Hu, and Haiming Tong

A Flexible and Sentiment-Aware Framework for Entity Search . . . . . . . . . . . 701
Kerui Min, Chenghao Dong, Shiyuan Cai, and Jianhao Chen

Word Segmentation on Micro-Blog Texts with External Lexicon
and Heterogeneous Data . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 711

Qingrong Xia, Zhenghua Li, Jiayuan Chao, and Min Zhang

Open Domain Question Answering System Based on Knowledge Base . . . . . 722
Yuxuan Lai, Yang Lin, Jiahao Chen, Yansong Feng, and Dongyan Zhao

Recurrent Neural Word Segmentation with Tag Inference . . . . . . . . . . . . . . 734
Qianrong Zhou, Long Ma, Zhenyu Zheng, Yue Wang, and Xiaojie Wang

Chinese Word Similarity Computing Based on Combination Strategy . . . . . . 744
Shaoru Guo, Yong Guan, Ru Li, and Qi Zhang

An Empirical Study on Chinese Microblog Stance Detection
Using Supervised and Semi-supervised Machine Learning Methods. . . . . . . . 753

Liran Liu, Shi Feng, Daling Wang, and Yifei Zhang

Combining Word Embedding and Semantic Lexicon for Chinese Word
Similarity Computation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 766

Jiahuan Pei, Cong Zhang, Degen Huang, and Jianjun Ma

Football News Generation from Chinese Live Webcast Script. . . . . . . . . . . . 778
Tang Renjun, Zhang Ke, Na Shenruoyang, Yang Minghao, Zhou Hui,
Zhu Qingjie, Zhan Yongsong, and Tao Jianhua

Convolutional Deep Neural Networks for Document-Based Question
Answering . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 790

Jian Fu, Xipeng Qiu, and Xuanjing Huang

Research on Summary Sentences Extraction Oriented to Live Sports Text . . . 798
Liya Zhu, Wenchao Wang, Yujing Chen, Xueqiang Lv, and Jianshe Zhou

Short Papers

Statistical Entity Ranking with Domain Knowledge. . . . . . . . . . . . . . . . . . . 811
Xiao-Bo Jin, Guang-Gang Geng, Kaizhu Huang, and Zhi-Wei Yan

XX Contents

http://dx.doi.org/10.1007/978-3-319-50496-4_61
http://dx.doi.org/10.1007/978-3-319-50496-4_62
http://dx.doi.org/10.1007/978-3-319-50496-4_63
http://dx.doi.org/10.1007/978-3-319-50496-4_64
http://dx.doi.org/10.1007/978-3-319-50496-4_64
http://dx.doi.org/10.1007/978-3-319-50496-4_65
http://dx.doi.org/10.1007/978-3-319-50496-4_66
http://dx.doi.org/10.1007/978-3-319-50496-4_67
http://dx.doi.org/10.1007/978-3-319-50496-4_68
http://dx.doi.org/10.1007/978-3-319-50496-4_68
http://dx.doi.org/10.1007/978-3-319-50496-4_69
http://dx.doi.org/10.1007/978-3-319-50496-4_69
http://dx.doi.org/10.1007/978-3-319-50496-4_70
http://dx.doi.org/10.1007/978-3-319-50496-4_71
http://dx.doi.org/10.1007/978-3-319-50496-4_71
http://dx.doi.org/10.1007/978-3-319-50496-4_72
http://dx.doi.org/10.1007/978-3-319-50496-4_73


Study on the Method of Precise Entity Search Based on Baidu’s Query. . . . . 819
Teng Wang, Xueqiang Lv, Xun Ma, Pengyan Sun, Zhian Dong,
and Jianshe Zhou

Overview of the NLPCC-ICCPOL 2016 Shared Task: Chinese Word
Similarity Measurement . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 828

Yunfang Wu and Wei Li

Exploring Various Linguistic Features for Stance Detection . . . . . . . . . . . . . 840
Qingying Sun, Zhongqing Wang, Qiaoming Zhu, and Guodong Zhou

Overview of Baidu Cup 2016: Challenge on Entity Search. . . . . . . . . . . . . . 848
Ke Sun, Tingting Li, Shiqi Zhao, Yajuan Lv, Yansong Feng,
Xiaojun Wan, and Dongyan Zhao

A Feature-Rich CRF Segmenter for Chinese Micro-Blog . . . . . . . . . . . . . . . 854
Yabin Leng, Weiwei Liu, Sheng Wang, and Xiaojie Wang

NLPCC 2016 Shared Task Chinese Words Similarity Measure via
Ensemble Learning Based on Multiple Resources . . . . . . . . . . . . . . . . . . . . 862

Shutian Ma, Xiaoyong Zhang, and Chengzhi Zhang

Overview of the NLPCC-ICCPOL 2016 Shared Task: Sports News
Generation from Live Webcast Scripts . . . . . . . . . . . . . . . . . . . . . . . . . . . . 870

Xiaojun Wan, Jianmin Zhang, Jin-ge Yao, and Tianming Wang

Sports News Generation from Live Webcast Scripts Based on Rules
and Templates . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 876

Maofu Liu, Qiaosong Qi, Huijun Hu, and Han Ren

A Deep Learning Approach for Question Answering Over
Knowledge Base . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 885

Linjie Wang, Yu Zhang, and Ting Liu

Stance Detection in Chinese MicroBlogs with Neural Networks . . . . . . . . . . 893
Nan Yu, Da Pan, Meishan Zhang, and Guohong Fu

Overview of the NLPCC-ICCPOL 2016 Shared Task: Chinese Word
Segmentation for Micro-Blog Texts . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 901

Xipeng Qiu, Peng Qian, and Zhan Shi

Overview of NLPCC Shared Task 4: Stance Detection in Chinese
Microblogs. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 907

Ruifeng Xu, Yu Zhou, Dongyin Wu, Lin Gui, Jiachen Du, and Yun Xue

Contents XXI

http://dx.doi.org/10.1007/978-3-319-50496-4_74
http://dx.doi.org/10.1007/978-3-319-50496-4_75
http://dx.doi.org/10.1007/978-3-319-50496-4_75
http://dx.doi.org/10.1007/978-3-319-50496-4_76
http://dx.doi.org/10.1007/978-3-319-50496-4_77
http://dx.doi.org/10.1007/978-3-319-50496-4_78
http://dx.doi.org/10.1007/978-3-319-50496-4_79
http://dx.doi.org/10.1007/978-3-319-50496-4_79
http://dx.doi.org/10.1007/978-3-319-50496-4_80
http://dx.doi.org/10.1007/978-3-319-50496-4_80
http://dx.doi.org/10.1007/978-3-319-50496-4_81
http://dx.doi.org/10.1007/978-3-319-50496-4_81
http://dx.doi.org/10.1007/978-3-319-50496-4_82
http://dx.doi.org/10.1007/978-3-319-50496-4_82
http://dx.doi.org/10.1007/978-3-319-50496-4_83
http://dx.doi.org/10.1007/978-3-319-50496-4_84
http://dx.doi.org/10.1007/978-3-319-50496-4_84
http://dx.doi.org/10.1007/978-3-319-50496-4_85
http://dx.doi.org/10.1007/978-3-319-50496-4_85


Combining Deep Learning with Information Retrieval for Question
Answering . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 917

Fengyu Yang, Liang Gan, Aiping Li, Dongchuan Huang, Xiaohui Chou,
and Hongmei Liu

A Hybrid Approach to DBQA . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 926
Fangying Wu, Muyun Yang, Tiejun Zhao, Zhongyuan Han,
Dequan Zheng, and Shanshan Zhao

A Chinese Question Answering Approach Integrating Count-Based and
Embedding-Based Features. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 934

Benyou Wang, Jiabin Niu, Liqun Ma, Yuhua Zhang, Lipeng Zhang,
Jingfei Li, Peng Zhang, and Dawei Song

Overview of the NLPCC-ICCPOL 2016 Shared Task: Open Domain
Chinese Question Answering . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 942

Nan Duan

Author Index . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 949

XXII Contents

http://dx.doi.org/10.1007/978-3-319-50496-4_86
http://dx.doi.org/10.1007/978-3-319-50496-4_86
http://dx.doi.org/10.1007/978-3-319-50496-4_87
http://dx.doi.org/10.1007/978-3-319-50496-4_88
http://dx.doi.org/10.1007/978-3-319-50496-4_88
http://dx.doi.org/10.1007/978-3-319-50496-4_89
http://dx.doi.org/10.1007/978-3-319-50496-4_89


Fundamentals on Language Computing



Integrating Structural Context with Local
Context for Disambiguating Word Senses

Qianlong Du1,2, Chengqing Zong1,2(&), and Keh-Yih Su3

1 National Laboratory of Pattern Recognition, Institute of Automation,
Chinese Academy of Science, Beijing, China

{qianlong.du,cqzong}@nlpr.ia.ac.cn
2 University of Chinese Academy of Sciences, Beijing, China

3 Institute of Information Science, Academia Sinica, Taipei, Taiwan
kysu@iis.sinica.edu.tw

Abstract. A novel word sense disambiguation (WSD) discriminative model is
proposed in this paper to handle long distance sense dependency and multi-
reference lexicon dependency (i.e., the sense of a lexicon might depend on
several other non-local lexicons under the same subtree) within the sentence.
Many WSD systems only adopt local context to independently decide the sense
of each lexicon in a sentence. However, the sense of a target word actually also
depends on those structure related sense/lexicons that might be far away from it.
Therefore, we propose a supervised approach which integrates structural context
(for long distance sense dependency and multi-reference lexicon dependency)
with the local context (for local dependency) to handle the problems mentioned
above. As the result, the sense of each word is decided not only based on the
local lexicons, but also based on various reference sense/lexicons (might be non-
local) specified by all its associated syntactic subtrees. Experimental results
show that the proposed approach significantly outperforms other state-of-art
WSD systems.

1 Introduction

Word sense disambiguation (WSD) is a process of determining the appropriate sense of
a word in the given context. It is a fundamental task in natural language processing.
Usually, we regard word sense disambiguation as an intermediate step, which could
help high-level applications in NLP, such as machine translation (Carpuat and Wu
2005; Carpuat and Wu 2007; Chan et al. 2007), information retrieval (Stokoe et al.
2003) and content analysis (Berendt and Navigli 2006). With the help of WSD, it is
expected to get a higher performance in these applications.

Among those proposed WSD systems, supervised approaches have achieved the
best performance (Tratz et al. 2007; Hatori et al. 2009; Zhong and Ng 2010). And many
of them simply extract some lexicon related features from the local context around the
target word, and then independently train a classifier on those features for each word
(Zhong and Ng 2010). Therefore, the correlation between the senses of various words
and the long distance dependency specified by the syntactic relation are not considered
by them.
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However, the senses of words do have influence on each other, and the non-local
context also affects the sense selection. Furthermore, the dependency should be con-
sidered under the syntactic relation between them, as pointed out by Erk and Padó
(2008). Also, the long distance dependency should not be covered by simply adopting a
large context window, as it would involve a lot of irrelevant words and thus introduce
considerable noise. What we really want is to only utilize those closely related
non-local words specified by the syntactic structure, not those irrelevant words that are
far away from the target word.

Take the following sentence as an example: “Tom will join the board of the film
company as a nonexecutive director”. The desired sense and the sense incorrectly
assigned by Zhong and Ng (2010) of the word “director” in that sentence are listed as
follows.

(a) member of a board of directors (desired sense)
(b) the person who directs the making of a film (wrongly assigned sense)

Figure 1 shows this sentence and its dependency tree structure, and we want to
disambiguate the sense of the word “director” (marked in red color), which should be
the sense-(a) illustrated above. After having analyzed this sentence, we found that the
most important word (or the key-context-word) for deciding the sense of “director” is
“board” (in blue color), and other words in this sentence are either less relevant or
irrelevant for deciding its sense. If only the local context is adopted to disambiguate the
senses of “director” in this case (Zhong and Ng 2010), then we need to use a 17-word
window (centering on the target word “director”) to extract the key word “board”. In
this way, many noisy irrelevant words (e.g. “film”, “company”, etc.) would be also
involved. As the consequence, it will tag the word “director” with the incorrect sense
“the person who directs the making of a film” because the sense-(b) of “director”
usually co-occurs with the phrase “film company”.

To take care of sense dependency, Hatori et al. (2009) had made use of the tree
structure in their model. And they achieved a good precision with a small corpus.
However, they merely adopted a simple dependency model in which the sense of each
target word only depends on the sense of its reference-head lexicon. With only one
reference sense, as shown in the dependency tree of Fig. 1, the sense of “director” will
only depend on the sense of “join” (as it is the head). As the result, the sense of a head

Fig. 1. Sample sentence and its dependency tree structure (Color figure online)
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lexicon (e.g., “director” in Fig. 1) will not depend on any other non-local lexicons
under the same subtree. Therefore, multi-reference lexicon dependency (which denotes
that the sense of each word would also depend on its sibling lexicons under the same
subtree) is not taken consideration (i.e., “director” will not be related to “board” in
Fig. 2). In addition, they incorporated a large 60-word window which will import many
irrelevant words (and involve considerable noisy features).

To handle the problems mentioned above, a novel approach which integrates
structural context (which are the head-lexicons of those child-nodes under each
associated syntactic subtree) with local context to disambiguate the word sense is
proposed in this paper. This approach explicitly expresses the structural dependency
between various senses via those associated syntactic subtrees, and let each word have
one reference sense and various sibling reference lexicons under each associated
subtree. Since a head word (e.g., a verb) might be simultaneously involved in several
subtrees, it could have a different set of dependent lexicons under each associated
subtree (e.g., a verb will be the head lexicon under both “VP ! VP NP” and
“S ! NP VP” these two subtrees). Therefore, the sense of a head word would be
decided via jointly considering all those associated lexicons under various syntactic
relations.

Furthermore, we slightly modified the head-percolation rules (which specify a
specific child-node under each subtree to percolate its head lexicon to the subtree
root-node) to make them fit the WSD task better (e.g., for the PP-phrase “as a
nonexecutive director” in Fig. 2, we regard “director”, not “as”, as the head of this PP
so that “director” can be related to “board” under an upper level subtree
“VP ! VB NP PP”).

In order to investigate the performance of our model, we conduct several experi-
ments on all-words WSD tasks. The results show that our model is significantly better
(in statistical sense) than other state-of-the-art approaches. It thus illustrates that the
proposed structural context cannot be ignored.

Fig. 2. The corresponding phrase structure tree
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2 Proposed Approach

2.1 Generate Permuted-Lexicon-Sequence

Since the dependent words of a head word might scatter around it at either left side or
right side, the search procedure would be quite complicated if we directly proceed the
WSD along the original lexicon sequence from left to right. To have a straightforward
procedure, we first permute the original lexicon sequence to move all the dependent
words of each head word to its right hand side before we conduct a search. After a
Permuted-Lexicon-Sequence is generated, the search can be proceeded strictly from left
to right. The permutation is implemented via two steps described below.

Firstly, we use a parser to process the sentence, and get its phrase structure tree. For
each sub-tree, we specify its first-head-child-node and second-head-child-node
according to a few simple pre-specified precedence rules (e.g., VP[NP[PP[MD,
if they co-occur under the same parent node). The dependence between various child-
nodes is specified as follows: (1) Let each non-head-child-node (if it exists) under the
sub-tree depend on both the first-head-child-node and the second-head-child-node
(denoted as first-reference-lexicon and second-reference-lexicon); (2) Let the second-
head-child-node depend on the first-head-child-node. Afterwards, we generate its
corresponding Permuted-Lexicon-Sequence by permuting all child-nodes into the order
“First-Head < Second-Head < NonHead” from the left to the right. Furthermore, we
move all those monosemous words under each subtree to the left side of its first-head-
child-node (because they will not depend on any other child-nodes under the subtree, as
each of them has only one sense under WordNet (WSD is thus not necessary)).
Afterwards, we perform the decoding process on this Permuted-Lexical-Sequence from
left to right.

To illustrate the permutation procedure, Fig. 2 shows the associated phrase struc-
ture tree (with the head-child-nodes marked) of the sentence given at Fig. 1. After
having marked the head-child-nodes of each sub-tree, we can extract the associated
structural context of the lexicon “director” via following 4 steps.

Step 1: Regard the terminal-node “director” as the first-head-child-node of the
sub-tree “NN ! director”, and it will be the head-lexicon of NN.

Step 2: As “JJ” and “NN” are the second-head-child-node and the first-head-child-
node, respectively, of the sub-tree “NP ! DT JJ NN”, “director” will be
further percolated to the sub-tree root-node “NP”. Also, the head-lexicon of
“JJ” (i.e., the word “nonexecutive”) will depend on the word “director”
(which is the head-lexicon of “NN”). Besides, as “DT” in this sub-tree is a
non-head-child-node, its head-lexicon (i.e., the word “a”) will depend on
both “nonexecutive” and “director” which are the head-lexicons of “NN”
and “JJ”, respectively (called as the first-reference-lexicon and the second-
reference-lexicon). Since NN is the first-head-child-node under “NP ! DT
JJ NN”, we will continuously traverse to its parent subtree “PP ! IN NP”

Step 3: In the subtree “PP ! IN NP”, “IN” and “NP” are the second-head-child-
node and the first-head-child-node, respectively. The head lexicon of “IN”
(i.e., the word “as”) will depend on the head lexicon of “NP” (i.e., the word
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“director”). As “NP” is the first-head-child-node under “PP ! IN NP”, we
traverse again to its parent subtree “VP ! VB NP PP”.

Step 4: In the subtree “VP ! VB NP PP”, “VB” and “NP” are the first-head-child-
node and the second-head-child-node, respectively. As “PP” is a non-head-
child-node, the head lexicon of it (i.e., the target word “director”) will
depend on both the head-lexicons of “VB” and “NP” (the first-reference-
lexicon and second-reference-lexicon of this subtree). Besides, the second-
reference-lexicon (i.e., the word “board”) also depends on the first-
reference-lexicon (i.e., the word “join”). As “PP” is not the first-head-child-
node of current subtree, the traversing procedure stops; otherwise, we will
keep going until we reach the root of the whole tree.

Based on the method described above, we can find the dependency relationship
between various terminal nodes of the parse tree in Fig. 2. Figure 3 shows the asso-
ciated Permuted-Lexicon-Sequence of that sentence, in which the black arc denotes the
first reference dependency and the red arc denotes the second reference dependency.

2.2 Proposed Model

The task of WSD is to determine the correct senses of words in the given context.
Given a sentence snt, let wm

1 denote the sequence of words ðw1;w2; . . .;wmÞ within the
sentence to be assigned their senses, and sm1 denote the corresponding sense sequence
for wm

1 , then the word sense disambiguation problem can be formulated as:
csm1 = argmaxsm1 P sm1 jwm

1 ; snt
� �

, where m is the number of words to be assigned senses1.

In the discriminative model adopted by Zhong and Ng (2010), the above P sm1 jwm
1 ; snt

� �
is derived as follows.

P sm1 jwm
1 ; snt

� � ¼ Ym
i¼1

P sijsi�1
1 ;wm

1 ; snt
� � � Ym

i¼1

P sijwi; sntð Þ ð1Þ

Fig. 3. The Permuted-Lexical-Sequence for the sample sentence in Fig. 1.

1 Which words should be assigned senses depends on the given task.
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However, if the associated parse-tree pt can be given, then Pðsm1 jwm
1 ; sntÞ will be

re-formulated as:

P sm1 jwm
1 ; snt

� � ¼ X
pt

Pðsm1 ; ptjwm
1 ; sntÞ � maxPtPðsm1 ; ptjwm

1 ; sntÞ ð2Þ

Where Pðsm1 ; ptjwm
1 ; sntÞ can be further derived as follows.

Pðsm1 ; ptjwm
1 ; sntÞ ¼ Pðsm1 jwm

1 ; snt; ptÞ � PðptjsntÞ ð3Þ

We will first permute those m lexicons into its corresponding Permuted-Lexicon-
Sequence LXm

1 according to the dependency relationship specified by the associated
parse-tree. With LXm

1 specified above, P sm1 jwm
1 ; snt; pt

� �
can be replaced with

P LXSm1 jLXm
1 ; snt; pt

� �
, where LXSm1 denotes a specific sense sequence assigned to LXm

1 .
It is reasonable to assume that the sense assignment of each lexicon mainly depends

on its local context and its structural context specified by the parse-tree. In the above
formulation, for each permuted lexicon LXi in LXm

1 , we will find its original location in
the given sentence (call it <i>), and then extract its associated local context vector CLXi

which is a window [w\i[ þK
\i[�K ] around w\i[ (which is LXi) with the length “2K + 1”

(including w\i[ ). Take the following sentence as an example:

(i) He works in a bank in the capital of his hometown.

For the word “bank” in this sentence, if we set K to 3, the local context will be the
phrase “works in a bank in the capital”. We will extract the position, POS, word form
and local collocations (specified at (Zhong and Ng 2010)) of each word from them
(even they are not specified in WordNet). Take the word at the position <−2> (i.e., the
word “in” at the left side) as an example, it is not defined in WordNet as it is not a
content word; however, it still helps our disambiguation task, because it usually
co-occurs with the “bank” when its sense is “a building in which the business of
banking transacted”.

Besides the local context, we also extract the structural context sequence of each
lexicon from all its associated syntactic subtrees. Take the target word “director” in
Fig. 2 as an example, the procedure of extracting its structural lexicons is described as
follows. In the Step 2 specified in the previous section, it shows that the associated
context words under the sub-tree “NP ! DT JJ NN” are “a” and “nonexecutive” (the
head lexicons of “DT” and “JJ”). In the Step 3, we get only one associated context
word “as” (the head lexicons of “IN”) under the sub-tree “PP ! IN NP”. Finally, in
the Step 4, the associated context words obtained under the sub-tree
“VP ! VB NP PP” are “join” and “board” (the head lexicons of “VB” and “NP”).
Those extracted words make up the structural context sequence “join board as a
nonexecutive director”, and we can see that this sequence includes the key-lexicon
“board” for disambiguating the sense of “director” without importing too many
irrelevant words (such as “the”, “of”, “the”, “film” and “company”, if a large local
context window is adopted). We will pack the lemmas, POSes and collocations of those
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words in this sequence as the structural-lexicon-dependency feature (denoted as SLX)
to improve the performance.

Also, for each permuted lexicon LXi, and for each subtree that it is involved, the
first-reference-lexicon and second-reference-lexicon under the subtree will also be
specified according to the procedure mentioned in Sect. 2.1. For each associated
subtree, use the Reference-Sense-Tuple <first-reference-lexicon-sense, second-refer-
ence-lexicon, associated production-rule> to denote its corresponding structural con-
text. The associated structure-reference-information for LXi (denoted by RXSIi) is then
a set of such tuples derived from all its associated subtrees. Take the word “director” in
Fig. 2 as an example, its structure-reference-information RXSIi will involve three
subtrees (i.e., “NP ! DT JJ NN”, “PP ! IN NP” and “VP ! VB NP PP”). And the
corresponding tuple for the subtree “VP ! VB NP PP” would be <assigned sense of
“join”, “board”, “ VP ! VB NP PP”>.

Assume that the assignment of the lexicon sense LXSi (for LXi) only depends on its
local context vector CLXi, structural lexicon information SLXi and its associated
structure-reference-information RXSIi. Let RLXIi denote the associated set of Refer-
ence-Lexicon-Tuple (which is obtained by replacing the first element “first-reference-
lexicon-sense” of the corresponding reference-sense-tuple with “first-reference-lexi-
con”), then RXSIi can be obtained from RLXIi after all associated “first-reference-
lexicon-sense” are given. Let tm1 denote the corresponding POS-sequence for LXm

1 , then
the original probability factor P LXSm1 jLXm

1 ; snt; pt
� �

can be derived as follows.

P LXSm1 jLXm
1 ; snt; pt

� �
� P LXSm1 jLXm

1 ; t
m
1 ;CLX

m
1 ; SLX

m
1 ;RLXI

m
1

� �

�
Ym
i¼1

P LXSijLXi; ti;CLXi; ; SLXi; LXS
i�1
1 ;RLXIi

� �

�
Ym
i¼1

P LXSijLXi; ti;CLXi; SLXi;RXSIið Þ

ð4Þ

To enhance the coverage rate of the test set, we will pool the training samples of
various word-types (i.e., different LXi) together by replacing their LXS and first-
reference-lexicon-sense (in the tuple of RLXI) with their corresponding synsets defined
in WordNet 3.1 (i.e., replacing “P LXSijLXi; ti;CLXi; SLXi;RXSIið Þ” with “P synsetijti;ð
CLXi; SLXi;RXSIiÞ” in Eq. (4), in which LXi has been dropped).

3 Evaluation

3.1 Data Sets

We train various models on Semcor corpus (Miller et al. 1993), and then conduct word
sense disambiguation experiments on the test sets of senseval-2 (Palmer et al. 2001)
and senseval-3 (Snyder and Palmer 2004). We choose these corpora because they are
frequently used in evaluating WSD performance in the literature; and the quality of
these corpora is good (Navigli 2009).
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Semcor corpus is constructed via annotating a subset of the English Brown Corpus
(Kucera and Francis 1967) with WordNet synsets (Miller et al. 1990; Fellbaum 1998).
It is the largest publicly available sense-tagged corpus. And we select two all-words test
sets from Semantic Evaluation (Palmer et al. 2001; Snyder and Palmer 2004) (i.e.,
senseval-2 and senseval-3) as the test sets. These two testing sets are from WSJ articles
and Brown Corpus.

3.2 Experiments

Experimental Setup. We first use the Berkeley parser2 to process the sentences
extracted from the Semcor corpus (Miller et al. 1993) to get the phrase structure trees.
As some of the sub-trees we parsed only have one child node, we will use the approach
described in (Su et al. 1995) to normalize the trees. After this step, all the sub-trees
(except the leaf nodes) in the phrase structure trees will have at least two child nodes.

We then mark the head-child-node for each sub-tree in the phrase structure trees.
The rules that specify which syntactic label in the sub-tree should be the head-child-
node are taken from Penn2Malt3. Afterwards, with the method presented in Sect. 2.1,
we will permute the original sentence into its corresponding Permuted-Lexicon-
Sequence. During the permutation, we also extract the structural dependency features
and contextual features described in Sect. 2.2 from the phrase structure subtrees. We
then use those structural context and local contextual features to train a Maximum
Entropy Classifier4. When a test sentence is encountered, we will first obtain its
Permuted-Lexicon-Sequence, as mentioned above, and then proceed the decoding on
the Permuted-Lexicon-Sequence.

Results and Analysis. Tables 1 and 2 show the performance of our system on
senseval-2 and senseval-3 data-sets, respectively. In order to compare with those
state-of-the-art systems, we also add those participants that were ranked within Top-2
in SE2 all-words task into Tables 1 and 2 (the WordNet Most Frequent Sense “MFS” is
also added as the lower bound). Those official scores are extracted from (Taghipour and
Ng 2015) and (Tartz et al. 2007). It should be noted that some systems (except IMS,
T-CRF and our model) use additional training corpus, while we just use the Semcor
corpus (Miller et al. 1993) as our training set. For example, “IMS + adapted CW”
(Taghipour and Ng 2015) adopted additional six parallel corpora and DSO corpus (Ng
and Lee 1996) as the training set, besides, it used three large corpus to train the required
word embedding; and “PNNL” use additional OMWE 1.0 (Chklovski and Mihalcea
2002) and example sentences in WordNet as the training corpus. Therefore, their
performances cannot be directly compared with that of ours (i.e., only IMS and T-CRF
can be directly compared).

2 http://nlp.cs.berkeley.edu/software.shtml.
3 http://stp.lingfil.uu.se/*nivre/research/Penn2Malt.html.
4 http://homepages.inf.ed.ac.uk/lzhang10/maxent.html.
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From these two tables, we can see that the performance has been improved sig-
nificantly (p < 0.05) over the baseline on both datasets. This shows that the structural
context features are very useful for WSD. Table 3 investigates the individual contri-
bution from each set of those adopted feature sets (i.e., local context features, structural
sense dependency features, and structural lexicon dependency features), which shows
that local context feature is the most effective feature set, but other two feature sets are
also helpful.

Table 3 shows the effect of each feature on these two datasets. When we adopt just
one type of feature, the local context feature is the best. This is because the associated
reference-lexicons are within the local context window about 66% of the time (we got
the ratio of reference lexicons within the local context window are 66.34% and 65.60%
on SE2 and SE3, respectively). However, to further improve the performance, the
remaining 34% cases with complex structural dependency should also be taken care.
Besides, when we add the structural context features to the model, the improvement on
senseval-3 is better than senseval-2 (In Table 3, when we add these two structural

Table 1. SE2 all-words task results. The improvement of our model over the IMS baseline is
statistically significant (p < 0.05).

SE2

IMS 68.75%
Our model 69.59%
Rank-1 system (Palmer et al. 2001) 69.0%
Rank-2 system (Palmer et al. 2001) 63.6%
MFS 61.9%

Table 2. SE3 all-words task results. The improvement of our model over the IMS baseline is
statistically significant (p < 0.05).

SE3

IMS 64.58%
T-CRF (Hatori et al. 2009) 65.40%
Our model 66.04%
IMS + adapted CW (Taghipour and Ng 2015) 68.20%
PNNL (Tartz et al. 2007) 67.00%
MFS 62.37%

Table 3. The performance for each dependency relation on these two datasets

Feature type SE2 SE3

Local-context (baseline) 68.75% 64.58%
Structural-lexicon-dependency 63.20% 63.90%
Structural-sense-dependency 57.50% 61.82%
Local-context + structural-lexicon-dependency 69.04% 64.73%
Local-context + structural-sense-dependency 69.03% 65.84%
Local-context + structural-lexicon + structural-sense 69.59% 66.04%
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context features, the improvement on SE3 is 1.46% while the improvement on SE2 is
just 0.84%). The reason for that is that senseval-3 contains more words whose
dependency relation is complex (As we calculated, the ratio of reference lexicons
without local context window on SE3 is bigger than the ratio on SE2).

In Table 4, we present the performance of each POS on Senseval2 all-words task.
From this tables, we find that the influences of structural context on each POS category
are different. The distribution and size of the samples may have an influence on the
results, however, we can still see that it can improve the performance of noun and verb
words significantly. And it also has a little positive influence on adj and adv words.
This is also true for SE3. This phenomenon matches the observation that the long
distance dependency and multi-reference dependency usually exist between verb and
noun words, while the adj and adv words frequently only depend on the local context.
As the use of structural lexicon dependency features, we can see the performance of adj
and adv words also improves. In summary, the structural dependency we proposed
contributes more to the words with complex dependency relations.

4 Related Work

WSD is a well-known topic, and many related papers have been published. Navigli
(2009) had given a good survey of this field. Based on the classification method
adopted, the task of WSD could be divided into (1) Supervised (Tratz et al. 2007;
Hatori et al. 2009; Zhong and Ng 2010; Chen et al. 2014), (2) Unsupervised (Agirre
et al. 2014; Chen et al. 2009), and (3) Semi-supervised (Mihalcea 2004) approaches.
Among them, the supervised approach gives the best performance so far. As our
method is a supervised method for all-words WSD (Hatori et al. 2009; Zhong and Ng
2010; Taghipour and Ng 2015), we will focus and introduce this kind of approaches in
the following.

Zhong and Ng (2010) proposed a WSD system based on supervised learning, and
achieved state-of-the-art results on several Senseval and Semeval evaluations. They
adopted POS tags, content words and collocations in a 7-word local window as fea-
tures, and used a SVM to perform classification. In comparison with our approach, they
ignored the structural dependency and did not consider the correlation between various
senses.

On the other hand, Hatori et al. (2009) considered the structural dependency (via a
dependency tree) in addition to the local context mentioned above. They described

Table 4. The performance for each POS on SE2 all-words task.

SE2
POS Adj. Noun Verb Adv.

#Tokens 404 1065 535 265
IMS 72.03% 75.39% 46.54% 81.89%
Our model 72.28% 75.96% 48.60% 82.26%
Diff. +0.25% +0.57% +1.06% +0.37%
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these dependencies on the tree-structured conditional random fields. Furthermore, they
incorporated these sense dependencies in combination with various coarse-grained
sense tag sets, which are expected to relieve the data sparseness problem, and enable
their model to work even for words that do not appear in the training data. Their
approach was shown to be comparable to those state-of-the-art systems on Senseval
data-sets. In comparison with our approach, they adopted a large 60-word context
window, which would involve many irrelevant words and thus introduce additional
noisy information. Also, each sense only depends on one reference sense in their
model, which is inadequate in many cases.

5 Conclusion

To correctly classify each content word in the sentence, not only local context but also
structural context (which is mainly responsible for handling long distance sense/
lexicon dependency) is required. To take the structural context into account without
introducing too much additional noisy information, we propose a new approach to
describe various syntactic dependency relations between different words. In this
approach, after parsing a sentence into its phrase structure tree, we mark two head-
child-nodes under each sub-tree. Then we can use these head-child-nodes and syntactic
subtrees to describe the long distance dependency and multi-reference dependency
(which lets each target word be capable of depending on several non-local words).

Our contributions include: (1) Proposing a novel model to represent different
dependency relations between various senses, which is able to handle the long distance
multi-reference dependency that has not been touched in those previous WSD tasks.
(2) Proposing a way to permute the original lexicon sequence to improve the search
efficiency. (3) Showing that the structural dependency relations are useful for distin-
guish the senses of words with complex dependency relations.

Acknowledgements. The research work has been funded by the Natural Science Foundation of
China under Grant No. 61333018.
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Abstract. This paper presents an identification framework for extracting
Tibetan multi-word expressions. The framework includes two phases. In the first
phase, sentences are segmented and high-frequency word-based n-grams are
extracted using Nagao’s N-gram statistical algorithm and Statistical Substring
Reduction Algorithm. In the second phase, the Tibetan MWEs are identified by
the proposed framework which based on the combination of context analysis
and language model-based analysis. Context analysis, two-word Coupling
Degree and Tibetan syllable inside word probability are three strategies in
Tibetan MWE identification framework. In experimental part, we evaluate the
effectiveness of three strategies on small test data, and evaluate results of dif-
ferent granularity for Context analysis. On small test corpus, F-score above 75%
have been achieved when words are segmented in pre-processing. On larger
corpus, the P@N (N is 800) overcomes 85%. It indicates that the identification
framework can work well on larger corpus. The experimental result reaches
acceptable performance for Tibetan MWEs.

Keywords: Tibetan Multi-word expression � Two-word coupling degree �
Inside word probability

1 Introduction

In real-life human communication, meaning is often conveyed by word groups, or
meaning groups, rather than by single words. Such word groups or multi-word
expressions (MWE hereafter) can be described as a sequence of words that acts as a
single unit at some level of linguistic analysis. MWEs are frequently used in everyday
language, usually to precisely express ideas and concepts that cannot be compressed
into a single word. As a consequence, their identification is a crucial issue for appli-
cations that require some degree of semantic processing (e.g. machine translation,
summarization, information retrieval). Very often, it is difficult to interpret human
speech word by word. Consequently, for an MT system, it is important to identify and
interpret accurate meaning of such word groups, or multi-word expressions, in a source
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language and interpret them accurately in a target language. However, accurate iden-
tification and interpretation of MWEs still remains an unsolved problem in Tibetan
natural language processing research.

The Tibetan alphabet is syllabic, like many of the alphabets of India and South East
Asia. Each letter has an inherent vowel /a/. Other vowels can be indicated using a
variety of diacritics which appear above or below the main letter. A syllable contains
one or up to seven character(s). Syllables are separated by a marker known as “tsheg”,
which is simply a superscripted dot. Linguistic words are made up of one or more
syllables and are also separated by the same symbol, “tsheg”, thus there is a lack of
word boundaries in the language. Consonant clusters are written with special conjunct
letters. Figure 1 shows the structure of a Tibetan word which is made up of two
syllables and means “show” or “exhibition”.

Tibetan sentence consists of one or more words, phrases or multi-word units.
Another marker known as “shad” indicates the sentence boundary, which looks like a
vertical pipe. Figure 2 shows a Tibetan sentence. It is segmented in line 2 and word by
word translation is given in line 3.

In this paper, we present Tibetan MWE identification framework. The rest of this
paper is organized as follows. In Sect. 2 we recall related work on multi-word
expression extraction methods. Section 3 describes the outline of our framework. We
propose the details of framework in Sect. 4. Then, in Sect. 5 we make experiments for
evaluation. Section 6 concludes the paper.

2 Related Work

The issue of MWE processing has attracted much attention from the Natural Language
Processing (NLP) community, including [1–13]. Study in this area covers a wide range
of sub-issues, including MWE identification and extraction from monolingual and
multilingual corpora, classification of MWEs according to a variety of viewpoints such
as types, compositionality and alignment of MWEs across different languages. Directly
related to our work is the development of a statistical MWE tool at Lancaster for
searching and identifying English MWEs in running text [14, 15] Trained on corpus
data in a given domain, this tool can automatically identify MWEs in running text or
extract MWEs from corpus data from the similar domain. It has been tested and
compared with an English semantic tagger [16] and was found to be efficient in
identifying domain-specific MWEs in English corpora, and complementary to the

Fig. 1. Structure of a Tibetan word Fig. 2. A Tibetan sentence and its translation
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semantic tagger which relies on a large manually compiled lexicon. Extraction of
Chinese multi-word expressions from corpus resources as part of a larger research
effort to improve a machine translation (MT) system is reported in [17].

However, Tibetan MWE processing still presents a tough challenge, and it has been
receiving increasing attention. In Tibetan information processing, the shortage of
Tibetan language resource leads to the fact that most of the techniques related text
processing are still developing. Recently, the focus of Tibetan information processing
is gradually transferred from word processing to text processing. The Tibetan text
processing started in the early 1990s, mainly analyze statically at the beginning. Since
2003, research on Tibetan syntactic chunks [18–20] is reported. Since 2010, Nuo et al.
do research on chunk, multi-word equivalence for Chinese-Tibetan machine translation
system. Nuo et al. [21] construct Chinese-Tibetan multi-word equivalence dictionary
for Chinese-Tibetan computer-aided translation system. They present an identification
framework for extracting Tibetan base noun phrase in [22]. So far, there is no Tibetan
parser. We have built large scale Tibetan text resources recently, and we are tagging
Part-Of-Speech and labeling role right now, these corpora can form our training set and
test data. This paper presents identification of Tibetan MWEs using statistical methods.

3 Brief Description of Tibetan MWE Identification
Framework

The proposed Tibetan MWE identification framework consists of three main steps:
pre-processing step, context analyzing step, and language model-based analysis for
candidate n-grams, which are in boldface in Fig. 3. The two-word coupling degree
dictionary and Tibetan syllables inside word probability dictionary are trained from
annotated training corpus.

In pre-processing step, Tibetan corpus is word segmented and stored one sentence
per line. High-frequency strings are extracted using Nagao’s algorithm [23] and Sub-
string Reduction Algorithm [24]. They are initial candidate MWE. These candidates
determined to be a MWE based on their internal structure, pragmatic environment in
the text and semantic features.

In the context analyzing step, we use adjacent characteristic to capture pragmatic
environment in the text. We will calculate adjacent features such as adjacent categories,
adjacent pair categories, adjacent entropy etc., if the result is lower than threshold, the
candidate n-gram will be filtered as a noise; if higher, goes to the next step.

The final step is language model-based analysis step. Coupling Degree is used to
measure internal formation of a MWE; it can help us to examine whether high-
frequency string has a complete semantics or not. In this step, firstly, we scan the
candidate n-gram string word by word, and search Coupling Degree of pair of adjacent
words, if the result is less than the threshold; the word pair regarded as not a MWE but
a noise and be removed. Secondly, find inside word probabilities to determine whether
candidate string is started with or ended with common function words (i.e. stop words).
We combine Coupling Degree of adjacent words with inside word probabilities to
analyze candidate n-grams and remove the noises. Then output the remaining mean-
ingful strings to a file, they are MWEs.
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In next section, we describe in detail how to identify Tibetan MWEs. Different
methods are evaluated, and we will select the method with best performance to generate
referable Tibetan MWE.

4 Tibetan MWE Identification Based on the Combination
of Context Analysis and Language Model-Based Analysis

In pre-processing stage, corpora text has been formatted and segmented. High-
frequency repeated strings from large-scale corpus contain meaningful strings
(i.e. MWE) as well as disturbance term (i.e. noises). The essence of extracting MWEs
from corpus is to remove those noises from candidate n-grams. This section will detail
the core steps of Tibetan MWE identification framework.

4.1 Context Analysis

Acting as a single unit, internal words in MWE are tightly related; external (or context)
words of MWE are loosely related. Meaningful string as an independent language unit
has a variety of different contexts in the real text. In order to describe the flexibility of
the string S’s context, we define a series of adjacent feature measures.

Fig. 3. Flow chart of Tibetan MWE identification framework
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Definition 1: Adjacent Set (abbreviated as NS)
Adjacent Set of a MWE are divided into Left Adjacent Set LNS and Right Adjacent
Set RNS, left or right adjacent words of the string S in corpus constitute LNS or RNS
respectively.

Definition 2: Adjacent Categories
Adjacent categories are divided into left and right either, respectively refer to the
number of elements in LNS and RNS.

Definition 3: Pair of Adjacent Set (abbreviated as PNS)
Each occurrence of left and right context word of the string S constitutes an adjacent
pair <Li, Ri>, all adjacent pairs of the string S in corpus form PNS. Pair of adjacent set
can indicate the complete pragmatic environment of a string.

Definition 4: Categories of Adjacent Pair
It denotes the number of elements in the set PNS.

Definition 5: Adjacent Entropy
We name entropy of the adjacent pair of string S as Adjacent Entropy; Entropy is the
basic unit of information measure, represents the overall statistical characteristics of the
uncertainty. Frequency ni denotes occurrence of each pair of adjacent <Li, Ri> in
Tibetan corpus; the sum of frequencies denoted as N, the entropy of adjacent pair can
be formulated by the following:

EL ¼ �
XjVLj

i¼1

ni
n
logðni

n
Þ ð1Þ

The greater adjacent entropy is, the more flexible pragmatic environment of string
S is; so that it is more likely to be a meaningful string. When the corpus smaller, types
of adjacent is relatively small, entropy’s ability to distinguish become poor.

4.2 Two-Word Coupling Degree

For each adjacent pair of words (w1,w2), the Coupling Degree (short for CD) is
measured by the following formula:

CDðw1;w2Þ ¼ VMIðw1;w2Þ
Hðw1ÞþHðw2Þ ð2Þ

where VMI is a variant of average mutual information; w1, w2 represent occurrence of
words. VMI is defined as follows:

VMIðw1;w2Þ ¼ Pðw1;w2Þ log Pðw1;w2Þ
Pðw1ÞPðw2Þ þPðw1;w2Þ log Pðw1;w2Þ

Pðw1ÞPðw2Þ

�Pðw1;w2Þ log Pðw1;w2Þ
Pðw1ÞPðw2Þ � Pðw1;w2Þ log Pðw1;w2Þ

Pðw1ÞPðw2Þ

ð3Þ
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In this formula, Pðw1;w2Þ is the probability of sentences where both w1 and w2

adjacently occur. Pðw1;w2Þ is the probability of sentences where both w1 and w2 won’t
occur. Pðw1;w2Þ is the probability of sentences where w1 occur with other right-hand
adjacent word but not w2. Pðw1;w2Þ is the probability of sentences where w2 occur
with other left-hand adjacent word but not w1.

The denominator in CDðw1;w2Þ is a smoothing factor. A high VMIðw1;w2Þ value
shows that w1 and w2 have strong tendency to appear together. It is possible that one or
both of them are highly frequency words, where Hðw1Þ and/or Hðw2Þ have high values.
Divided by this denominator, coupling degree of word pairs is decreased.

H refers to the entropy of a Tibetan syllable, defined as following formula:

HðsÞ¼ �½PðsÞlgPðsÞþPðsÞlgPðsÞ� ð4Þ

4.3 Tibetan Syllable Inside Word Probability

Tibetan each syllable has its own unique word-formation usage; certain syllables are
often in one or a few specific location (word-initial, word-medial, word-final) on
compound words. This paper focuses on word-initial and word-final syllable and their
probabilities to be a word.

Definition 6: inside word probability (short for IWP)
IWP is the probability of a sequence of two or more Tibetan syllables being a sequence
of independent MWE. IWP is defined as follows:

Pword c; posð Þ ¼ Nðc; posÞ
Nðc;wordÞ ð5Þ

where value range of pos is 0 and 1; 0 indicates word-initial and 1 indicates word-final.

Makes statistics for N, N1, N2 of each syllable on word segmented corpus. N, N1, N2

denotes the total number, the number of occurrence in the word-initial and word-final
position respectively; then word-initial IWP is the ratio of N1 and N, word-final IWP is
the ratio of N2 and N.

Generally, a MWE begins with word-initial syllable of one word and must ends
with word-final syllable of another word. When too low word-initial IWP is detected
for the first syllable of a string, it might be noise. Similarly, when too low word-final
IWP is detected for the last syllable of a string, we can regard it as a noise. This rule can
effectively filter out disturbance term.

This comprehensive statistical filtering measure for n-gram syllable string is able to
extract more correct MWE. The performance of different measures, including context
analysis and language model-based analysis, on Tibetan MWE identification is given in
experimental parts.
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5 Experiments

5.1 Experimental Data

We conduct following experiments, on one hand, to validate effectiveness and feasi-
bility of context analysis and the language model-based analysis; on the other hand, to
test the ability of the framework on large-scale corpus. We have built
326,062,576-bytes Tibetan news corpus over the internet via an automatic crawler.
They are from three web sites, that are, Tibet Daily, People’s Daily and Qinghai Daily.
We will utilize this Tibetan News Corpus to evaluate extracted Tibetan MWEs in
Sect. 5.2.3. Part of this News Corpus is used in Sect. 5.2.1 and 5.2.2, which is ran-
domly selected and has MWE manual checking results. The two-word coupling degree
dictionary and Tibetan syllables inside word probability dictionary are trained from
annotated training corpus (58 MB). Parameters (i.e. Thresholds) used in the experiment
are listed in Table 1.

5.2 Evaluation

We will evaluate the precision (P), recall (R), f-score (F) of Tibetan MWE identifi-
cation in experimental part.

P ¼ N1=N2 ð6Þ

R ¼ N1=N3 ð7Þ

F ¼ 2PR=ðPþRÞ ð8Þ

where N1 denotes the number of correctly segmented Tibetan MWEs; N2 denotes total
number of segmented Tibetan MWEs; N3 denotes the total number of Tibetan MWEs
in testing texts.

5.2.1 Evaluation for Different Strategies in Identifying Framework
Context analysis, two-word Coupling Degree and Tibetan syllable inside word prob-
ability are three strategies in Tibetan MWE identification framework. In this subsec-
tion, we will measure the different combination of these three strategies without
segmentation for pre-processing. In Table 2, CNG indicates candidate n-grams, CA
indicates context analysis, CD indicates Coupling Degree, IWP indicate inside word
probability.

Table 1. Value of parameters in following experiment.

Parameter names Function Value

Cmax Two-word integration threshold 0.9
Cmin Two-word separation threshold 0.3
Pinital Tibetan syllable word-initial estimation 0.4
Pfinal Tibetan syllable word-final estimation 0.5
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Table 2 illustrates the comparison results for various combinations of three strate-
gies. CNG is the baseline, the f-score of CA is the best when these strategies indepen-
dently used. It means CA is most effective. IWP is better than CD; the recall of CD is the
best. In pair-wise testing, combination with CA is better than without CA. It shows that
context analysis prior to language model-based analysis is reasonable. CA can eliminate
many noises, while language model-based analysis works as a supplement filter.

As we see from Fig. 4, each step of filtering operations greatly improved the
precision, while reduced the recall smoothly. It means each filtering strategies works
well. CA missed correct candidate MWE more due to the small size of test corpus, it
leads to the reduction of the recall. On a large scale corpus, the problem can weaken.

5.2.2 Evaluation for the Effect of Context Analysis Granularity
Context analysis granularity is syllable or word. In this subsection, we will evaluate the
different granularity of CA. In pre-processing step, sentences in test corpus are seg-
mented or unsegmented will produce n-gram words or n-gram syllables respectively.
Results are in Table 3.

Table 2. Results for different combination of three strategies.

Different combination P R F

CNG 0.03 1.0 5.83%
CNG + CA 0.09 0.70 15.95%
CNG + CD 0.04 0.94 7.67%
CNG + IWP 0.05 0.89 9.47%
CNG + CA + CD 0.13 0.70 21.93%
CNG + CA + IWP 0.20 0.68 30.91%
CNG + CD + IWP 0.05 0.87 9.46%
CNG + CA + CD + IWP 0.41 0.67 50.87%

Fig. 4. Results of ascending series of the strategies
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Table 3 shows that, both precision and recall significantly improved when
word-segmented in pre-processing. The reason is word-segmentation can avoid the
“semi-meaningless word”.

5.2.3 Evaluation on Large Corpus
Preliminary experimental results, on small scale of corpus, illustrate the effectiveness of
the combination of context analysis and language model-based analysis. The following
test will be made on the whole corpus. The size of whole corpus is too large, manually
check all extracted MWEs is impractical. In order to quantify the result, sort the results
by the frequency or adjacent categories, and then P@N measure is used.

Figure 5 shows the P@N results in two different sort order, the frequency and
adjacent categories respectively. Comparative analysis of results found that sorting by
adjacent categories is effective than the frequency. When N changes from 100 to 1000,
results of adjacent-categories-based sorting keep steady above 80%. In terms of one
curve, the P@N first increase and then decline. It is because of some high frequency
stop-word list are in the identification results in 300 best.

The experimental results demonstrate that three strategies in framework can
improve the precision of MWEs identification; the context analysis is indeed helpful to
promote the accuracy and recall rates of Tibetan MWEs on large scale corpus.

Table 3. Comparison of different granularity.

Context analysis granularity P R F

Syllable (unsegmented) 0.41 0.67 50.87%
Word (segmented) 0.74 0.78 75.95%

Fig. 5. Evaluation on large data corpus
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6 Conclusion

We are in the initial stage of identification of Tibetan MWEs. On the basis of the
existing resources of our group, we propose Tibetan MWE identification framework
and implement all its components. As a result, it works on different scale of corpus. On
small test corpus, the best F-score achieves 75.95%. On larger corpus, the P@N (N is
800) overcomes 85%. With only minor adjustment, it can be ported to other languages.
Due to the lack of resources and previous technology, the result is acceptable. Further
improvement is needed to become practically applicable for MT system.
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Abstract. In this paper, we present an approach to building depen-
dency parsers for the resource-poor languages without any annotated
resources on the target side. Compared with the previous studies, our
approach requires less human annotated resources. In our approach, we
first train a POS tagger and a parser on the source treebank. Then,
they are used to parse the source sentences in bilingual data. We obtain
auto-parsed sentences (with POS tags and dependencies) on the target
side by projection techniques. Based on the fully projected sentences, we
can train a base POS tagger and a base parser on the target side. But
most of sentence pairs are not fully projected, so we get lots of partially
projected sentences. To make full use of partially projected sentences,
we implement a learning algorithm to train POS taggers, which leads to
better parsing performance. We further exploit a set of features from the
large-scale monolingual data to help parsing. Finally, we evaluate our
proposed approach on Google Universal Treebank (v2.0, standard). The
experimental results show that the proposed approach can significantly
improve parsing performance.

Keywords: Dependency parsing · POS tagging · Resource-poor
languages · Bilingual data

1 Introduction

Since the contribution of Penn Treebank [17], statistical parsing has attracted a
lot of researchers. Many supervised algorithms have been proposed on phrase-
structure parsing, dependency parsing and other formalisms [6,12,19,23,24,32].
The experimental results in recent studies show that these supervised methods
have achieved high levels of accuracies on treebanks of several languages [20].

However, there are many languages lack human annotated resources which
are available for the major languages, such as English. One solution is to man-
ually create treebanks for the resource-poor languages which requires high cost.
Thus, there are a vast amount of researchers working on unsupervised gram-
mar induction on unannotated data [5,8,9]. Unfortunately, the performance of
the unsupervised grammar induction is significantly lower than the supervised
methods.
c© Springer International Publishing AG 2016
C.-Y. Lin et al. (Eds.): NLPCC-ICCPOL 2016, LNAI 10102, pp. 27–38, 2016.
DOI: 10.1007/978-3-319-50496-4 3
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In recent years, many researchers work on transferring linguistic structures
across languages to build high performance dependency parsers for the resource-
poor languages. McDonald et al. [22] propose directly transferring delexicalized
models which based on universal POS tags. The performance of delexicalized
parsers significantly outperform state-of-the-art unsupervised grammar induction
models. Ma and Xia [15] and Rasooli and Collins [27] both use bilingual data
as a bridge between a source resource-rich language and a target resource-poor
language. They obtain state-of-the-art performance on Google Universal Tree-
bank (v2.0, standard)1. However, the main problem in their methods is that they
assume the target language has annotated data for training a POS tagger.

In this paper, we present an approach to building a dependency parser for
the target language without any annotated resources on the target side. In our
approach, the input resources include the treebank of source side, bilingual data
and the large-scale monolingual data of target side. We first train a POS tagger
and a parser on the source treebank. Then, they are used to parse the source
sentences in bilingual data. The information of POS tags and dependencies are
transferred by projection techniques via word alignment. After transferring, we
obtain the auto-annotated sentences on the target side. Based on the fully pro-
jected sentences, we can train a base POS tagger and a base parser on the target
side. But most of sentence pairs are partially projected. To make full use of the
partially projected sentences, we implement a learning algorithm to train a POS
tagger which leads to better parsing performance. We further exploit a set of fea-
tures from the large-scale monolingual data including word-cluster based features
and subtree based features to help parsing. Finally, we evaluate our proposed
approach on six languages of Google Universal Treebank (v2, standard). The
experimental results show that the proposed approach can significantly improve
parsing performance.

In summary, our contributions are as follows:

1. We propose an approach to building dependency parsers for the target lan-
guages without any annotated resources on the target side. Compared with
the previous studies, our work requires less human annotated resources.

2. We implement a learning algorithm to train a POS tagger on partially anno-
tated data which can improve parsing performance. We further improve the
systems by exploiting a set of features extracted from monolingual data.

2 Our Approach

In this section, we describe our approach of building dependency parsers for tar-
get languages. The framework of our approach is shown in Fig. 1. The approach
includes three parts: (1) Projecting dependencies and POS tags: the informa-
tion of POS tags and dependencies are transferred via projection. (2) Building
POS taggers and parsers: the models are trained on the auto-annotated data.
(3) Enhancing the parsers: a set of features are exploited from large-scale mono-
lingual data.
1 https://code.google.com/p/uni-dep-tb/.
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Fig. 1. The framework of our approach. Processing of English (source) and German
(target) as an example.

2.1 Data Preprocessing

We first preprocess source sentences in bilingual data. In order to get syntactic
information on source side, a source POS tagger and parser are trained on human
annotated treebank. The tagger and parser are used to process the source sen-
tences. Finally, to get correlations between two languages, we create alignments
on bilingual data by word alignment tools.

2.2 Projecting Dependencies and POS Tags

Following Rasooli and Collins [27], we now give a brief description of transferring
knowledge on bilingual data.

For kth parallel sentence pair Sk = Sk
1 . . . Sk

sk
and T k = T k

1 . . . T k
tk

, where Sk
i

and T k
j are ith and jth word in source and target sentence respectively, sk and

tk are the length of Sk and T k. Ak,j is an integer representing which word in
kth source sentence is aligned to the target jth word.

The source sentences in bilingual data are parsed and each can provide a
dependency set Dk,l = {(h, d)}, where l ∈ {s, t} means a source or target lan-
guage sentence, k is kth parallel pair, h and d represent head index and dependent
index in sentence which can form a dependency relation.

Dk,t = {(i, j)|(Ak,i, Ak,j) ∈ Dk,s, i, j = 0 . . . tk, i �= j} (1)

Tfull = {Dk,t|(∗, i) ∈ Dk,t,∀i = 1 . . . tk ∧ Dk,t ∈ P} (2)

For kth target sentence, if Ak,i and Ak,j belong to the dependency Set Dk,s,
then we say the two words in target sentence can build a dependency and (i,j)
will be added to the target dependency set Dk,t. If all words in target sentence
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have formed a dependency, which means every word has exactly one head and the
resulting structure is a legal parse tree, we say the kth target sentence receives
a fully projected parse tree.

Fig. 2. An example of projecting dependencies and POS tags. If two aligned words of
two target words exist a dependency relation in source parsed sentence, this dependency
relation is transferred to the target words. In this example, target words “Ich” and
“möchte” have aligned words “I” and“like”, meanwhile there is a dependency relation
in source sentence: “I ← like”. So we can get a dependency relation: “Ich ← möchte”.
POS tags are also transferred when a dependency relation is generated.

During projecting, the POS tags are also transferred from the source side
to the target side. Ma and Xia [15] and Rasooli and Collins [27] both train a
supervised POS tagger for each target language on the human annotated training
data. As an alternative solution, we also transfer the POS tags.

In our solution, the POS tags of target words are directly copied from the
aligned words in the source sentences. Figure 2 shows an example of projecting
dependency and POS tag from parallel sentences between English and German.

Since some words on the target side are not aligned during projection, they
remain unannotated. Therefore, we obtain some fully projected sentences and
lots of partially projected sentences.

2.3 CRF-Based POS Tagging Model

This section describes how to build base POS taggers and how to use partially
projected sentences to improve the accuracy of POS taggers.

Before parsing we need to tag the input sentences with POS tags. We use the
fully projected sentences as training data since each word has projected with a
POS tag. Then a base POS tagger is trained by a CRF-based model.

However, we find that about 95% of the sentences (German for example)
in bilingual data are partially projected. In order to fully exploit the projected
data, the key challenge is how to let our CRF-based POS tagger learn from
partially annotated data. Marcheggiani and Artières [16] show that a CRF-based
POS tagger can naturally and effectively learn from partially annotated data by
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converting a partially tagged sequence into an exponential-size set of POS tag
sequences and using all POS tags as the gold-standard reference during training,
also known as ambiguous labeling [28,30].

We directly use the basic CRF-based tagger implemented in Li et al. [13] to
learn from partially projected sentences.

2.4 Graph-Based Dependency Parsing Model

After projecting dependencies in bilingual data, we select fully projected sen-
tences of target side to train a base parser.

We use a graph-based model described in Chen et al. [4] to build depen-
dency parsers. The algorithm proposed by Carreras [2] is used for decoding and
the Margin Infused Relaxed Algorithm (MIRA) [7,18] is used to train feature
weights. We use the feature templates of Chen et al. [4] as our feature templates,
which produces state-of-the-art accuracies.

3 Enhancing the Parsers

In the above section, we build dependency parsers for resource-poor languages
with the help of bilingual data. However, the performance is still not good since
the auto-generated training data on the target side contains noise. In this section,
we further enhance the parsers by exploiting additional features from large-scale
monolingual data.

3.1 Subtree Based Features

Firstly, we use base POS tagger and base parser to process sentences in mono-
lingual data. Then, we extract subtrees in a similar way used in Chen et al. [3].
Finally, the subtrees are classified into several sets based on frequency of sub-
tree. Before describing the details about subtrees, we will discuss the differences
between Chen et al. [3] and this paper. First, the work in Chen et al. [3] only focus
on two languages: English and Chinese, while we work on six languages. Second,
the parsers they used to obtain auto-parsed data achieve higher performance
than ours since their models are trained on treebanks. It is very interesting to
see whether the subtree-based method can work under our settings.

We extract two types of subtrees: bigram-subtree and trigram-subtree. If
a subtree contains two nodes, it is a bigram-subtree. If a subtree contains
three nodes, we call it a trigram-subtree. For extracting trigram-subtrees, we
focus on two common structures: sibling-type and parent-child-grandchild type
(grandchild-type, for short).

After finished subtree extraction, we classify the subtrees into four types
based on the frequency. The top 10% most frequent subtrees are added a high-
frequency (HF) label, the top 20% most frequent subtrees are added a middle-
frequent (MF) label, and left are added a low-frequency (LF) label. If a subtree
is unseen in subtree list, we add a ZERO label. Table 1 shows the subtree based
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Table 1. Subtree based features.

T1 : label(h, d)

T2 : label(h, d−1)

T3 : label(h, d+1)

T4 : label(h−1, d)

T5 : label(h+1, d)

T6 : label(h, ch, d)

T7 : label(h, d, cd)

Table 2. Word-cluster based features.

c4h c4d c6h c6d c ∗h c∗d c4h c4d c4ch

c4h pd c6h pd c ∗h c4d c6h c6d c6ch

ph c4d ph c6d c4h c∗d hp dc4 c4ch

c4h wd c6h wd c ∗h c6d c4h c4d c4cd

wh c4d hw c6d c6h c∗d c6h c6d c6cd

. . . . . . . . . . . .

features, where h refers to the head word, d refers to the dependent word, ch
refers to the child word of the head, cd refers to the child word of the dependent,
−1 refers to the word to the left of the target word, +1 refers to the word to the
right of the target word, label(h, d) is a label of subtree (h, d) and T [1 − 7] refer
to the type of the corresponding feature template.

3.2 Word-Cluster Based Features

The word-cluster based method can reduce the need for supervised data [11], we
use them as additional features to relieve sparse problem on target languages.
Besides, word-cluster information only relies on unannotated data, so it is feasible
in our task.

We use the implementation [14] of Brown algorithm [1] to provide word-
clusters. The word-clusters are represented as a bit string. For example, the word
“apple” and the word“pear” are represented as “00110000” and “00110001”,
respectively. The length of the bit string means the degree of the clusters. We
use the same feature set as used in Koo et al. [11]. Both short bit string prefix
and full bit string clusters are used in first and second order parsing models.
Table 2 shows some examples of word-cluster based features, where h, d, ch, cd
represent head, dependent, sibling and grandchild, respectively. 4, 6, ∗ means
the 4, 6, full bit length of word-cluster. c, p, w means word-cluster, POS tag and
word.

4 Experiments

In the experiments, we use English as source language, the target languages are
German (de), Spanish (es), French (fr), Italian (it), Portuguess (pt) and Swedish
(sv). Unlabeled accuracy score (UAS) is used to measure the performance on all
sentence length, excluding punctuation.

4.1 Data Sets

We use six languages in version 2.0 of Google Universal Treebanks [21] as our
test data. And the English portion is used to train a supervised source language
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parser and POS tagger. We use EruoParl data [10] as bilingual data. Sentences
in bilingual data are tokenized2 before parsing and performing alignments with
Giza++ toolkit [25]. The Giza++ toolkit will generate results from both aligned
directions, we combined them to get intersection results. In order to fast our
system, we removed the sentences with length greater than 80. The large-scale
monolingual data for target languages are obtained from wikipedia3. We ran-
domly select 2 millions sentences for each language after tokenization.

4.2 Results on POS Tagging

In this section, we conduct the experiments to evaluate the performance of POS
tagging. The POS tag set we used in this paper is the universal POS tag set
defined by Petrov et al. [26]. There are 12 tags in total: NOUN (nouns), VERB
(verbs), ADJ (adjectives), ADV (adverbs), PRON (pronouns), DET (determin-
ers and articles), ADP (prepositions and postpositions), NUM (numerals), CONJ
(conjunctions), PRT (particles), ‘.’ (punctuation marks) and X (others).

Table 3. POS tagging accuracies on different languages of (1) the POS tagger only
trained on fully projected sentences and (2) the POS tagger trained on sentences that
at least 80% words have POS tags.

Lang de es fr it pt sv avg

#sent w/ 100% proj 23k 24k 17k 15k 16k 47k 24k

accuracy 87.58 85.24 85.51 87.18 88.55 87.32 86.90

#sent w/ above 80% proj 57k 187k 112k 114k 120k 240k 138k

accuracy 88.25 84.80 86.91 88.44 89.06 87.78 87.54+0.64

Table 3 shows the statistics on POS tagged training data that we obtained
for target languages. We first use fully projected sentences as training data to
train POS taggers. Then, we add the partially projected sentences in which at
least 80% words have the POS tags to train new POS taggers. The results are
evaluated on test data from treebanks. From the table, we find that the average
accuracy of our POS taggers is about 86.90% when training on fully projected
sentences. After adding partially projected sentences, the POS tagging accuracy
has a 0.64 average absolute improvement which achieves 87.54%. As reported
in Ma and Xia [15], the average accuracy of POS taggers which trained from
hand-annotated data is around 95%. Although there is a big gap between our
accuracy and the supervised accuracy, it is reasonable since our method only
depend on alignment information and source resources.

2 https://github.com/moses-smt/mosesdecoder/blob/master/scripts/tokenizer/tokeni
zer.perl.

3 https://dumps.wikimedia.org/.

https://github.com/moses-smt/mosesdecoder/blob/master/scripts/tokenizer/tokenizer.perl
https://github.com/moses-smt/mosesdecoder/blob/master/scripts/tokenizer/tokenizer.perl
https://dumps.wikimedia.org/
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4.3 Results on Parsing

In this section, we evaluate the parsing performance on six target languages.
Table 4 lists all results of first-order and second-order systems.

Table 4. Parsing results on Google Universal Treebank (v2.0, standard). We use first
and second order models respectively. “base” is the baseline model that parsers POS
taggers are trained by fully projected sentences. “+p” means adding the partially pro-
jected sentences to train POS taggers. “+st” represents adding subtree based features
and “+cl” is adding word-cluster based features.

First order

Lang Base +p +p+st +p+cl +p+st+cl

de 61.62 62.09+0.47 63.66+2.04 65.61+3.99 64.85+3.23

es 68.63 69.06+0.43 70.58+1.95 71.40+2.77 71.75+3.12

fr 67.51 68.11+0.60 68.65+1.14 68.42+0.91 69.05+1.54

it 69.43 71.05+1.62 70.62+1.19 71.85+2.42 71.89+2.46

pt 66.70 68.86+2.16 69.70+3.00 71.21+4.51 71.49+4.79

sv 72.56 72.38−0.18 73.01+0.45 72.74+0.18 73.13+0.57

avg 67.74 68.59+0.85 69.37+1.63 70.21+2.47 70.36+2.62

Second order

Lang Base +p +p+st +p+cl +p+st+cl

de 64.67 65.06+0.39 65.71+1.04 67.04+2.37 67.62+2.95

es 70.29 71.04+0.75 71.66+1.37 73.23+2.94 73.62+3.33

fr 68.62 69.71+1.09 70.97+2.35 70.74+2.12 70.79+2.17

it 70.00 71.69+1.69 72.10+2.10 72.66+2.66 72.82+2.82

pt 68.12 70.34+2.22 71.30+3.18 72.54+4.42 72.94+4.82

sv 73.88 73.70−0.18 73.84−0.04 73.87−0.01 74.42+0.54

avg 69.26 70.26+1.00 70.93+1.67 71.68+2.42 72.05+2.79

Parsing with Base POS Taggers. The base parser is trained by fully pro-
jected sentences. From the “base” column, it has a performance of 67.74% in
first order and 69.26% in second order. The “base” model in second order model
has a 1.52 absolute improvement than in first order model. As mentioned before,
our approach is totaly an automatic system that can provide POS taggers and
dependency parsers for target languages. There is no previous work can be com-
pared directly, so we use these results as our Baseline.

Parsing with New POS Taggers. Meanwhile, when we add partially pro-
jected sentences to train new POS taggers for giving POS tags, the parsing
performance has an obvious improvement due to the improvement on POS tag-
ging accuracy. It achieves 68.59% and 70.26% in first and second order models,
respectively.



Building Powerful Dependency Parsers for Resource-Poor Languages 35

Parsing with Subtree Based Method. From Table 4, we can see that the
subtree based method also has an improvement on baseline. Both first order and
second order models, it gives about a 1.6 average absolute improvement.

Parsing with Word-Cluster Based Method. Following Täckström et al.
[31], the number of word-clusters is set to be 256. As shown in “+p+cl” col-
umn, a 2.47 and 2.42 absolute improvement have got for both first and second
order models. When we directly minus the improvement caused by “+p”, the
improvement is still impressive.

Parsing with Hybrid Method. Our training algorithm can combine subtree
and word-cluster features to train a new model. When adding these features at
the same time, both first order and second order models can get the best results.
Especially the second order model reaches an average UAS of 72.05% for six
languages which is also the best performance in this paper.

Compared with Ma and Xia [15] (76.67%) and Rasooli and Collins [27]
(78.89%)4, our parsers perform a little worse. However, our approach does not
require any annotated resources on the target side while theirs need human-
annotated POS tags for target sentences. This indicates that there still has
much room to improve our parser. In future work, we will consider to combine
the techniques in their approaches with ours.

5 Related Work

Some work focus on unsupervised grammar induction methods. Based on shared
logistic normal distribution, Cohen and Smith [5] modify the EM algorithm for
learning a probabilistic grammar. Spitkovsky et al. [29] combine several simple
algorithms to build organized networks. Unfortunately, the unsupervised meth-
ods significantly lag behind supervised methods.

Some work focus on syntactic information transferring from resource-rich
languages. Based on a universal POS tag set for different languages, McDonald
et al. [22] train delexicalized parsers which can directly parse target languages.
Täckström et al. [30] apply typological and language-family features to a dis-
criminative parser.

Recently, work based on parallel data get a high accuracy. Ma and Xia [15] use
unannotated data as entropy regularization and parallel guidance to train prob-
abilistic parsing models for resource-poor languages. Based on alignment infor-
mation and the dependency relations in source sentences, Rasooli and Collins
[27] propose a density-driven method which get state-of-the-art performance.

Based on parallel data, dependencies transfer is a useful method to deal with
the dependency parsing problem on languages which lack manually annotated
resources. Our approach is inspired by Rasooli and Collins [27], we use the similar
way to obtain dependency projected sentences in bilingual data. However, they
add soft POS tag constraints since they assume the target words have POS
tags. The main difference in this paper is that the POS tags for target sentence
4 When using multiple source languages, they get an average accuracy of 82.18%.
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is generated by projected sentences instead of tagging by a POS tagger trained
on treebank. In this way, our approach is more practical to apply on resource-
poor languages. Meanwhile, we demonstrate the utility of subtree based and
word-cluster based methods on six languages.

6 Conclusions

We present a simple yet effective approach for parsing resource-poor languages
without any supervised direction. In our approach, we use partially projected
sentences to improve the accuracy of POS taggers that later results in better
parsing performance. Subtrees from auto-parsed data and word-clusters from
unannotated data are used to further improve the performance of parsing models.
We first obtain projected parse trees from bilingual data, and the POS tags are
directly copied from source word in projected word pair. Second, base parsers
are trained by these fully projected sentences. We train POS taggers using fully
projected and partially projected sentences. Finally, we add subtree based and
word-cluster based features to enhance the parsers. In this approach, bilingual
data and monolingual data are raw resources that the target language can easily
provide, which makes our approach more practical than the previous studies.
Future work we will consider more on the accuracy of POS tags and enlarge the
train data for dependency parser.
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Abstract. Semantic interaction between text segments, which has been
proven to be very useful for detecting the paraphrase relations, is often
ignored in the study of paraphrase identification. In this paper, we
adopt a neural network model for paraphrase identification, called as
bidirectional Long Short-Term Memory-Gated Relevance Network (Bi-
LSTM+GRN). According to this model, a gated relevance network is
used to capture the semantic interaction between text segments, and
then aggregated using a pooling layer to select the most informative
interactions. Experiments on the Microsoft Research Paraphrase Corpus
(MSRP) benchmark dataset show that this model achieves better perfor-
mances than hand-crafted feature based approaches as well as previous
neural network models.

Keywords: Gated relevance network · Paraphrase identification ·
LSTM

1 Introduction

Paraphrase Identification is usually formalized as a binary classification task,
which determines whether two text segments of arbitrary length and form con-
tain the same meaning. Identifying paraphrases plays an important role in ques-
tion answering [1], text similarity measures [2], natural language inference [4]
and plagiarism detection [3]. For instance, one would like to detect that the
following two sentences are paraphrases:

S1. The settlement includes $4.1 million in attorneys’ fees and expenses.
S2. Plaintiffs’ attorneys would get $4.1 million of the settlement.

Recently, neural network models have been increasingly focused on for their
ability to minimize the effort in feature engineering of NLP tasks [5–7]. Deep
feature learning has also been explored in paraphrase identification. [8] uses
unsupervised recursive autoencoders to compute representations on all levels of
a parse tree. These features are used to measure the word- and phrase-wise sim-
ilarity between two sentences. [9] adopts convolutional neural network models
c© Springer International Publishing AG 2016
C.-Y. Lin et al. (Eds.): NLPCC-ICCPOL 2016, LNAI 10102, pp. 39–50, 2016.
DOI: 10.1007/978-3-319-50496-4 4
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for paraphrase identification. [11] learns multigranular sentence representations
using convolutional neural network (CNN) and models interaction features at
each level. These features are then fed to a logistic classifier for paraphrase iden-
tification. [12] first models each sentence using a convolutional neural network
that extracts features at multiple levels of granularity and then uses multiple
types of pooling to find the most informative features.

Until now, most works on paraphrase identification focus only on feature
extraction. On the other hand, in paraphrase identification, a proper modeling
of the feature-feature interaction is also very important. For instance, consider
the example inputs:

S1. Other changes in the plan refine his original vision, Libeskind said.
S2. Many of the changes are improvements to the original plan, Libeskind said.

In the above examples, although S1 and S2 have different syntactic struc-
tures, S1 is a paraphrase of S2 since both of them express the same meaning,
and “refine” and “improvements” are synonyms. S1 and S2 own intensive seman-
tic correlations, which determine the paraphrase relationships between two sen-
tence. Therefore, how to acquire the semantic correlation or interaction between
sentence pairs is of great value for paraphrase identification.

In this paper, based on our previous work, we leverage a neural network model
for paraphrase identification, called as bidirectional Long Short-Term Memory-
Gated Relevance Network (Bi-LSTM+GRN), which is originally proposed to
detect implicit discourse relation [13]. In order to preserve the contextual infor-
mation around the word, we encode the text segment to its positional represen-
tation via a recurrent neural network, specifically, a bidirectional LSTM. Then,
to capture the interaction between text segments, we adopt a gated relevance
network to capture the semantic interaction between those positional represen-
tations. Finally, all the interaction scores generated by the relevance network are
fed to a max pooling layer to find the strongest interactions. We then aggregate
them to predict the paraphrase relation through a multi-layer perceptron (MLP).
Our model is trained end to end by back-propagation. The main contribution of
this paper can be summarized as follows:

(1) A gated relevance network is adopted to capture the semantic interaction
between text segments, and then aggregated using a pooling layer to select
the most informative interactions.

(2) In order to preserve the contextual information, we encode the text segment
to its positional representation through a bidirectional LSTM.

(3) We conduct experiments on the Microsoft Research Paraphrase Corpus
(MSRP). Extensive experimental results demonstrate that the neural net-
work is effective for paraphrase identification.

2 Related Works

Prior works on paraphrase identification have mainly focused on feature engi-
neering. Several types of features have been found useful, including: (1) string
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similarity metrics such as n-gram overlap and BLEU score [14,15], as well as
string kernels [16]; (2) syntactic operations on the parse structure [17,18]; and
(3) distributional features obtained by latent semantic analysis [19,20].

Recent work has moved away from handcrafted features to modeling with
distributed representations and neural network architectures. [8] computes the
representations of constituents in a binarized constituent parse using recursive
neural network. [21] first uses matrix factorization techniques to obtain sentence
representations, and combines them with fine-tuned sparse features using an
SVM classifier for paraphrase identification. [9] proposes convolutional neural
network models for matching two sentences. They perform comparisons directly
over sentence representations without considering the positional information. [22]
proposes a tree-based LSTM neural network architecture for sentence modeling.
[11] also develops a convolutional neural network architecture for paraphrase
identification. [12] first models each sentence using a convolutional neural net-
work that extracts features at multiple levels of granularity and then uses mul-
tiple types of pooling to find valuable features. [10] is very similar to our work.
The tensor layer is used for modeling the interactions between two text segments
in semantic matching task.

Our method is different to these research in several ways. First, we do not
use syntactic parsers, yet our method still outperforms [22] on the paraphrase
identification task. This result is appealing because high-quality parsers are dif-
ficult to obtain for low-resource languages or in specialized domains. Second, we
encode the text segment to its positional representation through a bidirectional
LSTM, which is able to capture some latent linguistic structures. Third, we use
a gated relevance network to capture the semantic interaction between the inter-
mediate representations of the text segments, which is shown to be very effective
for paraphrase identification.

3 Methodology

The architecture of our method is shown in Fig. 1, which is composed of such
components as word representation, Bi-LSTM based sentence modeling, gated
relevance network, max-pooling and MLP. In the following sections, we will
illustrate the details of the proposed framework.

3.1 Embedding Layer

In the word representation component, each input word token is transformed
into a vector by looking up word embeddings. It is reported in [5] that word
embeddings learned from large amounts of unlabeled data are far more satis-
factory than the randomly initialized embeddings. Currently, there are many
pre-trained word embeddings that are freely available [25]. A comparison of the
available word embeddings is beyond the scope of this paper. Our experiments
directly utilize the publicly available word embeddings trained on 100 billion
words of Google News by [25].
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Fig. 1. A illustration of bidirectional LSTM-GRN for paraphrase identification.

3.2 Sentence Modeling with Bi-LSTM

The recurrent neural network is suitable for modeling sequential data by nature,
as it keeps a hidden state vector h, which changes with input data at each step
accordingly [26–28].

One problem of the recurrent neural network is known as gradient vanishing
or exploding. This leads to the difficulty of training. Long short term memory
(LSTM) units are proposed in [29] to overcome this problem. The main idea is
to introduce an adaptive gating mechanism, which decides the degree to which
LSTM units keep the previous state and memorize the extracted features of the
current data input.

Concretely, the LSTM-based recurrent neural network comprises four compo-
nents: an input gate it, a forget gate ft, an output gate ot, and a memory cell ct.

it = σ(Wi.xt + Ui.ht−1 + bi) (1)

ft = σ(Wf .xt + Uf .ht−1 + bf ) (2)

ot = σ(Wo.xt + Uo.ht−1 + bo) (3)

gt = tanh(Wg.xt + Ug.ht−1 + bg) (4)

The three adaptive gates it, ft, and ot depend on the previous state ht−1 and
the current input xt. An extracted feature vector gt is also computed by Eq. 4,
serving as the candidate content.

The current memory cell ct is a combination of the previous cell content ct−1

and the candidate content gt, weighted by the input gate it and forget gate ft,
respectively.
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ct = it ⊗ gt + ft ⊗ ct−1 (5)

The output of LSTM units is the recurrent networks hidden state, which is
computed as follows.

ht = ot ⊗ tanh ct (6)

In the above equations, σ denotes a sigmoid function; ⊗ denotes element-wise
multiplication.

We use the bidirectional LSTM to capture the context from both the past
and the future [31]. Two separate LSTMs are used to preserved the previous and
future context information in the bidirectional LSTM model, one encodes the
sentence from the start to the end, and the other encodes the sentence from the
end to the start. Therefore, we can gain two representations

−→
ht and

←−
ht at each

position t of the sentence. Then we concatenate them to get the intermediate
representation at position t, i.e. ht = [

−→
ht ,

←−
ht ]. ht is interpreted as a representation

summarizing the word at position t and its contextual information. A illustration
for the bidirectional LSTM are shown in Fig. 2.

Fig. 2. A illustration of bidirectional LSTM.

3.3 Gated Relevance Network

X = x1, x2, ..., xn and Y = y1, y2, ..., yn are two text segments, and we use a
bidirectional LSTM to get their positional encoding Xh = xh1 , xh2 , ..., xhn

and
Yh = yh1 , yh2 , ..., yhn

respectively. Then the relevance score is computed between
every intermediate representation pair xhi

and yhj
. Generally, the main methods

to measure their relevance include cosine distance, bilinear model [32,33], single
layer neural network [34], etc.

Bilinear Model is defined as follows:

s(hxi
, hyj

) = hT
xi

Mhyj
(7)

M ∈ Rdh×dh . The bilinear model is a simple but efficient way to incorporate the
strong linear interactions between two vectors. But this model has a weakness,
which is the lack of ability to deal with nonlinear interaction.
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Single Layer Network is defined as:

s(hxi
, hyj

) = uT f(V
[

hxi

hyj

]
+ b), (8)

where f represent a standard no-linear function, V ∈ Rk×2dh , b ∈ Rk, and
u ∈ Rk. The single layer network could capture nonlinear interaction, while at
the expense of a weak interaction between two vectors.

Each of the two models have its own advantages, and they can not take the
place of each other. In our work, we adopt gated relevance network to incorporate
the two models through the gate mechanism, which can capture more complex
semantic interactions more powerfully. The incorporated model, namely gated
relevance network (GRN), is defined as:

s(hxi
, hyj

) = uT (g � hT
xi

M [1:r]hyj

+ (1 − g) � f(V
[

hxi

hyj

]
) + b),

(9)

where f is a standard no-linear function, M [1:r] ∈ Rr×dh×dh is a bilinear tensor.
The tensor product hT

xi
M [1:r]hyj

results in a vector m ∈ Rr, where each entry
is computed by one slice k = 1, 2, ..., r of the tensor: mk = hT

xi
M [1:r]hyj

. V ∈
Rr×2dh , b ∈ Rr and u ∈ Rr. g is a gate expressing how the output is produced
by the linear and nonlinear semantic interactions between the inputs, defined as:

g = σ(Wg

[
hxi

hyj

]
+ bg), (10)

where Wg ∈ Rr×2dh , b ∈ Rr, and σ denotes the logistic sigmoid function.
The gated relevance network will produce a semantic interaction score for

the intermediate representation of two text segments between them. Thus the
output of the gated relevance network for two text segments is an interaction
score matrix.

3.4 Max-Pooling Layer and MLP

The paraphrase relation between two text segments is often dominated by some
strong semantic interactions, therefore, we adopt the max-pooling strategy which
partitions the score matrix as shown in Fig. 1 into a set of non-overlapping
sub-regions, and for each such sub-region, outputs the maximum value. The
pooling scores are further reshaped to a vector and fed to a multi-layer percep-
tron (MLP). For the task of paraphrase identification, the outputs of the whole
network are the probabilities of two different classes, which is computed by a
softmax function after the fully-connected layer. We name the full architecture
of our model Bi-LSTM+GRN.
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3.5 Model Training

Deep architecture with gated relevance network for paraphrase identification
could be stated as a parameter vector θ. Given a text segment pair (X,Y ) and
its label l, the training objective is to minimize the cross-entropy of the predicted
and the true label distributions, defined as:

L(X,Y ; l , l̂) = −
C∑

j=1

l j log(l̂ j), (11)

where l is the one-hot representation of the ground-truth label l; l̂ is the predicted
probabilities of labels; C is the class number.

To minimize the objective, we use stochastic gradient descent with the diag-
onal variant of AdaGrad [30] with minibatches. The parameter update for the
i-th parameter θt,i at time step t is as follows:

θt,i = θt−1,i − α√∑t
τ=1 g2τ,i

gt,i, (12)

where α is the initial learning rate and gτ ∈ R|θτ,i| is the gradient at time step
τ for parameter θτ,i.

4 Experiments

4.1 Dataset and Evaluation Metrics

To evaluate the performance of our method, we use the Microsoft Research Para-
phrase Corpus (MSRP)[35]. The dataset consists of 5,801 sentence pairs, which
contains 4,076 instances for training and 1,725 for test, respectively. The aver-
age sentence length is 21, the shortest sentence has 7 words and the longest has
36. Each sentence pair is annotated with a binary label indicating whether the
two sentences are paraphrases, so the task here is a kind of binary classification.
The training set contains 2753 true and 1323 false paraphrase pairs; the test set
contains 1147 true and 578 false pairs. Systems are evaluated by the accuracy
and macro-averaged F1 score.

4.2 Parameter Settings

In this section, we experimentally study the effects of different kinds of para-
meters in our proposed method: word embedding size, pooling size, number of
tensor slices, learning rate, and minibatch size. For the initialization of the word
embeddings used in our model, we use the publicly available word2vec vectors
that were trained on 100 billion words from Google News. The vectors have
the dimensionality of 300 and were trained using the continuous bag-of-words
architecture [25]. Words not presented in the set of pre-trained words are ini-
tialized randomly. All the text segments are padded to have the same length of
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30, and the intermediate representations of LSTM are also set to 50. The other
parameters are initialized by randomly sampling from the uniform distribution
in [−0.1, 0.1].

For other hyper-parameters of our proposed model, we take those hyper-
parameters that achieved best performance on the development set. The final
hyper-parameters are show in Table 1.

Table 1. Hyper-parameters of our model

Minibatch size m = 64

Word embedding size d = 300

Pooling size (p, q) = (3, 3)

Number of tensor slices r = 2

Learning rate α = 0.01

4.3 Baselines

Several variants of our method of Bi-LSTM+GRN are selected as the baselines
for comparison, which are listed as below:

– LSTM: We use two single LSTMs to encode the two text segments, then
concatenate them and feed to a MLP for paraphrase identification.

– Bi-LSTM: We use two single bidirectional LSTMs to encode the two text seg-
ments, then concatenate them and feed to a MLP for paraphrase identification.

– LSTM+GRN: We use the gated relevance network to calculate the semantic
interaction scores between every intermediate representation pair in the two
text segments generated by LSTM. The rest of the method is the same as our
full model.

The results on Microsoft Research Paraphrase Corpus (MSRP) are shown in
Table 2. From the experimental results, we have several findings.

Table 2. The performances of different variants on the MSRP Corpus.

Variants F1

LSTM 69.76%

Bi-LSTM 72.53%

LSTM+GRN 83.13%

Bi-LSTM+GRN 86.5%

It is easy to notice that LSTM and Bi-LSTM achieve lower performance
than all of the methods using gated relevance network to capture the semantic
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interactions between the intermediate representation pairs. It helps to show that
the main disadvantage of using LSTM or Bi-LSTM to encode a text segment
into a single representation is that some important semantic interactions can not
be fully preserved when compressing a long sentence into a single representation.

Our model and its closest variant, namely, Bi-LSTM+GRN and
LSTM+GRN achieve better performance than LSTM and Bi-LSTM. It helps
to show that the interaction between intermediate representation pairs is useful.
The main disadvantage of using LSTM or Bi-LSTM to encode a text segment
into a single representation is that some important semantic interactions can
not be fully preserved when compressing a long sentence into a single repre-
sentation. The Bi-LSTM+GRN approach can further improve the performance
of LSTM+GRN, which also demonstrates that Bi-LSTM is more powerful in
modeling the paraphrase identification.

4.4 Results of Comparison Experiments

To evaluate the performance of our method, we select six approaches as competi-
tors. Table 3 summarizes the performances of [8,9,11,12,18,21] and our model.
The accuracy and macro-averaged F1 measure results are presented for these
methods. Based on the experimental results, we make the following observations:

Table 3. Comparison of the proposed method with existing methods in the MSRP
dataset.

Model Acc. F1

[18] 76.1% 82.7%

[8] 76.8% 83.6%

[21] 80.41% 85.96%

[9] 69.9% 80.9%

[11] 78.4% 84.6%

[12] 78.6% 84.73%

Adopted 80.92% 86.5%

Most models adopt word embedding as representation except [18,21]. [18,21]
are both traditional hand-crafted feature based methods, which do not use neural
networks for feature learning. Of the two, [21] makes use of unsupervised learning
on the MSRP test set and rich sparse features, so it can obtain higher F1.

Our method, Bi-LSTM+GRN, obtains the highest F1 of 86.5% without extra
artificial features. It outperforms previously reported best system of [21] with the
F1 of 85.96%, although it has taken extra hand-crafted features into account. It
shows that our method can learn a robust and effective representation by using
Bi-LSTM.
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[8] use feature learning procedures to avoid intensive feature engineering,
and can capture the meaning combination to a certain extent and achieve a
higher performance. However, the recursive procedures depends on the syntactic
tree. Errors in syntactic parsing inhibit the ability of it to learn higher quality
features.

[9,11,12] all apply convolution neural network to the extraction of sentence
features and lead to satisfactory results, which shows CNN is able to learn valu-
able features for paraphrase identification.

Compared with CNN based methods, our models yield a better performance.
One of the reason is that the way of sentence representation are different. Our
model uses LSTM as the encoder. We take word positional representation into
account through a bidirectional LSTM, which is beneficial to select the most
informative interaction in later stage. Since [9,11,12] leverage CNN to learn rep-
resentation of the entire sentence, it helps to show that the bi-LSTM is valuable
for sentence modeling in paraphrase identification. Another reason should be
due to that we adopt a gated relevance network to capture the semantic interac-
tion between text segments, which can model interactions between text segments
precisely.

5 Conclusion

In this paper, we adopted bidirectional Long Short-Term Memory-Gated Rel-
evance Network (Bi-LSTM+GRN) for paraphrase identification, which uses a
gated relevance network to capture the semantic interaction between text seg-
ments, and then aggregate those semantic interactions using a pooling layer to
select the most informative interactions. Experiments on the Microsoft Research
Paraphrase Corpus (MSRP) benchmark dataset show that our model achieves
better performances than previous neural network models with the F1 of 86.5%.

In the future work, we will extend this model to related tasks including
question answering and information retrieval.
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Abstract. The development in society and technology generates more Nominal
Compounds to represent new concepts in various domains. Earlier literature in
linguistic studies has gathered and established several syntactic categories of
Nominal Compounds, which can be used for automatic syntactic categorization of
these compounds. This paper is focused onNominal Compounds of head-modifier
construction because experiments show that most Nominal Compounds are
head-modifier constructions. Based on the combination of templates and word
similarity, this paper proposes an algorithm for automatic semantic interpretation
which improves the recall ratio while maintaining the precision ratio. The results
of syntactic categorization and automatic semantic interpretation of the Nominal
Compounds are also applied in dependency parsing and machine translation.

Keywords: Nominal Compound in Chinese � Syntactic category � Automatic
semantic interpretation � Dependency parsing � Machine translation

1 Introduction

N + N Compounds are important in language. A large number of new concepts are
generated by combining two nouns, such as “jishu jingji, 技术 经济(Technology
Economics)” and “xinxi jishu, 信息 技术(Information Technology)”. The N + N
Compounds are also called Nominal Compounds. Leonard [1] showed that the number
of Nominal Compounds are increasing in an explosive speed. Statistics in Zhu [2]
showed that there are about 14,249 Nominal Compounds in every 10,000 sentences.

Several Natural Language Processing tasks such as Machine Translation, Infor-
mation Retrieval require the syntactic categorization and automatic semantic inter-
pretation of Nominal Compounds. Nominal Compounds are formed by adjoining two
nouns. However, the relationships between the two nouns are hard to detect. For
instance, the “zhuozi yizi, 桌子椅子(desk and chair)” is a coordination, while the
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“mutou zhuozi, 木头桌子(wooden table)” is a head-modifier construction. How to
identify the syntactic structure of a Nominal Compound and interpret its semantics is a
challenging research topic.

2 Related Literature

Different from many other languages, Chinese grammar is more flexible and is not
characterized by morphological inflections. As a result, the syntactic categorization and
the automatic semantic interpretation are more difficult. Wu [3] initially analyzed the
combination modes of Nominal Compounds on the basis of syntactic structure,
semantic structure and rhetorics. Yang and Feng [4] and Li [5] and some others
discussed the issue of classification of Nominal Compounds from the linguistic per-
spective. However, there is few research conducted on the automatic syntactic cate-
gorization of Nominal Compounds.

In regard of the automatic semantic interpretation of Nominal Compounds, Zhao
et al. [6] used a top-down approach to annotate the semantic roles of the Nominal
Compounds beginning with nominalized verbs. Wang et al. [7] used the bottom-up
approach to search for “implicit predicates” [8] in Nominal Compounds and used
searching engines for semantic interpretation. Liu [9] discussed the automatic syntactic
categorization of Nominal Compounds and proposed an improved method for auto-
matic semantic interpretation based on Wang’s research. Pasca [10, 11] models the
semantic interpretation template of Nominal Compounds as expression query.

Wei [12] combined the bottom-up and top-down approaches and proposed a new
approach to automatic semantic interpretation based on Nominal Compound templates.
The implicit predicates proposed in Wei are mostly their functional roles or agents [13].
The experiments in the research showed that the automatic semantic interpretation
achieved a precision of 94.2% for 245 Nominal Compounds, but the recall is about
60.0%. In addition, Wei’s study is weakened for its limited knowledge base of the
nouns, limited number of function roles and agents, insufficient generalization of
semantic interpretation templates, and lack of in-depth exploration of the template
ambiguity. The research above assumes that Nominal Compounds are head-modifier
constructions, which is not the case in language. Thus it is necessary to conduct
syntactic categorization first.

3 Syntactic Categorization of Nominal Compounds
in Chinese

3.1 Basic Rules

Linguists have already collected several rules for the detection of syntactic relations in
Nominal Compounds. These rules requires SKCC [14] and HowNet [15] for imple-
mentation, as shown in Table 1.

The rules for the coordination construction, the subject-predicate construction, the
appositive construction and the head-modifier construction are used in sequence.
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3.2 Context-Based Rules

The syntactic relation of Nominal Compounds can also be identified according to the
phrases constructed from N1 and N2. For instance, if the construction “N1的N2(N2 of
N1)” is legal, the N1 N2 construction is identified as head-modifier construction. If the
construction “N1和/及/与/以及N2(N1 and N2)” is legal, the N1 N2 construction is
identified as coordination construction. Based on the above observation, we established
the following rules:

Table 1. Rules for syntactic categorization of Nominal Compounds

Syntactic relation Rule Instance

Coordination
relation

The semantic class of N1 is the same as that of
N2

小麦 玉米 (wheat
and corn)

The DEFs in HowNet of the two nouns are
identical

男生 女生 (boys
and girls)

The corresponding IDs of N1 and N2 are
identical or their first 4 digits are identical and
both end with “01”

Subject-predicate
relation

The semantic class of N1 is TIME or HUMAN 今天 星期天

(today is Sunday)The semantic class of N2 is TIME its DEF in
HowNet is “time|时间”

The semantic class of N1 is BODY
COMPONENT

浑身 冷汗

(covered with cold
sweat)The semantic class of N2 is

BODY COMPONENT, ARTIFACT, WASTE,
COLOR or NATURAL-STUFF

Apposition The semantic class of N1 is PROFESSION 警察 叔叔

(policeman)The semantic class of N2 is RELATION
The semantic class of N1 is PROFESSION 东道主 学校 (host

school)The semantic class of N2 is ORGANIZATION
or INDIVIDUAL
N1 is the hypernym of N2 妖怪 白骨精

(Monster
Baigujing)

N2 is the hyponym of N1

Head-modifier
relation

The semantic classes of N1 and N2 are different
and the compound is not subject-predicate or
apposition relation

专家 小组 (expert
group)

N1 is the hyponym of N2, N2 is the hypernym of
N1

书法 艺术 (art of
calligraphy)

N1 and N2 are part-whole relation 飞机机舱 (aircraft
nacelle)

The DEFs in HowNet of the two nouns are
identical

高血压 病

(hypertensive)
N1 and N2 share the same ID in TongYiCiCiLin
except for the last two digits and the ID of the
second noun ends with “01”
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If only the construction “N1的N2(N2 of N1)” is found in corpora, “N1N2” is a
head-modifier construction; if only the constructions “N1和/与/及/以及N2(N1 and
N2)” are found in the corpora, “N1N2” is a coordination construction; If all the above
constructions are found in corpora and the occurrences of “N1和/与/及/以及N2 (N1
and N2)” are more frequent than “N1的N2 (N2 of N1)”, the construction is a coor-
dination construction, otherwise it is a head-modifier relation. For instance the com-
pound “游客和导游(tourist and guide)” occurs more frequent than “游客的导游(the
guide of tourist)”, thus “youke, 游客(tourist) daoyou, 导游(guide)” is a coordination
construction.

3.3 Rules of Named Entities

This section explains the rules for Nominal Compounds with named entities. Named
entities include name of person, name of place and name of organization etc. Both
“NT + NS” and “NR + NS” are illegal compounds. “NS + NT”, “NR + NT”,
“NT + NR”, “NS + NR”, “NT + N” and “NS + N” are head-modifier constructions.
The “N + NR” compound is an apposition. The “NR + NR” is not discussed in the
present research.

In regard of NS1 + NS2, if NS1 and NS2 are of the same ID in TongYiCiCiLin, the
compound is a coordination construction, otherwise it is a head-modifier construction.
For instance, “aomen, 澳门(Macao) taiwan, 台湾(Taiwan)” is a coordination con-
struction, while “jiangsu, 江苏(Jiangsu) nanjing, 南京(Nanjing)” is a head-modifier
construction.

As for N + NS compound, if N is of the semantic class SPACE, LOCATION,
RELATION, IDENTITY or GEOGRAPHIC-ENTITY, the compound is an apposition.
Otherwise if N contains the character “ji, 籍(ancestral home)”, it is a subject-predicate
construction, otherwise it is a head-modifier construction. For instance, the compound
“shoudu, 首都(capital) beijing, 北京(Beijing)” is an apposition, and the compound
“zuji, 祖籍(ancestral home) zhejiang, 浙江(Zhejiang)” is a subject-predicate
construction.

In regard of NT1 + NT2, if NT1 and NT2 share the same affix, the compound is a
coordination construction, otherwise it is a head-modifier construction. For instance,
the “minzhengbu, 民政部(ministry of civil affairs) caizhengbu, 财政部(ministry of
finance)” is a coordination construction.

In regard of N + NT, if N is of the semantic class ORGANIZATION, IDENTITY,
PEOPLE and HUMAN, the compound is an apposition, otherwise it is a head-modifier
construction. For instance, the compound “zhongzi, 种子(seed) zhongguodui, 中国队

(Chinese team)” is a apposition.
As for NR + N compound, if N is of the semantic class IDENTITY, PROFES-

SION, PERSON AND RELATION, the compound is an apposition. Otherwise if N is
of the semantic class ORIGIN, APPEARANCE, or PHYSIOLOGY, the compound is a
subject-predicate construction, otherwise it is a head-modifier construction. For
instance, the compound “jinyong, 金庸(Louis Cha) xiansheng, 先生(mister)” is an
apposition and the compound “luxun, 鲁迅(Lu Xun) shaoxingren, 绍兴人(native of
Shaoxing)” is a subject-predicate construction.
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3.4 Rules for Syntactic Categorization

We summarize the above rules and propose the following rules for Nominal
Compounds:

(1) If the compound N + N contains a named entity, the rules of named entities
applies for syntactic categorization;

(2) Otherwise, the DEFs for N1 and N2 are obtained from HowNet and the basic rules
applies (if the noun is not found in HowNet, it is replaced by a synonym in
TongYiCiCiLin);

(3) If the above rules cannot deal with the situation (for instance, the noun is not
found in HowNet), the context-based rules apply.

3.5 Syntactic Categorization Experiments

The data for syntactic categorization are selected from the corpora compiled from the
texts of the first half of 1998 People’s Daily and the texts from 1991 and 2004 Xinhua
News. A total number of 770,456 Nominal Compounds is retrieved for the experiment.

After the test, 688,247 compounds are categorized, among them are 224 apposi-
tions, 28 subject-predicate constructions, 3,413 coordination constructions and 684,582
head-modifier constructions. The other 82, 209 compounds are not categorized. Manual
check is performed on all the subject-predicate constructions, coordination construc-
tions, appositions and a sampling of 3,000 head-modifier constructions. Because the
numbers of appositions, subject-predicate constructions, and coordination constructions
are small, the computation of precision, recall and F-measure is conducted on
head-modifier constructions.

Table 2 shows that the head-modifier constructions take a large share in Nominal
Compounds. We have therefore proceed to conduct automatic semantic interpretation
on those head-modifier constructions which are automatically acquired and manually
checked in the above process.

4 Automatic Semantic Interpretation of Head-Modifier
Nominal Compounds

4.1 Description of the System

The discussion above shows that the head-modifier constructions take a large share in
Nominal Compounds. We have therefore proceed to conduct automatic semantic
interpretation on those head-modifier constructions. Figure 1 illustrates the structure of
the system. We have modified Wei’s algorithm by introducing TongYiCiCiLin and
adding new semantic interpretation templates and template-based acquisition of similar

Table 2. Classification results of modifier-head construction

Syntactic relation Precision Recall F-measure

Head-modifier relation 96.12% 96.68% 96.40%
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words. The algorithm consists of the following components: noun matching, acquisi-
tion of interpretation templates, verb acquisition and generation of interpretative
phrases.

4.2 Resources and Similarity Computation

The following resources are used for similarity computation: TongYiCiCiLin, a noun
list, a noun collocation list and a result list. TongYiCiCiLin is used to extend the
dictionary and to compute similarity. The noun list contains information about the
semantic class, semantic roles of the nouns. The noun collocation list contains different
combinations of semantic classes and their corresponding semantic interpretation
templates. The Nominal Compounds and the semantic interpretation templates that
obtain correct interpretations are chosen to form the result list.

Based on TongYiCiCiLin, we propose an algorithm to compute the similarity
between Nominal Compounds that contain the same number of nouns. Before com-
puting the similarity between Nominal Compounds, the similarity between the nouns
are first computed. In TongYiCiCiLin, the nouns are stored in the data structure of
trees. The method to compute the similarity between noun A and noun B is give in
Eq. 1.

Fig. 1. Description of the system
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SðA;BÞ ¼
k0 A;B is not in the same tree

ki � n�kþ 1
n A;B is in the i-th branch

1 A;B is in the same leaf node

8
<

: ð1Þ

where k0 ¼ 0:1, k1 ¼ 0:65, k2 ¼ 0:8, k3 ¼ 0:9, k4 ¼ 0:96.
Last, the similarity between two Nominal Compounds NC1 and NC2 that have the

same number of nouns is computed with Eq. 2.

SimðNC1;NC2Þ ¼ ð
Yn

i¼1

SðAi;BiÞÞ
1
n ð2Þ

where Ai is the ith noun in NC1, Bi is the ith noun in NC2, n is the number of nouns in
NC1 or NC2.

4.3 Noun Matching

When we are searching for a noun, if it is in the Noun List, information can be retrieved
directly. Otherwise, we switch to TongYiCiCiLin to search for all the synonyms and
then search for the synonyms in the Name List. All the information obtained in the
above search is stored as the information for the noun. For instance, if “quanguo, 全国

(whole country)” is not found in the Name List, we use the information of “juguo,举国

(whole country)” for the purpose.

4.4 Acquisition of Semantic Interpretation Templates

Template Acquisition Based on Semantic Class Combination. In Wei’s method,
semantic interpretation templates are acquired via semantic class combination in
Nominal Compounds. We have adopted Wei’s method in this paper. To interpret a
Nominal Compound, we retrieve the information of semantic classes of S1 and S2 for
the nouns N1 and N2. If the combination of S1 and S2 is found in Noun Collocation
List, the template can be used straight forwardly. Otherwise, the higher semantic
classes of S1 and S2 are obtained and searched for in Noun Collocation List. This
process is repeated until a template is obtained or the top semantic class is reached.
Algorithm 1 illustrates the above process.

Template Acquisition Based on Word Similarity. Although the semantic interpre-
tation templates for the majority of Nominal Compounds can be directly obtained from
Noun Collocation List, it is difficult to obtain semantic interpretation templates for
some Nominal Compounds. To solve this issue, we acquire the templates on the basis
of word similarity. The Nominal Compound in the Result List that is the most similar to
the one in question is named as the “maximum match”. When the similarity of the
“maximum match” is above 0.8, the filter value, the correct semantic interpretation
template is used as the template for the Nominal Compound in question. Algorithm 2
illustrates the process of acquire templates based on word similarity.
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Algorithm 1. Template Matching by Semantic Class

Require: N1’s and N2’s semantic class set S1 and S2
Ensure: interpretation template set Template
GetTemplate(S1, S2) 
{ 
if S1 is null or S2 is null
then return null

foreach S in S1
foreach S’ in S2

if S+S’ in the Noun Collection List
then { 

Get the templates T 
Template.Add(T) 

 } 
 else { 

GetTemplate(S1.HigherSemanticClass, S2) 
GetTemplate(S1, S2.HigherSemanticClass)

 } 
} 

Algorithm 2. Template Matching by Similarity

Require: N1 and N2
Ensure: interpretation template set Template
if Template = null
then { 
Calculate all the similarity with NCs in the Result

List
Get the most similar NC’s templates T and its similari-

ty S
if S > 0.8
then Template.Add(T) 

} 

Verb Acquisition and Generation of Interpretative Phrases. When a semantic
interpretation template requires a functional role or a thematic role for a noun, it can be
obtained by looking up the word for its information.

Finally the nouns and the functional roles or thematic roles (if needed) acquired are
inserted into corresponding places to generate interpretative phrases.

For instance, the compound “shiyou shichang 石油 市场(Oil Market)” possesses
the interpretative template “V2 + N1 + 的 + N2” where V2 is the functional role of
N2. Thus the function role of “shichang 市场(market)” (N2) is “maimai 买卖(trade)”,
and the interpretative phrase is “买卖石油的市场(the market of trading oil)”.
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4.5 Experiments of Automatic Semantic Interpretation

The test set is randomly selected from the head-modifier constructions acquired from
the experiments of Nominal Compound syntactic classification that also occur fre-
quently in the corpora. We have used Wei’s algorithm as the base line and introduced
the semantic interpretation template, synonym matching and templates acquired on the
basis of word similarity. The experiments for both the base line algorithm and the
algorithm proposed in this paper are given in Table 3. It can be seen in the Table that
the algorithm proposed in this paper achieved an increase of 15.07% in recall while
maintaining the precision ratio. The F-measure has increased 7.86%. This shows that
the methods proposed in the paper has achieved its goal.

The analysis on those Nominal Compounds that are not correctly interpreted in
both the base line and the proposed algorithm is given in Fig. 2. The nouns for which
no information can be obtained are themselves compound words, such as “gaoxinjishu
高新技术(high and new technology)” and “huodezhe 获得者(gainer)”.

5 Application in Syntactic Parsing and Machine Translation

5.1 Correction in Syntactic Parsing

Nominal Compounds are common in Chinese. In written Chinese, the ratio is even
higher. In dependency parsing, Nominal Compounds form an important part which
have to be dealt with in the process of parsing sentences. We analyzed the retrieval and

Table 3. Experimental result.

The
improved
process

Token
sum

Number of nominal
compounds for
interpretation

Number of
correct
interpretation

Precision Recall F-measure

Base line 1,069 825 715 86.67% 66.88% 76.25%
+Template 1,069 932 810 86.91% 75.77% 80.96%
+Synonyms 1,069 950 828 87.16% 77.46% 81.31%
+Similarity 1,069 1,014 876 86.39% 81.95% 84.11%

Fig. 2. Statistics of failure interpretation
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analysis in dependency parsing and identified the weakness in its process so that the
proposed method can be used to improve the analysis of Nominal Compounds in
dependency parsing.

4,036 Nominal Compounds are selected from the automatic syntactic classification
and manual checking. For each Nominal Compound, sentences are retrieved from the
corpora. In total 66,698 non-repetitive sentences are collected. The sentences are parsed
using HIT Dependency Parser. For instance, the parsing result for the sentence “这是

一次展示国威军威的远航(This is a voyage to display national and military prestige)”
is given in Fig. 3. In the parsing result, the compound “guowei 国威(national prestige)
junwei 军威(military prestige)” is identified as head-modifier construction, but it is in
fact a coordination construction.

Manual check shows that 25,628 sentences are correct and 41,070 are wrong. The
reasons that cause the above errors in parsing are summarized in Table 4. As shown in
the table, the major factors that cause errors are coordination constructions and
appositions. In other words, if these two types of constructions are correctly parsed, the
parser shall perform better. We hope that the automatic syntactic categorization system
can be integrated into the dependency parsing so that the parser can correct these errors.

5.2 Application in Machine Translation

We randomly select 100 Nominal Compounds that are correctly interpreted. For each
Nominal Compound, a sentence that contains the compound is selected from the
corpora. The sentence is then modified by replacing the original compound with its
interpretation.

Fig. 3. Example of syntactic analysis

Table 4. Type and number of wrong dependency analysis

Error type No. %

Coordination constructions are wrongly parsed as head-modifier
constructions

38,784 94.43

Appositions are wrongly parsed as head-modifier constructions 1,739 4.23
Head-modifier constructions are wrongly parsed as subject-predicate
constructions

274 0.67

Coordination constructions are wrongly parsed as subject-predicate
constructions

119 0.29

Other error 154 0.38
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Both the original sentence and new sentence are fed into Google translator and
Baidu translator. The translation results are assessed manually. The score is distributed
within [−5, +5], where −5 denotes a completely incorrect translation and +5 a fully
correct translation. The assessment of the translation results are given in Table 5. In the
figure, the second line is the Google translation, and the third is the Baidu translation.

Table 6 gives the experiment results. It shows that the Chinese-English of Google
on-line translation system yields poorer translation when the replacement is performed
while the Baidu translation system gives better overall translation results. We hope that
the research result can be integrated into Machine Translation systems.

6 Conclusions

This paper proposed a rule-based method of syntactic categorization of Nominal
Compounds, improved the automatic semantic interpretation based on TongYiCiCiLin
and Nominal Compound similarity, and added to the semantic interpretation templates.
The obtained experiment results are applied in dependency parsing and machine
translation with satisfactory results.

We plan to further explore the syntactic categorization of Nominal Compounds and
their automatic semantic interpretation and apply the obtained knowledge in other
tasks.
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Science under Grant 61272221 and 61472191, Jiangsu Province Fund of Social Science under
Grant 12YYA002, and Natural Science Research of Jiangsu Higher Education Institutions of
China under Grant 14KJB520022, 15KJA420001.

Table 5. Translation results and scores

Phrase/sentence Translation by Google/score Translation by Baidu/score

材料硬度 Hardness 1 Material hardness 4
材料的硬度 Hardness of thematerial 5 Hardness of materials 5
PBO材料硬度很高

不易加工。
PBOhigh hardness of the

material difficult to process 3

PBOmaterial hardness is not

easy to process 4

PBO材料的硬度很

高不易加工。
PBOhigh hardnessmaterials

difficult to process 2

The hardness of PBOmaterial is

very difficult to be processed 5

Table 6. Mean score of machine translation test

Phrase/sentence Score for
Google

Score for
Baidu

Nominal Compounds 1.0400 1.2800
Interpretation of Nominal Compounds 0.7366 2.0700
Sentence Instance where Nominal Compounds are
found

0.1233 0.4267

Sentences with Nominal Compounds replaced 0.1167 0.4900
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TDSS: A New Word Sense Representation
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Abstract. Word sense representation is important in the tasks of infor-
mation retrieval (IR). Existing lexical databases, e.g., WordNet, and
automated word sense representing approaches often use only one view
to represent a word, and may not work well in the tasks which are sen-
sitive to the contexts, e.g., query rewriting. In this paper, we propose a
new framework to represent a word sense simultaneously in two views,
explanation view and context view. We further propose an novel method
to automatically learn such representations from large scale of query logs.
Experimental results show that our new sense representations can better
handle word substitutions in a query rewriting task.

Keywords: Word sense induction · Graph clustering · Query rewriting

1 Introduction

As the amount of the information on the Internet increasing exponentially, there
are growing demands in the information retrieval (IR) industry to understand
the queries better, so as to provide the users with more accurate and diverse
results. Such query understanding tasks require fine modeling of word mean-
ings to capture subtle semantic differences of words. For example, query rewrit-
ing, an important IR task in many realistic search engines, should rewrite a
query with synonymous or similar words with the ones in the query, so as to
obtain more retrieval results. In practice, in order to avoid semantic drift of
query meanings, we mainly use synonyms to rewrite the query. Take the query

(Where can I have breakfast in Wudaokou)” as an exam-
ple, we would like to use to substitute as a
rewriting of the query. However, many words in queries are ambiguous, and we
need to use the context to determine which sense a word would use, and the
synonymous words of this sense will be used to rewrite the query. This means
that the task should exploit two views of a word sense: the explanation view,
containing synonyms of the sense, and the context view, representing in what
contexts this sense is used. Unfortunately, most existing works on word sense
representations are not suitable for the task.

c© Springer International Publishing AG 2016
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Traditional lexical databases, such as WordNet [10,11], groups words into
sets of synonyms called synsets, providing short definitions and usage examples.
It only uses the explanation view to represent the word senses, while the context
in the usage examples is rather limited. Furthermore, it requires lots of human
efforts to construct and update, thus is difficult to adapt to other domains or
languages.

On the other hand, automated word sense induction (WSI) has attracted
more and more attention. Previous works on WSI mainly focus on characterizing
word meanings by modeling the contexts or descriptions of the ambiguous word,
including unsupervised clustering [5,14,15], or topic models [2]. Recent research
efforts also attempt to build a continuous vector to represent a word or a sense
of a word [3,4,6,7,9,12,16], and the models are usually trained on the contexts
and/or the textual descriptions of the words. Those approaches often use only
one view to represent a word, which makes the two aspects of word sense interact
with each other, and may confuse the query rewriting model.

In this paper, we propose a novel framework, two-dimensional semantic space
(TDSS), which jointly use two vectors, the explanation vector and the context
vector, to represent a word sense. The explanation vector is generated using
synonyms, serving as a description of this sense. For convenience, we also call
those words as its explanation words. The context vector is constructed based
on the corresponding context of the sense. We further propose an approach
to obtain such TDSS representations for word senses from large scale query
logs. The explanation words and context words are extracted from the query
paraphrases, and further grouped into multiple senses. Experimental results on
33 Chinese words and a query rewriting case study show that our approach can
output reasonable word senses, which can be further used in the task of query
rewriting.

2 Related Work

In this section, we briefly review previous studies on traditional context-oriented
WSI methods.

Previous studies in WSI are often context-oriented. Those approaches can
be divided into three categories: unsupervised clustering approaches, generative
approaches and word embedding approaches.

In cluster-based approaches, WSI is treated as a clustering problem. The men-
tions of a target word are grouped into several clusters according to the similarity
of their contexts. Many different clustering algorithms have been used so far, e.g.,
k-means [14], agglomerative clustering [15], information bottleneck [13].

The graph-based cluster methods can also be used in the task of WSI [8],
where words are the nodes and the co-occurrence between words are the edges.
Community detection algorithms can be employed to discover word communities
in the graph, which is used to represent word senses.

Generative approaches assume that different senses have different lexical dis-
tributions. For example, [2] utilizes a parametric Bayesian model, i.e., LDA, to



TDSS: A New Word Sense Representation Framework for IR 65

solve the WSI task. The word senses are characterized as distributions over words
and an ambiguous word is then drawn from a distribution of senses. In order to
automatically decide the number of senses, instead of LDA, [17] propose to use
a nonparametric Bayesian model, called Hierarchical Dirichlet Process (HDP).

Recently word embedding approaches have attracted more and more atten-
tion In those approaches, a word or the sense of a word is often represented by a
continuous vector which is built by neural network algorithms [3,4,6,7,9,12,16].
Most approaches use the contexts and/or the textual descriptions of the words
to train those models.

3 A New Word Sense Representation Framework

In TDSS, we represent the sense of a word in two views, explanation view and
context view. We use synonyms of a word to generate its explanation view. Take
the word as an example, the explanation view of one of its senses
may consist words such as and .

For the context view, we extract words from the contexts where this meaning
is used. In the example of the word we can use the words which
often exist in its contexts, such as , , etc., to generate
the context view.

Formally, given a word w with k senses, its ith sense can be represented as
a tuple Si =< E i,C i >, where E i is a vector representing the explanation of
this sense, and C i is a vector representing the context of this sense. We also
assign a popularity for E i, which indicates how popular E i is among all sense
explanations of the target word. We restrict that the popularity of all sense
explanations of a word should sum up to 1:

k∑
i=1

Pop(E i) = 1 (1)

Generally speaking, the senses used in more common and diverse contexts are
often more popular. We calculate the popularity of a sense based on the proba-
bility of the sense’s contexts:

Pop(S i) =
P (Ci )
k∑

j=1

P (Cj )
(2)

In this paper we construct the vectors as a simple bag of words (BoW)
model, where each dimension of the vector is a word in the sense explanations
or contexts. It is possible to use more sophisticated models such as topic models
or word embedding, which will be our future work.
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4 TDSS Sense Extraction

In order to automatically obtain the TDSS representations of word senses, we
first extracting paraphrases from the query logs, and detect word alignments
between those paraphrase pairs. Then we extract substitution pairs as well as
the corresponding contexts based on the alignments. The substitutions of a word
will be considered as its explanation words. Finally, for a given word, we collect
all its substitutions as well as the corresponding contexts, adopt a clustering
algorithm to group the substitutions into different senses and further obtain the
TDSS representation from each sense.

4.1 Explanation Words and Context Extraction

Generating Paraphrases. Given the query logs, we adopt the approach in
[18] to generate sentential paraphrases from them, which will be further used as
the sources of mining explanation words and contexts of word meanings.

Word Alignment. For each pair of sentential paraphrases, we align the words
in one paraphrase to their corresponding substitution words in the other. We
adopt a rule-based aligning strategy for the word alignment. Two words are
aligned if they are the same, synonyms (according to an existing thesaurus), or
the words inside a window around them (window size is set to 1) are the same
or synonyms.

Substitution and Context Extraction. Generally speaking, two aligned
words a and b in a paraphrase pair can be synonyms, co-hyponyms or hyper-
nyms, etc. Thus, we can use a word’s substitutions to form the explanation views
of its senses. For each sense, we also need a context vector C . The words inside
a fixed window size (set to 3 empirically) of the query paraphrases are extracted
to generate the context vectors.

Now for each substitution pair, we will compute the substitution probability
approximately based on all paraphrases. Given a word a and its substitution b,
the probability of a is substituted by b can be calculated as:

p(a → b) =
freq(a → b)∑

bi∈B

freq(a → bi)
(3)

where freq(a → b) is the times a is substituted by b in total, B is all words
which can substitute a.

It is also important to estimate the probability of the target word w substi-
tuted by the explanation word e given the context word c. Formally, p(w → e|c)
can be calculated as:

p(w → e|c) =
freq(w → e|c)∑

ei∈Ec

freq(w → ei|c) (4)
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where freq(w → e|c) is the times that w is substituted by e given the context
word c, Ec is the set of all words that can substitute w under the context word c.

4.2 Sense Graph Construction

In our approach, the senses of a word are captured from the sense graph of this
word. The graph is constructed based on the substitution pairs and the context
words extracted in the previous subsection. For a given word, we collect all its
substitution words, which can be seen as its explanation words. Then we connect
the obtained explanation words by their pairwise relatedness estimated based
on the substitution probabilities and context words obtained in the previous
subsection.

Graph Pruning. Since there are lots of noises in the generated substitution
pairs, we need to prune the sense graph to reduce the noises. The following
strategies are used to prune the graph.

The first strategy is simple: we prune any explanation words with low substi-
tution probabilities or low substitution frequencies. The pruning thresholds are
set empirically for this strategy.

The second strategy utilizes triangle-like substitutions to prune unreliable
graph nodes and edges. The assumption is that a triangle-like substitution struc-
ture are more stable and reliable, and can help us to prune the noises from the
graph. Suppose we have a node a in the sense graph of a word w, which means w
can be substituted by a. If we can find another node b in the graph satisfying a
can be replaced by b, then we reserve both a and b. Otherwise, a will be pruned
from the graph. Figure 1 illustrates a triangle-like substitution structure, where

(go on a trip) is the word w, (travel) is the word a and (take a trip)
is the word b.

Edge Weighting. The weights of the edges in the sense graph indicate the
relatedness between the explanation words. Given the sense graph of a word w,
and two nodes a and b in this graph, the edge eab between the two nodes is
weighted as:

weight(eab) = αsub(a, b) + (1 − α)sim(a, b) (5)

Fig. 1. Illustration of the triangle-like substitution structure.
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Fig. 2. An abridged example of the semantic graph. The weights of the edges are also
omitted for the sake of brevity.

sub(a, b) is the substitution relatedness between a and b, which is calculated as
the average value of p(a → b) and p(b → a). sim(a, b) is the context similarity
(cosine similarity) between a and b, calculated based on the contexts in which
w is substituted by a and b respectively. The context word c is weighted by
the conditional probability p(a → b|c). α is a parameter used to adjust the
importance of the two components. It will be optimized on a held out set.

After the pruning and edge weighting step, for each target word, we obtain a
sense graph from all remaining substitutions as well as their pairwise weightings.
Figure 2 illustrates an abridged version of a sense graph for the word . The
meanings of in Chinese includes (visit), (cure) and (observe),
etc.

4.3 Sense Generation and Weighting

After we construct the sense graph for a word, we adopt a clustering method
to group the explanation words into several clusters, and further generate the
TDSS representation for the senses of this word.

Graph Clustering. Now we will cluster the explanation words and context
words into different senses. Many algorithms can be used for this task, such as
KMeans, HAC, and density-based clustering algorithms. It is more suitable to
use the algorithms which do not need to determine the number of clusters in
advance, since it is difficult for us to know the exact numbers of the senses of
each word.
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We choose a label propagation algorithm to cluster the graph. All nodes of
the graph will be initialized with a different sense. In each iteration, for each
node of the graph, we collect all its neighbors, and the score of each sense is
calculated by summing the weights of all neighbors which support it. The senses
whose scores are higher than a threshold will be the senses of this node. If the
senses of less than 10% nodes are modified in an iteration, the procedure will
stop.

Sense Generation. After the clustering, we can obtain the TDSS representa-
tions for senses of the target word w. Each cluster can be used to construct the
explanation vector of one sense. The value of each dimension in an explanation
vector E is the substitution probability of the corresponding explanation word:

E = (p(w → e1), p(w → e2), ..., p(w → em)) (6)

where ei is the explanation words in the cluster. For each sense, we aggregate
all its sense words’ contexts together, and filter the ones whose frequencies are
too low. The remaining words form the C vector of this sense. The value of the
elements in C is the conditional probability that the target word w is substituted
by the explanation words of the current sense given the corresponding context
word c. Thus, C is computed as:

C = (p(w → E|c1), p(w → E|c2), ..., p(w → E|cn)) (7)

where E is the set of the explanation words of the corresponding sense, and
p(w → E|ci) is calculated as:

p(w → E|ci) =
∑
ej∈E

p(w → ej |ci) (8)

According to the definition of the sense popularity in Sect. 3, given a word w
which has k senses, the popularity of Si can be computed as:

Pop(Si) =

∑
c∈Ci

freq(c)

k∑
j=1

∑
c∈Cj

freq(c)
(9)

where freq(c) is the frequency of the context word c, Ci is the set of context
words of Si. Since the popular senses are usually more important for the users,
we collect the senses with the top n popularity as our results. Table 1 shows
some samples of the generated senses for the word (beat).

5 Experiments

We construct a dataset with 33 ambiguous Chinese words to evaluate the per-
formance of our model. Those words are manually selected from the ambiguous
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Table 1. Samples for induced word senses

words in the Chinese query logs, and the dataset is designed to be represen-
tative for different kinds of words, including nouns, verbs, adjectives, adverbs,
words with only one character, and words with multiple POS tags. Resolving the
ambiguity of those words is highly important for the task of query understanding
in the industry. The words we use are listed in Table 2: Each word’s explana-
tion words are collected and clustered into senses manually by three volunteers.
We integrate their annotations by majority vote. This dataset will be our gold
standard for evaluating the explanation view. We do not manually generate the
context views because they usually contain too many words. The context views
will be evaluated implicitly in the case study.

Table 2. The words used in our evaluation. The English words afterwards illustrate
two representative meanings of the Chinese words.
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The query logs we use are from one popular Chinese search engine. We col-
lect the queries from the year 2012 and 2013, producing about 230,000,000 para-
phrase pairs.

5.1 Evaluating Explanation Word Extraction

It is almost impossible to compute the exact recall of explanation words extrac-
tion because we can only collect the ones which are common. Thus, we only
consider the precision as well as the recall with respect to common explanation
words against human annotations. The results show that our explanation word
extraction can achieve a precision of 62.9%, and a recall of 79.1%. In order
to study how the incorrect extractions are generated, we randomly select 200
incorrect substitutions, and manually investigate the paraphrases from which
they are extracted. We summarize the major reasons with the top 3 proportion
are: incorrect paraphrase mappings, incorrect word segmentations and typos or
grammatical errors in the queries. The proportion of each reason is listed in
Table 3.

Table 3. The major reasons of incorrect substitution extraction.

Reasons Percentage(%)

Incorrect paraphrase mappings 37.0

Incorrect word segmentations 32.0

Typos or grammatical errors 35.0

The top 1 reason is incorrect paraphrase mappings. Since the paraphrases are
automatically generated from query logs, they inevitably contain some noises and
incorrect mappings. Sometimes a user may click a title which is highly related but
not the same as the query. For example, the query is (How
to see the pictures in the QZone), but the title which the user actually clicked
is (How to upload the pictures to the QZone). This will
make (see) be aligned to (upload), and afterwards an incorrect sub-
stitution is extracted.

Second, incorrect word segmentation results may also invite incorrect substi-
tutions. In Chinese natural language processing, word segmentation is an impor-
tant and necessary preprocessing step. The errors in word segmentations would
certainly effect the task of word alignments, and further bring noises to substitu-
tion extraction. For instance, in the paraphrases (There
is a person I miss so much) and (There is a girl
I miss so much), the correct segmentation of the last three characters
should be , but the second sentence is wrongly seg-
mented as . It makes be aligned to

, which does not make sense.
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Finally, the queries input by the users, and the titles of the clicked webpages,
are often not well normalized. Some of them may contain wrongly written or
mispronounced characters, some of them may even contain serious grammatical
errors. Under these circumstances, a word may be aligned to another word which
is fully unrelated with it. Take the paraphrases (How to
complete Warcraft on Battle.net) and (How to play War-
craft on Battle.net) as an example, the word (complete) in the first sen-
tence should actually be the word (play), which is a synonym of the word

(play) in this context. Because (complete) and (play) pronounce the
same in Chinese, sometimes the users may use the first word by mistake. This
will generate an incorrect substitution between (complete) to (play).

We can observe from Table 3 that the sum of the proportions of the three
reasons is larger than 100%. This is because some incorrect substitutions are
extracted for multiple reasons.

5.2 Evaluating Word Sense Generation

We use the B-cubed criterion [1] to evaluate the performance of the explanation
word clustering. We also manually evaluate the performance of generated word
senses according to the explanation view. The results of the top 20 senses are
listed in Table 4.

Table 4. The performance of explanation words clustering.

P(%) R(%) FMeasure(%)

Clustering 89.4 49.3 60.1

Word sense 67.0 59.7 63.1

We can observe that the senses we generated achieve a precision of 67%. The
correct explanation views can represent the sense of a word well. For example,
one sense of the word “ (see)” consists of explanation words “ (treat a
disease)”,“ (cure)” and “ (heal)”. We can also see that the clustering
precision is much higher than the recall. This is because we tune the parameters
to make the clusters smaller but more accurate, so as to decrease the effect
of the noises in the explanation words. Furthermore, in most tasks of query
understanding, a smaller but more accurate cluster would be better than a larger
cluster with noises.

5.3 Case Study: Query Rewriting

Now we will evaluate how the TDSS representations of word senses perform in
the query rewriting task compared with two strong continuous word represen-
tation approaches, CBOW and skip-gram [9]. We randomly collect 921 queries
containing the 33 Chinese words, and manually labeled the words which can
substitute the target word.
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For CBOW and skip-gram baselines, we first selected the top 100 simi-
lar words from the vocabulary as candidates. Then we compute the similarity
between the candidates and the contexts of the target words in the queries, and
the ones above a threshold will be collected as the rewriting words. We use the
extracted query paraphrases which contain the 33 words to train the CBOW
and skip-gram model.

For our TDSS word senses, we select the best sense for the target word
based on the similarities between the query and the context views, and the
explanation words of the selected sense will be used as the rewriting words. As
for the evaluate criterion, we use the precision of the generated rewriting words.
Since it is difficult to obtain the exact recall of the results, we use the average
number of correct rewriting words of all the queries in the dataset instead. The
results are listed in Table 5.

Table 5. The performance of TDSS and the baselines in query rewriting.

Approach Precision(%) Average number of correct rewriting words

CBOW 19.0 1.8

Skip-Gram 6.4 3.2

TDSS 51.2 2.9

From the results we can observe that our TDSS representations can obtain the
best precision. This is mainly because that it separates the essentials of a word
sense, explanations and contexts, into two views, while the existing approaches,
i.e., CBOW and skip-gram, combines them into one view, which may blur the
differences of the two types of information. Skip-Gram can obtain a little more
correct rewriting words than TDSS, but in practice the precision of the words
are more important for us since a incorrect substitution would invite incorrect
retrieval results, which may decrease the user experience. The results also imply
that the context view works well in query rewriting, which implicitly proves that
our approach can generate reliable context view for word senses.

6 Conclusions

In this paper, we describe a novel word sense representation framework, which
captures the sense of a word in two separate views, explanation and context,
and further propose an approach to extract such representations from large
scale of query logs, without replying on much human involvement. Experimental
results on a Chinese dataset show that our new word sense representation frame-
work can help better handle information retrieval tasks, such as query rewriting,
where fine modelling of word meanings is desired. For further work, we will look
for more robust representations for word meanings to better represent the two
views, and will also attempt to apply the obtained word senses to more retrieval
applications.
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Abstract. The discovery of new words is of great significance to natural lan-
guage processing for the Chinese language. In recent years, training words in a
corpus into a new word vector representation with neural network model has
shown a good performance in representing the original semantic relationship
among words. Accordingly, the word vector representation is then introduced
into the discovery of new word in Chinese text. In this work, we propose a new
unsupervised method for discovering new word based on n-gram method. To
that end, we first trains the words in corpus into a word vector space, and then
combine some elements in the corpus as candidates for new words. Finally, the
noise candidates are dropped based on the similarity between two elements in
the new word vector space. By comparing to some classical unsupervised
methods such as mutual Information and adjacent entropy, the experiment
results show that the propose method has great advantage on performance in
discovering new words.

Keywords: Word embedding � New words discovery � Semantic relationship �
n-gram

New word discovery is a very important research topic in Chinese natural language
processing. As we know that Chinese is not like the language of English, in which there
are fixed separators between words in text, thus word segmentation is usually a nec-
essary step at the beginning of information processing with massive text in Chinese.
Since the performance of the best word segmentation is not so perfect that the new
word in a corpus may be divided into smaller word elements, obviously, which may
cause a wrong results of information retrieval. Therefore, the task of new word dis-
covery is closely related to word segmentation [1]. Sproat and Emerson pointed out that
the emergence of new words greatly influenced the segmentation accuracy of word
segmentation tools, and 60% of word segmentation errors were caused by new words
[2]. However, the concept of “new word” are not well-defined in literature. In the field
of Chinese textual information processing, there are two concepts: new words and
unlisted words. New words refer to words that appear with the development of the
times, whereas, unlisted words refer to words that do not appear in the dictionary of
current word-segmentation tools. In literature, the new words and unlisted words did
not be distinguished [3], so do in this study.
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At present, the methods for new words discovery methods are divided into two
types of supervised and unsupervised. The supervised method is mainly based on
statistical learning. This method requires a large amount of labeled data and a large
number of feature selection work. However, obtaining a large amount of labeled data is
often costly, and feature selection requires a wealth of experience for textual semantics
recognition. The unsupervised method is mainly based on a set of rules, or calculating
some statistical measurements. Rule-based approach requires the development of a
large number of language rules, and thus their reusability is poor. The methods based
on some simple statistical indicators are also with poor performance in new words
discovery because of their high computational complexity.

With the great development of research on neural network training and deep
learning in recent years, some word vector representation models can characterize the
implication of words very well as well as the semantic relationship between words.
Especially, we notice that if a new word is wrongly separated by the software, the
separated parts should be semantically similar in the new word vector space. For
example, word ‘Zhang Yong’ (张勇) is used as a name of Chinese people, but it had
always been separated by software into the wrong form of two smaller word elements
as ‘Zhang/Yong/’ (张/勇/). Now, with an appropriate trained neural network model, we
can find that the corresponding word vectors of the two words of ‘Zhang’ (张) and
‘Yong’ (勇) are very similar. Based on this interesting semantic relationship, we
propose a new algorithm to identify new words from massive Chinese text based on the
well trained word vectors. Along this line, the n-gram (n > 2) word string whose term
frequency is greater than 2 in the corpus is extracted as the candidates of word. Then,
based on the similarity of two word vectors, the wrong combined new words are
pruned. Finally, a set of new words are obtained.

1 Related Work

As an important step in the field of Chinese textual information processing, new word
discovery can also be regarded as a form of multi-word expression. In recent years,
there are lots of researchers have been devoted into this area. The methods for new
word discovery are mainly of two categories, the one is the supervision method, mainly
based on the statistical method. This type of methods usually uses the new word
discovery task to transform the sequence label task, using the machine learning method
to train the model on the artificial labeled data, and then use the trained model to mark
the unlabeled data automatically. Fu and Luke regarded the recognition of new words
as a sequence labeling process. Some of the data are first hand-marked to train the
Hidden Markov Model (HHM), which marks the contextual characteristics of the
words, the connection and the word-formation patterns. And then use the trained model
to predict the word segmentation and get the marked sequence. Finally, a new word is
obtained according to the marking pattern. Their experiments have achieved a good
result [4]. However, the process of this method is relative complicated, and the large
corpus is another limitation. Goh et al. [5] used the HHM model for coarse word
segmentation and pre-labeling. In the method, the SVM model was trained to obtain the
character-based annotation, and then the new words were detected using the tag of
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word sequence to obtain the final segmentation. However, the initial error of word
segmentation in this method would be a big inducement of the big errors generated in
the follow-up processing work. By using initial word segmentation and part of speech
tagging, Xu and Gu [6] presents a method based on SVM, which is trained for a new
word space vector. The candidate words in their work are predicted by combining the
related constraints and relaxation variables on a test corpus. The candidate of new
words is vectorized and then put into the SVM classifier. The classification results
would be introduced into judging the candidates were new words or not. Chen et al. [7]
used the conditional random field to transform the new word detection task into a
problem of evaluating whether a word segmentation boundary is a new boundary.
Along this line, they proposed a series of statistical features to distinguish the new word
boundary. And then use the conditional random field method to synthesize these fea-
tures to achieve the new words in an open field. Although good results had been
achieved in their experiments, their method still need a large number of data labeling
and complex features building.

The other kind of method is the unsupervised methods, including the rule-based
and some statistical indicators based method. The rule-based methods use the language
rules to match the new words in the text. The methods based on statistical indicators
usually find the repeated n-gram word strings in the corpus as candidate word strings,
and use some statistical indicators to check whether the candidate word string can be
recognized as a new word. In the method presented by Wang et al. [8], they first make
word segmentation, then sort out the 2- to 8-gram word strings, and finally use some
matching and statistical information to identify new words. Zheng et al. [1] proposed a
new word discovery method based on users’ behavior in a specific area. First, they
select representative words in a field, then use these words, as well as some of user
input dictionary to find experts in the field, and they do the new word discovery by
analyzing the input dictionary of the experts. Pecina and Schlesinger [9] used 55
different statistics to carry out 2-gram lexical recognition experiments. The results show
that mutual information (MI) algorithm is one of the best methods to measure lexical
relevance. In [10], the PMI algorithm is combined with a small number of basic rules to
automatically identify 2- and n-gram new words from large-scale corpus. In [11], the
authors argue that if the candidate word string can be recognized as a new word, the
word string should also be appeared in a different sentence environment. Based on this
idea, the new word can be discovered by evaluating the information entropy around the
candidate word string.

It can be seen that the methods based on machine learning, such as HMM and
conditional random fields, can achieve good results, but still need a large amount of
pre-labeled data. Usually these data are difficult to obtain and need to carefully features
selection and optimization. Methods based on rules or some indicators do not need lots
of labeled data, but the calculation of these indicators is usually costly. Another feasible
way is to integrate rules and a variety of indicators together, or embedded these
indicators into a machine learning model [7]. In this work, we propose an unsupervised
method for new word recognition based on word vectors representation, which is
simple and efficient.
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2 The New Word Discovery Method Based on Word
Vector Pruning

In textual information processing, the word vectors trained by neural network or deep
learning, can be a good representation of words and a feasible token of the se-mantic
relationship between words and words. In this paper, we will leverage the se-mantic
relationship to recognize the new words in a Chinese corpus. Firstly, the text is seg-
mented, and then the n-gram word string whose frequency is greater than the threshold
is extracted as candidate new words. Finally, the similarity or distance of the word
vectors between the words in different parts of n-gram is used to prune. The n-gram
(n > 2) obtained after pruning is used as a new word.

The new word recognition process is shown in Fig. 1. The corpus used in exper-
iment consists of two part, one is the mass of external text data, mainly used to train
word vector, the other is used to discover the new words.

2.1 Data Preprocessing

This method mainly uses two parts of corpus, one part is external corpus, and the other
part is the corpus used for new word discovery task. The external corpus does not need
special data preprocessing, but word segmentation. This method also can use the other
trained word vectors by some institutions, such as Google. However, pre-trained

External corpus

Mining n-gram words sequence

Word 
Segmentation

Word Vector 
Training Pruning Based on Word Vector

New Words

Corpus for new word discovery

Preprocessing (sentence seg-
mentation and word segmenta-
tion)

Fig. 1. The new words recognition flow
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Chinese word vector is relatively lacking, but [10] pointed out that an optimized model
of single-machine multi-threading can train billions of words per hour, and these
trained words can be saved for other natural language processing tasks. The corpus of
the new word discovery task is divided by Chinese sentences or question marks, and
then the word segmentation is performed by word segmentation software.

2.2 Word Vector Representation and Training

If we want to use machine learning method to solve the Natural language processing
problem, we need to mathematical characteristics of some symbols, change the word into
the word vector is one of the ways. There are two kinds of word vectors. One is the
One-hot Representation, that is, to build a lexicon, the dimension of the vector is equal to
the size of the lexicon, the corresponding dimension is 1; the other is the word vector,
which is the Distributed Representation. It is the word vector got when training language
model by neural network or deep learning. Distributed Representation word vector
characterizes the potential semantic relations well. Simultaneously the dimension of the
One-hot Representation is low, which avoids the problem of dimensionality and sparsity.

Literature [9] pointed out that the statistical language model can be expressed as:

p wT
1

� � ¼ YT

t¼1
p wtjwt�1

1

� �
; ð1Þ

Here, wt represents the tth word, wt�1
1 ¼ ðw1;w2; . . .;wt�2;wt�1Þ represents the

word sequence before wt.
Bengio et al. used neural network training language model to get the word vector

[10], Mikolov et al. [10–13] proposed Skip-gram and CBOW model. These two models
can train the large-scale corpus efficiently, and experiments show that Skip-gram model
get the best performance in describing the semantic relationship between the words.
Therefore, this paper also uses the Skip-gram model to train word vectors.

2.3 Mining n-Gram Word String

If several adjacent words often appear together in the corpus, they are probably new
words, we call such a sequence of words n-gram words sequence, n represents the
number of words in the sequence of words. For example, there is such a sentence “CEO
Zhang Yong said …” (“ceo张勇表示…”), after the word segmentation, it turns into
“CEO/Zhang/Yong/said …” (“ceo/张/勇/表示…”). If the “Zhang Yong said” appears
in multiple sentences, we can find 3-gram words sequence {‘Zhang’, ‘Yong’, ‘said‘}.
Our goal is to find all n-grams whose frequency of occurrence is greater than the
threshold, while n in each n-word string is as large as possible. In this paper, an efficient
algorithm is designed to mining the n-word string whose n is the maximum.

Firstly, construct the data set T: The text data set D is crawled from the target
website by the crawling software in the beginning; and then a standard text prepro-
cessing mentioned above is performed on the data set D; For each document Di 2 D,
use the segmentation software to segment the content and label the punctuation marks
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and stop words, thus Di is divided into ni terms dj (j = 1, …, ni). Scan the word
segmentation results, replace all the punctuation marks and stop words with line breaks,
complete the text segmentation, and form the final text data set T. In fact, the i th
segmented text in the data set T can be regarded as a word vector ti composed of a
series of ordered semantic words. Where ti is consist of mi ordered semantic word units
tij j ¼ 1; . . .;mið Þ. The element tij is the j th semantic word in the i th segmented text in
the data set T.

T ¼ ft1; . . .; ti; . . .; tjT jg; ð2Þ

Here, |T| indicates the number of text after the division.
Next, we scan the dataset T to find all 2-gram words whose frequency is greater

than the threshold, and record the location index of all these 2-gram words. These
2-gram strings are then incremented left and right to increase N according to their
position index until the stop condition is reached. Stop conditions is that the string
frequency is less than the threshold or encountering stop words when left and right
expansion. Through this algorithm we can find a large number of candidate word
strings, but these candidate words cannot be directly seen as a new word, because this
error rate is high. The candidate words sequence forms we found by the frequent
sequence mining algorithm are shown in Table 1.

It can be seen from Table 1 that the extracted n-gram candidate words sequence can
not be directly used as a new word, for example, in the candidate word series of
{‘Zhang’, ‘Yong’, ‘Said’}({‘张’, ‘勇’, ‘表示’}), “Zhang Yong” is a new word, but
“Zhang Yong said” cannot serve as a new word. Therefore, we need to introduce
pruning at this time, remove the word “said”, the remaining “Zhang Yong” as a new
word.

2.4 Pruning Based on Word Vector

If a new word is mistakenly separated, the different parts of the misclassified semantics
should be very similar, and the word vector is a good representation of this semantics,
that is, their word vector should be very similar. For example, in our experiments we
can find in the 3-gram words sequence of {‘Zhang’, ‘Yong’, ‘Said’}, the cosine sim-
ilarity between word vectors corresponding to “Zhang” and “Yong” is 0.38, while the
cosine similarity between the word vector of “Yong” and “Said” is 0.01. Based on this

Table 1. Sample for candidate word sequence

T Candidate word string

T1 {“Zhang”, “Yong”, “Said”} ({“张”, “勇”, “表示”})
T2 {“alibaba”, “declared”} ({“阿里巴巴”, “宣布”})
T3 {“integrity”, “department”}({“廉正”, “部”})
T4 {“propose”, “privatization”, “offer”} ({“提出”, “私有化”, “要约”})
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feature, we prune the candidate words sequence, that is, pruning the distance of the
corresponding word vector in the candidate words sequence. If the similarity between
words and words is less than a certain threshold, we prune them:

f vec1; vec2ð Þ[ threshold; ð3Þ

Where f is a function of the vector similarity or distance metric, depending on the
specific form of more than f or less than f. Table 2 lists the word vector pruning
algorithm. Here, all candidate word strings are denoted by C, and C is a
two-dimensional array form. Each item represents a candidate word string, and Vec
represents the training word vector.

After the pruning of the word vector, we find that the “Said” in candidate word
strings of [“Zhang”, “Yong”, “Said”] can be removed, so as to correctly identify the
new word such as ‘Zhang Yong’.

3 Experiment Results

3.1 Data Sets and Experimental Settings

In this paper, we collected a total of 53.9 M corpus of company news from SINA finance
network (http://finance.sina.com.cn/chanjing/). In the experiments, the first 5,000 sen-
tences in the 53.9 M news corpus are selected as the corpus of the new word discovery
task. The data preprocessing is carried out on the selected 5000 sentences, including
sentence segmentation with Chinese full stops and question marks and the word seg-
mentation with Jieba, and a total of 143765 words are obtained after the process.

We use the Google’s open-source tool word2vec (https://code.google.com/p/
word2vec/) to generate word vectors. The selected model is Skip-gram model with
window size 6. In word2vec, the word vector dimension is adjustable. The experi-
mental results in literature [10] demonstrate that the higher the word vector dimension,

Table 2. Word vector pruning algorithm
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the better the effect, while more data is required. In this paper, the dimension of word
vector after training is 200 dimensions.

3.2 The Result of New Word Detection

In the corpus of new word discovery task, 278 new words are marked in this paper. We
get 604 candidate word strings by mining the n-gram word strings, and compute the
frequency distribution of n-gram word strings and the frequency distribution of n in
n-gram, as shown in Figs. 2 and 3. Finally, we get 216 new words after pruning
algorithm. Many of these new words are named entities such as “Mogujie” (“蘑菇街”),
“Qiongyouwang” (“穷游网”), “Hedge Fund” (“对冲基金”), “Shareholding Ratio”
(“持股比例”), “Lin Han” (“林翰”), “Shao Xiaofeng” (“邵晓锋”), “Jiang Peng” (“姜
鹏”) and so on.

Fig. 2. The frequency of n-gram

Fig. 3. The frequency of n
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3.3 Comparative Analysis

In order to better illustrate the effectiveness of the new word discovery method pro-
posed in this paper, we conduct a comparative analysis of existing methods under the
same data set, mainly with unsupervised methods of mutual information and left-right
information entropy, and supervised method based on conditional random field.

(1) Mutual information is defined as

PMI x; yð Þ ¼ log
p x; yð Þ

p xð Þ:p yð Þ ; ð4Þ

Where p (x) is the probability that x occurs.
(2) The entropy of information entropy is defined as

LE wð Þ ¼ � 1
n

X
a2A Cða;wÞ log

Cða;wÞ
n

; ð5Þ

Where w is the word, A is the set of left and right words in w, and C (a, w) is the
number of simultaneous occurrence of a and w.

(3) The conditional random field is defined as

P YjX; hð Þ ¼ 1
Z X; hð Þ exp

X
k
hk:u Y ;Xð Þ

n o
; ð6Þ

Where θ is the model parameter, φ(Y, X) is an arbitrary characteristic function,
and Z X; hð Þ ¼ P

Y 0 exp
P

k hk:u Y 0;Xð Þ� �
is the normalization factor.

In this paper, we use the correct rate (precision), recall rate (recall) and F value
(F-measure) to evaluate the performance of each system:

Precision ¼ #newwords correctly identified
#recognized words

; ð7Þ

recall ¼ # newwords correctly identified
#newwords in corpus

; ð8Þ

F�measure ¼ 2� precision� recall
precisionþ recall

; ð9Þ

The experimental results of the above 3 methods and the method presented in this paper
are shown in Table 3.

Table 3. The comparison results

Method Precision Recall F–measure

PMI 61.8% 55.9% 58.7%
Information entropy 59.1% 51.3% 54.9%
Conditional random field 72.2% 50.6% 61.1%
Word vector pruning 81.2% 60.1% 69.1%
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From the results in Table 3, it can be seen that the new word discovery method
based on word vector pruning proposed in this paper is much better than other methods.
This method can make full use of the word vector by external corpus training, which
has already depicted the semantic relations, but mutual information and left-right
information entropy can not use these external information, which is one reasonable
reason why our method can get better performance than other two indicators. Worthy
of note is, due to the lack of training datasets and special feature selection optimization,
the conditional random field method cannot reach a good performance.

3.4 Different Vector Similarity Measure Pruning Comparison

The metric of similarity or distance between two vectors is mainly Cosine similarity,
Euclidean distance, Manhattan distance, etc. We use these three indicators to prune the
word vector, and conduct a comparative analysis of the performance of these indica-
tors. The three indicators are calculated as follows:

Cosine similarity:

cos h ¼ ð
Pn

i¼1 xi:yiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiPn
i¼1 x

2
i

p
:

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiPn
i¼1 y

2
i

p Þ; ð10Þ

Euclidean distance:

dist X;Yð Þ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiXn

i¼1
ðxi � yiÞ2

q
; ð11Þ

Manhattan distance:

dist X;Yð Þ ¼
Xn

i¼1
jxi � yij; ð12Þ

When the cosine similarity indicator is selected, the candidate word string is
scanned, if the cosine similarity between the adjacent two word words is smaller than a
certain threshold value, the pruning is carried out; If Euclidean distance or Manhattan
distance is selected, the similarity of distance between adjacent word words is larger
than the threshold value, and the pruning is carried out. Figure 4 is the experimental
results of the pruning with different indicators, in each plot the abscissa represents the
threshold, the red solid line represents the corresponding accuracy, the blue dashed line
represents the recall rate.

As we can see from Fig. 4, the intersection of accuracy rate and recall rate is
located in the vertical coordinates of 0.7 when Cosine similarity is selected, and those
rates are less than 0.6 when Euclidean or Manhattan distance is selected. For a more
intuitive comparison, Fig. 5 shows the accuracy-recall curve at different distance
methods, and we also add the accuracy-recall curve based on n-gram word frequency
pruning. The results show that the best performance reached by using the cosine
similarity, while Euclidean distance and Manhattan distance are significantly worse
than the cosine similarity. The worst is based on N-word string frequency pruning, but
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its accuracy rate is very high when the recall rate is low. Therefore, we choose the
cosine similarity to measure word vector distance. Meanwhile, the high frequency
N-gram word string is directly selected as a new word, which can correct some errors
of the words vector pruning, as to improve the algorithm accuracy and recall rate.

a) Cosine distance b) Manhattan distance

c) Euclidean distance

Fig. 4. Comparing the effect of different pruning by vector distance (Color figure online)

Fig. 5. Precision-Recall rate curve
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4 Conclusions and Future Work

New words will be continuously emerged along with the development of society, these
new words will be used to delivery more and more new information in communication
with text. Simultaneously, people rely much on word segmentation for textual infor-
mation processing, especially, under the situation of massive data. However, the dic-
tionaries used in current tool for word segmentation can not include all the new words.
The new word is not only a key point but difficulty in Chinese natural language
processing.

In recent years, the word vector representation obtained by neural network model
can maintain the semantic relationship between words well. We can see that, if a new
word is misclassified into smaller parts by a word segmentation software, the different
parts of the misclassification should be similar in the new vector space. Based on this
consideration, this paper proposes a new unsupervised method for word discovery. The
method is mainly contributed to drop noise candidates based on the similarity between
two elements with their new word representation. Moreover, it is a combination of
word vector representation with the traditional n-gram method. Experiments show that
the proposed method is superior to the existing unsupervised method.

In the future, we will further increase volume of the corpus for training better word
vector representation, and improve the accuracy of the algorithm of word discovery by
introducing some other methods, such as mutual information index.

Acknowledgments. The work was partly supported by the National Natural Science Foundation
of China (No. 71271044/71572029/71671027).
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Abstract. Word deletion (WD) problems have a critical impact on the
adequacy of translation and can lead to poor comprehension of lexical
meaning in the translation result. This paper studies how the word dele-
tion problem can be handled in statistical machine translation (SMT)
in detail. We classify this problem into desired and undesired word dele-
tion based on spurious and meaningful words. Consequently, we pro-
pose four effective models to handle undesired word deletion. To eval-
uate word deletion problems, we develop an automatic evaluation met-
ric that highly correlates with human judgement. Translation systems
are simultaneously tuned for the proposed evaluation metric and BLEU
using minimum error rate training (MERT). The experimental results
demonstrate that our methods achieve significant improvements in word
deletion problems on Chinese-to-English translation tasks.

Keywords: Machine translation · Word deletion · Automatic evaluation

1 Introduction

Machine translation (MT) has been applied to many applications. The evaluation
of MT system quality often considers both adequacy and fluency [1]. For poor
translation results with low adequacy, the problem is mainly caused by word
deletion problems, word insertion problems, and incorrect word choices. Word
insertion problems are not common during translation [2]. Incorrect word choices
are eliminated by improving translation model [3,4] or using domain adaptation
[5]. So far, the word deletion (WD) problem has not gotten enough attention in
statistical machine translation (SMT) systems and research community.

Every language has some spurious words that do not need to be translated,
referred to as desired WD. See Fig. 1 for an example. The Chinese word
and the English word ‘the’ have no counterparts in the other language and will
be translated to empty word ε during translation. It is possible to learn phrase
pairs and ‘the, ε’ for desired WD from a word aligned bilingual training
corpus. Consequently, SMT systems realize the function of desired WD. For

c© Springer International Publishing AG 2016
C.-Y. Lin et al. (Eds.): NLPCC-ICCPOL 2016, LNAI 10102, pp. 91–102, 2016.
DOI: 10.1007/978-3-319-50496-4 8
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spurious

weilai jiu shuyu haizi

Fig. 1. Example of desired and undesired word deletion. Words in dashed rectangle do
not have counterparts in the target language. Letters under Chinese words are Chinese
Pinyin.

desired WD, Li et al. in [6] proposed three models to handle spurous words and
utilized different methods to calculate the translation probability that the source
words would be translated into empty word ε. However, undesired WD appears
along with desired WD during phrase extraction. For example, the phrase pair

in Fig. 1 is an undesired WD as the source
meaningful word has no counterparts in the target language and
results in a translation error.

In this paper, we focus on WD problems for SMT systems. First of all, to
identify desired and undesired WD, we use frequency to identify spurious and
meaningful words in the source language. Second, as undesired WD is directly
caused by incorrect phrase pairs, we categorize undesired WD into four classes
at the level of phrase pairs. For each class, we introduce a model that is used as a
feature and integrated into a log-linear model [7] for SMT to improve translation
performance. In addition, WD problems are more about the adequacy needed for
evaluation. But the most commonly used evaluation metrics, like BLEU [1] and
METEOR [8], are more about precision and fluency and do not take WD into
account. However, the human evaluation approach is quite expensive that it can
take weeks or longer to finish the evaluation. Therefore, we develop an automatic
evaluation metric that highly correlates with human judgement to evaluate the
translation performance in terms of adequacy. Finally, translation systems are
simultaneously tuned for our proposed evaluation metric and BLEU using MERT
[9]. The experimental results demonstrate that our proposed methods achieve
promising improvements on Chinese-to-English translation tasks.

2 The Proposed Approach

This section presents a number of solutions for the problem of WD. As desired
WD is about source spurious words and undesired WD is about source meaning-
ful words. To identify desired and undesired WD, we use frequency to distinguish
between spurious and meaningful words. As spurious words always have high fre-
quencies in one language, we refer to the words with high frequencies as spurious
words, and the others as meaningful words. Despite the obvious need for han-
dling undesired WD, it is surprising that most current SMT approaches do not
consider undesired WD explicitly and undesired WD problems frequently appear
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in the output of SMT systems [3,4,10]. Therefore, as undesired WD is directly
caused by incorrect phrase pairs selected by the decoder, then we categorize
it into four classes at the level of phrase pairs. As a result, we introduce four
models that can easily be integrated into the standard log-linear model to tackle
undesired WD issues.

2.1 Undesired WD Classification

Previous work demonstrated that improving the quality of phrase pairs was more
effective than improving word alignment for tackling WD issues [11]. Mean-
while, undesired WD is directly caused by incorrect phrase pairs selected by
the decoder. So, first of all, we categorize the direct causes of undesired WD
problems into four classes at the level of phrase pairs.

1. Empty Translation: A source phrase with only one word that is meaningful
is translated to empty word ε. See Fig. 2(1).

2. Unaligned Words: Undesired WD occurs with the unaligned source meaning-
ful words that have no counterparts in the target language. Figure 2(2) shows
an example.

3. N-to-1 Alignment Error: Multi-words of a source phrase are aligned to the
same target word, and some of the alignments are incorrect. It reads as if
some of source words are not translated at all. See Fig. 2(3).

4. Meaningful-to-Spurious Phrase: A source phrase having meaningful words is
translated into a target phrase having no meaningful words. Undesired WD
occurs with the source meaningful words. See Fig. 2(4).

spurious

zhulijun le chanpin he wenhua yiqian shi

jiaoyi shichang ju guji liaojie wenhua

Fig. 2. Categorization of undesired WD problems. Words in dashed rectangle do not
have counterparts in the target language. The dashed arrows between source and target
phrases are incorrect alignments.
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Figure 2 shows the four classes of undesired WD. In Fig. 2, cases on the left
side are incorrect and cases on the right side are correct. The first three classes
have no overlap, but the forth class may include the first three classes.

2.2 Undesired WD Model

For each class of undesired WD problems, we use an effective model to handle
it. This model is summarized in Eq. 1.

h = F (s, t,M,L,A) (1)

where s is the source phrase, t is the target phrase, M is the meaningful word
list, L is the lexical translation tables for which only top-n items that are sorted
according to the maximum likelihood probability will be reserved, and A is the
word alignment between s and t.

Based on Eq. 1, we design four new features that can easily be integrated
into the log-linear model for SMT.

Empty Translation. If a source phrase s, having only one word that is mean-
ingful that is translated to empty symbol ε on the target side, we set this feature
value to 0. Otherwise the feature value is 1. The empty translation model is
summarized in Eq. 2.

he =

{
0 if |s| = 1& s ∈ Ms & t = ε

1 otherwise
(2)

where Ms is a meaningful word list in the source language.

Unaligned Words. For unaligned meaningful word si in s, if there are no
unaligned counterparts tj , we set this feature value to 0. Otherwise the feature
value is 1. See Eq. 3 for a summarization.

hu =

⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩

0 if |s| ≥ 2&
∃i, si ∈ s, si ∈ Ms,∀k, (i, k) /∈ A,

∀j, tj ∈ t,∀h, (h, j) /∈ A,

((si, tj) /∈ Ls2t | (tj , si) /∈ Lt2s)
1 otherwise

(3)

where Ls2t and Lt2s are bidirectional lexical translation tables that are utilized
to check if the word pair (si, tj) is translated reciprocally.

N-to-1 Alignment Error. For a phrase pair (s, t), a source word si in s has
just one aligned target word tj in t, and tj has more than one aligned source
words, if (si, tj) is not translated reciprocally, an undesired WD occurs. Also,
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we use Ls2t and Lt2s to check if the word pair (si, tj) is translated reciprocally.
This model is summarized in Eq. 4.

ha =

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎩

0 if |s| ≥ 2&
∃i, si ∈ s, si ∈ Ms,

∃j, (i, j) ∈ A,∀h, h �= j, (i, h) /∈ A,

∃k, k �= i, (k, j) ∈ A,

((si, tj) /∈ Ls2t | (tj , si) /∈ Lt2s)
1 otherwise

(4)

Meaningful-to-Spurious Phrase. If a source phrase s with meaningful words
is translated into a target phrase t having only spurious words, a new feature
with value 0 will be added to indicate this. Otherwise the feature value is 1. This
model is summarized in Eq. 5.

hp =

⎧⎪⎨
⎪⎩

0 if ∃i, si ∈ s, si ∈ Ms &
∀j, tj ∈ t, tj /∈ Mt

1 otherwise
(5)

where Mt is a meaningful word list of the target language side.

2.3 Integration into SMT Decoder

An undesired WD model can easily be integrated into the standard log-linear
model for SMT. In Eq. 6, four new features are added to the log-linear model:

êI1 = argmax
eI1

{Pr
(
eI1|fJ

1

)}

= argmax
eI1

{
M∑

m=1

λmhm

(
eI1, f

J
1

)}

= argmax
eI1

{
N∑

m=1

λmhm

(
eI1, f

J
1

)

+ λehe + λuhu + λaha + λphp} (6)

where the first N features come from the baseline SMT model, and he, hu, ha,
and hp are the proposed four new features for undesired WD problems, λe, λu,
λa, and λp are the corresponding feature weights.

3 Evaluation Metric - Recall of WD

The human evaluation approach for WD problems is quite expensive. This is a big
problem because MT researchers want to see daily quality improvement for their
MT systems. This is our motivation to develop an automatic evaluation metric.
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Generally speaking, undesired WD is about the source language in which
meaningful words are not translated. But from another point of view, reference
translations produced by human beings in the development set contain complete
lexical meaning for each corresponding source sentence. Therefore, the higher
the recall of meaningful words between the machine-produced translation and
human-produced reference translations, the less undesired WD occurs.

In this section, we describe the recall of WD, an automatic evaluation metric
that is based on unigram recall between the machine-produced translation and
human-produced reference translations of SMT. Unlike BLEU and METEOR,
not all words are useful to calculate the recall of WD. First of all, we use the
meaningful word list Mt of the target language to weed out spurious words
from meaningful words of machine-produced translations and human-produced
reference translations. Second, we use the reserved meaningful words to calculate
this score.

More importantly, we will simultaneously use the proposed recall of WD and
BLEU to define an error function through interpolation and learn optimized
feature weights using MERT.

3.1 Unigram Recall

At the sentence-level, the unigram recall is represented by R1 in Eq. 7.

R1 =

∑
unigram∈C

c

∑
unigram′ ∈R

r

c = Cclip (unigram)

r =
N∑

n=1

wn · Cn

(
unigram

′)
(7)

to compute c, first, we must count the maximum number of times a word occurs
in any single reference translation. Second, we clip the total count of each can-
didate word by its maximum reference count, and the clipped counts are the
values of c for each candidate word. The definition of c shows here is the same
as the one used by Papineni et al. in [1]. r is the average number of times a word
occurs in all reference translations. N is the number of reference translations and
wn is the uniform weights. In our baseline, we use N = 4 and uniform weights
wn = 1/N .

From Eq. 7 we can see that the sentence is our basic unit of evaluation, but
one usually evaluates SMT systems on a corpus of entire documents. In Eq. 8,
r1 is the unigram recall score on a corpus of entire documents.



Better Addressing WD for SMT 97

r1 =

∑
C∈{candidates}

∑
unigram∈C

c

∑
R∈{references}

∑
unigram′ ∈R

r
(8)

First of all, we compute the unigram matches sentence by sentences. Second, we
add the clipped unigram counts for all the candidate sentences and divide by the
average value of the total number of words in all reference translations in the
test corpus to compute the recall score. As defined, the r1 ranges from 0 to 1, if
r1 is more than 1, we set r1 to 1. Few translation will attain a score of 1 unless
they are identical to one of the several reference translations. To verify that r1
distinguishes between very good translations and bad translations on undesired
WD problems, we will give the verification of r1 in Sect. 4.4.

Finally, the evaluation score for MERT is summarized in Eq. 9.

Score = α ∗ BLEU + (1 − α) ∗ Recall (9)

we set α to 0.7 in our experiment by default because it seemed work best on our
data sets.

4 Evaluation

In this section, we applied the proposed methods to a state-of-the-art phrase-
based SMT system [12] and carried out experiments on two Chinese-to-English
translation tasks.

4.1 Experiment Setup

Our SMT system followed the general framework of phrase-based translation
[10], including bidirectional phrase translation probabilities, bidirectional lexical
weights, an n-gram language model, target word penalty, and phrase penalty. In
addition, the ME-based lexicalized reordering model proposed by Xiong et al. in
[13] was employed in our system. We used a decoder with beam search and cube
pruning [14] to decode new sentences. By default, the reordering limit was set to
10 and the beam size was set to 30. The maximum length of the source and target
phrases were limited to 5 words. A specific empty symbol ε on the target language
side was posited and any source words were allowed to translate into ε [6].

4.2 Corpus

Our experiments were conducted on two Chinese-to-English translation tasks:
news and web domains. In both domains, our bilingual data consisted of 2.43
million sentence pairs selected from the NIST portion of the bilingual data of
NIST MT 2008 Evaluation. The 5-gram language model for both translation
tasks was trained on the Xinhua portion of English Gigaword corpus (16.28 M) in
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addition to the target side of the bilingual data. For the news domain, we used the
NIST 2006 Newswire MT evaluation set as our development set (616 sentences)
and the NIST 2008 Newswire and 2008 progress Newswire MT evaluation sets
as our test sets (691 and 688 sentences). For the web domain, we used the NIST
2006 Webdata MT evaluation set as our development set (483 sentences) and
the NIST 2008 Webdata and 2008 progress Webdata MT evaluation sets as our
test sets (666 and 682 sentences).

The GIZA++ [15] tool was used to perform the bidirectional word align-
ment between the source and target sentences. After running GIZA++ in both
directions, we applied the grow-diag-final refinement rule on the intersection
alignments for each sentence pair. More importantly, our comparison systems
were simultaneously tuned for recall of WD and BLEU through interpolation
using MERT.

4.3 Results

Tables 1 and 2 depict the recall of WD and BLEU score of different systems for
the Chinese-to-English translation. In all tables, ∗ indicates a score significantly
better than baseline at p < 0.05.

On the Chinese-to-English Newswire translation in Table 1, all of our pro-
posed models improved the recall score on the test sets (Row +Empty, +Unaln,
+N-to-1, and +Content). When the four new features were used together for
tackling undesired WD issues, our proposed method achieved a recall of WD
score increase of 4.66 and 3.79 for the NIST 2008 newswire and 2008 progress
newswire test sets (Row +All), respectively. More interesting, our method
yielded a gain of 0.90 BLEU score increase on the NIST 2008 progress newswire
test set. Figure 3 explains this phenomenon, if recall of WD increases in a reason-
able range and the BLEU score will remain stable at the same time. But when
the score exceeds a reasonable range, the BLEU score will decreased obviously.
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Table 1. BLEU4 and recall of WD for various methods on newswire translation.

Method NIST 2008 nw NIST 2008 pro nw

BLEU% Recall% BLEU% Recall%

Baseline 30.76 63.03 28.28 57.26

+ Empty 31.17 65.66∗ 28.73 59.23∗

+ Unaln 30.85 66.09∗ 28.75 59.58∗

+ N-to-1 31.15 65.84∗ 28.90∗ 59.43∗

+ Content 31.13 65.85∗ 28.69 59.22∗

+ All 30.88 67.69∗ 29.18∗ 61.05∗

Table 2. BLEU4 and recall of WD for various methods on web translation.

Method NIST 2008 wb NIST 2008 pro wb

BLEU% Recall% BLEU% Recall%

Baseline 22.22 53.62 23.07 52.77

+ Empty 22.55 55.40∗ 24.09∗ 54.74∗

+ Unaln 22.37 56.35∗ 24.14∗ 55.74∗

+ N-to-1 22.49 56.11∗ 23.97∗ 55.24∗

+ Content 22.67 56.64∗ 23.89∗ 55.69∗

+ All 22.31 57.82 ∗ 23.90∗ 57.01∗

From Fig. 3 we can see that the reasonable range for the NIST 2008 progress
newswire test set was from 58.2 to 61.4. A recall score that is less than 58.2 or
more than 61.4 can result in a decrease for the BLEU score. As the recall of
WD for baseline system is 57.26 which is less than 58.2, it is reasonable that
the BLEU score of baseline system is less than the BLEU score of the proposed
system.

When we switch to Chinese-to-English Web translation in Table 2, the results
are similar to those in Table 1. E.g., the achievements are 4.20 and 4.24 points
on the recall of WD for the NIST 2008 web and 2008 progress web test sets,
respectively. On the NIST 2008 progress web test set our method yields a gain
of 0.83 BLEU score increase, which is the same for Newswire translation task,
Fig. 4 can explain this phenomenon and shows the reasonable ranges for different
test sets on the Chinese-to-English Web translation task.

4.4 Recall of WD vs Human Evaluation

To verify that the proposed recall of WD distinguishes between translations
with more or less undesired WD, we computed the recall of WD on the output
of a human translator, a good SMT system with the four proposed models,
and a baseline SMT system. Our experiments were conducted on the Chinese-
to-English Newswire domain. The test set was the NIST 2008 newswire. The
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Table 3. Distinguishing translations of different quality for undesired WD in the
Chinese-to-English newswire translation task.

Method 2008 newswire

BLEU% Recall% # Delete

Baseline 27.73 60.78 450

Proposed 27.89 64.94 330

Human 46.74 79.48 0

human translation was made by extracted one of the four reference translations,
and the other three reference translations were used to evaluate the translation
performance.

The results are shown in Table 3. Column ‘# Delete’ in Table 3 is the number
of undesired WD determined by human evaluators from 200 randomly selected
translation results. For the human translation, we regard the value of ‘# Delete’
as 0. The recall score of a human translation with 0 deleted meaningful words in
row Human is 79.48, while the recall score of baseline system with 450 deletion
errors in row Baseline is 60.78. From this we can see that recall of WD can dis-
tinguish between a good translation (human translation) and a bad translation
(SMT). To be useful, this metric must also reliably distinguish between trans-
lations that do not differ so greatly in terms of BLEU score. Table 3 shows that
the recall score of the proposed system with 330 deleted meaningful words in
row Proposed is 64.94, which is higher than 60.78 for the baseline system with
450 deleted meaningful words. From the results we can see that the proposed
recall of WD have a high correlation with human judgement for WD issues. The
less undesired WD occurs, the higher the value of recall score is, and vice versa.

5 Related Work

Li et al. in [6] proposed three models to handle spurious source words. They uti-
lized different methods to calculate the translation probability that the source
words to be translated into empty word ε. Menezes and Quirk in [16] presented an
extension of the treelet translation method to include order templates with struc-
tural insertion and deletion. The above studies focus only on desired WD prob-
lems caused by spurious words. Zhang et al. in [11] focused on unaligned words
only and applied hard deletion and optional deletion of the unaligned words on
the source side before phrase extraction. Though easy to implement, this method
introduced more noise into the phrase table. Zhang et al. in [11] showed that
reducing the noise in phrase extraction is more effective than improving word
alignment [17–20]. Parton et al. in [21] presented a hybrid approach, APES, to
target adequacy errors. Huck and Ney in [22] investigated an insertion and dele-
tion model that was implemented as phrase-level feature functions that counted
the number of inserted or deleted word.
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In contrast to previous studies, we handle this problem in detail. We first cat-
egorize WD problems into desired and undesired WD. Second, we categorize the
undesired WD problems into four sub-categories and develop four effective mod-
els to tackle this issue. Consequently, we have proposed an automatic evaluation
metric for WD problems that allows MT researchers to see quality improvement
for an SMT system every day. Finally, our comparison systems were simultane-
ously tuned for the proposed metric and BLEU using MERT.

6 Conclusion and Future Work

In this paper, we tackle the WD issue for SMT systems. First of all, we use
frequency to classify WD problems into two categories, desired and undesired
WD. Second, we categorize the direct causes of undesired WD into four classes.
For all classes, we have developed effective models that are used as features and
integrated into an SMT log-linear model to address the undesired WD problem.
Finally, we propose an automatic evaluation metric, recall of WD, that is based
on a generalized concept of unigram recall between the machine-produced trans-
lation and human-produced reference translations to evaluate the translation
performance for WD problems. Meanwhile, our translation systems were simul-
taneously tuned for recall of WD and BLEU through interpolation using MERT.
The experimental results demonstrate that our proposed methods achieve sig-
nificant improvements in the Chinese-to-English translation tasks.

In the future, we plan to continue our research on the automatic evaluation
metric for WD problems. In addition, we will study sophisticated models to
tackle the WD issue.
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Abstract. Terms extensively exist in specific domains, and term trans-
lation plays a critical role in domain-specific statistical machine trans-
lation (SMT) tasks. However, it’s a challenging task to extract term
translation knowledge from parallel sentences because of the error prop-
agation in the SMT training pipeline. In this paper, we propose a simple,
straightforward and effective model to mitigate the error propagation and
improve the quality of term translation. The proposed model goes from
initial weak monolingual detection of terms based on naturally annotated
resources (e.g. Wikipedia) to a stronger bilingual joint detection of terms,
and allows the word alignment to interact. The extensive experiments
show that our method substantially boosts the performance of bilingual
term detection by more than 8 points absolute F-score. And the term
translation quality is substantially improved by more than 3.66% accu-
racy, as well as the sentence translation quality is significantly improved
by 0.38 absolute BLEU points, compared with the strong baseline, i.e.
the well tuned Moses.

1 Introduction

Terms, defined by specialists, a noun or compound word used in a specific con-
text, deliver essential context and meaning in human languages [25], such as
technical terms “header text” and “summary”1. Terms extensively exist in spe-
cific domains. For example, in Microsoft Translation Memory, there are 8 terms
out of every 100 words, whereas named entities are nearly nonexistent. What’s
more, new terms are being created all the time, such as in areas of computer sci-
ence and medicine. Thus, term translation plays a critical role in domain-specific
statistical machine translation (SMT) tasks.

However, unlike person names or other named entities having obvious char-
acteristics and boundary clues, it’s a challenging task to extract term translation
knowledge from parallel sentences in the SMT training pipeline. A typical SMT
training pipeline consists of monolingual term recognition, word alignment and

1 In this paper, we do not consider named entities (e.g., person names, location names,
organization names, time and numbers) and treat named entities non-terms.

c© Springer International Publishing AG 2016
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translation rule extraction. So, the term recognization errors will propagate into
the next stages. To make matters worse, it is expensive to annotate training data,
in practice, to obtain high-quality term recognizers for various specific domains.

As a result, the poor performance of term recognition further decreases the
quality of word alignment and translation rule extraction. Thus, it is a challeng-
ing task to extract term translation knowledge from parallel sentences. Thus,
frequent term translation errors make users hard to follow MT results in specific
areas. For example, in the case of Microsoft Translation Memory, more than
10% of high-frequency terms are incorrectly translated by our baseline system,
although the BLEU-score is up to 63%.

In order to mitigate the error propagation and improve the quality of term
translation, we propose in this paper a simple, straightforward and effective
model for jointing bilingual term detection and word alignment. The proposed
model goes from the initial weak monolingual detection of terms based on natu-
rally annotated resources, e.g., Wikipedia, to a stronger bilingual joint detection
of terms, and allows the word alignment to interact. A brief overview of the
proposed model is shown in Fig. 1.

In Fig. 1(a), the starting point is the weak English term recognizer, the weak
Chinese term recognizer and the HMM-based word alignment model. Obviously,
there are some critical errors denoted by red color (the italics words and the
dotted lines).

Fortunately, based on Fig. 1(a), we have the following observations: (1) The
initially recognized monolingual terms can act as anchors for further detecting
terms. (2) The source terms and target terms in parallel sentences come in pair,
and it provides mutual constraints for bilingual term detection. (3) The detected
bilingual term pairs can further improve the performance of word alignment, in
turn, word alignment can contribute to term recognition.

Based on the above observations and inspired by [2,27], the proposed model
adopts the initial results as anchors, then enlarges or shrinks the boundaries of
the anchors to generate new term candidates, and allows the word alignment to
interact, as shown in Fig. 1(b). Finally, we get a stronger bilingual joint detection
of terms and the promoted word alignment as seen in Fig. 1(c).

In the experiments, our proposed joint model has achieved remarkable results
on bilingual term detection, word alignment, term translation and sentence
translation. In summary, this paper makes the following contributions:

1. The proposed simple and straightforward model jointly performs bilingual
term detection and word alignment for the first time.

2. The proposed joint model starts with low-quality naturally annotated mono-
lingual resources rather than expensive human annotated data to perform
initial term recognition, and allows the word alignment to interact with bilin-
gual term detection, finally gets a stronger bilingual detection of terms.

3. The proposed model substantially boosts the performance of bilingual term
detection and word alignment, and finally significantly improves the per-
formance of term translation in the specific domain compared to a strong
baseline.
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Fig. 1. A brief work flow overview
of the proposed model. (Color figure
online)

Fig. 2. The four-stage framework for
joint bilingual term detection and word
alignment.

2 Related Work

To automatically recognize terms, researchers have proposed many approaches,
which can be divided into two types. One aims at using linguistic tools (e.g.
POS tagger, phrase chunker) to filter out stop words and restrict candidate
terms to noun phrases [1]. The other focuses on employing statistical measures
to rank the candidate terms (n-gram sequences), such as mutual information
[4], log likelihood [17], t-test [6], TF-IDF [20], C-value/NC-value [9], and many
others [14,30]. More recent term recognition systems use hybrid approaches that
combine both linguistic and statistical information.

However, seldom is the full range of the problem dealt with by any one
method. First, most works rely on the simplifying assumption [11,15] that the
majority of terms consist of multi-word, In fact, [21] claims that 85% of domain-
specific terms are multi-word units, while [15] claims that only a small percentage
of gene names are multi-word units. Such an assumption leads to very low recall
for some domains. Second, some approaches apply frequency thresholds to reduce
the algorithm’s search space by filtering out low frequency term candidates.
Such methods have not taken into account Zipf’s law, again leading to reduced
recall.
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In this paper, in order to improve the recall, we adopt naturally annotated
resources for term detection, such as Wikipedia, and focus on supervised machine
learning approaches based recognition approaches for SMT with a wide range of
domains.

Most bilingual term alignment systems first identify term candidates in the
source and target languages based on predefined patterns [16], statistical mea-
sures (e.g., frequency information) [17], or supervised approaches [7], and then
select translation candidates for these terms. In such pipeline approaches, the
error propagation has a negative impact on the bilingual term detection and
term translation.

3 The Proposed Joint Model

In this section, we first introduce the whole framework, then propose a formalized
representation, and finally describe the important details.

3.1 The Framework for Jointly Detecting Bilingual Term
Pairs and Aligning Words

In this paper, in order to jointly detect bilingual terms and align words, we
propose a four-stage framework as shown in Fig. 2: (A) Initialization stage goes
from initial weak monolingual detection of terms based on naturally annotated
resources. (B) Term candidate expansion stage, expanding the associated term
candidate set to remedy the errors occurred in the previous stage. (C) Bilingual
term detection stage. The framework obtains a stronger bilingual joint detection
of terms. (D) Word alignment and bilingual term re-detection stage. The frame-
work allows the word alignment to interact with the bilingual term detection
results. In Fig. 2, only the key points are showed.

(A) Initialization Stage

The first stage includes the following steps: initial word alignment, initial
term recognition, initial term completion and initial term alignment. Let sJ1 =
s1s2 . . . sJ denote the source sentence, and tI1 = t1t2 . . . tI denote the target sen-
tence, where J and I are the numbers of words in source sentence and target
sentence, respectively.

Initial Word Alignment and Initial Term Recognition: Given the source-
target sentence pair (sJ1 , tIj ), we can get the initial word alignment Ã =

ã1ã2 . . . ãJ , the initial recognized source terms S̃T
Q

1 , and the initial recognized

target terms T̃ T
P

1 , where Q and P are the numbers of initially recognized
terms of the source and the target sentence, respectively. In word alignment,
ãj = {i|a(j) = i}, and the expression a(j) = i denotes that the target word ti is
connected to the source word sj .

For this work, the word alignment refers to the HMM-based word align-
ment model by default. The term recognition tool is based on the Stanford
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Classifier [19], which is trained by naturally annotated Wikipedia monolingual
sentences, e.g., hyperlinks, boldfaces and quotes. And a beam search style decod-
ing algorithm is employed to convert the classification results to appropriate
term recognition results. As a result, we can get initial weak monolingual term
detectors.

Initial Term Completion: In order to prevent the incorrect term alignment

caused by the initial term recognition errors, S̃T
Q

1 and T̃ T
P

1 will be fixed by the
following operation: if none of aligned target words of the source term S̃T q is
recognized as the term, then the one, which is most likely to be a term, of them

will be added into T̃ T
P

1 ; the same operation will be applied to the target terms.

Initial Term Alignment: We construct the initial term alignment set M̃ =

M̃
(PQ)
1 by generating a Cartesian product of the source term set S̃T

Q

1 and the

target term set T̃ T
P

1 . We rank each candidate M̃k of the initial term alignment
set in descending order with the score calculated by the Viterbi algorithm [8]
using the pre-trained term alignment model. The k-th initial term alignment is
denoted by M̃k = m̃1m̃2 . . . m̃Q, where m̃q = (S̃T q, T̃ T p).

In the first stage, the initial term alignment is based on the pre-trained term
alignment model, which is implemented according to the HMM-based word align-
ment model. And the training data is the bilingual term dictionary consisting of
Wikipedia titles and the domain-specific term database.

Example: For the example in Fig. 1, the input of the first stage is the following:

And the output is the following result:

(B) Term Candidate Expansion Stage

In order to mitigate the error occurred in the previous stage, we generate another
two term candidate sets STQ′

1 and TTP ′
1 sets by allowing the initial term to

enlarge/shrink its boundaries up to four words on each side. Each time, when
the one of the boundaries is enlarging/shrinking, the another one should be fixed.
And finally we get a series of term candidates. The limitation “four words” is an
empirical value. In addition, the regenerated terms in this stage are not allowed
to overlap different initial terms, but they can share the same base initial term.

Example: For the example in Fig. 1, the input of the second stage is the initial
term-alignment set, and the output is the following result:
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(C) Bilingual Term Detection Stage

The third stage is to jointly perform monolingual term detection and bilin-
gual term alignment. We conduct a beam search process to select the top
K updated term alignment set M = MK

1 based on the initial term alignment set
M̃ , the re-generated source terms STQ′

1 and the re-generated target terms TTP ′
1 .

The searching process will keep removing those overlapping terms from the can-
didate list. The k-th updated term alignment is denoted as Mk = m1m2 . . . mQ

where mq = (TTp, STq). We can get the probability of each updated term align-
ment P (Mk|STQ′

1 , TTP ′
1 ) for each k. As a result, the proposed framework obtains

a stronger bilingual term detection.

Example: For the example in Fig. 1, the input of the third stage includes the
regenerated English term set and the regenerated Chinese term set, and the
output is the following result:

(D) Word Alignment and Bilingual Term Re-detection Stage

In the last stage, the framework allows the word alignment to interact with
the bilingual term detection results through jointly executing bilingual term re-
detection and word alignment via a generative model. The joint word alignment
tool in this stage is the extension for the initial word alignment tool in the first
stage. As a result, we can get the final word alignment A∗ = a∗

1a
∗
2 . . . a∗

J and the
final term alignment M∗ = m∗

1m
∗
2 . . . m∗

Q using the generative word alignment
model based on the constraint of the updated term alignment M .

Example: For the example in Fig. 1, the input of the last stage is the updated-
term-alignment set, and the output is the following result:

3.2 The Joint Model

We put all the four stages together, and the proposed joint model can be formu-
lated as:

(A∗, M∗) = argmax
(Mk,A)

[
max
˜Mk

P (Mk, M̃k|S̃T
Q

1 , T̃ T
P

1 , sJ
1 , tI

1) × P (sJ
1 , A, Mk|tI

1)
]

(1)
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where P (Mk, M̃k|S̃T
Q

1 , T̃ T
P

1 , sJ1 , tI1) refers to the bilingual term alignment prob-
ability, and P (sJ1 , A,Mk|tIj ) refers to the the word alignment model based on the
constraint of the updated term alignment Mk.

The following steps are executed jointly with respect to S̃T
Q

1 , T̃ T
P

1 , sJ1 and
tI1: monolingual term recognition, bilingual term alignment and word alignment.
And there is no independence assumption among those term pairs including in
the associated term-pair sequence.

Next, we will introduce the important derivation details. The derivation looks
like a somewhat complicated framework, but it’s not so hard to comprehend and
implemented.

3.3 Derivation Details

In Eq. (1), the bilingual term alignment probability, in the fourth stage as shown
in Fig. 2, is computationally infeasible and will be simplified and derived as
follows:

P (Mk, M̃k|S̃T
Q

1 , T̃ T
P

1 , sJ
1 , tI

1) ≈ P (M̃k|S̃T
Q

1 , T̃ T
P

1 ) ×
∏

mq∈Mk

∏
m̃q∈˜Mk

P (mq|m̃q, s
J
1 , tI

1)

(2)
It implies that monolingual term recognition and bilingual term alignment are

executed jointly. In Eq. 2, P (M̃k|S̃T
Q

1 , T̃ T
P

1 ) denotes the initial term alignment
probability in the first stage, and P (mq|m̃q, s

J
1 , tI1) denotes the elastic bilingual

term alignment model in the third stage.
In the next subsections, we will introduce how to compute the important

submodels embedded in the four stages as shown in Fig. 2.

(1) The Initial Term Alignment Probability

The initial term alignment probability, in the first stage, is based on the max-
imum entropy model [3]. In this paper, we design a set of feature functions

hf (M̃k, S̃T
Q

1 , T̃ T
P

1 ), where f = 1, 2, . . . , F . Let λf be the weight corresponding
to the feature function. We adopt GIS algorithm [5] to train the weight λf .
According to [22], we have the following initial term alignment model:

P (M̃k|S̃T
Q

1 , T̃ T
P

1 ) =
exp
[∑F

f=1 λfhf (M̃k, S̃T
Q

1 , T̃ T
P

1 )
]

∑
˜M

′
k

exp
[∑F

f=1 λfhf (M̃
′
k, S̃T q, T̃ T

′
p)
] (3)

In order to calculate the initial term alignment model, we employ the following
three feature functions in this paper: phrase translation probability (denoted as
h1), lexical translation probability (h2) and co-occurrence feature (h3).

The phrase translation probability h1 is calculated by the pre-trained term
word alignment model as follows:

h1(M̃k, S̃T
Q

1 , T̃ T
P

1 ) = log P (S̃T
Q

1 |T̃ T
P

1 , M̃k) + log P (T̃ T
P

1 |S̃T
Q

1 , M̃k) (4)

The lexical translation probability h2 is calculated by the pre-trained term word
alignment:
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h2(M̃k, S̃T
Q

1 , T̃ T
P

1 ) = log lex(S̃T
Q

q |T̃ T
P

1 , M̃k) + log lex(T̃ T
P

1 |S̃T
Q

1 , M̃k) (5)

The co-occurrence feature h3 is calculated based the current parallel corpus:

h3(M̃k, S̃T
Q

1 , T̃ T
P

1 ) = log

Q∏
q=1

(
count(S̃T q, T̃ T m̃(q))

count(∗, T̃ T m̃(q))
+

count(T̃ T m̃(q), S̃T q)

count(∗, S̃T q)

)
(6)

(2) The Monolingual Term Likelihoods

This is the key step of the third stage as well as the whole joint model. Given
the initial term T̃ = T̃

˜H
1 = w̃1w̃2 . . . w̃

˜H , where w̃i refers to the i-th word, and
H̃ is the number of words. Then, the re-generated term T can be formulated
as T = TH

1 = w1w2 . . . wH = w̃−dL
. . . w̃−1w̃1w̃2 . . . w̃

˜Hw̃+1 . . . w̃+dR
, where dL

refers to the left distance, namely numbers of words enlarged (dL ≥ 1) or shrunk
(dL ≤ −1) from the left boundary; similarly, dR refers to the right distance. In
fact, t̃1 and t̃

˜H are the anchor points that we can enlarge or shrink the initial
recognized term. Then, the monolingual term likelihoods can be derived as:

P (T |T̃ , OtherTokens) ≈ P (T )β1 × (1 − P (w̃−dL . . . w̃−1))
β2×

(1 − P (w̃+1 . . . w̃+dR))β3 × P (T̃ )β4 (7)

where P (∗) refers to the probability that ∗ is a term given by the initial mono-
lingual term recognition model; 1 − P (∗) refers to the probability that the
enlarged/shrunk part ∗ is not a term; β refers to the corresponding weight (the
optional value is 0.25).

(3) The Elastic Bilingual Term Alignment Model

The elastic bilingual term alignment model, in the third stage, can be further
decomposed:

P (mq|m̃q, s
J
1 , tI

1) =
∑
Lk

P (Lk|STq, TTp) × P
′
(mq|m̃q, s

J
1 , tI

1) (8)

where Lk denotes internal component alignment, P
′
(mq|m̃q, s

J
1 , tI1) denotes the

elastic bilingual term model, and the word alignment probability P (Lk|STq, TTp)
is determined by the pre-trained term alignment model. The elastic bilingual
term model can be derived based on the monolingual term likelihoods as follows:

P
′
(mq|m̃q, s

J
1 , tI

1) ≈ P (STq|S̃T q, OtherTokens) × P (TTp|T̃ T p, OtherTokens) (9)

(4) The Word Alignment Model

The word aligned model, in the last stage, is calculated according to the HMM
word alignment model [26]:

P (sJ
1 , A, Mk|tI

j ) =

J∏
j=1

p(aj , Mk|aj−1, I) × P (sj |taj ) (10)

where P (sj |taj
) denotes the word translation probability.
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Let p(aj |a(j−1), I) be the HMM alignment probability according to [26], and
conflict(j,Mk) be the indicator which indicates whether the current word align-
ment aj has a conflict with the term alignment Mk, then:

p(aj , Mk|a(j−1), I) =

{
0 if conflict(j, Mk) = true
p(aj |a(j−1), I) if conflict(j, Mk) = false

(11)

At last, about the computational cost of our implementation, the time tends
to increase 3–4 times more than the baseline HMM-based word alignment, and
the memory requirement rises at nearly 2–3 times.

4 Experiments

We conduct the experiments to test the performance of our four-stage joint
model in improving the performance of bilingual term detection and word align-
ment. In addition, we will check how much improvement the proposed model can
achieve on the final SMT result. The performance of recognition and alignment
is evaluated by precision (P), recall (R) and F-score (F); the quality of term
translation and sentence translation is evaluated by precision (P) and BLEU,
respectively.

Table 1. The performance of term
recognition.

P/% R/% F/%

En-Baseline 62.94 65.61 64.25

Ch-Baseline 57.21 66.67 61.58

En-Joint-C-Stage 67.35 71.47 69.34

Ch-Joint-C-Stage 65.13 74.86 69.65

En-Joint-D-Stage 71.20∗∗ 76.84∗∗ 73.91∗∗

Ch-Joint-D-Stage 67.89∗∗ 75.03∗∗ 71.28∗∗

Table 2. The performance of bilingual
term alignment

P/% R/% F/%

Baseline 49.38 56.41 52.66

Joint-C-Stage 53.47 59.44 56.29

Joint-D-Stage 58.29∗∗ 63.78∗∗ 60.91∗∗

Table 3. The performance of word
alignment

P/% R/% F/%

GIZA++ 69.28 75.83 72.41

Baseline-1 67.06 73.18 69.99

Baseline-2 64.47 70.62 67.41

Joint-C-Stage 69.45 76.49 72.80

Joint-D-Stage 71.19∗∗ 78.51∗∗ 74.67∗∗

Table 4. The performance of translation

Term/P/% Sent/BLEU/%

Moses 87.30 63.58

Baseline-1 86.53 63.09

Baseline-2 78.43 62.68

Joint-C-Stage 87.73 63.54

Joint-D-Stage 91.04∗∗ 63.96∗∗

“**” means the scores are significantly better than the corresponding previous line with p < 0.01.
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4.1 Experimental Setup

All the experiments are conducted on our in-house developed SMT toolkit includ-
ing a typical phrase-based decoder [28] and a series of tools, including term
recognition, term alignment, word alignment and phrase table extraction.

We test our method on English-to-Chinese translation in the field of soft-
ware localization. The training data (1,199,589 sentences) and annotated test
data (1,100 sentences) are taken from Microsoft Translation Memory, which is
a domain-specific dataset. And additional data employed by this paper includes
Wikipedia terms (1,133,913) and Microsoft Terminology Collection (24,094
terms). The gold standard of term recognition and word alignment are human
annotated. What’s more, all data have been submitted for public. The statistical
significance test is performed by the re-sampling approach [12].

4.2 Results and Analysis

(1) The Term Recognition Tests

First, we compare the performances of term recognition in the different joint
stages with the baseline system, e.g., the pipeline approach. The correspond-
ing systems are denoted as “En-baseline”, “Ch-Baseline”, “En-Joint-C-Stage”,
“Ch-Joint-C-Stage”, “En-Joint-D-Stage” and “Ch-Joint-D-Stage”, respectively.
“*-Baseline” refers to that term recognition and bilingual term alignment are
executed individually. “*-C-Stage” means that only term recognition and term
alignment are executed jointly. “*-D-Stage” refers the proposed four-stage frame-
work. We report all the term recognition results in Table 1.

In contrast to the pipeline approach, the figures in Table 1 show that the ini-
tially detected terms can act as quite useful anchors for further detection, and the
performance of monolingual term recognition has been increased by at least 9.66
points absolute F-score through the proposed four-stage framework. According
to the bold figures in Table 1, we can draw a conclusion that word alignment can
substantially increase the performance of monolingual term recognition.

(2) The Bilingual Term Alignment Tests

Second, we compare the performances of bilingual term alignment in different
stages. We report all the bilingual term alignment results in Table 2. The bold
figures in Table 2 indicate that the performance of bilingual term alignment
has been increased by 8.25 points absolute F-score, with the feedback of word
alignment and the constraint of source terms and target terms being pairing off.

(3) The Word alignment Tests

Third, we evaluate the performance of proposed joint model on word alignment.
Both GIZA++ [23] and the HMM-based approach “Baseline-1” take no account
of terms. Then, the term pipeline approach is implemented as our “Baseline-2”.
The term pipeline approach means that the following steps will be accomplished
sequentially without feedback: term recognition, bilingual term alignment and
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word alignment. “Joint-C-Stage” means that word alignment is executed indi-
vidually in the fourth stage. And “*-D-Stage” refers the proposed four-stage
framework. In this paper, we adopted the balanced F-measure [10,18] as our
evaluation metric for word alignment. All results are reported in Table 3.

In Table 3, “Baseline-1” is the pure HMM-based word alignment, while
GIZA++ enables IBM model 1–5, HMM and other alignment improvements.
Thus, the word alignment result of “Baseline-1” is worse than that of GIZA++.
And the pipeline approach (“Baseline-2”) cannot improve the performance of
word alignment, because the performance of monolingual term recognition is too
weak for the scarcity of specialized annotated data. The bold figures in Table 3
show that our proposed joint model has increased the performance of word align-
ment by 4.68 and 2.26 points absolute F-score, compared to the HMM-based
method and GIZA++, respectively.

(4) The SMT Translation Tests

Finally, we test whether the proposed joint model can further improve the perfor-
mance of term and sentence translation. The Moses (GIZA++) and the HMM-
based approach “Baseline-1” take no account of terms. Then, the term pipeline
approach is implemented as our “Baseline-2”. The word alignment was con-
ducted bidirectionally and then symmetrized for extracting phrases as Moses
[13] does. All the MT systems are trained by the same training set and tuned by
the development set (1,100 sentences) using ZMERT [29] with the objective to
optimize BLEU [24]. The test set includes 1,100 sentences with 1,208 bilingual
term pairs altogether. In order to highlight the performance of term translation,
we count the number of terms that is translated exactly correctly, and the term
translation results are denoted as “Term/P” (exact match). The sentence trans-
lation results are labeled “Sent/BLEU”. We report all the translation results in
Table 4.

In Table 4, GIZA++ makes the SMT result of “Baseline-1” are worse than
Moses. However, with the help of the proposed joint model, the term translation
quality is significantly improved by more than 3.66% accuracy. Non-term words
are also strongly improved by the joint model, because the accuracy rating of
term words alignment has been much improved and fewer non-term words are
aligned incorrectly to term words. In sentence translation, the bold figures in
Table 4 demonstrate that it improves the translation quality by 0.38 absolute
BLEU points, compared with the strong baseline system, i.e., well tuned Moses.
Considering one term on average in a single sentence in the test set, the BLEU
scores are very promising actually, and our goals on term translation have been
achieved.

For the example in Fig. 1, with the aid of the joint model, the SMT sys-
tem acquired more reliable term translation knowledge from training sentences,
such as “header text ”. For the source sentences “header text is not
included”, the result of the baseline systems is “ , head text is
not included”. Fortunately, we can achieve the correct term translation result
“ ” from the system “Joint-D-Stage”.
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In summary, we can draw the conclusion that the proposed four-stage joint
model significantly improves the performance of monolingual term recognition,
bilingual term alignment and word alignment, and further significantly improves
the performance of SMT in term translation and sentence translation.

5 Conclusion

In this paper, we have presented a simple, straightforward and effective joint
model for bilingual term detection and word alignment. The proposed model
starts with weak monolingual term detection based on naturally annotated
monolingual resources, then jointly performs bilingual term detection and word
alignment, finally substantially boosts bilingual term detection and word align-
ment, and significantly improves the quality of term translation and sentence
translation. The experimental results are promising.

Acknowledgments. The research work has been funded by the Natural Science Foun-
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Abstract. Active learning is an effective machine learning paradigm which can
significantly reduce the amount of labor for manually annotating NLP corpora
while achieving competitive performance. Previous studies on active learning
are focused on corpora in one single language or two languages translated from
each other. This paper proposes a Bilingual Parallel Active Learning paradigm
(BPAL), where an instance-level parallel Chinese and English corpus adapted
from OntoNotes is augmented for relation extraction and both the seeds and
jointly selected unlabeled instances at each iteration are parallel between two
languages in order to enhance active learning. Experimental results on the task
of relation classification on the corpus demonstrate that BPAL can significantly
outperform monolingual active learning. Moreover, the success of BPAL sug-
gests a new way of annotating parallel corpora for NLP tasks in order to induce
two high-performance classifiers in two languages respectively.

Keywords: Active learning � Parallel corpus � Relation classification

1 Introduction

Supervised learning, particularly statistical supervised learning, has amassed a huge
success in natural language processing during the past decades, from fundamental tasks
such as POS tagging, chunking and parsing etc. to a wide range of high-level appli-
cations such as information extraction, question answering, sentiment analysis and
machine translation etc. Nevertheless, it is based on many high-quality and high-volume
manually annotated corpora, whose construction is both expensive and time-consuming.

Active learning (Settles 2009) is an effective way to significantly reduce the amount
of labeled training data while preserving the comparable performance with supervised
learning, avoiding the disadvantages caused by semi-supervised learning (Zhu 2005) or
distant learning (Mintz et al. 2009). Current studies on active learning focus on
annotating corpora for a specific NLP task or multiple related tasks in the same lan-
guage (Reichart et al. 2008). With the emergence of large amount of parallel corpora,
e.g. in machine translation, one may ask the question: can active learning benefit from
these parallel corpora?
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However, there are few instance-level parallel corpora for NLP tasks except
machine translation where only sentence-level parallel corpora are available. In order to
investigate bilingual active learning on NLP tasks in a broad sense, e.g. relation
extraction, we first construct an instance-level (e.g. semantic relation instances between
entities) parallel corpus from the Chinese/English bilingual corpora of OntoNotes, then
based on the corpus we propose a BPAL paradigm where all instances for training and
testing are parallel.

The effectiveness of our BPAL paradigm suggests that a new bilingual annotation
scheme can work in this way. Given a small number of labeled instances for seeds, two
classifiers in Chinese and English are induced respectively, which are in turn used to
predict the unlabeled instances. The most informative unlabeled instances are jointly
selected and presented to an oracle for annotation and further added to the training
dataset. This annotation process is repeated until two classifiers achieve competitive
performance. Thus our contributions lie in three aspects:

(1) Construct an instance-level parallel Chinese/English corpus for relation extraction
(2) Propose a bilingual parallel active learning paradigm
(3) Induce a new way of bilingual annotation for NLP tasks

The paper is organized as follows. Section 2 reviews the related work, particularly
in multi-task active learning. Section 3 details the construction process of a parallel
corpus while Sect. 4 presents our Bilingual Parallel Active Learning paradigm. Finally
Sect. 5 reports the experimental results and Sect. 6 concludes the paper.

2 Related Work

Active Learning in NLP

Active learning (AL) has been successfully applied to a lot of NLP tasks, such as POS
tagging (Engelson and Dagan 1996; Ringger et al. 2007), word sense disambiguation
(Chan and Ng 2007; Zhu and Hovy 2007), syntactical parsing (Hwa 2004; Osborne and
Baldridge 2004), named entity recognition (Shen et al. 2004; Tomanek et al. 2007;
Tomanek and Hahn 2009) and sentiment detection (Brew et al. 2010; Li et al. 2012) etc.

Multi-task Active Learning in NLP

Different from the aformentioned AL studies on a single task, Reichart et al. (2008)
introduce a multi-task active learning (MTAL) paradigm, where unlabeled instances are
selected using rank combination for two annotation tasks (i.e. named entity and syn-
tactic parse tree). They demonstrate that MTAL in the same language outperforms both
random selection and one-sided example selection AL strategies.

Zhang (2010) propose an MTAL framework exploiting output (label) constraints
(e.g., inconsistent predictions) among related tasks. They formalize this idea as a
cross-task value of information criteria, in which the reward of a labeling assignment is
propagated and measured over all tasks. Experiments on Named Entity Recognition
demonstrate its effectiveness in actively collecting labeled examples for multiple
related tasks.
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Machine translation is an important NLP application inherently involving bilingual
parallel corpora. Haffari and Sarkar (2009) utilize active learning for multilingual
machine translation, where highly informative sentences for a newly added language in
multilingual parallel corpora are jointly selected in order to enhance the overall per-
formance for multiple language pairs. Different from their method involving multiple
language pairs, we actively and jointly select parallel relation instances used for rela-
tion classification in two languages respectively.

Our work is most similar to Qian et al. (2014), where comparable Chinese and
English corpora are used in bilingual active learning. Two pseudo-parallel corpora are
generated by first translating from one language to the other, then aligning entity
mentions and relation instances between two languages. However, the pseudo-parallel
corpora contain much noise caused by automatic translation and imperfect entity
alignment. Moreover, their training and test datasets are not parallel. Instead, we build
our active learning paradigm on manually annotated parallel corpora. All the training
and test datasets are parallel, making them an ideal and fair platform to test the
bilingual active learning paradigm, we call this learning paradigm Bilingual Parallel
Active Learning (BPAL).

3 Corpus Annotation

Acquisition of instance-level parallel corpora is a great challenge to bilingual parallel
active learning, considering the prohibitive labor amount to label entities and relations
in two languages and then align them with instances in a traditional way. We address
this issue by selecting a parallel corpus containing entity annotation in one language,
augmenting it with relationship annotation, then mapping these annotations into the
other language, and finally review them manually to ensure the annotation quality.

3.1 Corpus Selection

There are many parallel corpora for machine translation, but there are few with entity
annotation. Although the ACE RDC2005 (ACE 2002–2007) corpora containing entity
and relationship annotations do have both English and Chinese versions, they are at
most comparable in some degree. Turning one of them into a instance-level parallel
corpus is both labor-intensive and time-consuming. Fortunately, the OntoNotes corpus
has 325 Chinese/English parallel articles from Xinhua News Agency where the English
articles are manually translated from Chinese. Therefore, they have high rate of sen-
tence alignment, furthermore, entity and coreference information has already been
annotated. Nevertheless, only named entities are annotated in the corpus, i.e., entities
with “NAM” mention level. All the “Nominal” and “Pronoun” entity mentions are left
out. Another issue with the corpus is the partial coreference chains, i.e., many broken
coreference chains exist in OntoNotes. This does not fully satisfy the requirement of
relation extraction in a broad sense.
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3.2 Annotation of Chinese Corpus

In order to take full advantage of the annotation information in the OntoNotes corpus,
we first extract annotated entities and coreference chains from the Chinese corpus.
However, due to the problem of partial entity mention and the broken coreference
chain, in the second step we manually adjust entity annotation, either add new entity
mentions with nominal or pronoun expressions, or combine two separate coreference
chains into a unified one, finally the relationships between two entities are annotated.
A specific annotation tool in Java is developed for this purpose.

In order to reflect the common characteristics in Chinese and English, we make
some modifications to the ACE annotation scheme. The first is related to entity nesting.
While it is common in both languages, it is ignored in the ACE annotation for tech-
nicality purpose. We argue that the inclusion of entity nesting will greatly increase the
number of entity mentions and relationships because there usually exists a relationships
between an entity mention and its nested one. Another issue is related to entity role.
Some entities may assume different roles in different contexts, e.g., a GPE entity can
represent an area, its organization or its people. This difference can be realized by
various roles assigned to a GPE entity mention depending on its context. In a similar
way, we find that another type of entity (ORG) also has this characteristic yet not
addressed in the ACE scheme, therefore we introduce the roles of “ORG” and “FAC”
to the ORG entity type to better discern between different contexts.

3.3 Mapping to English Corpus

Mapping the entity and relationship annotations from Chinese to English includes four
steps, i.e., sentence alignment, word alignment, entity and relation mapping.

Sentence Alignment: Due to the high translation quality of news text from Xinhua
News Agency, a simple yet effective similarity-based unsupervised method is adopted
to automatically map Chinese and English sentences. The similarity score between
Chinese and English sentence pair is based on the location and length of the sentences,
the number of entity mentions in the sentences and the pairwise word similarity
between two sentences. Sentence alignment can be performed based on the pairwise
similarity scores between Chinese and English sentences. The basic idea is first to find
the maximally matching sentence pair as the parallel pair, then split the sentence ranges
using this pair, and continue the process in the respective sentence sub-ranges.

Word Alignment: GIZA++ is applied to word alignment between Chinese and
English. The small scale of the OntoNotes parallel corpus will decrease the perfor-
mance of word alignment, so the corpus is first incorporated into the FBIS corpus and
then they as a whole are fed into GIZA++.

Entity Mapping: A simple heuristic strategy is adopted to entity mapping other than
more complex methods, such as Maximum Entropy (Feng et al. 2004). In order to
further simplify the mapping process, two constraints are applied. The first is that an
entity mention in Chinese is a string of contiguous words, so is its counterpart in
English; the second is that at most one Chinese entity mention can be mapped into an
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English entity mention. The basic idea for entity mapping is that first find all the
English words that are aligned with the Chinese words in a Chinese entity mention and
conjoin those English words into an English entity mention if they are closely posi-
tioned and do not intertwine with other English entity mentions.

Relation Mapping: Given entity mapping has been finished, relation mapping is quite
intuitive. If two entity mentions involved in a relationship in Chinese are both mapping
to their counterparts in English, then their counterparts in English also have a rela-
tionship with the same relation type. However, two issues should be considered in the
mapping process. The first is that two English entity mentions involved in a rela-
tionship must be in the same sentence, which is not always the case when a Chinese
sentence is translated to English. The second is that if two entities in English exchange
their order, the direction of their relationship should be reversed.

3.4 Manual Adjustment

Due to the high quality of the corpus, no significant manual adjustment is needed after
mapping. The only exception is about syntactic class for relation instances in English
since it is likely to change from Chinese to English and it can not be predicted reliably.
In order to facilitate the analysis afterwards, all the relation instances in English should
be examined and modified accordingly to ensure that their syntactic classes are correct.

3.5 Alignment Statistics

In order to examine how much of the annotated information in Chinese is retained after
they are aligned with those in English, Table 1 reports the number of original anno-
tations in Chinese, the number of aligned annotations in English and their alignment
rate (AR) for different levels of annotated information such as entities, entity mentions
and relationships.

The table shows that the AR scores for all annotated information are well above
95%, suggesting that no significant information loss occurs during the mapping from
Chinese to English. Furthermore, the AR score for entities is the highest while that for
relationships is the lowest. The reason is intuitive, that if any one of entity mentions is
aligned, the entity is aligned, and only if two entity mentions involved in a relationship
are aligned, can the relationship between them be aligned.

Table 1. Annotation alignment statistics

Annotation types Chinese English AR (%)

Entity mentions 14,982 14,738 98.4
Entities 6,917 6,864 99.2
Relationships 4,905 4,732 96.5
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4 Bilingual Parallel Active Learning

4.1 Problem Definition

With an instance-level Chinese and English (designated as c and e) parallel corpus at
hand, this paper intends to examine the effect of bilingual active learning using relation
classification as an example. Assume we have labeled and aligned a small number of
labeled instances in two languages, denoted as Lc and Le respectively, and a large
number of unlabeled, but aligned instances in both languages, denoted as Uc and Ue.
The test instances in both languages are also aligned (denoted as Tc and Te.) in order to
ensure that the test instances for both languages are the same for fair comparison.
Generally, we have the following parallel data sets:

Lc ↔ Le
Uc ↔ Ue

Tc ↔ Te

The objective is to actively induce SVM classifiers in both languages which assign
relation labels to candidate instances that have semantic relationships, denoted as SVMc

and SVMe respectively, to improve their classification performance. We call this task as
Bilingual Parallel Active Learning since there are not only two languages involved, but
the instances are parallel anywhere, any time during learning process.

4.2 BPAL Algorithm

The basic idea of BPAL is that given instance-level parallel seed set at hand, unlabeled
instances are jointly selected in two languages are the most informative to both clas-
sifiers and therefore they can boost the classification performance in greater degree than
two individual classifiers do. Figure 1 shows the algorithm for BPAL, where the batch
size n denotes the number of unlabeled instances augmented to the training set at each
iteration.

Note that at Step 5 the unlabeled instances are jointly selected according to their
uncertainty scores, which is the combination of two uncertainty scores from two
individual classifiers. Similar to Qian et al. (2014), the individual score is gauged using
least confidence (LC) metric (Settles and Craven 2008), denoted as Hc and He for
Chinese and English instances respectively. That is, the least confidence a classifier has
for an instance, the most informative it is to the classifier. Specifically, the geometric
mean is adopted as the joint uncertainty score as follows:

Hg ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Hc � He

p ð1Þ

Where Hg is the joint uncertainty score for the parallel instance.
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5 Experiments

5.1 Corpora

The above corpus is used as the experimental dataset, which contains 6,864 entities and
4,732 positive relation instances aligned between Chinese and English. Relation
instances are generated pairwise between entity mentions in a sentence which has a
relationship. Evaluation is done in a five-fold cross-validation strategy. For the purpose
of fair comparison, the partition of training and test sets is exactly the same between
Chinese and English. The SVMLIB package1 is adopted as our multi-class classifier
with default linear kernel and parameters. The standard Precision (P), Recall (R) and
F1-score (F1) are used to evaluate the classification performance.

5.2 Experimental Methods

In order to evaluate the advantage of bilingual parallel active learning, we performed
five different methods as follows. For fair comparison, it is worth to note that the total
number of labeled instances in Chinese and English remain the same across different
methods.

SL-MO (Supervised Learning with monolingual labeled instances): only the mono-
lingual labeled instances are fed to the SVM classifiers for both Chinese and English
respectively. In each iteration step, n randomly selected Chinese or English instances

Fig. 1. Bilingual parallel active leaning algorithm

1 https://www.csie.ntu.edu.tw/*cjlin/libsvm/.
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are augmented to the training data Lc and Le respectively. Therefore, the total number
of added instances in each iteration is 2n.

AL-MO (Active Learning with monolingual instances): this is the normal active
learning method applied to a single language. That is, in each iteration, n Chinese
instances as well as n English instances are selected based on uncertainty score. The
total number remains 2n.

AL-CR-MO (Monolingual Active Learning with cross-lingual instances): normal
active learning is performed in a source language, however, in each iteration, 2n least
confidently predicted instances are additionally mapped to the target language and fed
to that classifier, so the target classifier is solely dependent on the source language. For
example, if Chinese is the source language, 2n Chinese instances are mapped to
English and thus augmented to the English training data Le. Another experiment should
be performed when English is the source language.

AL-CR-BI (Bilingual Active Learning with cross-lingual instances): the same as
AL-MO, normal active learning is applied to both Chinese and English respectively.
However, in each iteration, n selected Chinese instances are mapped to English and fed
to the English training data Le. Likewise, n selected English instances are mapped to
Chinese and fed to the Chinese training data Lc. The total number remains 2n.

AL-BI (Active Learning with bilingual instances, i.e. BPAL): the two actively
learning classifiers are independently trained and used to predicted the unlabeled
instances, however, they share the same labeled and unlabeled data with Chinese and
English views. That is, 2n unlabeled instances are chosen by the joint uncertainty score
predicted by two classifiers in two languages. (cf. Sect. 4.2).

5.3 Features for Relation Classification

We follow a feature-based approach for the underlying relation classifiers other than
kernel-based one since the latter performs much slow and thus is inappropriate for
active learning. The features adopted are similar to those in Zhou et al. (2005) and Qian
et al. (2014), including four major categories related to lexical and entity features as
follows:

(a) Lexical features for entities and their contexts: WM1, HM1, WM2, HM2, HM12,
WBNULL, WBFL, WBF, WBL, WBO

(b) Entity types and classes: ET12, EST12, EC12
(c) Mention levels: ML12, MT12
(d) Overlap: #WB, #MB, M1 > M2 or M1 < M2

5.4 Evaluation Metrics

Standard metrics such as Precision/Recall/F1-score are often used to evaluate the
performance for supervised learning relation extraction. However, it is better to

Bilingual Parallel Active Learning Between Chinese and English 123



quantitatively compare various active learning methods using a statistical metric called
deficiency (DEF) (Schein and Ungar 2007):

DEFnðAL;REFÞ ¼
Pn

i¼1 ðFnðREFÞ � FiðALÞÞPn
i¼1 ðFnðREFÞ � FiðREFÞÞ ð2Þ

Where n is the number of iterations involved in active learning and Fi is the
F1-score of relation classification at the ith iteration. REF is the baseline method like
SL-MO and AL is an improved variant of REF, such as AL-CR-MO, AL-CR-BI or
AL-BI etc. This metric actually measures the extent to which REF outperforms AL.

5.5 Experimental Results

Comparison of Various Active Learning Methods

Table 2 reports the performance of DEF for various active learning methods where
SL-MO is used as a baseline for DEF calculation. The DEF scores are averaged for 10
runs. Each run has five disjoint test data sets and its DEF scores are averaged across
these sets. All the following experiments adopt this setting except explained otherwise.

The table shows that AL-BI performs best among these active learning methods
while AL-MO performs worst. This demonstrates that BPAL can achieve the best
performance due to the fact that the unlabeled instances are selected based on the joint
uncertainty score in both languages, thus these instances are informative for both
classifiers. However, there are mixed results for the other two methods. While
AL-CR-BI outperforms AL-CR-MO in English, the former underperforms the latter in
Chinese. It implies that the Chinese instances mapped from the English instances which
are selected by the English classifier are as informative as those selected by its own
classifier while this is not true vice versa.

Learning Curves for Active Learning

In order to gain some insight into the learning process, Fig. 2 illustrates the F1-scores
during iterations for five learning methods in Chinese and English respectively. The
performance scores for a particular method are sampled from one of 10 runs in one
specific data set. Note that for AL-CR-MO and AL-BI, the iteration number is only 19
because their batch size is twice that of other three learning methods.

The figure shows that during all iterations generally AL-BI performs best among all
learning methods while SL-MO performs worst. This advantage is more obvious
during initial steps. AL-BI and AL-CR-MO perform comparably better during the first

Table 2. Comparison of different active learning methods

Languages AL-MO AL-CR-MO AL-CR-BI AL-BI

Chinese 0.349 0.271 0.274 0.233
English 0.378 0.362 0.291 0.277
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three iterations, but ever since AL-BI outperforms AL-CR-MO and reaches the apex at
the 7th iteration. It implies that two languages interplay to a great degree during that
period. After the 10th iteration, all active learning methods show similar behavior
because the most informative instances have already been added to the training set.

Impact of Different Batch Size

Figure 3 depicts the DEF scores under different batch sizes for various active learning
methods in Chinese and English respectively. The horizontal axis represents the batch
size with variable steps while the vertical axis represents the DEF score. For meaningful
comparison, the batch size for AL-CR-MO and AL-BI is twice that of the other
methods. The figure shows that under different batch sizes AL-BI consistently

(a) Chinese

(b) English

Fig. 2. Active learning curves for Chinese and English
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outperforms the other active learning methods in both Chinese and English. In most
cases, the order of performance for different methods is AL-BI > AL-CR-MO >
AL-CR-BI > AL-MO. This implies that bilingual parallel active learning can attain
robust improvements across different batch sizes.

Impact of Different Seed Sizes

Figure 4 illustrates the DEF scores under different seed sizes for various active learning
methods in both Chinese and English respectively. Six typical sizes (160, 320,480, 640,
800, 960) are selected for experimentation for the purpose of simplicity. The figure
indicates that under different sizes AL-BI consistently outperforms other active
learning methods in Chinese, and in English it does so except under the size of 800
where AL-CR-BI outperforms AL-BI.

(a) Chinese    (b) English

Fig. 3. DEF scores under different batch size

(a) Chinese    (b) English

Fig. 4. DEF scores under different seed size
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6 Conclusion

In order to investigate the effectiveness of active learning in two languages, this paper
first manually builds an instance-level Chinese/English parallel corpus based on the
parallel part of OntoNotes. Then a Bilingual Parallel Active Learning paradigm is
proposed to make full use of bilingual corpora to reduce the amount of labeled
instances for relation classifiers in two languages while obtaining the comparable
performance with supervised learning. Experimental results show that the BPAL
paradigm outperforms active learning in one single language and also performs
robustly across various settings. This implies a potential annotation scheme can be
induced from the effectiveness of BPAL for other NLP tasks.

We will publish the instance-level Chinese/English corpus in the future for other
bilingual research on the corpus. We will also combine co-training with active learning
to further reduce the amount of manual labor for annotation.
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Abstract. This paper annotates the English corresponding units of Chinese
clauses in Chinese-English translation and statistically analyzes them. Firstly,
based on Chinese clause segmentation, we segment English target text into
corresponding units (clause) to get a Chinese-to-English clause-aligned parallel
corpus. Then, we annotate the grammatical properties of the English corre-
sponding clauses in the corpus. Finally, we find the distribution characteristics
of grammatical properties of English corresponding clauses by statistically
analyzing the annotated corpus: there are more clauses (1631,74.41%) than
sentences (561,25.59%); there are more major clauses (1719,78.42%) than
subordinate clauses (473,21.58%); there are more adverbial clauses
(392,82.88%) than attributive clauses (81,17.12%) and more non-defining
clauses (358,75.69%) than restrictive relative clauses (115,24.31%) in subor-
dinate clauses; and there are more simple clauses (1142,52.1%) than coordinate
clauses (1050,47.9%).

Keywords: Clauses � Parallel corpus � Clause-based � Clause alignment �
Discourse-based translation � Chinese-to-English translation

Clause is the basic unit of discourse translation. Previous research has shown that in
Machine Translation Systems, the acceptance rate of clause-based translation is 45%
higher than the sentence-based translation [1]. Thus, clause-based translation model has
become an important subject for discourse-based machine translation studies [2].
Nowadays, statistical translation is grounded on the large scale bilingual aligned
samples and bilingual grammatical knowledge. Therefore, one of the most important
issues for discourse-based machine translation studies appears to be building
clause-aligned and -annotated parallel corpora.

In Chinese-to-English translation, English corresponding units of Chinese clauses
(ECUCC) in the translation are complex and diverse. One key issue of translation is to
select the proper form of ECUCC for translation. For example, in (1), Chinese clauses
C1 and C2 are translated to English corresponding units E1 and E2. Functionally, E1 is
the major clause and E2 is the subordinate clause (the adverbial clause); structurally, E1
is the restrictive relative clause and E2 is the non-defining clause (the present participle).
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(1) C1上海浦东近年来颁布实行了涉及经济、贸易、建设、规划、科技、文

教等领域的七十一件法规性文件, /C2确保了浦东开发的有序进行。
E1In recent years Shanghai’s Pudong has promulgated and implemented 71 regu-

latory documents relating to areas such as economics, trade, construction, planning,
science and technology, culture and education, etc., /E2ensuring the orderly advance-
ment of Pudong’s development.

As shown in (1), if we can provide bilingual clause-aligned samples and add
grammatical annotations for clauses, it will not only provide an effective guide for the
translation of parallel clauses, but will also lay a foundation for discourse-based
Machine Translation Studies. At present, several Chinese-English parallel corpora have
been built on the sentence- (usually marked with period) or paragraph-alignment [3, 4].
Studies on clause-aligned parallel corpus at a preliminary stage [2] that there are few
annotated resources of grammatical knowledge for segmenting parallel texts into
clauses.

In this paper, we recount our experience in annotating ECUCC and statistically
analyze them. Firstly, based on Chinese clause segmentation we segment English texts
into corresponding units for parallel text to get a Chinese-to-English clause-aligned
parallel corpus (Sect. 1). Then, we annotate the grammatical s of the ECUCC in the
corpus to get a grammatical annotated corpus (Sect. 2). Finally, based on the annotated
corpus we find the distribution characteristics of grammatical properties of ECUCC by
statistically analyzing the annotated corpus (Sect. 3).

1 Chinese-to-English Clause-Aligned Parallel Corpus

Building a Chinese-to-English clause-aligned parallel corpus is based on the following
principles: (1) define the rules for Chinese clause segmentation in Chinese-English
parallel texts; (2) based on the results of Chinese clause segmentation, divide English
translated texts into units, and get the best English corresponding units in a linear
sequence, which are ECUCC.

The rules for Chinese clause segmentation in our study applies the definition of
clause by Li [6, 7]: “Clause is the basic unit of discourse analysis, including the
traditional simple sentences and clauses in compound sentences. Structurally, an
independent clause contains at least one predicate and at least one proposition; func-
tionally, an independent clause is not used as any grammatical component to other
clauses, and there is only propositional relationship between two independent clauses;
formally, there must be punctuation (comma, semicolon, or period) between two
independent clauses. Besides, some traditional phrases, which are similar to typical
clauses in structure, function and forms are treated as clauses.” Studies [5, 6] have
shown that such definition of Chinese clause provides operability to create and auto-
matic analyze large-scale annotated corpus.

The “based on the results of Chinese clause segmentation divide English translated
texts into units” means that we divide English translated texts based on the results of
segmentation Chinese clauses. In example (2), Chinese text is divided into three clauses
which are marked as C1, C2 and C3 and accordingly, English corresponding unit are
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divided as E1, E2 and E3. Grammatically, E1 is a typical clause, E2 and E3 are not. E2
is a clause group, and E3 is an infinitive phrase. According to the nature of English, E2
would be divided into two English clauses (“…expand…” and “use…”). But we
analyze E2 which is the corresponding unit to Chinese clause C2 as the final unit, based
on the rules for Chinese clause segmentation. Therefore, we call E1, E2 and E3 as
English corresponding unit of C1, C2 and C3. However, sometimes we also call these
corresponding units of Chinese clause as “English clause”.

(2) C1浙江省今后将进一步提高对外开放水平, //C2努力扩大对外贸易、利用

外资和国际经济技术合作, /C3并逐步完善对外经贸营销网络。
E1Zhejiang Province will further raise the level of opening up to the outside world,

//E2diligently expand its foreign trade, and use foreign funds and international eco-
nomic and technical co-operation, /E3to progressively perfect its marketing network of
foreign economic and trade business.

(3) C1这一数字比上年末增加二百零三亿元, /C2增长百分之二十七。
E1This number was an increase of 20.3 billion yuan, /E2a growth of 27% compared

to the end of the previous year.
The “best English corresponding units in a linear sequence” means that the English

corresponding unit segmentation should correspond to the Chinese clauses in a linear
sequence, but not necessary in semantics. For example, in (3), E1 and E2 semantically
are not equal to the C1 and C2 because of the position of the adverb (compared to the
end of the previous year). In this case, E1 and E2 are the best English corresponding
units in a linear sequence of C1 and C2.

Based on the above principles, we select 100 Chinese-English parallel texts (news)
to build a Chinese-to-English clause-aligned parallel corpus, in which Chinese clauses
and their English corresponding units are aligned.

2 ECUCC Grammatically Annotated Corpus

In the ECUCC grammatically-annotated corpus, 2192 ECUCC taken from the
Chinese-to-English Clause-Aligned Corpus are analyzed and annotated. Grammatical
properties of ECUCC are analyzed and annotated under certain principles and systems.

2.1 Grammatical Analytic Principles of ECUCC

To deal with problems of grammatical analysis of English corresponding units, we
formulated the analytic principles through analysis and verification.

First, in the process of identification of the grammatical properties of ECUCC, both
their inner structure and external function should be considered. As shown in Example
(1), structurally, the core verbs in E1 and E2 are different between restrictive relative
and non-defining; functionally, general structures are different between the major and
subordinate in the global structure.
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Second, for identifying the major object of ECUCC, the global function takes
priority over the local function. Sometimes ECUCC is complicated in the inner
structure, and it is difficult to identify its grammatical properties. In this case, the
identification of the structure and function is based on the major object of the unit,
while the identification of the major object is based on the global function of its global
structure. For example, in (4), E1 is complicated by its inner structure (it consists of
major clause and adverbial clause, while adverbial clause is composed of coordinate
attributive clauses). The whole sentence is a complex sentence: E1 is the major clause,
E2 is a subordinate clause. Thus, E1 can be identified as “major clause + finite
structure” according to the function of major object (“recently there were…”).

(4) C1据浦东新区经贸局对浦东开发七年来引进投资一千万美元以上的一百

五十七个工业大项目跟踪调查, 目前建成投产的有一百一十六个, /C2投产率高达

百分之七十三点九。
E1According to the Pudong New Region’s Economy and Trade Bureau follow - up

investigation into 157 large industrial projects that were introduced in the seven years
of Pudong’s development, and that have more than 10 million US dollars invested,
recently there were 116 that finished construction and went into operation, /E2 with the
percentage of going into operation reaching up to 73.9%.

Third, sometimes omissions in ECUCC influence the identification of their gram-
matical properties. In this case, the analysis should be based on the completed sentence.
For example, in (5), there is an ellipsis of preposition “with” in clause E3 and E4. It is
required to complete E3 and E4 before the analysis. Thus, E3 and E4 are identified as
“coordinate” “prepositional phrase” and “adverbial”.

(5) C1去年一至十一月, 内地在香港新签对外承包工程、劳务合作和设计咨询

合同一千四百七十四份, /C2合同金额二十点九四亿美元, //C3完成营业额十五点八

亿美元, //C4输港派出劳务二万一千一百五十三人次。
E1From January to November of last year, the inland signed 1,474 new contracts for

foreign contracted projects and cooperation of labor service and design consultation in
Hong Kong, /E2with a contracted value of 2.094 billion US dollars, //E3a completed
turnover of 1.58 billion US dollars //E4and 21,153 man - times of labor service sent to
Hong Kong.

2.2 Grammatical Analytic System of ECUCC

Based on the studies of the corpus, the grammatical analytic system has been func-
tionally and structurally formed [7] (Further details follow in Sect. 3).

Functionally: firstly, according to the grammatical properties of a whole sentence
(simple sentence, coordinate sentence, complex sentence) and the position of a clause,
English clauses can be divided into independent clauses, coordinate clause, major
clauses and subordinate clauses; secondly, according to the function, clauses can be
divided into adverbial clauses, attributive clauses and so on; finally, according to
quantity of clauses with the same function in a sentence, clauses can be divided into
simple clauses and coordinate clauses.
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Structurally: firstly, according to the properties of predicate verbs, clauses can be
divided into restrictive relative clauses and non-defining clauses; secondly, depending
on particular conditions, non-defining clauses can be divided into infinitive, present
participle, past participle, non-verb, preposition structure and other subcategories.

3 Classification and Statistical Analysis of ECUCC

3.1 Sentences and Clauses

ECUCC may be a sentence, or a clause. Separate sentence as example (6) and clause
group as example (7) can independently performed an utterance function. Clauses
which include coordinate clauses and various types of major or subordinate clauses (see
Sect. 3.2) cannot performed an utterance function. It should be combined with other
clauses to form a complete sentence.

(6) C1建筑是开发浦东的一项主要经济活动, /C2这些年有数百家建筑公司、四

千余个建筑工地遍布在这片热土上。
E1 Construction is a principal economic activity in developing Pudong. /E2These

years there have been several hundred construction companies and over four thousand
construction sites that have spread out all over this stretch of hot turf.

(7) C1在世界经济一体化与日俱增的环境下, 各国面对全球化带来的挑战, 应

通过持续推行健全的经济政策以及深化结构改革来从全球化进程中最大限度地

受益并把负面影响减少到最小程度。
E1The unification of the world economy is intensifying with each passing day.

Facing the Challenges brought by globalization, each country should continuously
implement sound economic policies and deepen structural reform so as to enjoy the
most benefits from the process of globalization and to minimize the negative effects.

The statistical distribution of sentences and clauses of ECUCC is given in Fig. 1.
The results show that clauses are more than sentences by three times which indicates
that Chinese clauses are more likely to be translated as English clauses rather than
English sentences.

Fig. 1. Statistical distribution of sentences and
clauses in English corresponding units

Fig. 2. Statistical distribution of major
clauses and subordinate clauses in English
corresponding units
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3.2 Major Clauses and Subordinate Clauses

ECUCC may be characterized by major clauses or subordinate clauses. English major
clause units include simple major clauses (example 9) and coordinate major clauses
(example 10) (details of simple/coordinate clauses follow in Sect. 3.5 below), coor-
dinate clauses (example 8), sentences (example 6) and clause groups (example 7). The
major clause units are generally finite structures and can be independently used as
sentences. Subordinate clause units include 20 kinds of clauses such as attributive
clauses, adverbial clauses, infinitive, and present participle clauses (see Sects. 3.3, 3.4
and Table 1). Subordinate clause units are barely used as independent sentences.

(8) C1去年十月, 中国进出口银行聘请日本野村证券公司作顾问, /C2向日本著

名的评级机构日本公社债研究所提出正式评级申请。
E1LastOctober, the Import and Export Bank of China invited Nomura Securities of

Japan to be advisors, /E2and submitted a formal assessment application to the Com-
mune Bond Research Institute of Japan, a famous assessment institution in Japan
(Coordinate clause).

(9)…… C1而是借鉴发达国家和深圳等特区的经验教训, /C2聘请国内外有关专

家学者, //C3积极、及时地制定和推出法规性文件, //C4使这些经济活动一出现就

被纳入法制轨道。

……. E1Instead, Pudong is taking advantage of the lessons from experience of
developed countries and special regions such as Shenzhen /E2by hiring appropriate
domestic and foreign specialists and scholars, //E3by actively and promptly formulating
and issuing regulatory documents, //E4and by ensuring that these economic activities
are incorporated into the sphere of influence of the legal system as soon as they appear
(Simple major clause).

(10) C1当前经济的关键不是争取更高的增长速度 //C2 而是调整结构,提高效益,
/C3以使一九九三年下半年以来实行的宏观调控取得更大成果, //C4把国民经济推

上一条持续、快速、健康发展之路。
E1The key of the current economy is not striving for a higher growth rate, //E2but is

adjusting structures and increasing benefits, /E3so as to make macro controls which
were implemented from the second half year of 1993 obtain greater achievements
//E4and push the national economy onto a road of constant, rapid and healthy devel-
opment (Coordinate major clause).

The statistical distribution of major clauses and subordinate clauses in English
corresponding units is given in Fig. 2. The results show that major clauses are more
than subordinate clauses by four times. It indicates that Chinese clauses are more likely
to be translated as English major clauses rather than subordinate clauses.

3.3 Functions of Subordinate Clauses: Adverbial and Attributive

Functions of subordinate ECUCC can be adverbial (examples 11–12) and attributive
(examples 13–14).
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(11) C1如果亚洲的经济形势恶化或者金融危机对外界的影响增大, /C2全球原

油需求量的增长幅度可能会进一步缩小。
E1If the Asian economic situation deteriorates or the outside influence of the

financial crisis becomes larger, /E2the growth rate of worldwide demand for crude oil
may possibly further decrease (Simple adverbial clause).

(12) C1由于茅台酒制作工艺复杂, /C2生产周期长, /C3因而其产量十分有限。
E1Because the art of manufacturing Mao - tai is complicated //E2and its production

cycle is long, /E3the output of Mao - tai is extremely limited (Coordinate attributive
clause).

(13) C1中国进出口银行最近在日本取得债券信用等级AA –, /C2这是日本金融

市场当前对中国银行的最高债券评级。
E1Recently, the Import and Export Bank of China won a bond credit rating of AA -

in Japan, /E2which is currently the highest bond rating given to a Chinese bank by the
Japanese financial market (Simple attributive clause).

(14) C1据统计, 在目前已投产外资大企业的主要产品中, 有一百零二个品牌,
/C2其中国外品牌五十二个, //C3国内品牌五十个。

E1According to statistics, among the main products of large foreign funded enter-
prises that have currently been put into production, there are 102 brands, /E2of which 52
are foreign brands //E3and 50 are domestic brands (Coordinate attributive clause).

The statistical distribution of adverbial clauses and attributive clauses in English
corresponding subordinate clauses is given in Fig. 3. The results show that adverbial
clauses are more than attributive clauses by five times. It indicates that English cor-
responding subordinate clauses are translated as adverbial clauses in most situations.

3.4 Structures of Subordinate Clauses: Restrictive Relative
and Non-defining

Depending on core verbs, English subordinate clauses can be divided into restrictive
relative clauses and non-defining clauses. Core verbs in restrictive relative clauses vary
in terms of tense (for examples 11–14), core verbs in non-defining clauses not vary in
terms of tense or omitted. Non-defining verbs can be divided into infinitive (example
15), present participle (example 16), past participle (example 17), non-verb (example
18), nominative absolute structure (example 19), prepositional phrase (example 20) and
other structural forms.

(15) C1进出口银行决定先在日本取得信用评级是为进入国际资本市场融资创

造作准备, /C2以便扩大资金来源。
E1The reason behind the decision by the Import and Export Bank of China to obtain

a credit rating in Japan first is to prepare for entry into the international capital market
for financing, /E2so as to expand sources of funds (Infinitive).

(16) C1据统计, 目前在纽约证交所上市的外国企业已达 340 多家, /C2为5年前

的三倍。

Study on the English Corresponding Unit of Chinese Clause 135



E1According to statistics, currently, foreign enterprises listed on the New York
Stock Exchange have reached more than 340, /E2tripling the Fig. 5 years ago (Present
participle).

(17) C1在经营方面, C2该行加强了存款工作, /C3使人民币存款的增幅回升,
/C4同时通过签订银企合作协议和加强对大客户服务等方式, 发展有潜力的优质客

户。
E1Regarding operations, this bank strengthened deposit work, /E2made RMB

deposit growth rate come back, /E3at the same time, through methods such as signing
bank - enterprise cooperation agreements and strengthening services to major clients,
etc., E4developed potential high grade clients (Past participle).

(18) C1东亚首脑非正式会晤在历史上尚属首次, C2这是一个良好的开端。
E1This informal meeting of heads of Eastern Asian countries, the first time in

history, E2is a good start (Non-verb).

(19) C1报告说, 1997年是经济转轨国家自停止实行中央计划经济以来的第一

个经济增长年份, /C2增长率达百分之一点七, /C31998年预计增长百分之三点二

五。
E1The report said that 1997 was the first year of economic growth for those

countries with transitioning economies since they had stopped implementing centrally
planned economies, E2the rate reaching 1.7%, E3 and estimated to grow by 3.25% for
1998 (Nominative absolute structure).

(20) C1镍被称作“现代工业的维生素”, /C2其合金有三千多种, /C3是发展航天、
航空、军事和现代科技的特需材料。

E1Nickel, called the “vitamin of modern industry”, E2and with more than 3,000
varieties of alloy, E3 it is the material specially required to develop space - flight,
aviation, military and modern science and technology (Prepositional phrase).

The statistical distribution of restrictive relative clauses and non-defining clauses in
English corresponding subordinate clauses is given in Fig. 4. The results show that:

Fig. 3. Statistical distribution of adverbial
clauses and attributive clauses in English
corresponding subordinate clauses

Fig. 4. Statistical distribution of restrictive
relative clauses and non-defining clauses in
English corresponding subordinate clauses
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(1) There are more non-defining clauses (358, 75.69%) than restrictive relative
clauses (115, 24.31%). It indicates that English corresponding subordinate clauses
are translated as non-defining clauses in most cases.

(2) In the non-defining clauses, the above three categories (present participle struc-
ture, infinitive and prepositional phrase) account for nearly 90% of the total. The
other three structures (non-verb, past participle, nominative absolute structure)
account for 11% of the total. It indicates that English non-defining clauses are
more likely to be translated as present participle structures, infinitive structures
and prepositional phrase structures than others.

3.5 Simple Clauses and Coordinate Clauses

English clauses are divided into simple clauses and coordinate clauses according to
their function. In coordinate clauses, two or two more English clauses perform the same
function. Simple clauses can be divided into sentences (example 8), simple major
clauses (example 9), simple adverbial subordinate clauses (example 11) and simple
attributive subordinate clauses (example 13). Coordinate clauses can be divided into
coordinate clauses (example 8), coordinate major clauses (example 10), coordinate
adverbial subordinate clauses (example 12) and coordinate attributive subordinate
clauses (example 14).

The statistical results show that: (1) simple clauses (1142, 52.1%) are slightly more
than coordinate clauses (1050, 47.9%) (Fig. 5); (2) coordinate major clauses (923,
53.69%) are more than simple major clauses (796, 46.31%) (Fig. 6); (3) simple sub-
ordinate clauses (346, 73.15%) are much more than coordinate subordinate clauses
(127, 26.85%) (Fig. 7).

Fig. 7. Distribution of sim
ple/coordinate subordinate
clauses

Fig. 6. Distribution of sim
ple/coordinate major clauses

Fig. 5. Distribution of sim
ple/coordinate clauses
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3.6 General Analysis

1. Distribution of Types of ECUCC

The Table 1 summarizes the distribution of types of ECUCC. ECUCC are grouped in
the table by frequency range (high-frequency, intermediate frequency and low-
frequency). The table shows that: (1) There are 4 types of ECUCC of high-frequency
(X > 10%) in the corpus which account for 78.38% of the total distribution. Compared
with other grammatical types (except clause group) these four types clauses are major
clause units (see Table 2). (2) In the corpus 8 types of ECUCC of intermediate fre-
quency (1% < X < 10%) account for 18.93% of the total distribution, which including
7 adverbial subordinate clauses (16.01%) and 1 attributive subordinate clause 2.92%.
(3) 13 types of ECUCC of low-frequency (X < 1%) account for 2.69% in the corpus.
In addition to clause group, the remaining 12 categories are subordinate clause units.

Table 1. Distribution of types of ECUCC

Frequency
range

Types No. % Frequency
range

Types No. %

X > 10% Coordinate clause 673 30.70 X < 1% Simple adverbial -
non-verb

21 0.96

Independent clauses 560 25.55 Coordinate attributive
- restrictive relative

8 0.36

Coordinate major
clause

249 11.36 Coordinate attributive
- restrictive relative

6 0.27

Simple major clause 236 10.77 Simple adverbial - past
participle

5 0.23

1% < X < 10% Simple adverbial -
present participle

121 5.52 Coordinate attributive
- non-verb

5 0.23

Simple adverbial -
restrictive relative

64 2.92 Coordinate attributive
- -ing

3 0.14

Simple adverbial -
infinitive

46 2.10 Simple attributive -
present participle

3 0.14

Simple adverbial -
prepositional phrase

44 2.01 Simple attributive -
past participle

2 0.09

Coordinate adverbial -
present participle

40 1.82 Simple attributive -
non-verb

2 0.09

Coordinate adverbial -
infinitive

38 1.73 Simple adverbial - -ing 1 0.05

Simple adverbial -
restrictive relative

37 1.69 Coordinate attributive
- past participle

1 0.05

Coordinate adverbial -
prepositional phrase

25 1.14 Coordinate attributive
- prepositional phrase

1 0.05

Clause group 1 0.05
Total 2192 100.00
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2. Distribution of Grammatical Functions of English Corresponding Units

The distribution of grammatical functions of English corresponding units is given in
Table 2. In general, there are two features: (1) In terms of quantity, there are 1719
major clause units (78%) and 473 subordinate clause units (22%). The former is about
4 times of the latter. Thus the major clause units are more important in Chinese-
to-English translation. (2) In terms of structure and function, the major clause units are
more complex than subordinate clause units. Structurally, the core verbs in the major
clause units are usually finite verbs, but in subordinate clause units there are different
forms of core verb such as: infinitive, present participle and so on; functionally, all
types of major clause units can be independently used as sentences. Subordinate
clauses are different between adverbial, attributive and others. Therefore, the difficulty
of Chinese-to-English translation is the translation of the subordinate clause units.

4 Conclusion and Further Research

In this paper, we annotate and present the grammatical properties of ECUCC in the
Chinese-to-English clause-aligned parallel corpus. It is of a great significance to
Chinese-to-English translation. However, it should be noted here that:

(1) Chinese-to-English translation is different from English-to-Chinese translation. It
is necessary to distinguish the two translation directions during the analyzing
process. The next step of our work is to build an English-to-Chinese clauses-
aligned corpus. The basic idea is the same as building the Chinese-to-English
clause-aligned and -annotated parallel corpus.

Table 2. Distribution of grammatical functions of English corresponding units

Functional
structure

Major clause units Subordinate clause units Total

Independent
clauses

Coordinate In complex clauses Adverbial Attributive

Simple Coordinate Simple Coordinate Simple Coordinate Simple Coordinate

Restrictive
relative

560 673 236 249 37 6 64 8 1833

Present
participle

121 40 3 164

Infinitive 46 38 84

Prepositional
phrase

44 25 1 70

Non-verb 21 5 2 28

Past participle 5 2 1 8

Independent
structure

1 3 4

Clause group 1 1

Total 561 673 236 249 275 117 71 10 2192

1719 473
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(2) It is still unknown the grammatical properties of Chinese clauses in the source
texts due to the lack of annotations. Therefore, in the future work, grammatical
properties of the Chinese clauses also will be annotated. Another paper illustrating
the problem of Chinese clauses will be written.

(3) Building the Chinese-to-English clause-aligned and -annotated parallel corpus is
grounded in the theoretical framework of Chinese-English discourse structure
parallel corpus [8]. The grammatical annotation of ECUCC is one of the important
problems under the perspective of discourse structure. In the following works, our
studies will improve and expand the scale of both corpora.
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Abstract. The problem of rare and unknown words is an important issue in
Uyghur-Chinese machine translation, especially using neural machine transla-
tion model. We propose a novel way to deal with the rare and unknown words.
Based on neural machine translation of using pointers over input sequence, our
approach which consists of preprocess and post-process can be used in all neural
machine translation model. Pre-process modify the Uyghur-Chinese corpus to
extend the ability of pointer network, and the post- process retranslating the raw
translation by a phrase-based machine translation model or a wordlist. Experi-
ment show that neural machine translation model used the approach proposed
by this paper get a higher BLEU score than the phrase-based model in
Uyghur-Chinese MT.

1 Introduction

Deep neural networks, representative of deep learning technology, have shown great
breakout in many areas such as images recognition and speech recognition. Further-
more, numbers of tasks in natural language processing (NLP) have been resolved by
neural network such as recurrent neural network (RNN). Neural machine translation
(NMT) is one of the application of sequence-to-sequence consisting of two RNNs. The
sequence-to-sequence model can cope with so many NLP tasks that it is very widely
used nowadays. In sequence-to-sequence model, one builds two RNNs that one named
encoder reads a source sentence and the other named decoder generates its relevant
target sentence. If the model used for question answering (QA) system, then the relevant
target sentence should be answer to the question. Or if the model used for machine
translation (MT), the relevant target sentence is translation. By far, NMTs have achieved
promising performance comparing with the state-of-the-art phrase based MT.

Uyghur-Chinese MT is one of the branches in MT. The research of Uyghur-
Chinese MT always focus on conventional translation systems such as phrase based
model, example based model, etc. This paper aims at solving Uyghur-Chinese MT by
using a new approach of NMT. NMT has some significant advantages over the existing

© Springer International Publishing AG 2016
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statistical MT. First of all, NMT needs less domain knowledge. Second, NMT is jointly
tuned to maximize the translation performance, unlike the phrase based MT consisting
of so many feature functions tuned separately. Last but not the least, NMT often
requires much smaller memory size than the existing MT system relying on large scale
of phrase table. As Uyghur is a raw language lacking of corpus, especially relevant
domain knowledge and Uyghur tool, NMT seems fit for Uyghur-Chinese MT.

But Uyghur-Chinese Neural Machine Translation also has some fundamental
challenges. The first problem is parallel corpus of Uyghur-Chinese full with wrong
knowledge. And the performance of approaches based statistical is really rely on the
quality and scale of parallel corpus. Second, as Uyghur is a kind of adhesive language,
the number of Uyghur words is very large. Third, there are so many UNK in
Uyghur-Chinese NMT as the number of Chinese word is really big but the scale of
target vocabulary of NMT is restricted.

To solve the above problems, we present a new NMT model consisting of
pre-process, pointer-NMT model, and post-process. Pre-process firstly segment the
Uyghur words, then check the wrong information in corpus and correct it. Pointer-NMT
model which is a sequence-to-sequence model with attention-based pointing mechanism
translate the Uyghur sentence into raw Chinese sentence included some Uyghur words.
Post-process translate the Uyghur words in raw Chinese sentence to Chinese words by a
trained phrased-based MT model or the wordlist. Figure 1 shows how our model works.

Parallel corpus

Input Uyghur Normalization 

Pre-process

Fixed Input

Fixed corpus Pointer-NMT NMT model

Normalization Fixed corpus Phrase-based MT

Raw transla on

MT model selec on Wordlist

Final transla on

Post-process

Fig. 1. Operational flow of Uyghur-Chinese NMT

2 Related Work

Due to the academic value and application value, Uyghur-Chinese Machine Translation
is one of the test program in China Workshop of Machine Translation (CWMT) [1].
Uyghur-Chinese MT model based phrase is one of the best performance model, so
phrase-based MT model is the main stream in Uyghur-Chinese MT and many research
works have been done in it, Li et al. pointed these in a nice review of Uyghur-Chinese
MT in 2016 [2]. The specific research of Uyghur-Chinese MT includes: reordering
model of Uyghur-Chinese MT [3], filtering of Uyghur-Chinese parallel corpus for
Uyghur-Chinese MT [4], embedding syntactic information of Uyghur on
Uyghur-Chinese MT [5], and so on [6, 7]. These works mostly based on phrase based
MT, none research work have been done in Uyghur-Chinese NMT.
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Fig. 2. The process of NMT

NMT, one of the sequence-to-sequence model, consists of an encoder and a decoder.
An encoder reads source sentence in word order and records the useful information.
A decoder produces target sentence by utilize the information of encoder and prior word.
This process is illustrated as Fig. 2. With different structure of neural network in encoder
or decoder, the performance of NMT can be vary wildly. Devlin et al. use a feed forward
neural network to model a translation model by predicting one word at a time in 2014
[8]. Zou et al. do not take the order of words in source and target phrases into account
[9], but Cho et al. done in a novel RNN Encoder-Decoder [10]. Based these researches,
Bahdanau et al. proposed an attention-based NMT [11]. The model of Bahdanau have
archive good performance, but huge numbers of OOVs handicap it to get a better result.
It is worth mentioning that the question is what this paper aims to work out.

3 Model

In this paper, we propose a novel Neural Machine Translation approach that smoothly
translates Uyghur including noise to Chinese. In pre-process, we firstly figure out the
wrong information in Uyghur sentence and normalize it. Then we train a new NMT
model by utilizing a fixed corpus which we will explicitly explain later. With the
trained NMT model, we can translate Uyghur sentence into raw Chinese. At last, we
get our final translation by retranslating the Uyghur words to Chinese words in raw
Chinese in post-process.

Our approach can be applied in all neural machine translation and effectively
enhance its performance. We describe our approach in detail as follows: we explicate
pre-process in Sect. 3.1, new Neural Machine Translation in Sect. 3.2, and post-process
in Sect. 3.3.

3.1 Pre-process

In this section, we introduce our method in pre-process which consist of two units:
normalization and modification. Normalization include segmentation of Uyghur word
and correction of wrong expression. And modification is just replacing some Chinese
words with by Uyghur word.

Normalization
Using proposed method by Yang Yating 2014, the identification of stems and affixes is
treated as a sequence labeling problem which can be achieved by conditional random
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field model. Effectively stems and affixes segmentation can significantly reduce the
data sparseness problem of Uyghur-Chinese MT, furthermore, can improve the quality
of translation model. For example, in Fig. 3, “nimen buneng jinxing biaozhunhua ma”.
If there is no segmentation, the knowledge of this bilingual sentence will be difficult to
use in the process of translation. Appling stems and affixes segmentation to the corpus
for machine translation benefit us much, including smaller granularity alignment and
more accurate translation knowledge.

On the other hand, misspelling is very common in Uyghur. As Uyghur word
consists of many similar letters, it is hard to avoid spelling mistakes. Because the object
of this study is Machine Translation from Uyghur to Chinese, so we check the spelling
of Uyghur.

Fig. 3. An example of segmentation of Uyghur word

Alogrithm 1. To normalize by Levenshtein Distance
Input: sentence={word1,word2,word3,…,wordi} ,

dic={word1,word2,…,wordk}Output: sentence
1:Wordlist=Map[10]
2:for word in sentence :
3: if dic.has(word) :
4: continue;
5: else : 
6: for comparison in dic :
7:         distance=
8:         Levenshtein.distance(compasison,word)
9: if Wordlist.notFull():
10:           Wordlist[compasison]=distance
11: else: 
12: key = findMaxValue(Wordlist)
13: if Wordlist.getValue(key)> distance :
14:           delete(Wordlist[key])
15:           Wordlist[comparison]=distance
16: for checker in Wordlist:
17:       word=maxNgramCount(checker,sentence)
18:return sentence
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In this paper, we use a simple Levenshtein distance and standard Uyghur dictionary
method to check the Uyghur word. Levenshtein distance is very effective for the
language whose word is formed by letters. Algorithm 1 is the specific ideas of using
Levenshtein distance to spell check, the input standard dictionary is extracted from
other corpus (such as domain of news) of the standard language. The algorithm retains
10 nearest words with the wrong word, and finally uses the N-gram model to score the
best selection of the correct spelling of the word.

Modification

Our work makes an extension on Caglar et al. in 2016 [13]. In order to reduce the
OOVs of output sentence, we strengthen the ability of pointer network. Unlike Caglar,
we train our pointer network on a fixed Uyghur-Chinese parallel corpus with some
Uyghur words in Chinese sentence.

Before training the Pointer-model, we do not only the pre-processing but also this
modification to the parallel corpus. Our modification is finding the Chinese words of
target sentence which is inside wordlist and replacing it with corresponding Uyghur
words. This change is very simple but effective as it expands the scope of applicable of
Pointer-NMT.

A wordlist must fellow these points: (1) Wordlist consist of Chinese words and its
corresponding Uyghur words. (2) A word in wordlist always is a name entity. (3) A
word in wordlist should not so frequency. (4) A word in wordlist must have only
one-to-one translation word, and this point is very important. For instance, the English
word ‘England’ and the Chinese word ‘ying ge lan’ can be as one record of the in
wordlist.

Besides, there is still some OOVs when training the Pointer-NMT with pre-process
and modify done on the corpus. If the word is OOV, we mark it to UNK. Although this
work is common in NMT, but it has different significance as the Point-NMT can record
the useful information of location. And this work can help us restore the right Chinese
word in later step.

3.2 Pointer-NMT Model

A pointer-NMT model trained on a processed corpus can reduce the number of OOVs.
Pointer-NMT is a new model of attention based neural machine translation with pointer
network. Pointer-NMT use a MLP to decide the source of output word. If the decision
of MLP is shortlist, then translation of this word is a process of NMT. On the other
hand, the translation of this word is a process of pointing.

Attention Based NMT

Attention based NMT consisting of an encoder and a decoder is a novel model for
machine translation. Inputting to the layer in Encoder is word vectors in accordance
with the source language sentences in the order of the input source language in each of
the word through the Embedding. When read to the end of the sentence, the hidden
layer in the decoder generates output in accordance with the state of the source
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language sentence and the encoder’s hidden layer, and the hidden layer state is
recorded for the next time step usage. The output layer of the decoder generates the
probability of each target word according to the output of the hidden layer state and the
relevant information of the source language. Finally, based on the probability of the
target word generated from each time series, the maximum probability score of the
target word is found by using the beam search algorithm.

The encoder works as follows:

a. Encoder sequentially read word vector to calculate and record the hidden layer state
of moment T by using formula 1.

b. Encoder reversely read word vector to calculate and record the hidden layer state of
moment T by using formula 1.

ht
!¼ f ðxðtÞ; hðt�1Þ���!Þ ð1Þ

c. To calculate the state of the BiRNN encoder of the moment T. The calculation
method of the hidden layer state of BiRNN at the moment T is shown in formula 2.

ht ¼ ht
!
ht
 

" #
ð2Þ

d. Followed by an iterative execution of a, b, and c steps until the input is finished, ht
is saved at each moment.

After reading all the source language sentences, we can get a series of encoder
hidden states. The attention based neural network translation will save all the states of
hidden layer, and use a soft alignment model to select useful information between the
source sentence and output word.

The alignment model in the neural Machine Translation is different from the tra-
ditional statistical alignment model, and it is a kind of soft alignment model. Formula 3
represents the definition of the alignment model.

eij ¼ aðsi�1; hjÞ ð3Þ

eij represents the matching digress of a word i in the target language with the word j
in the source language. aðÞ represents a nonlinear function (also can be a feed forward
neural network). aðÞ can be produced by si�1 (the hidden layer state of RNN of moment
i� 1) together with hj (the j word vector in the source sentence), and can also trained
with other part of Machine Translation system (The problem can be seen as find the
probability of hj given si�1).

With the alignment model, we can get context dependent vector ci. The calculation
method can be calculated by the formula 4 and the formula 5.

ci ¼
XTX
j¼1

aijhj ð4Þ
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aij ¼ expðeijÞ
PTx
k¼1

expðeikÞ
ð5Þ

Except the big difference on the calculation of context vector between attention-
based and the other neural network, the method for calculating the probability score of
the target word vector is similar.

si ¼ fðsi�1; yi�1; ciÞ ð6Þ

According to the formula 6, we can calculate the hidden layer state of i time by the
hidden layer state of the i� 1 time, the previous target word vector and the context
dependent vector. f ðÞ is a nonlinear function.

Finally, we can get the probability score of the word by the hidden layer state of the
i� 1 time, the previous target word vector and context dependent vector.

pðyi j y1; . . .; yi�1; xÞ ¼ gðyi�1; si; ciÞ ð7Þ

gðÞ in formula 7 in the general is a nonlinear function, but also can be a multi-layer
neural network. It is important to note that the initial value of the hidden state in the
general NMT decoder is the final value of the hidden state in the encoder.

Directly visible, the introduction of soft alignment model as the attention greatly
reduced burden of compressing all source sentence in a fixed vector. The experiment of
Bahdanau also show that this approach can effectively improve the final translation
results.

Pointer-NMT

Pointer network proposed by Oriol et al. in 2015 [14] is one of neural attention, it can
handle the problems such as sorting variable sized sequences and other optimization
problems belong to this class. Pointer network differs from the common neural
attention attempts in that, instead of using attention to blend hidden units of an encoder
to a context vector at each time step, it uses attention as a pointer to select a unit of the
input sentence as the output.

Pointer-NMT not only predict whether it is required to use the pointing or not at
each time step, but also point any location of the context sequence whose length can
vary widely over examples. To achieve this, Point-NMT consists of the shortlist
softmax layer and location softmax layer.

More specifically, goal of the last softmax layer of Point-NMT is to maximize the
probability of output word sequence y ¼ fy1; y2; . . .; ytg and the sequence of binary
variable Zt which indicates whether to use shortlist softmax(when z = 1) or the location
softmax(when z = 0). Formula 8 simply describe the goal, x ¼ fx1; x2; . . .; xtg is input
context sequence.

phðy; z j xÞ ¼
YTy
t¼1

phðyt; zt j y\t; z\t; xÞ ð8Þ
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In formula 8, t means time, y < t means all previous value of y, and the others as
well.

Formula 9 factorize the formula 8 further. In formula 9, the first factor means the
probability of shortlist, and the second factor means the probability of location list.

p y; z j xð Þ ¼
Y
t2Tw

pðwt; zt j ðy; zÞ\t; xÞ�
Y
t0 2Tl

pðlt0 ; zt0 j ðy; zÞ\t
0
; xÞ ð9Þ

The switch probability is modeled as a multilayer perceptron with binary output.

pðwt; zt j ðy; zÞ\tÞ ¼ rðf ðx; ht�1; hÞÞ � pðwt j zt ¼ 1; ðy; zÞ\tÞ ð10Þ

pðlt; zt j ðy; zÞ\tÞ ¼ ð1� rðf ðx; ht�1; hÞÞÞ � pðlt j zt ¼ 0; ðy; zÞ\tÞ ð11Þ

pðwt j zt ¼ 1; ðy; zÞ\tÞ is the shortlist softmax, pðlt j zt ¼ 0; ðy; zÞ\tÞ is location
softmax which can be a pointer network. What we should notice is that we omitted x
which is conditioned on all probabilities in the above. rðf ðx; ht�1; hÞÞ is a sigmoid
function as common. With formula 10 and formula 11, we can get the final result.

3.3 Post-process

In decoding step, we create an array to store the Uyghur words and its location when
translation meets OOVs. At the same time, we mark the OOVs to UNK for translation
and call this translation raw translation. Considering above processes, we may get an
output sentence with Uyghur words or UNK after translating the input Uyghur sen-
tence. As illustrated in Fig. 4, there is an output sentence with UNK. If we want to get
the final translation, we must do post-process on the raw translation.

We may find UNK or Uyghur words in output sentence because the pointer model
point the source of output word to location list. Obviously, we should translate the
UNK or Uyghur to Chinese in step of post-process. Luckily, the Uyghur words in raw
translation are contained in wordlist. So we can translate the Uyghur word by searching
the wordlist. A wordlist consists of words with single translation. When we meet UNK
in raw translation, we should consider how to translate the words in its relative array.

All in all, post-process of raw translation can be illustrated as the flow chat in
Fig. 1. The details are as follows:

a. Training a phrase based Machine translation model with Uyghur-Chinese parallel
corpus with normalized.

b. Input a raw translation.

Fig. 4. A raw Chinese sentence of pointer-NMT

148 J. Kong et al.



c. Replacing the UNK to Uyghur words according to its relative array.
d. Finding the Uyghur words which contained in wordlist and replace it to its corre-

sponding Chinese word according to wordlist.
e. Translating the remaining Uyghur words by phrase-based Machine translation

model.
f. Get the final translation.

4 Experiment

In experiment, we use the Uyghur-Chinese parallel corpus with 140,000 sentences
which published in CWMT2016 to evaluate our approach. To prove the efficiency of
our approach, we divide our corpus as illustrate in Table 1. In Table 1, ‘train’ means
size of training set, ‘dev’ means size of development set, ‘test’ means size of test set.

4.1 Experiment Set

We compare our approach with three state-of-art Machine Translation system: a
phrase-based SMT and an attention-based NMT, a pointer-NMT. In experiment, we
tried the following combinations: phrase-based MT and phrase-based MT with
post-process, attention-based NMT and attention-based NMT with post-process,
pointer-NMT and pointer-NMT of modification.

The OS we used is Ubuntu 14.04, and we use Moses3.0 to train the phrase-based
MT model. Our experiment use GIZA++ open source toolkit for word alignment tools
with the “grow-diag-the-final-and” strategy for word alignment. Except these, we limit
the extraction of phrase length to 7. In the tune process, we select the minimum error
training methods to optimize model parameters. In addition, we use SRILM tools on
the Chinese sentence in the training set to train a 5-gram language model with
Kneser-Ney smooth estimated parameter. We modified the phrased-based MT model
by adding a post-process of replacing or retranslating the OOVs after decoding.

In attention-based NMT model, we use GROUNDHOG on the parallel corpus to
train the NMT model. And our approach modified NMT by adding a pre-process of
replacing Chinese words and a post-process of replacing or retranslating the OOVs
after decoding. We set the vocabulary size to 30 K for each language, the beam size for
reaching is 10. And the other sets are the default of RNN-RNN model in Bahana et al.

In our pointer-NMT model, we have an existing code provided in https://github.
com/kyunghyuncho/dl4mt-material. In our experiments, we changed the last softmax

Table 1. The details of Uyghur-Chinese parallel corpus

Group number train dev test

Group1 30,000 1,000 1,000
Group2 70,000 1,000 1,000
Group3 100,000 1,000 1,000
Group4 140,000 1,000 1,000
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layer like Caglar. And the other sets also like Caglar. We have create a word-level
dictionary from Uyghur to Chinese which contains 1103 words that neither in shortlist
vocabulary nor dictionary of common words. We modified pointer-NMT model by
training the corpus adding a pre-process and a post-process of replacing or retranslating
the OOVs after decoding.

These above combinations are respectively test on the corpus illustrated in Table 1.
The evaluation metric is BLEU as calculated by the muli-bleu.perl script which is part
of moses3.0.

4.2 Results of Experiment

Table 2 shows the BLEU scores on Uyghur-Chinese datasets illustrated in Table 1. We
find our model leads to surprisingly substantial improvement on neural machine
translation.

First of all, our method of machine translation archived the best translation.
Obviously, the better BLEU score the system get, the better performance the system
archive. From Table 2, we can draw conclusion that the Pointer-NMT with modifi-
cation which proposed by this paper is the best system among those six systems. It
seems that our approach substantially expand the ability of pointer neural network and
effectively reduce the problem of OOVs in machine translation. In test of each group,
the system of Pointer-NMT with modification get the best result.

Secondly, the modification which proposed by this paper not only worked in
attention-based NMT, but also worked in Pointer-NMT. From Table 2, we can find
significant increase between NMT and NMT with modification. What is more,
Pointer-NMT increase more than attention-based NMT when adding modification. This
because pointer neural network can point the location of OOVs in output sentence.

Thirdly, phrased-based MT with modification can get increase BLEU score, but not
clearly. The reason leading to this is just the efficiency of wordlist. In other words,
wordlist help extend its word table, but the effect of the operation in traditional way is
limited.

Last but not the least, the modification which proposed by this paper is more
efficiency in NMT when the corpus become lager. That because the numbers of
vocabulary is become more and more lager when the corpus become lager in
Uyghur-Chinese, but the size of vocabulary in NMT is fixed as usual. With the
effective post-process, NMT can reduce the OOVs by retranslating them.

Table 2. The result of Uyghur-Chinese machine translation

System Modifying Group1 Group2 Group3 Group4

Phrase-based MT No 14.12 20.56 24.13 28.15
Yes 15.34 20.76 24.34 28.45

Attention-based NMT No 15.23 22.23 23.14 25.97
Yes 15.57 23.88 24.15 26.14

Pointer-NMT No 16.12 22.48 24.07 26.12
Yes 17.87 23.34 24.25 29.10
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5 Conclusion

In this paper, we propose a simple extension to neural machine translation model. In
order to reduce the OOVs in Uyghur-Chinese NMT, we try to add a modification
consisting of a pre-process and a pro-process in a NMT using pointers over the input
sequence. We show that the modification is really worked in Uyghur-Chinese NMT,
especially in NMT which have pointer network.

Nowadays, many research works treat neural machine translation model as a feature
function on phrase-based machine translation. And many of them did great job. While
in this paper, we simply use the phrase-based machine translation model to translate the
OOVs of NMT. Our next step is treating phrase-based MT model as an input in the last
softmax layer of NMT.
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Abstract. We propose a novel metric for machine translation evaluation
based on neural networks. In the training phrase, we maximize the dis-
tance between the similarity scores of high and low-quality hypotheses.
Then, the trained neural network is used to evaluate the new hypothe-
ses in the testing phase. The proposed metric can efficiently incorpo-
rate lexical and syntactic metrics as features in the network and thus
is able to capture different levels of linguistic information. Experiments
on WMT-14 show state-of-the-art performance is achieved in two out
of five language pairs on the system-level and one on the segment-level.
Comparative results are also achieved in the remaining language pairs.

Keywords: Machine translation evaluation · Neural networks ·
Similarity distance · Maximization

1 Introduction

With the development of machine translation (MT), MT evaluation (MTE) has
received increasing attention. Traditional lexical-based metrics such as BLEU
[8], Meteor [3], and TERp [11] take n-grams, synonyms, stems, word order, and
phrases into account. However, metrics based on lexical and syntactic informa-
tion are insufficient to evaluate the quality of the hypotheses, due to mismatch
errors caused by limited synonyms and references.

Recently, semantic-based metrics have become more feasible with the help
of deep learning. This paper presents an effective metric based on neural net-
works, i.e. Bidirectional Long Short Term Memory (Bi-LSTM) network [7,10] for
MTE. To capture the inner connection between hypotheses and references, we also
explore the effect of an enhanced Bidirectional Combined LSTM (BiC-LSTM)

c© Springer International Publishing AG 2016
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network, which takes the concatenation of the hypothesis and the reference as the
input, rather than feeding them separately into the network as Bi-LSTM does.

Generally, the goal of the framework is to predict quality scores of hypotheses,
which requires references and hypotheses together with quality scores as training
examples. However, the difficulty of obtaining hypotheses with quality scores
leads to the insufficiency of training examples. For instance, ReVal [6] devotes
extra effort to compute quality scores of hypotheses, producing less than 15
thousand training examples from the human judgement file of WMT-13 [1], and
subsequently requires extra resources to enlarge the training set. As the amount
of training examples is crucial to network performance, we design a new objective
during the training process, which maximizes the distance between two similarity
scores: one between the reference ref and a high-quality hypothesis posh, and
the other one between ref and a low-quality one negh. Thus, two hypotheses,
as well as the reference comprise a training example, which allows us to extract
adequate training examples from WMT human judgements. Furthermore, for
testing, the network takes only one hypothesis and one reference as an input,
then outputs an evaluation score of the hypothesis. Compared with Guzmán
et al. (2015), our metric significantly reduces complexity in this respect, as we
can evaluate with a single hypothesis, while they require a pairwise setting.
Experiments on WMT-14 show that state-of-the-art performance is achieved in
two out of five language pairs on the system-level and one on the segment-level,
comparative results are obtained for remaining language pairs.

2 Learning Task

The goal of the training process in our neural network is to maximize the distance
of the similarity score between ref and posh, and the other one between ref
and negh. In the testing process, we evaluate the quality of hyp given ref by
computing the similarity score between them.

Thus, the input of our neural network is a tuple, marked as (ref, posh, negh).
The loss function of the neural network is formulated as follows:

Jθ = −
∑
n

max (0 , simP − simN ) (1)

where simP is the similarity score between ref and posh, and simN is that
between ref and negh. A more detailed computation is illustrated below.

3 MaxSD Model: Maximizing Similarity Distance Model

3.1 MaxSD Model

In order to learn the similarity scores, simP and simN , we build a maxSD
model. We explore two versions of MaxSD model, the performance of two LSMT
networks, namely Bi-LSTM and BiC-LSTM. As showed in Fig. 1, we first obtain
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Fig. 1. The overall architecture of the maxSD model. Bi(C)-LSTM means either Bi-
LSTM or BiC-LSTM network. Bi-LSTM network takes the left side of ‘/’ as input,
while BiC-LSTM the right one. The Bi-LSTM or BiC-LSTM network produces the
representation of each input, which then are used to compute simPn and simNn.
simP and simN are computed by incorporating 5 metric scores, namely spr and snr

respectively. The objective of the architecture is to maximize the distance between
simP and simN are.

the continuous space representations of ref , posh, and negh through the Bi-
LSTM and BiC-LSTM networks, respectively. Then, the representations are fed
into a feed-forward neural network as inputs to obtain neural network(NN)-based
similarity scores, which are computed as below:

simPn = σ(V · σ(W[refr , poshr ] + b)) (2)

simNn = σ(V · σ(W[refr ,neghr ] + b)) (3)

where poshr denotes the representation of posh, and neghr of negh. simPn
refers to the NN-based similarity score of posh, while simNn of negh given
refr. simPn and simNn share the same parameter weights W, V and the bias
term b.

Incorporating Other Metrics. Next, we further optimize our model by incor-
porating lexical and syntactic metrics as features (in terms of metric scores),
namely BLEU, NIST, METEOR, TERp and DPMF [13]. The concateanation
of these 5 metric scores and the NN-based similarity scores are fed into a feed-
forward layer, whose output shows the final similarity scores, simP and simN
(mentioned in formula (1)).

simP = σ(Ws[simPn, spr ] + bs) (4)

simN = σ(Ws[simNn, snr ] + bs) (5)

where Ws is the parameter weight and bs is a bias term. snr refers to the
concatenated 5 metric scores of neg, while spr that of pos.
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The Testing Phase. During the testing phase, given a hypothesis hyp and a
corresponding reference ref , the similarity score between them is computed as
follows.

Firstly, the NN-based similarity score:

sim(ref , hyp) = σ(V · σ(W[refr , hypr ] + b)) (6)

where refr denotes the representation of ref , and hypr of hyp. W and V are
parameter weights, and b is the bias term. All W, V and b are the same with
that in the training phase. Then, the final similarity score

sim = σ(Ws[sim(ref , hyp), sr ] + bs) (7)

where Ws, bs are the same with that in the training phase. sr refers to the
concatenated 5 metric scores of hyp given ref .

3.2 Bi-LSTM and BiC-LSTM Networks

We use Bi-LSTM and BiC-LSTM networks separately to produce the continuous
space representations of ref , posh and negh, which are denoted as refr, poshr

and neghr.

Bi-LSTM Network. Bi-LSTM networks have been employed to substantially
improve performance in several NLP tasks. As illustrated in Fig. 1, Bi-LSTM
network consists of two parallel layers, a forward and a backward layer, propa-
gating in two directions. These two layers enable the network to capture both
past and future features for a given timestep. The two representation sequences
produced by each layer are concatenated at each timestep, followed by mean
pooling which outputs the representation of the sentence.

Fig. 2. The Bi-LSTM network. The circles marked from 1 to m consist of a sentence,
whose representation is trained by the Bi-LSTM network.
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Fig. 3. The BiC-LSTM network. s1 denotes a sentence with length of m, while s2
the other with that of n. s1 and s2 are concatenated to go through the BiC-LSTM
network, producing the representation of the second sentence s2, which contains the
inner connection between s1 and s2.

BiC-LSTM Network. In order to capture inner connection between two sen-
tences, we further propose an enhanced BiC-LSTM network (as illustrated in
Fig. 2), which takes the concatenation of the two sentences as input. The output
is the representation of the second sentence. For instance, if the input of the
forward layer is the concatenation of hyp and ref , denoted by [hyp, ref ], and
that of the backward layer is the concatenation of reversals of both hyp and ref ,
then the network produces the representation of ref (Fig. 3).

4 Experiments and Results

4.1 Datasets

Experiments are conducted on the WMT metric shared task. Each training
example is a tuple (ref, posh, negh), extracted from the human judgement file
of WMT-13, of which each line contains 5 human ranks of 5 randomly chosen
hypotheses of a specific segment.

For duplicated tuples, we only retain one of them. There are also two tuples
with opposite positions of posh and negh due to the inconsistent ranks between
two annotators [2], in which case we remove the tuple appearing less often.
Hence, we clean the training with respect to inconsistency and redundance. In
all, we obtain 285908 tuples for training. Evaluation is conducted on WMT-14
for other languages into English.

4.2 Setups

Sentences with lengths exceeding 100 words are filtered out. The 300-dimensional
glove word vectors [9] are used as the word embedding. The parameter weights
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are initialized by sampling from a normal distribution. We train for 10 epoches
using adadelta. Our mini-batch size is 16, and dropout is used as suggested by
[14]. The average of segment-level scores is the system-level score.

4.3 Results

We present two versions of our metric, namely maxSD-1 and maxSD-2 based
on Bi-LSTM and BiC-LSTM networks respectively. We compare our metric
with the best two in WMT-14, DISCOTK-PARTY-TUNED and BEER [12] on
segment-level, and DISCOTK-PARTY-TUNED and LAYERED [4] on system-
level respectively. Additionally, the other incorporated metrics are also listed
in Tables 1 and 2 for comparison. Scores in bold indicate best scores overall
and those in bold italic show best scores achieved by our metric. Results in
Tables 1 and 2 show that two versions of our metric outperform all other metrics,
except DISCOTK-PARTY-TUNED, in all five directions both at the segment-
and system-level. And our metrics are slightly behind the top-performing met-
ric DISCOTK-PARTY-TUNED, which combines 17 different metrics requiring
external resources and tuning efforts. However, for ‘hi-en’, we yield better results
than DISCOTK-PARTY-TUNED, achieving the state-of-the-art results, with
Kendall tau of 0.444 on the segment level and Pearson correlation of 0.979 on
the system level. It is also worthy noting that maxSD-2 achieves the best perfor-
mance in two (‘hi-en’ and ‘fr-en’) out of five directions at the system-level, and
maxSD-1 the best in one direction at the segment-level. One interesting finding is
that the enhanced maxSD-2 does not outperform maxSD-1. We suspect that the
long length of the concatenated sentence affects the performance of BiC-LSTM
network. As recommended by [5], significance tests for differences in dependent
correlation with human assessment were carried out for all competing metrics.
Results of significance tests are shown in Fig. 4.

Table 1. Segment-level Kendall’s tau correlations on WMT-14.

Metrics cs-en de-en fr-en ru-en hi-en PAvg

BLEU .218 .266 .376 .263 .299 .285

NIST .231 .295 .392 .285 .342 .309

TERp-A .293 .335 .389 .307 .407 .346

METEOR .282 .334 .406 .333 .407 .355

DPMF .283 .332 .404 .324 .426 .354

maxSD-1 .312 .353 .429 .342 .444 .376

maxSD-2 .310 .353 .431 .342 .440 .375

DISCOTK-PARTY-TUNED .328 .380 .433 .355 .434 .386

BEER .284 .337 .417 .333 .438 .362
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Table 2. System-level correlations on WMT-14.

Metrics cs-en de-en fr-en ru-en hi-en Average

BLEU .963 .830 .961 .784 .928 .893

NIST .949 .803 .964 .796 .667 .836

TERp-A .863 .909 .976 .815 .438 .800

METEOR .980 .927 .975 .807 .457 .829

DPMF .999 .920 .967 .832 .882 .920

maxSD-1 .945 .920 .977 .827 .978 .930

maxSD-2 .948 .919 .977 .825 .979 .930

DISCOTK-PARTY-TUNED .975 .943 .977 .870 .956 .944

LAYERED .941 .893 .973 .854 .976 .927
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Fig. 4. Significance test results for differences in dependent correlation with human
judgement (Williams test) for all competing pairs of metrics. A green cell denotes a
significant win for the metric in a given row over the metric in a given column at
p < 0.05.“PDF” in the figure corresponds to “DPMF” mentioned above. (Color figure
online)
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5 Conclusion

Our proposed metric based on neural networks effectively achieves the state-of-
the-art performance in two out of five language pairs on system-level and one on
segment-level, and achieve comparative results for the remaining language pairs.
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Abstract. Neural machine translation (NMT) is an emerging machine
translation paradigm that translates texts with an encoder-decoder
neural architecture. Very recent studies find that translation quality
drops significantly when NMT translates long sentences. In this paper,
we propose a novel method to deal with this issue by segmenting long
sentences into several clauses. We introduce a split and reordering model
to collectively detect the optimal sequence of segmentation points for a
long source sentence. Each segmented clause is translated by the NMT
system independently into a target clause. The translated target clauses
are then concatenated without reordering to form the final translation
for the long sentence. On NIST Chinese-English translation tasks, our
segmentation method achieves a substantial improvement of 2.94 BLEU
points over the NMT baseline on translating long sentences with more
than 30 words, and 5.43 BLEU points on sentences of over 40 words.

1 Introduction

Neural machine translation [1,17], as a newly emerging machine translation app-
roach, quickly achieves state-of-the-art performance on some language pairs, e.g.,
English-to-French [5,8,13]. It establishes a neural translation architecture with
an encoder and decoder, which is very different than that of traditional statisti-
cal machine translation. The encoder reads variable-length source sentences and
encodes them into a fixed-length vector while the decoder generates a target
translation from this fixed-length vector. The entire encoder-decoder model is
jointly trained to optimize the likelihood of a target translation given a source
sentence.

Pioneering studies on NMT [3,16] show that the performance of NMT is
getting worse as source sentences get longer. The primary cause of translation
quality loss on long sentences, not difficult to understand, is that fixed-size vector
representations produced by the encoder for source sentences are not capable of
encoding all cues for the decoder to generate translations.

In order to address this issue, attentional mechanisms [1,12] have been pro-
posed to enhance the ability of the decoder to selectively focus on parts of a
source sentence that are relevant to predicting the next target word, instead
of only relying on fixed-size vectors. Yet another strand of approaches to deal-
ing with this issue is to segment long sentences into a sequence of phrases.
c© Springer International Publishing AG 2016
C.-Y. Lin et al. (Eds.): NLPCC-ICCPOL 2016, LNAI 10102, pp. 162–174, 2016.
DOI: 10.1007/978-3-319-50496-4 14
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For example, Pouget-Abadie et al. [16] propose a segmentation method that use
the same encoder-decoder network to find an optimal segmentation by measur-
ing confidence scores of segmented phrases. Their method, unfortunately, cannot
handle long-distance reordering.

In this paper, we propose a simple yet effective approach to long sentence
segmentation for NMT based on traditional word alignments. Our goal is to seg-
ment long sentences into short clauses, each of which can be not only translated
into target language as a whole unit, but also concatenated to form the final
translation without reordering. In order to achieve this goal, we incorporate two
sub-models into our method: a split and a reordering model. The split model
finds segmentation points on long sentences to ensure that each segmented clause
can be translated as a whole unit. The reordering model measures the probabil-
ity that translations of two neighboring segmented clauses can be concatenated
in a straight order. The two models are used to collectively detect the optimal
sequence of segmentation points for long source sentences.

Our contributions lie in three aspects. First, we are the first to add a reorder-
ing model to the segmentation method so as to avoid reorderings across seg-
mented clauses. Second, the proposed method uses word alignments generated
by traditional SMT methods to guide segmenting for NMT, which combines the
merits of both SMT and NMT. Third, our method can substantially improve
NMT on long sentence translation by more than 5 BLEU points on a Chinese-
to-English translation task.

2 Related Work

A variety of long sentence segmentation methods have been proposed for con-
ventional statistical machine translation. In early work, Brown et al. [2] propose
a method to divide a long source sentence into a series of segments in order to
increase translation speed. Doi and Sumita [7] generate segment sequence candi-
dates based on an N-gram model, and select the best segment sequence according
to the measure of sentence similarity. Xu et al. [20] present an alignment-based
segmentation method that segment clauses recursively until the length of a seg-
mented clause is smaller than a given threshold. In spoken language transla-
tion, Matusov et al. [14] introduce an approach to long sentence segmentation
that determines segment boundaries with a log-linear combination of a language
model, prosodic features as well as a segment length model. Xiong et al. [19]
present a framework to learn segments of sentences that can be translated as a
unit into the target language.

With regard to neural machine translation, the performance drop on long
sentence translations is much more bigger than that of traditional statistical
machine translation due to fixed-size representations used for variable-length
source sentences in NMT. Attentional mechanisms [1,12] have been introduced
for robust long sentence translation by accompanying fixed-size representations
with additional cues of source words that are going to be translated. Segmen-
tation methods that are specifically designed for NMT have also been explored.
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Pouget-Abadie et al. [16] propose a segmentation method that finds optimal
segmentations with maximal confidence scores computed by an RNN encoder-
decoder network. Our method can be considered as a combination of segmen-
tation and attention philosophies as we split long sentences into a sequence of
clauses that are then translated with an attention-based NMT system. Addi-
tionally, the advantage of our method over that of Pouget-Abadie et al.’s is the
ability of handeling reorderings across segmented clauses. We will empirically
show that this ability contributes a lot to improvements in Sect. 5.

3 Neural Machine Translation

Typically, neural machine translation builds on a recurrent neural network based
encoder-decoder framework [4,17]. Without loss of generality, we take the NMT
architecture proposed by Cho et al. [4] in this paper. In their framework, the
encoder encodes a source sentence x and repeatedly generates a hidden vector
over each word of the source sentence as follows:

ht = f(xt, ht−1) (1)

where xt is the word embedding of the tth word in the input sentence, ht is a
hidden state at time t (Note that h0 is an all-zero vector), and f is a non-linear
activation function. Normally the function is defined as a gated recurrent unit
(GRU) [6], which is computed as follows:

ht = (1 − zt) ◦ ht−1 + zt ◦ h̃t,

zt = σ(Wzxt + Uzht−1),

h̃t = tanh(Wxt + U(rt ◦ ht−1)),
rt = σ(Wrxt + Urht−1).

(2)

where ◦ is an element-wise multiplication, σ is a logistic sigmoid function. zt and
rt are the update and reset gate, respectively.

The decoder is also an RNN that predicts the next word yt given the context
vector c (i.e., the fixed-size vector of the source sentence, normally the last hidden
state of the encoder computed in Eq. (1)) and hidden state st. The hidden state
of the decoder st at time t is computed as follows:

st = f(st−1, yt−1, c), (3)

where f is the activation function, the same as that used in the encoder. The
conditional probability of the next word is calculated as follows:

p(yt|yt−1, yt−2, . . . , y1, c) = g(st, yt−1, c). (4)

where g is a softmax activation function.
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Bahdanau et al. [1] introduce an attention network into NMT to cope with
the issue of long sentence translation. The conditional probability is therefore
reformulated as:

p(yt|yt−1, yt−2, . . . , y1, c) = g(st, yt−1, ct), (5)

st = f(st−1, yt−1, ct), (6)

where the context vector ct computed as a weighted sum of all hidden states of
the encoder as follows:

ct =
Tx∑
i=1

αtjhj , (7)

αtj =
exp(etj)∑Tx

k=1 exp(etk)
, (8)

etj = a(st−1, hj), (9)

where αtj is the weight of each hidden state hj , etj is a matching score of the
input around position j and the output at position t obtained by an alignment
model a.

The encoder-decoder NMT framework can be trained to optimize the like-
lihood of the target given the source on a parallel corpus, for instance, using a
minibatch stochastic gradient descent algorithm with Adadelta. In our experi-
ments, we use the RNNsearch model [1] with the attentional mechanism as our
NMT baseline.

4 The Segmentation Method

In this section, we describe the proposed segmentation model, including the split
and reordering sub-models.

4.1 The Split Model

The split model is used to find the optimal sequence of split positions so that each
segmented clause can be translated as a whole unit. In other words, the transla-
tions of these segments are still continuous in the target language. Satisfying this
requirement, each clause can be translated by the NMT system independently.

So how can we find these split positions? We use word alignments, which can
be obtained from either a traditional SMT system or an attention-based NMT
system. As we want to combine the strengths of the two machine translation
paradigms, we use a traditional word aligner (e.g., GIZA++) to produce word
alignments in this paper. Given a source sentence c = {c1, c2, . . . , cn}, its coun-
terpart target sentence e = {e1, e2, . . . , em} and their word alignments A. we
can find a consecutive source sequence cji that is mapped to a consecutive target
segquence ekh using the phrase extraction algorithm [15] except for that we do
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not impose any length constraints. We refer to the source sequence cji as a split-
table segment. For a position k, if we can find a splittable segment cjk (j > k)
or cki (k > i), k is regarded as a split position, otherwise it is not. Through this
method, we can collect a set of split and non-split positions. The split model is
similar to the bracketing model proposed by Xiong et al. [19]. The difference is
that we use it for segmenting instead of bracketing.

Using these positions as positive and negative training instances, we can train
a maximum entropy classifier (MaxEnt) to automatically detect split positions
on new source sentences. In particular, the classifier predicts whether a source
word w is a split position as follows:

p(y|x(w)) =
exp(

∑
i θifi(y, x(w)))∑

y′ exp(
∑

i θifi(y′, x(w)))
(10)

where y ∈ {true, false} (split, non-split), the function fi ∈ (0, 1) are features,
θi are the weights of these features, and x(w) is the context of word w.

We define the features as binary indicator functions f(x(w), y), which can be
formulated in the following way:

f1(x(w), y) =
{

1, y = true and w1 = “ren”
0, otherwise

(11)

The context x(w) is defined as a 7-word window centered at the current word
w: x(w) = {w−3, w−2, w−1, w, w1, w2, w3}. In Table 1, we show feature templates
that we use in our experiments. β ∈ {true, false}, γ is a word from the con-
text x(w).

Table 1. Teature templates for the split model

Template f(x(w), y) = 1 if and only if

1 y = β and w−3 = γ

2 y = β and w−2 = γ

3 y = β and w−1 = γ

4 y = β and w = γ

5 y = β and w1 = γ

6 y = β and w2 = γ

7 y = β and w3 = γ

We can compute the probability that a word wi is a split position using the
split classifier. For a source sentence, we can find the optimal sequence of split
positions s = {s1, s2, . . . , sk} as follows:

s = argmax

k∏
i=1

qsi (12)

where qsi denotes the probability of the split position si, computed according to
Eq. (10).
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4.2 The Reordering Model

The proposed split model does not solve the reordering problem of segmented
clauses. We therefore further propose a reordering model to address this issue. As
we mentioned before, we do not want to reorder segmented clauses after trans-
lation. Instead, we want to concatenate the translations of segmented clauses
monotonically (i.e., in a straight order). The reordering model is to ensure that
the found sequence of split positions has the highest probability that any two
neighboring clauses are in a straight order.

Given a sequence of segmented positions s = {s1, s2, . . . , sk}, the reordering
model is formulated as follows:

r =
k∏

i=1

p(straight|Cp
si , C

n
si) (13)

where Cp
si is the segmented clause before the split position si, Cn

si is after the
split the position. p(straight|Cp

si , C
n
si) is the probability that the two clauses are

in a straight order after translation.
In order to calculate the probability of a straight order, we again resort to

the MaxEnt model. The probability is computed as follows:

p(straight|Cp
si , C

n
si)) =

exp(
∑

h θhfh(straight, Cp
si , C

n
si))∑

o exp(
∑

h θhfh(o, Cp
si , C

n
si))

(14)

where o ∈ {straight, inverted}. Similar to Xiong et al. [18], we use boundary
words of clauses as features fh. Taking the two neighboring clauses wj

i and wk
j+1

as an example, we will extract boundary words wi, wj , wj+1, wk to construct the
feature functions.

4.3 Joint Model: Combining the Two Submodels

We combine the split and reordering model together to form the joint model.
Given a segment position sequence sk1 , the joint model is defined as follows:

JM =
k∏

i=1

psi ∗ rsi (15)

where, psi is the split probability computed according to Eq. (10), rsi is the
straight probability estimated according to Eq. (14).

We use a beam search algorithm to find the optimal sequence of segmentation
positions s:

s = argmax

k∏
i=1

psi ∗ rsi (16)
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5 Experiment

We conducted a series of experiments on Chinese-English translation to examine
the effectiveness of the proposed long sentence segmentation method. Particu-
larly, we investigate:

• Whether the split and reordering model can improve NMT on long sentence
translation.

• Whether our model is able to outperform other segmentation methods, such
as random segmentation, segmentation according to punctuation or clause
length.

• How the proposed model changes the way that NMT translates long sentences.

5.1 Setup

We used Chinese-English bilingual corpora that contain 2.9 M sentence pairs
with 80.9 M Chinese words and 86.4 M English words as our training data. All
corpora are from LDC data.1

For the NMT system, we used the GoundHog2, a Theano-based implemen-
tation of RNNsearch-50 [1]. In the RNNsearch model, the attentional mecha-
nism was added. The encoder of RNNsearch consists of a forward (1000 hidden
unit) and backward (1000 hidden unit) recurrent neural network. The maximum
length of sentences that we used to train GroundHog in our experiments was set
to 50 for both the Chinese and English side. Sentences with more then 30 words
account for 37.92% in the training data. We used the most frequent 30 K words
and replaced rare words with a special token “UNK”. We used the stochastic
descent algorithm with mini-batch and Adadelta to train the model. Once the
RNNsearch model was tranied, we adopted a beam search to find possible trans-
lations with high probabilities. We set the beam width of RNNsearch to 10. The
BLEU scores of RNNsearch model on NIST test set are shown in Table 4.

We also trained Moses [11] on our data as yet another baseline. Word align-
ments were produced by GIZA++. We ran GIZA++ on the corpus in both direc-
tions, and merged alignments in two directions with “grow-diag-final” refinement
rule [10]. We trained a 5-gram language model on the Xinhua portion of the GIGA-
WORD corpus using SRILM Toolkit with modified Kneser-Ney Smoothing.

The beam width that we used to search the optimal sequence of segmentation
positions was set to 5. And the minimum length of segmented clauses was set to
18 words.

In order to validate the effectiveness of the proposed segmentation method,
we concatenated NIST02 and NIST03 and selected sentences of length >30
words from the combined set to form our dev-set. Similarly, we concatenated
NIST04/05/06/08 into one corpus, from which we extracted sentences with more
than 30 words to form our test set. We used case-insensitive BLEU to evaluate
1 The corpora include LDC2003E14, LDC2004T07, LDC2005T06, LDC2005T10 and

LDC2004T08 (Hong Kong Hansards/Laws/News).
2 https://github.com/lisa-groundhog/GroundHog.

https://github.com/lisa-groundhog/GroundHog
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translation quality. We tested statistical significance in BLEU score differences
with the paired bootstrap re-sampling [9].

5.2 The Split Model

In order to examine the effectiveness of the proposed split model, we use this
model alone to segment long sentences through a beam search. The segmented
clauses are then translated by the baseline NMT system and concatenated
monotonically to form final translations for long sentences. In order to study
the performance change of NMT translating longer sentences, we extract sen-
tences with more than 40 words from our test set to construct a new test set
Test-40.

The results are shown in Table 2. From the table, we can clearly observe
a large drop of translation quality in terms of BLEU when the NMT baseline
(RNNsearch) translates sentences of over 40 words vs. sentences of over 30 words
(23.55 vs. 27). Although RNNsearch is equipped with an attention network that
alleviates the issue of fixed-size representations by allowing the decoder to pay
attention to relevant parts of source sentences, translating long sentences remains
a big challenge for NMT. In contrast, we do not observe performance drop on
the traditional SMT system Moses.

Table 2. BLEU scores of our split and reordering model against the two baselines
(RNNsearch and Moses) on the test set. Test-30/Test-40: the test set that consists
of sentences with more than 30/40 words. +: statistically significantly better than
RNNsearch (p < 0.01). *: statistically significantly better than Moses.

System Test-30 Test-40

RNNsearch 27.00 23.55

Moses 29.53 29.74

RNNsearch + split 27.77+ 25.00+

RNNsearch + split + reordering 29.94+,∗ 28.89+

Although the performance is lower than that of Moses, the split model
achieves a gain of 0.77 BLEU points on Test-30 and 1.45 BLEU points on Test-
40. These improvements suggest that the split model is able to improve NMT,
especially when sentences are very long (e.g., >40 words).

5.3 The Reordering Model

Pouget-Abadie et al. [16] introduce a segmentation method that does not deal
with reordering issue. Since they have carried out experiments on translations
between English and French that follow a very similar word order, this is not a
big problem. However, for Chinese and English, the word order difference cannot
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Table 3. BLEU scores of different segmen-
tation methods on Test-30. Rand.: random
segmentation. Leng.: segmentation accord-
ing to the length of clauses. Punct.: segmen-
tation according to punctuations.

System Test-30

RNNsearch 27.00

Moses 29.53

RNNsearch + Rand. 26.26

RNNsearch + Leng. 26.73

RNNsearch + Punct. 27.67

RNNsearch + Joint. 29.94

Table 4. The BLEU scores of the
GroundHog on the NIST test set. We
select the NIST03 as our development
set and NIST04, NIST05, NIST06,
NIST08 as our test set.

NIST BLEU

NIST03 32.71

NIST04 35.52

NIST05 30.92

NIST06 29.32

NIST08 22.51

be neglected. Our strategy to address this problem is to keep reorderings inside
clauses so that we do not need to reorder clauses. In doing so we can focus on
long sentence segmentation while avoiding inter-clause reorderings. Intra-clause
reorderings are still handled by the NMT system.

We further conducted experiments to investigate the impact of the proposed
reordering strategy on long sentence translation. The last row of Table 2 shows
the results. The incorporation of the reordering model can further achieve an
improvement of 2.17 BLEU points on Test-30 and 3.89 on Test-40. Comparing
with the improvements obtained by the split model, we find that the longer
sentences get, the larger improvement the reordering model can obtain. This
is reasonable. On the one hand, the NMT baseline suffers from a larger loss
when sentences get longer. On the other hand, there are more long-distance
reorderings when sentences get longer. Therefore the reordering model will be
more beneficial.

We also observe that the joint model achieves an improvement of 2.94 BLEU
points over RNNsearch on Test-30. The performance is even higher than the
state-of-the-art SMT system Moses by 0.41 BLEU points.

5.4 Comparison

We further compared our segmentation model with three different segmentation
methods: random segmentation, segmentation by length, and segmentation by
punctuations. The first randomly segments long sentences into clauses without
using any constraints. The second segments long sentences into clauses the length
of which is in the range of [avg−12, avg+12] where avg is the average number
of words per sentence of the entire test set. The last method segments long
sentences according to Chinese punctuations, e.g., comma, question mark and
so on. We segment sentences on every punctuation marks regardless of segment
length.

The comparison results are shown in Table 3. Only the segmentation by punc-
tuation is better than RNNsearch. The other two methods (random segmentation
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Table 5. Average length of target translations generated by different systems on
Test-40.

System Avg-length

RNNsearch 43.71

RNNsearch + joint model 54.87

Moses 56.91

Fig. 1. Performance curves of RNNsearch, the split model, joint model and Moses in
terms of the length of source sentences.

and segmentation by length) undermines translation quality of long sentences.
All these three segmentation methods significantly underperform the joint model.

5.5 Analysis

We want to further study how the proposed segmentation method changes the
way that NMT translates long sentences. In order to answer this question, we
first investigated the performance curves of the NMT baseline, the split model,
Moses and the joint model in terms of the length of source sentences. We plot
these curves in Fig. 1, from which we can observe that

• Attention-based NMT still suffers from an increasing loss when sentences
get longer on Chinese-English translation. This indicates that long sentence
translation remains an unsolved challenge for attention-based NMT.

• The curves of both the split and joint model always appear to be on top
of the curve of the NMT baseline. Surprisingly, the joint model is able to
strongly prevent from performance drop when sentences get long. Comparing
the performance of translating sentences of over 60 words against that on
short sentences, we find that the joint model suffers from an absolute drop of
less than 5 BLEU points while the attention-based NMT loses more than 15
BLEU points.
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• Regarding the conventional SMT system Moses, we do not observe a signifi-
cant drop of performance on long sentences. This is consistent with prvevious
findings on traditional SMT.

Second, we took a deep look into target translations generated by RNNsearch
and RNNsearch enhanced with the proposed segmentation model. Particularly,
we analyzed the average length of these translations. Table 5 provides this sta-
tistical information. The average length of translations generated by RNNsearch
is 43.7 words, much shorter than those of RNNsearch+joint model (54.9 words)

Table 6. Examples of translations generated by RNNsearch, RNNsearch with the
proposed segmentation model. Segmented clauses on the source side are indicated in
“[]”. The fragments that are not translated by the NMT baseline are highlighted in red
color.
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and Moses (56.9 words). This indicates that some information of source sentences
may be lost and not translated by RNNsearch.

Table 6 displays two examples that exactly verify this. In the first exam-
ple, the beginning part of the second segmented clause on the source side

is not translated at all by RNNsearch. Similar
cases are also found in other translation examples (highlighted in red color). In
contrast, our segmentation method is able to help the NMT system convey the
missing information from the source side to the target side.

6 Conclusion and Future Work

In this paper, we have presented a new segmentation method for neural machine
translation to deal with long sentence translation. The method consists of a split
and reordering model. The split model segments long sentences into clauses that
can be translated as a whole unit while the reordering model is able to avoid
inter-clause reorderings. The two models collectively find the optimal sequence of
clauses that can be translated independently by NMT system and monotonically
concatenated to form final translations for long sentences. It achieves an improve-
ment of up to 5 BLEU points over the baseline on long sentence translation.

As we train the split and reordering model based on word alignments, we
would like to investigate how big the impact of word alignment quality imposes
on our model. We are also interested in exploring linguistic information in our
split and reordering model, such as source-side parse trees.
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Abstract. Topic segmentation plays an important role for discourse
analysis and document understanding. Previous work mainly focus on
unsupervised method for topic segmentation. In this paper, we propose
to use bidirectional long short-term memory (BLSTM) model, along
with convolutional neural network (CNN) for learning paragraph rep-
resentation. Besides, we present a novel algorithm based on frequent
subsequence mining to automatically discover high-quality cue phrases
from documents. Experiments show that our proposed model is able to
achieve much better performance than strong baselines, and our mined
cue phrases are reasonable and effective. Also, this is the first work that
investigates the task of topic segmentation for web documents.

Keywords: Topic segmentation · Neural network · Web documents ·
Sequence mining

1 Introduction

Topic segmentation is a natural language processing (NLP) task, which aims
to segment a document into topically similar parts, it is also called text seg-
mentation or discourse segmentation in various scenarios. This level of analysis
provides a better understanding about document structure and topic shift, which
are helpful information for many NLP tasks such as discourse parsing, dialogue
generation etc.

There have been decades of research about topic segmentation, previous work
mainly focus on unsupervised approach. TextTiling [12] is one of the most famous
and earliest algorithms for topic segmentation. It is based on one simple intu-
ition: lexical cohesion within each topic segment is high, while lexical cohesion
between different topic segments is low. Therefore, the core part of TextTiling
algorithm is to calculate lexical similarity of adjacent segments and then choose

c© Springer International Publishing AG 2016
C.-Y. Lin et al. (Eds.): NLPCC-ICCPOL 2016, LNAI 10102, pp. 177–188, 2016.
DOI: 10.1007/978-3-319-50496-4 15
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an appropriate threshold to determine topic boundaries. This algorithm is sim-
ple and computationally efficient, however, when annotated corpus is available,
it fails to utilize training data and unable to learn an accurate model. Other
unsupervised variants of TextTiling algorithm such as C99 [6] and TopicTiling
[18] also suffer from this issue.

On the contrary, supervised approach is able to learn more complex and
accurate model. As long as training data is sufficient and feature set is good
enough, its performance is much better than unsupervised approaches. In this
paper, we conduct experiments with conditional random field (CRF) and LSTM,
both of them significantly outperform TextTiling algorithm.

For sequence modeling task such as topic segmentation, capturing long dis-
tance information is a key issue. Thanks to the gating mechanism in LSTM, it
preserves useful information for a long time period. Bidirectional LSTM is a com-
bination of forward LSTM and backward LSTM, therefore it is able to exploit
useful features from both sides. Our experiments show that BLSTM consistently
beats CRF and LSTM, and achieves best f1-score.

Different from previous work which focus on news or scientific documents, in
our work, we conduct text segmentation for web documents. According to our
observation, cue phrase is a strong indicator for topic boundary. For example,

are frequently used to start a new topic. [9] presented a bayesian
framework to identify cue phrases automatically. Different from their work, we
treat cue phrase identification as a frequent subsequence mining problem, and
come up with a variant of Apriori algorithm to mine cue phrases from annotated
corpus. It turns out that our proposed algorithm is able to precisely locate those
cue phrases and therefore boost system performance.

This paper makes three major contributions: 1. To the best of our knowl-
edge, this is the first work that successfully applies neural network model for
supervised topic segmentation and achieves promising results; 2. We present a
novel algorithm based on frequent subsequence mining to identify cue phrases;
3. For the first time, the possibility of topic segmentation for web documents is
examined.

2 Related Work

Due to the lack of large scale high-quality topic segmentation datasets, unsuper-
vised approach is most widely adopted. Two of the early algorithms are Text-
Tiling [12] and C99 [6], both of which are based on the intuition that word
distributions differ significantly if there is a transition in topic. TextTiling is
more computationally efficient while C99 algorithm shows better performance.
Vector space model is used to compute cosine similarity of sentences, but it
fails to capture semantic similarity of different words. Later work used Latent
Semantic Analysis (LSA) [7] and Latent Dirichlet Allocation (LDA) [16,18] to
compute sentence similarity more accurately.

Generative models were also presented to improve performance of topic seg-
mentaion system. Similar to LDA, topics are seen as latent variables and words
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are seen as visible variables. Hidden Markov Model (HMM) [20] and several
variants of LDA [8,14,17] were proposed. Carefully designed generative models
outperform lexical similarity based models, however they are usually much more
complicated and require efficient inference algorithms.

Supervised approach is also examined when large amount of training data
is available. Therein, topic segmentation is formulated as a binary classification
task. [10] trained decision tree classifier on a rich set of features such as cue
phrases and lexical cohesion. Support Vector Machine (SVM) [11] was also tried
on datasets from different domains. Experiment results showed its superiority
over unsupervised models.

Evaluation of topic segmentation systems is non-trivial. Classification-based
metrics such as precision, recall and f1-score are useful but sometimes too strict.
Pk metric was proposed by [2] to alleviate this problem. To calculate Pk, we need
a sliding window of fixed length, and check whether the predicted segmentation
is consistent with ground truth within this window. Now Pk is the most widely
used metric within the literature of topic segmentation. However, Pk metric also
has its own problems, WindowDiff (WD) [15] and word error rate based [3]
metrics were proposed in later research.

LSTM [13] is a variant of vanilla recurrent neural network (RNN), which
aims to solve gradient vanishing/exploding issue during training and allow useful
information to flow over a long distance. It has been widely used for sequence
modeling tasks such as word segmentation [4], named entity recognition [5] and
Part-of-Speech tagging [19] etc.

3 Models

3.1 BLSTM (Bidirectional Long Short Term Memory)

LSTM is a recurrent network with gating mechanism. There are many variants
of LSTM unit, here we adopt one widely used architecture with three types of
gates: input gate it, forget gate f t and output gate ot, t denotes time step. The
formula for calculating each gate and memory cell unit are as follows:

it = tanh(Wixt + Riyt−1 + bi) (1)

f t = tanh(Wfxt + Rfyt−1 + bf ) (2)

ot = tanh(Woxt + Royt−1 + bo) (3)

zt = tanh(Wzxt + Rzyt−1 + bz) (4)

ct = it � zt + f t � ct−1 (5)

yt = ot � tanh(ct) (6)

Here xt ∈ R
d, yt ∈ R

d are d dimensional input vectors and output vectors. ct

is the memory cell vector at time step t. Wz, Wi, Wf , Wo are weight matrices
for input. Rz, Ri, Rf , Ro are weight matrices for output. bz, bi, bf , bo are
corresponding bias. tanh is used as non-linear activation function.
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Fig. 1. BLSTM-CNN for topic segmentation. Example text:
(I have five years of experience as a translator.)

Compared to LSTM, bidirectional LSTM captures information from both
directions of a sequence. It is a combination of two independent LSTM with
opposite directions: forward LSTM and backward LSTM. The final output vector
yt is concatenation of these two LSTM.

Below shows BLSTM’s updating formula for memory cell ct, output gate ot,
we omit other gates for simplicity as they are similar.

ctk = itk � ztk + f tk � ct−1
k , k ∈ {f, b} (7)

ot
k = tanh(Wk

ox
t + Rk

oy
t−1
k + bk

o), k ∈ {f, b} (8)

yt
k = ot

k � tanh(ctk), k ∈ {f, b} (9)

yt = [yt
f , yt

b] (10)

Among those equations, f denotes forward pass layer, b denotes backward
pass layer, yt is a concatenation of yt

f , yt
b ∈ R

d and therefore yt ∈ R
2d.

For our classification task, there is a softmax layer over output vectors:

Pt(y|x) = softmax(Whyt + bh) (11)
Ypred = argmax Pt(y|x) (12)

The final prediction is the label with highest probability argmax Pt(y|x).
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3.2 CNN for Paragraph Representation

There are many ways to represent paragraph text, one-hot encoding represen-
tation would result extremely sparse feature vector. In this paper, we adopt a
popular CNN architecture to represent entire paragraph as a low dimensional
dense vector. In other words, CNN serves as a text feature extractor for BLSTM
model.

The input to CNN is a word sequence, each word w is mapped to an embed-
ding vector xw by matrix-vector product:

xw = Wd×|V |vw (13)

Wd×|V | is a d dimensional word embedding matrix for entire vocabulary V , vw

is one-hot vector representation of word w.
The output of embedding layer is a word embedding sequence x1:n.

x1:n = [x1,x2, . . . ,xn] (14)

Every convolution operation involves applying a filter v ∈ R
hd to a window

of h words to produce a new feature. For example, a feature fi is generated from
a window of words xi:i+h−1 by

fi = h(v · xi:i+h−1 + b). (15)

b ∈ R is a bias term, h is a non-linear transformation function such as tanh.
This operation is applied to every possible window {x1:h,x2:h+1, . . . ,xn−h+1:n}
to produce a feature map:

f = [f1, f2, . . . , fn−h+1], (16)

with f ∈ R
n−h+1. Max-pooling operation applies to the entire feature map and

chooses the maximum value as the feature.

f̂ = max{f} (17)

The overall network architecture is shown in Fig. 1. Parameters of CNN and
BLSTM are jointly learned. The final output of CNN is a vector representation
of given paragraph.

3.3 Model Learning

We formulate topic segmentation as a binary classification task, and use cross
entropy loss function:

J = − 1
N

N∑
i=1

(y∗ log y + (1 − y∗) log(1 − y)) (18)

where N represents the size of training set; y∗ is the ground truth label, y is
model’s probability output.

To train our network, we use mini-batch stochastic gradient descent (SGD)
with adaptive learning rate computed by Adadelta [21], which shows better per-
formance and convergence property.
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4 Features

4.1 Frequent Subsequence Mining Based Cue Phrase Identification

When writing articles, people often use cue phrase to start a new topic, such as
They are strong indicators for detecting topic boundary.

Collecting those cue phrases by hand would be time-consuming. Moreover, cue
phrases are often dependent on corpus domain and language. If we transplant
our system to a new domain, we have to manually summarize cue phrases all
over again.

In this paper, we propose a novel algorithm to automatically discover cue
phrases base on frequent subsequence mining. It is a variant of the famous Apri-
ori algorithm [1] for frequent itemset mining, with one key difference that itemset
is unordered while cue phrase sequence is ordered. The intuition behind our algo-
rithm is that cue phrase sequence usually appear more often at topic boundary
than other words.

Algorithm 1. Cue Phrase Sequence Mining Algorithm
Input : Corpus D = {d | d is a document},
minsup: minimum support to become a frequent subsequence,
maxlen: maximum length of cue phrase sequence
Output : a list of cue phrase sequence S = { p | p is a cue phrase sequence}
1: function MINE(D, minsup, maxlen)
2: C1 ← count each word w ∈ D
3: P1 ← {w | w.count ≥ minsup}
4: S ← {}
5: for i ← 2 to maxlen do
6: Ci ← CANDIDATE-GEN(Pi−1, i - 1)
7: for candidate in Ci do
8: for each document d ∈ D do
9: if IS-SUBSEQUENCE(d, candidate) then

10: candidate.count++
11: Pi ← {candidate | candidate.count ≥ minsup }
12: S ← ∪ {P1, P2 ... Pmaxlen}
13: return S
1: function CANDIDATE-GEN(Ci, len)
2: candidates ← {}
3: for ta in Ci do
4: for tb in Ci do
5: if ta[1:len] == tb[0:(len - 1)] and CO-OCCURRENCE(ta, tb) ≥minsup

then
6: candidates ← candidates ∪ (ta[1:len] + tb[len - 1])
7: return candidates
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Our proposed algorithm is summarized above.
We omit the implementation details of two functions: IS-SUBSEQUENCE(d,

candidate) and CO-OCCURRENCE( ta, tb). IS-SUBSEQUENCE(d, candidate)
checks whether given candidate is a subsequence of given document d. We adopt
two sequence matching strategies: prefix matching and suffix matching. In prefix
matching strategy, a candidate cue phrase w matches a paragraph p when w
is a prefix of p; Similarly, in suffix matching strategy, a candidate cue phrase
w matches a paragraph p when w is a suffix of p. CO-OCCURRENCE( ta, tb)
calculates the number of document d that both IS-SUBSEQUENCE(d, ta) and
IS-SUBSEQUENCE(d, tb) evaluate to true.

This is an iterative algorithm, which involves two key steps at each iteration:
candidate generation and candidate validation. In candidate generation step, for
each pair of length len cue phrase sequence ta and tb, if the (len − 1)-suffix
of ta is equal of (len − 1)-prefix of tb, and their co-occurrence count is no less
than minsup, then ta and tb can be combined into a length len + 1 candidate.
The co-occurrence constraint is not necessary, but it can greatly reduce the
number of candidates. In our experiments, it reduces the number of length-
2 candidates from over 20,000 down to less than 300. In candidate validation
step, for each candidate, the algorithm calculates in how many documents this
candidate sequence appears, then candidates whose frequency is no less than
minsup get into the final result set S.

The worst time complexity of our proposed algorithm is exponential, how-
ever, the number of cue phrases in real dataset is often limited. Our python
implementation without any further optimization finishes within 10 s.

Table 1. Examples of cue phrase sequence, “xxx” denotes some other irrelevant words

Some of the cue phrase sequences are listed in Table 1. It is clear that our
algorithm is able to find out high quality cue phrases. As expected, people often
use number sequence to start a new topic. The last two are due to the large
number of tutorial documents on web, and they are much less common in other
domains. Handcrafted cue phrase set may very likely miss them. Compared to
time-consuming and possibly incomplete manual cue phrase selection process,
our algorithm is more accurate, efficient and can be easily adapted to other
domains.
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4.2 Other Features

Besides cue phrase, here is a list of other features we used in experiments.

1. Lexical feature. Paragraph text is encoded as a dense feature vector via
CNN model described above.

2. Part-of-Speech (POS) feature. The POS tags of words in current para-
graph. We perform word segmentation and POS tagging with open source
library jieba1, the same is true for other features related to word segmentation.

3. Length feature. The number of characters and words in current paragraph,
previous paragraph and next paragraph. It also includes the number of para-
graph in current document.

4. Position feature. Whether current paragraph is the document’s first para-
graph or last paragraph.

5. Hyperlink feature. Whether current paragraph contains text with embed-
ded hyperlink.

6. Text font feature. Whether current paragraph contains text with bold or
italic font. For web documents, the first paragraph of a new topic often con-
tains such text, they can be useful information.

Many other types of features are also examined, including LDA features and
syntactic features, but they show no performance gain, therefore we choose to
not list them here.

5 Experiments

5.1 Data and Setup

Our dataset is provided by Baidu2 and consists of 2951 web documents with
human annotated ground truth labels. To the best of our knowledge, this is the
largest human annotated topic segmentation dataset. Dataset used in previous
research are either much smaller or constructed automatically with the help of
some heuristics. Table 2 shows some statistics for our datasets.

Table 2. Statistics for our topic segmentation dataset.

Number of documents Average number of paragraphs Average number of topics

2951 15.75 2.33

Dataset is randomly split into training set (70%), validation set (10%), test
set (20%). Hyperparameters are chosen via grid search by maximizing f1-score
on validation set. Once hyperparameters are fixed, we train on both training set
and validation set, then report model’s performance on test set.

1 https://github.com/fxsjy/jieba.
2 Not publicly available for now.

https://github.com/fxsjy/jieba
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Our implementation of BLSTM is based on open source library keras3. We
use Adadelta [21] to compute learning rate. The dimension of memory cell is
set to 50, mini-batch size is 16. To combat overfit, we add one dropout layer
above BLSTM output, dropout probability is set to 0.5. For CNN, the number
of filters is set to 150, the window size is set to 4 for 1D convolution, and the size
of word embedding d is set to 32, word embedding matrix Wd×|V | is initialized
with uniform random values from [−0.5, 0.5].

As comparison, we also implemented some other algorithms such as TextTil-
ing, CRF4. Similar to BLSTM, hyperparameters are chosen according to valida-
tion set.

To have a comprehensive comparison of model’s effectiveness, we evaluate on
multiple metrics: precision, recall, f1-score and Pk.

5.2 Results

Table 3 shows model’s performance with all features, except TextTiling algorithm
is unsupervised and doesn’t need any feature. Notice that for Pk metric, smaller
value means better performance.

Table 3. Performance comparison of different models.

Model Precision Recall F1-score Pk

TextTiling 0.762 0.448 0.565 0.146

CRF 0.859 0.624 0.723 0.133

LSTM-CNN 0.786 0.716 0.750 0.092

BLSTM-CNN 0.829 0.730 0.776 0.075

We can clearly see that supervised models significantly outperform unsuper-
vised TextTiling algorithm on every metric. CRF is a widely used model for
sequence labeling, it gets highest precision, while performs much worse than our
neural network models on other metrics. LSTM-CNN is a forward LSTM stack-
ing with CNN, all other parameters are same with BLSTM-CNN. Its f1-score is
2.6% lower than BLSTM-CNN, and Pk metric 0.017 higher than BLSTM-CNN.
This performance gap implies that being able to capture information from both
left and right is helpful to do topic segmentation. BLSTM-CNN achieves the
best overall performance, highest recall, highest f1-score and lowest Pk.

To examine the effects of different features, we conduct a series of experiments
with BLSTM-CNN model. The results are shown in Table 4. For the mapping
relations between arab number and feature name, please refer to Sect. 4.2.

Feature 1 to 4 are called basic features, in the sense that they are shared
across documents in all domains, not just web documents. Experiments show
3 https://github.com/fchollet/keras.
4 https://github.com/tpeng/python-crfsuite.

https://github.com/fchollet/keras
https://github.com/tpeng/python-crfsuite
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Table 4. Comparison of BLSTM-CNN performance on different feature set.

Feature set Precision Recall F1-score Pk

1 + 2 + 3 + 4 0.831 0.666 0.739 0.095

1 + 2 + 3 + 4 + 5 0.850 0.669 0.749 0.085

1 + 2 + 3 + 4 + 5 + 6 0.835 0.708 0.767 0.079

1 + 2 + 3 + 4 + 5 + 6 + Cue phrase 0.829 0.730 0.776 0.075

that basic features are already enough to deliver a competitive result. Hyperlink
(feature 5), bold and italic text (feature 6) are unique characteristics for web
documents. Incorporating these two features results in better performance, f1-
score goes up by 2.8% and Pk value goes down by 0.016. Table 4 also shows that
our frequent subsequence mining based cue phrase identification algorithm is
crucial to further boost system performance.

5.3 Error Analysis

By analyzing bad cases, we find there are two major types of document structure
that our model performs poorly: the document with hierarchical topic structure
or implicit topic structure.

– Hierarchical topic structure. When we formulate topic segmentation as
binary classification task, we actually make an implicit assumption that doc-
ument topics have a linear structure. However, some documents have hierar-
chical topic structure. Such document contains several major topics, and each
major topic contains many subtopics. For example, one document describes
how to properly configure a computer, it involves hardware configuration topic
and software installation topic. Within software installation topic, it contains
many subtopics about how to install different softwares. Our model has trou-
ble with determining the granularity of topics.

– Implicit topic structure. Cue phrase is a useful feature to identify topic
boundary. However, sometimes people starts a new topic without using any
cue phrase, and the lexical distribution between topics has no obvious dif-
ference. For example, one document contains two topics: one topic is about
positive effects of NATO5, the other one is about negative effects of NATO.
There is a significant lexical overlap between these two topics, and our model
fails to recognize the transition of underlying topic.

To handle document with hierarchical topic structure, our model need to have
a better understanding of document’s global structure, rather than merely focus
on local structure; for document with implicit topic structure, more accurate
semantic analysis algorithms are needed to detect topic boundary.

5 North Atlantic Treaty Organization.
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6 Conclusion and Future Work

In this paper, we propose to use BLSTM stacking with CNN to do topic seg-
mentation of web documents. CNN enables efficient and effective paragraph
representation learning, while BLSTM manages to capture and preserve use-
ful information from both directions. Based on the characteristics of web docu-
ments, a frequent subsequence mining based cue phrase identification algorithm
is presented to identify cue phrases automatically. Experiments show that our
BLSTM-CNN model combined with cue phrase feature is able to achieve much
better performance than strong baseline models.

For future work, we would like to verify our model’s effectiveness on other
domains and other languages. Also, other network architectures will be examined
to further improve the performance of our topic segmentation system.
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Abstract. The demographic attributes gender and age play an impor-
tant role for social media applications. Previous studies on gender and
age prediction mostly explore efficient features which are labor intensive.
In this paper, we propose to use the multi-task convolutional neural net-
work (MTCNN) model for predicting gender and age simultaneously on
Chinese microblog. With MTCNN, we can effectively reduce the burden
of feature engineering and explore common and unique representations
for both tasks. Experimental results show that our method can signifi-
cantly outperform the state-of-the-art baselines.

Keywords: Multi-task learning · Social media · Neural network

1 Introduction

Chinese microblog (Weibo), which owns large number of users, has drawn great
research interests in recent years. In many cases, some users are unwilling to
share their personal information including gender, age, name and profession
etc. However, these user attributes are valuable for many applications such as
e-commerce, recommendation and burst event detection. Thus, how to recover
the missing attributes is a challenging and hot topic in social media research.
In this paper, we focus on predicting two important user attributes: gender and
age.

Many previous studies have conducted wide investigation on gender pre-
diction and age prediction using textual information on social media. Therein,
feature selection is the research focus and some important findings have been
concluded. For example, females tend to use more pronouns and emotion words,
while males tend to use more technology words and links. Younger people use
more alphabetical lengthening, more capitalization of words, more slang words
and more Internet acronyms, compared to elders.

As we know, previous work is mainly confined to bag-of-words text represen-
tation and feature engineering, a large amount of language processing work is
c© Springer International Publishing AG 2016
C.-Y. Lin et al. (Eds.): NLPCC-ICCPOL 2016, LNAI 10102, pp. 189–200, 2016.
DOI: 10.1007/978-3-319-50496-4 16
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required, especially when those systems are transplanted to another language.
In our work, we aim to predict user gender and age on Weibo and can not com-
pletely draw on the experience of prior research due to the immature Chinese
language processing tools such as word segmentation and emotion word identifi-
cation. In such case, we hope to seek a new text representation which is relatively
independent of language and appropriate for predicting user gender and age.

The second limitation of previous studies is that they usually treat each
attribute prediction task independently. For example, [16] employed a logistic
regression model to predict gender, and a linear regression model to predict age.
The two regression models were essentially independent and are susceptible to
different sets of features. However, in our opinion, with the same text as input,
there must exist some underlying connections between two different prediction
tasks.

In recent years, convolutional neural network (CNN) has shown great suc-
cess over simple bag-of-words method for modeling text data [10,22]. With the
considerations above, we adopt CNN to learn word embeddings and useful task-
specific features, and further design the multi-task convolutional neural network
(MTCNN) to predict user gender and age simultaneously on Weibo, inspired
by the work of [7] which achieves success in several NLP tasks. On one hand,
the neural network techniques exhibit more expressive power and have shown
promising performance, compared to the widely used model such as SVM. On
the other hand, the multi-task learning framework can learn several tasks at the
same time with the aim of mutual benefit. With the neural networks embedded
in the multi-task learning framework, the lower layer implicitly learns the gen-
eral representation shared by gender prediction and age prediction, and the last
layers generate unique efficient features that are task-specific. In addition, to the
best of our knowledge, we are the first to jointly predict user gender and age on
Chinese social media.

To adapt to the characteristics of Chinese language, we directly make use
of Chinese words and characters as input of the MTCNN model, avoiding com-
plex language analysis. Finally, experiments show that our neural network model
outperforms the SVM baseline, and multi-task learning further improves perfor-
mance on both tasks.

2 Multi-task Convolutional Neural Network (MTCNN)

If multiple tasks share the same input or have some underlying connections, it
makes sense that the multi-task learning model has the capability to exploit use-
ful information from multiple data sources, and leads to better generalization
performance. Within the framework of multi-task learning, there are a whole
bunch of different algorithms along with various application scenarios. In this
paper, we choose NN-based model, whose key idea is to share lower representa-
tion layers and have independent task-specific output layers.
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Referring to [7], under the MTCNN model, we define two prediction tasks:

Task 1: Gender Classification
Task 2: Age Regression

The output of task 1 is a probability distribution, while the output of task 2 is
a single real value.

2.1 Model Description

Our MTCNN model is designed to consist of one input layer, one embedding
layer which maps input word sequence to a word embedding matrix, followed
by one convolution layer and one max-pooling layer, finally two independent
output layers, as shown in Fig. 1. For gender classification, we use softmax out-
put layer; for age regression, linear output layer is used. Here, we do not use
deeper structure, as it requires longer training time and does not show much
performance gain in our experiments. The MTCNN model can also be seen as
the combination of several independent CNNs with shared parameters.

Fig. 1. Multi-task Convolutional Neural Network (MTCNN). Example sentence:

(Focus to finish my own business.)

Words are represented by column vectors in an embedding matrix Wd×|V |,
where d is a hyperparameter denoting the size of word embedding, |V | is the size
of vocabulary. Each column in Wd×|V |

i ∈ Rd corresponds to the embedding of
the i-th word in the vocabulary V . A word w is mapped into its embedding xw

by matrix-vector product:
xw = Wd×|V |vw (1)
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where vw is a one-hot vector of size |V | which has value 1 at index w and zero in all
other positions. The word embedding matrixWd×|V | is a parameter to be learned.

The output of embedding layer is a word embedding sequence x1:n, where
each row xi corresponds to one word.

x1:n = [x1,x2, . . . ,xn] (2)

Then comes one convolution layer and one max-pooling layer. A convolution
operation involves a filter v ∈ R

hd, which is applied to a window of h words to
produce a new feature. For example, a feature ci is generated from a window of
words xi:i+h−1 by

ci = f(v · xi:i+h−1 + b). (3)

Where b ∈ R is a bias term and f is a non-linear transformation function such as
tanh. This operation is applied to every possible window of words in the sentence
{x1:h,x2:h+1, . . . ,xn−h+1:n} to produce a feature map:

c = [c1, c2, . . . , cn−h+1], (4)

with c ∈ R
n−h+1. We then apply a max-pooling operation over the feature map

and take the maximum value as the feature.

ĉ = max{c} (5)

The intuition behind max-pooling operation is to capture the most important
feature, namely the one with the highest numeric value.

Assume U is the output of max-pooling layer, for gender classification task,

ygen = softmax(UWg) (6)

where ygen denotes the output gender probability distribution, Wg is the task-
specific weight matrix to be learned.

For age regression task,
yage = UWa (7)

where yage denotes the age regression output, Wa is the corresponding weight
matrix.

2.2 Model Learning

To train MTCNN, we need to define the loss function first. For gender classifi-
cation task, we use cross entropy error function:

Jgen = − 1
N

N∑
i=1

nc∑
j

(gj
i logyj

i ) (8)

where N represents the size of training set; nc is the number of possible classes,
which is 2 in this task, male or female; gj

i is an indicator function, which evaluates
to 1 if ith instance’s label is class j, and 0 otherwise; yj

i is the output probability
distribution.
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For age regression task, we use mean square error (MSE) function:

Jage = − 1
N

N∑
i=1

(yi − y∗
i )

2 (9)

where yi is a real value provided by model output, y∗
i is the groundtruth value

of user’s age.
The overall loss function is a linear combination of above two loss functions:

J(W,Wgen,Wage) = Jgen + CJage (10)

where C is a hyperparameter to be chosen to balance two loss functions and
make sure two tasks achieve best performance at roughly the same time.

We use similar learning procedure with [7]. Instead of using stochastic gradi-
ent descent (SGD), we use mini-batch SGD with adaptive learning rate computed
by Adam algorithm [11], which shows better performance empirically.

More details about our model’s learning procedure are shown below:

1. Select the next task.
2. Select next mini-batch of training examples for current task.
3. Update network parameters by backpropagation.
4. Go to step 1, unless validation error no longer decreases.

3 Weibo Data

Weibo1 is a Chinese social network and microblogging service with more than 300
million monthly active users. The main language that users publish is Chinese,
but sometimes they may use some English words. For the purpose of this study,
we implement a spider2 to collect data from Weibo. We remove those users with
less than 40 followers as they are likely to be spam users. Verified organizations
are also excluded.

Finally, our dataset consists of 263,460 entries of weibo text. 20% is ran-
domly chosen as test set, 10% as validation set, and 70% as training data. All
users have public gender information as it’s mandatory. The age information
is deduced from birthday. Birthdays earlier than 1950-01-01 or equal to 1970-
01-01 are filtered. In our dataset, 136,072 entries of weibo have valid birthday
information.

Table 1 shows some statistics about our dataset, 53% of users with valid
gender and birthday information are female, which is slightly more than male
users. Majority of users are young people ranging from 16 to 25 years old.

To gain an intuitive insight about our dataset, we exhibit several most rep-
resentative words for different groups. We use an open source Chinese word
segmentation tool Jieba3 to process the Weibo text and compute the ratio of the
1 http://weibo.com.
2 https://github.com/intfloat/sina-weibo-crawler.
3 https://github.com/fxsjy/jieba.

http://weibo.com
https://github.com/intfloat/sina-weibo-crawler
https://github.com/fxsjy/jieba
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Table 1. Statistics of our dataset with both valid gender and birthday information

Gender Age

Male Female 0–15 16–25 26–35 36–45 46+

Count 63069 73003 10760 78417 33052 10832 3011

Percentage 46.3% 53.6% 7.9% 57.6% 24.3% 7.9% 2.2%

segmented words occurring in each group. Table 2 shows the highest-frequency
words in each group. The results are consistent with previous studies: females
focus more on emotion and entertainment, and males are more interested in
technology; Young people love to express their feelings, and elders talk more
about serious topics such as finance.

Table 2. Words with highest frequency ratio. (corresponding English explanation in
parenthesis)

4 Experiments

4.1 Experimental Setup

In our experiment, we configure the hyperparameters of the MTCNN model
through grid search by maximizing performance on validation data. Finally, the
size of word embedding d is set to 50, the number of filters is 250. We use Adam
algorithm to compute adaptive learning rate [11], and mini-batch size is fixed
to 32. The hyperparameter C is set to 120 to balance two loss functions. Word
embedding matrix W is initialized with uniform random values from [−0.5, 0.5].

Unlike English, Chinese text has no space to explicitly separate word from
characters, word segmentation alone is a difficult task, especially for social media
text. It is generally agreed that character-level model suffers less from data
sparseness problem, while word-level model can better capture the underlying
meaning of text. Therefore, it would be interesting to compare those two different
settings. In our experiments, we examine both character-level models and word-
level models.



Multi-task Learning for Gender and Age Prediction on Chinese Microblog 195

4.2 Baselines

To evaluate our method, three models are used for comparison.

– Baseline. For gender classification, baseline model always predicts the major-
ity class, which is female. For age regression, baseline model always outputs
the average age of training dataset to minimize MSE.

– SVM. We extract unigram features and then train two support vector
machine models. One is for gender classification and the other one for age
regression.

– Convolutional Neural Network (CNN). We build two separate CNN
models with same network structure as our proposed MTCNN model, except
they don’t share any parameters.

The SVM model is implemented using the machine learning tool sklearn [17].
The implementation of the neural networks is based on the widely used theano
library [3]. For the NN-based models CNN and MTCNN, we adopt the same
network configuration and hyperparameters.

Text preprocessing is same for all models, we remove characters and words
whose frequency is no more than 3, replace consecutive number sequence and
url with special symbols. English characters are all converted to lowercase.

4.3 Results

We compare the three baseline models with MTCNN, considering segmented
words or characters as the text features. Accuracy and MSE are used as the
evaluation metrics. The experimental results are shown in Table 3. From this
table, it is clear that segmented words are more appropriate to be features of
social media text than Chinese characters. Once the size of available dataset is
large enough, the data sparseness is no longer a serious problem.

Table 3. Model comparison

Gender (Accuracy) Age (MSE)

Baseline 0.536 80.86

Char-Level SVM 0.643 71.71

CNN 0.665 68.63

MTCNN 0.687 68.17

Word-Level SVM 0.670 67.57

CNN 0.710 61.86

MTCNN 0.714 59.07

On the whole, the two neural network models MTCNN and CNN both sig-
nificantly outperform SVM, as they have the capability of learning useful com-
bination and transformation of raw text features. SVM is elegant, intuitive and
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often used as state-of-the-art model for user attributes prediction in previous
work. However, SVM is basically a linear model, which makes it fail to learn
more abstract features. We also tried kernel SVM, however, it shows worse per-
formance and requires longer training time.

Another interesting phenomenon is that our best model’s performance is
far from perfect. To figure out the reasons, we carried out some preliminary
experiments to examine how well human can do in these prediction tasks, results
show human can only do slightly better than our best model, if not worse.
One reason is the existence of spam users, who just keep publishing ads, and
make it almost impossible to discriminate their gender or age, even though we
have already applied some rules to exclude spam users when collecting data.
Meanwhile, due to the informal expression of Weibo text and some disguise of
users, even human fail to precisely locate some strong indicators and know the
user’s real interests. Similar results on Twitter were given in [16], concluding that
gender and age prediction on social media is a difficult task even for human.

(a) Gender Classification (b) Age Regression

Fig. 2. Model performance comparison with respect to various size of dataset

To further examine why we adopt the multi-task learning framework, we com-
pare MTCNN and CNN, as they both adopt the NN technique and CNN also
achieves comparable performance. Figure 2 shows the performance comparison
of the models on gender and age prediction respectively. The curves describe the
changing of the test accuracy/MSE with respect to the size of dataset. We can
clearly see from those two groups of curves: as more data come in, the accuracy
of gender classification steadily increases, and the MSE of age regression steadily
decreases. Meanwhile, the MTCNN model consistently beats CNN regardless of
dataset size, especially when the dataset is relatively small, and their perfor-
mances are pretty close when dataset is large enough. As all configurations are
exactly the same for them except MTCNN has shared layers, multi-task learn-
ing mechanism becomes the only factor that can explain the difference between
MTCNN and CNN. That means multi-task learning is able to get better gener-
alization performance and learn more robust features.
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4.4 Error Analysis

To have a deeper understanding about our model’s behavior and the major
difficulty of this task, we choose some representative examples from our dataset,
as listed in Table 4. There are two groups: Gender Group and Age Group. Each
group consists of three cases.

Table 4. Positive and negative cases by SVM and MTCNN

For the first case in both groups, there are some strong indicators
such as “ (fat)”, “ ” and “ (university)”, hence both models easily pre-
dict the correct value. For the second case, MTCNN model manages to get
better results than SVM, there is no obvious evidence for these two cases, but it
is quite likely to infer the correct result. “ (life)” “ (regret)” are about
introspection, female users are usually more likely to do that. “ (economic)”
“ (news)” are serious topics, elder businessman are generally more interested
to economic news than young students. For the third case, both of our models
perform poorly, “ (twisted my ankle again)” is simply a fact and has very
little to do with user’s gender or age. It seems that our models think females
get their ankles twisted more often. “ (fried rice)” “ (spicy cabbage)”
are all about cooking, it is even surprising to me that a 17-year-old would be
interested to cooking.

In conclusion, to get cases like second one correct, our model needs to have
a good understanding of given text’s semantics, which might need complex lan-
guage inference process. Cases like third one partly explains the inherent diffi-
culty of this task, it is impossible to get the right answer if there is contradictory
information or no relevant information at all.

5 Related Work

Relationship between gender and language has been studied for a long time. One
major aspect is to apply machine learning algorithms to automatically classify
gender in various context, including twitter [1,4,8,9], email, blog [14], formal
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document [12] etc. Studies show that significant difference does exist between
male and female, for example, female tend to use more emoticons, while male
tend to use more technology and political words. Another aspect is to model
gender as a social variable rather than biological variable [2], study reveals that
social gender and biological gender are not always consistent, which actually sets
an upper bound for performance of machine learning system.

Age prediction is formulated as classification or regression problem in differ-
ent scenarios. Different datasets choose different threshold to convert age into
discrete variables, then classifiers including SVM [20], maximum entropy model
[21] and decision tree [18] are trained to do age classification. Common scenar-
ios include twitter [13,20], blog [15], conversation [15,19]. There are also some
work that treat age as continuous variable [15], and formulate age prediction as
a regression problem.

[16] conducted an experiment showing gender and age prediction are hard
tasks for English text. No similar experiment has been done for Chinese. For user
attributes prediction in non-English context, [6] examined French, Indonesian,
Turkish and Japanese text. Results showed that accuracy for Japanese is much
lower than other languages. Note that Japanese and Chinese are very similar
languages, therefore we expect this is a challenging task for Chinese, too.

Multi-task learning framework includes a large set of algorithms in machine
learning literature. In this paper, we only focus on one specific form of multi-task
learning by sharing lower layers in neural network [5]. Multi-task learning neural
network can be used to learn robust features and help to deal with limited training
data problem. It has shown promising performance in many NLP tasks such as
part of speech tagging, semantic role labeling [7] and chunking. CNN is a widely
used model in computer vision, most state-of-the-art image recognition models
involve some variants of CNN. Recently, CNN has been successfully applied to
NLP tasks, such as sentence classification [10], sentiment analysis [22] etc.

6 Conclusion and Future Work

In this paper, we propose to use the MTCNN model for joint gender and age
prediction on Chinese microblogs. With Chinese word sequence as input, our
method is free from complex text analysis and able to seek the common and
unique representations useful for both tasks. Experiments show that our method
achieves much better performance than SVM and beats CNN by large margin
when the size of dataset is relatively small. Compared to similar work on English
tweets, it also shows that user attributes prediction task is harder for Chinese
text.

There has been growing interests in NLP community to do text representation
via recurrent neural network (RNN), our preliminary attempts show relatively
poor performance if we replace CNN with RNN. In the future work, we would
like to examine the feasibility of RNN for social media user attributes prediction.
Also, we will further verify the MTCNN model on other languages and test our
model on predicting more user attributes.
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Abstract. Non-negative Matrix Factorization (NMF) can learn interpretable
parts-based representations of natural data, and is widely applied in data mining
and machine learning area. However, NMF does not always achieve good
performances as the non-negative constraint leads learned features to be
non-orthogonal and overlap in semantics. How to improve the semantic inde-
pendence of latent features without decreasing the interpretability of NMF is still
an open research problem. In this paper, we put forward dropout NMF and its
extension sequential NMF to enhance the semantic independence of NMF.
Dropout NMF prevents the co-adaption of latent features to reduce ambiguity
while sequential NMF can further promote the independence of individual latent
features. The proposed algorithms are different from traditional regularized and
weighted methods, because they require no prior knowledge and bring in no
extra constraints or transformations. Extensive experiments on document clus-
tering show that our algorithms outperform baseline methods and can be
seamlessly applied to NMF based models.

Keywords: Non-negative Matrix Factorization � Dropout NMF � Sequential
NMF � Independent feature learning

1 Introduction

Non-negative Matrix Factorization (NMF) is a widely employed multivariate analysis
and latent feature learning method in machine learning. NMF use non-negative con-
straint to take the place of conventional orthogonal constraint in matrix factorization
models, and is more flexible and easier to implement in practice [1, 2].

Suppose the input sample size is N and each observation consists of M variables, a
data matrix X 2 RM�N

þ is built and decomposed as X ¼ UV, where U 2 RM�K
þ and

V 2 RK�N
þ are base and coefficient matrix respectively and K is the number of latent

features. Usually, we have K � minðM;NÞ for rank reduction and the compact rep-
resentation vi 2 RK

þ gives original data vector xi 2 RM
þ a parts-based representation by

allowing additive combination of base vectors.
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However, latent features learned in NMF often overlap in semantics as orthogo-
nality is not required. Besides, the local optimum problem is unsolved since existing
optimization algorithms are all incapable of finding a global optimum [3–5]. Many
researchers have worked out various improved methods to pick out a better-to-fit
solution to NMF, which can be roughly divided into regularized NMF, weighted NMF
and others. Regularized NMF use task specific regularization terms to construct loss
functions [6–11]. While weighted NMF assigns weights to individual observations in
loss functions according to prior knowledge [12, 13]. Or in other occasions, multiple
matrix factorization [14], matrix tri-factorization [15], and tensor factorization [16] are
adopted for multiple kinds of interconnected data sources. However, all methods
mentioned above require prior knowledge or task specific information for those
additional terms. While those supplementary information is not always available in
practice.

In this paper, we formulize NMF from a linear reconstruction perspective and
propose dropout to improve the independent feature learning ability of NMF by
breaking the correlations between latent features. Thus the semantic information in
latent features are more definite and the representations in latent space are more dis-
criminative. Based on dropout NMF, we further propose sequential NMF that enforces
independent learning of individual features and reduces ambiguity in semantics. We
compare our methods to several baseline NMF models on document clustering and use
a real-world case to demonstrate how our methods distinguish semantically related
topics. The main contributions of our work can be summarized as follows:

– Novel dropout NMF and sequential NMF that can improve NMF by preventing
feature co-adaption without additional terms or transformations are proposed.

– The proposed methods have good extensibility and applicability to existing NMF
based frameworks as detailed in experiments.

– The proposed methods show a comparable computational complexity to standard
NMF algorithm.

The rest of this paper is organized as follows. In Sect. 2, we discuss related work.
Section 3 introduces our algorithms. Experimental results on clustering lay in Sect. 4.
Finally, Sect. 5 concludes our work.

2 Related Work

NMF is an active research topic in machine learning and data mining community for its
innate interpretability. Research efforts have been made to improve NMF from various
perspectives, like regularized NMF [6–11] and weighted NMF [12, 13]. Regularization
terms in NMF are usually based on task specific assumptions and prior knowledge. The
most common regularized NMF is sparse NMF that assumes sparse representations to
be more clear and appropriate, which is typically measured via L1 norm [6, 7], and a
new sparseness measure based on the mixture of L1 and L2 norms is put forward in [8].
Graph and relation regularized NMFs achieve good performances by preserving local
structures and relationships with low rank approximation of data [9–11]. While
weighted NMFs are popular in collaborative filtering and clustering tasks as they
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incorporate prior knowledge into loss function according to connections of instances
[12, 13]. Other than regularized and weighted NMF, multiple matrix factorization [14],
matrix tri-factorization [15], and tensor factorization [16] are proposed for tasks with
complicated and heterogeneous information sources.

First proposed in deep neural networks, dropout prevents the co-adaption of hidden
units by randomly omitting hidden units in training [17, 18] and can be considered as a
regularization method. Since the stationary co-occurrence is broken, hidden units can
still learn from others but with less dependence. Another dropout strategy is omitting
the connections between hidden units, which can also help improve the performance
[19]. A nested dropout algorithm is put forward in [20] to learn ordered representations
of data, in which the information contained in latent features decays along with the
index. Fast dropout training [21] is conducted by integrating a Gaussian approximation
of the objective function. Wager S et al. justified the equivalence of dropout and L2

regularization in generalized linear models [22]. And an adaptive dropout method is
proposed in an expectation perspective of after-dropout feature detectors [23]. Inspired
by these, we propose a novel dropout for NMF based models that works by changing
the update process of latent features instead of omitting them.

In the following section, we find that NMF can be analogized to linear neural
networks and improved with dropout strategy naturally. Hence we incorporate dropout
into NMF and NMF based methods. Moreover, sequential algorithm is proposed as
extension to dropout NMF to further improve feature independence.

3 Methodology

NMF focuses on decomposing the input non-negative data matrix into non-negative
base and coefficient matrices. Formula description of NMF is shown in Eq. (1):

L ¼ DðX jUVÞ; s:t: U 2 RM�K
þ ; V 2 RK�N

þ ; ð1Þ

Dð�j�Þ measures the loss of information between X and its reconstruction UV. Squared
Euclidean distance and generalized Kullback-Leibler divergence are the most common
Dð�j�Þ function in practice [2]. The former gives a quadratic loss function and the latter
yields a good probabilistic explanation. In this paper, we adopt the squared Euclidean
distance loss function:

L ¼ jjX� UVjj22 ¼ trðXTXÞ � 2trðXTUVÞþ trðVTUTUVÞ; ð2Þ

jj � jj22 is the squared L2 norm and trð�Þ represents the trace of matrix. The multiplicative
update rules of gradient descent algorithm are shown as follows:

umk  umk
ðXVTÞmk
ðUVVTÞmk

; vkn  vkn
ðUTXÞkn
ðUTUVÞkn

: ð3Þ
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3.1 NMF as a Linear Neural Network

NMF can be formulated as a linear neural network as the input xi is represented by a
linear combination of base vectors in U:

xi ¼ Uvi ¼
X

k
vkiuk: ð4Þ

For intuitive understanding, we visualize the reconstruction process in Fig. 1. The
left half of Fig. 1 is the conventional notation of NMF and matrices are disassembled
into vectors to figure out how data vectors are rebuilt with linear combinations in the
right half. This is similar to a linear neural network, where matrix V serves as
full-connect coefficients between layers and fukgk¼1:K are feature detectors. Overfitting
happens when the feature detectors strike a balance at a saddle point during opti-
mization process.

3.2 Dropout and Sequential NMF

The gradient of loss function L in Eq. (2) to the k-th latent feature is a function of all
K latent features:

@L=@uk ¼ �2ðXVTÞk � 2
X
k0
ðVVTÞk0kuk0 ¼ gkðu1; . . .; ukÞ: ð5Þ

In other words, when we update uk in any gradient descent based algorithm, uk is
learnt from all other latent features:

uk  uk �Pkgkðu1; . . .; ukÞ; ð6Þ

Pk is the diagonal learning rate matrix for uk. This innate correlation between latent
features influences the optimization process and increases the difficulty of minimizing
L, unfortunately it cannot be eliminated. Traditional NMF variants, like sparse NMF
[6, 7] and weighted NMF [12, 13], try to find a better-to-fit solution with additional
constraints and transformations, as Fig. 2 shows. Sparse NMF acquires sparseness in
uk or vi and weighted NMF transfers xi into wðxiÞ. However, the proposed dropout
NMF tries to reduce the influence of correlations between latent features.

Fig. 1. NMF from the reconstruction perspective.
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Since latent features are correlated in NMF, co-adaption is a state that the updates
of fukgk¼1:K stop at a saddle point, where L can still be further optimized until it
reaches the max iteration. This happens because fukgk¼1:K have achieved a balance
according to their correlations during the past iterations. Researchers tried to avoid
co-adaption by conducting many separate NMFs on the same dataset with different
initializations or initialization strategies, which are computationally expensive [4].
Therefore, we propose dropout NMF to randomly conduct a huge number of different
NMFs in a reasonable time. In each iteration, latent features will be randomly dropped
out with constant drop probability p 2 ½0; 1�, and ð1� pÞ � K latent features are
expected to be held. However, if uk is completely removed in an iteration, the
reconstruction of all observations will lack a corresponding component and gradients of
uk0 6¼k will be incorrect. To avoid such a situation, dropout takes place after the cal-
culation of gradients but before the updates of latent features by setting the learning rate
Pk to 0:

uk p uk �Pkgkðu1; . . .; ukÞ dropped out
uk undropped out

�
: ð7Þ

The after-dropout feature set, undroppedSet in Algorithm 1 is required to have at least
one latent feature to avoid void iterations.

When p! 0, dropout NMF will degenerate to original NMF. However, there is a
high probability only one latent feature will be updated if p! 1. In such an extreme
case, uk will be independently updated and the influence of correlations will be reduced
to the least extent. However, the update process will be rather randomized, since few
latent features are kept through dropout. In order to achieve a controllable and stable
optimization process, we rearrange the update order of latent features and propose
sequential NMF in Algorithm 2. Thus latent features are sequentially updated until
convergence, just like a special case when p! 1 in dropout NMF but with more
deterministic orders.

3.3 Complexity Analysis

The multiplicative update algorithm has a per-iteration computational complexity of
OðMNKÞ [2], which consists of six matrix multiplications for those numerators and

Fig. 2. Illustration and comparison of different NMF based algorithms.
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denominator in Eq. (3) and four point-wise matrix divisions and multiplications for the
updates of matrix U and matrix V. Since the update factors for entries in U and
V remain unchanged in both dropout NMF and sequential NMF, the per-iteration
computational complexity is still OðMNKÞ. However, it costs less calculation in each
iteration but require more iterations to converge as fewer latent features are updated in
each iteration. Thus the overall computational complexity of both our algorithms is
larger than traditional NMF, but still stay the same magnitude.

Algorithm 1. Dropout NMF Algorithm 2. Sequential NMF
Input: X, #feature K, dropout probability p Input: X, #feature K
Output: U, V Output: U, V
1: Random Initialization of U and V 1: Random Initialization of U and V
2: for t = 1 maxIteration do 2: for k = 1 K do
3: undroppedSet = dropout(K, p) 3: for t = 1 maxIteration do
4: for k ∈ undroppedSet do 4: Update ku as in Equation (3)

5: Update ku as in Equation (3) 5: Update V as in Equation (3)

6: end for 6:           if Converge then
7:     Update V as in Equation (3) 7:     break
8:       if Converge then 8:           end if
9: break 9: end for
10:     end if 10: end for
11: end for

4 Experimental Results

Document clustering is the typical scenario for latent semantic representation of a
document corpus, where NMF is a classical solution [9, 10]. Since latent features
extracted from a document corpus can be understood as semantic topics, clustering is
conducted according to the vector-based representations in latent space.

4.1 Datasets

Two corpora are applied to evaluate the proposed methods. The first one is NIST Topic
Detection and Tracking (TDT2) corpus [24] from 6 news sources published in 1998. It
consists of 11,201 pieces of news from 96 topics, and each topic is a publicly con-
cerned event. We remove documents about multiple topics and preserve only the
largest thirty topics. The processed dataset contains 9,394 documents and 36,093
different words.

The second corpus is 20 Newsgroups [25], which is a collection of about 20,000
news documents, partitioned into 20 different groups. It was originally collected by
Lang Ken and contains 18,662 documents and only 1,359 high frequent words after
preprocess. Unlike TDT2, the news groups are not specific issues but semantically
related subjects and are further classified into 6 general categories. Detailed statistics
about these 2 datasets are in Table 1.
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4.2 Experimental Settings

Compared Algorithms. We compare dropout NMF and sequential NMF to traditional
NMF [2], sparse NMF (SNMF) [6] and normalized cut weighted NMF (NCWNMF)
[13]. L1 norm of V is used in SNMF to get sparse representations of the input docu-
ments. While relations among input documents are used to conduct a transform on X in
NCWNMF. To verify the universality and extensibility of our algorithms, we also
implement the dropout and sequential versions of SNMF and NCWNMF.

Evaluation Metrics. As document xi is represented by vi in latent space, we set
li ¼ argk maxðvkiÞ to be the cluster label of xi. Accuracy (AC) and normalized mutual
information (NMI) are used to evaluate the clustering performance. Suppose ai is the
original topic label of xi, AC is calculated as:

AC ¼
XN

i¼1 dðai;mapðliÞÞ=N; mapðlÞ ¼ argk maxðjfxi j li ¼ l; ai ¼ kgjÞ; ð8Þ

where mapð�Þ maps cluster label to corresponding topic label as described above, and
dð�; �Þ checks the equivalence. Mutual information (MI) measures how clusters are
divided:

MIðC;C0Þ ¼
X

ci2C;cj2C0 pðci; cjÞðlog2 pðci; cjÞ � log2 pðciÞ � log2 pðcjÞÞ; ð9Þ

C and C0 are two different clustering of the same sample set, pðciÞ and pðcjÞ denote the
probability that an arbitrarily selected document belongs to the i-th cluster in C and the
j-th cluster in C0 respectively, and pðci; cjÞ is the joint probability. Since MIðC;C0Þ is
less than the entropy of C and C0 we normalize MIðC;C0Þ for intuitive understanding:
NMIðC;C0Þ ¼ MIðC;C0Þ=maxðHðCÞ;HðC0ÞÞ, Hð�Þ denotes entropy of a division.

Parameter Settings. After grid search on TDT2, the parameter p for dropout NMF is
set to 0.5, and the balance parameter of regularization term for SNMF is set to 10. To
verify the performances on different data sizes, K is set to {5, 10, 15, 20, 25, 30}
respectively. To eliminate noise, we randomly select 20 different subsets of documents
with K topics from corpus when K\30. Clustering is evaluated by the average per-
formance on those subsets. As to 20 Newsgroups dataset, we use the whole dataset for
clustering. K is set to 200 for a fine grained understanding of the overlapping topics,

Table 1. Statistics of datasets.

Statistics TDT2 20 Newsgroups

# documents 9394 19662
# words 36093 1359
# topics 30 20
Max. #documents in topic 1844 4817
Min. #documents in topic 52 950
Med. #documents in topic 131 3923
Avg. #documents in topic 313 3100
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and documents are mapped into the 6 general topics as in Eq. (8). Other parameters of
20 Newsgroups dataset are the same as those in TDT2.

4.3 Clustering Results

Tables 2 and 3 show the comparisons of three baseline methods with their dropout and
sequential versions on TDT2 evaluated by AC and NMI respectively. We use seq to
denote sequential for short. The best performances in three versions of methods are
boldfaced, and the global optimums are underlined. It shows that dropout and sequential
version methods perform better than conventional methods regardless of K. it demon-
strates the effectiveness of preventing the co-adaption of latent features. Dropout NMF
and sequential NMF achieve better results than SNMF, while only sequential NMF
performs better than NCWNMF. However, the best results of different K are achieved by
sequential NCWNMF, and it indicates the extensibility and universal applicability of the
proposed sequential technique. Besides, the overall performances decrease with K be-
cause a larger dataset with more topics are more difficult for clustering.

The results on 20 Newsgroups are listed in Table 4. Similar to TDT2, performances
of both dropout and sequential algorithms are better than original algorithms, and the
best results are achieved by sequential NCWNMF. NCWNMF performs worst on 20
Newsgroups. This leads to the suspicion that the weighing procedure is influenced by
the roughly processed vocabulary, but sequential NCWNMF overcomes this obstacle.

Table 2. The AC of clustering on TDT2.

K NMF Dropout
NMF

Seq
NMF

SNMF Dropout
SNMF

Seq
SNMF

NCW
NMF

Dropout
NCWNMF

Seq
NCWNMF

5 0.895 0.924 0.954 0.865 0.929 0.870 0.971 0.969 0.971
10 0.842 0.849 0.924 0.844 0.868 0.915 0.914 0.921 0.951
15 0.803 0.815 0.892 0.804 0.809 0.885 0.879 0.884 0.931
20 0.783 0.805 0.855 0.784 0.795 0.859 0.848 0.867 0.906
25 0.762 0.786 0.834 0.768 0.771 0.826 0.821 0.838 0.879
30 0.733 0.750 0.810 0.755 0.760 0.789 0.812 0.816 0.869
Avg. 0.803 0.822 0.878 0.803 0.822 0.857 0.874 0.883 0.918

Table 3. The NMI of clustering on TDT2.

K NMF Dropout
NMF

Seq
NMF

SNMF Dropout
SNMF

Seq
SNMF

NCW
NMF

Dropout
NCWNMF

Seq
NCWNMF

5 0.763 0.804 0.877 0.699 0.822 0.742 0.914 0.903 0.921
10 0.718 0.729 0.855 0.717 0.757 0.826 0.839 0.845 0.903
15 0.673 0.679 0.818 0.671 0.676 0.797 0.797 0.805 0.881
20 0.655 0.666 0.773 0.647 0.650 0.761 0.760 0.789 0.848
25 0.657 0.673 0.762 0.649 0.669 0.731 0.749 0.767 0.830
30 0.608 0.617 0.747 0.645 0.643 0.699 0.741 0.754 0.832
Avg. 0.679 0.695 0.805 0.671 0.703 0.759 0.800 0.811 0.869
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4.4 Parameter Selection and Convergence Analysis

Figure 3(a) shows the convergence curves of dropout NMF on TDT2 dataset with
K ¼ 30, when p is set to {0.1, 0.3, 0.5, 0.7, 0.9} respectively. Curves are drawn
according to clustering AC along with the increase of iteration number. It can be seen
that smaller p achieves better performances when iteration number is fewer than 100.
This is because that more latent features are updated in each iteration, and the accu-
mulated effect leads to a better performance. The AC curves grow gradually after
iteration number exceeds 100, especially when p� 0:5. Considering both clustering
performance and time consumption, we set p to 0.5 as mentioned above.

We also compare the convergence curves of our algorithms with baselines on
TDT2 in Fig. 3(b), and K is also set to 30. The overall trend is similar to Fig. 3(a), and
all methods tend to converge within 100 iterations. The AC curve of sequential NMF
does not constantly grow with the iteration number. We can see a sharp vibrate when
iteration number is around 50. This is partially because that the iteration of sequential
NMF is set for each latent feature respectively. Thus a small change in the update of
each latent feature will accumulate to a vibrate. We also find that the performance of
sequential NMF is much better than dropout NMF with p ¼ 0:9, for that sequential
NMF has a more deterministic update process.

4.5 Case Study

To a better understanding of how different algorithms distinguish semantically related
topics, we pick out six publicly concerned crime topics from TDT2, and compare the

Table 4. Clustering performances on 20 Newsgroups.

NMF Dropout
NMF

Seq
NMF

SNMF Dropout
SNMF

Seq
SNMF

NCW
NMF

Dropout
NCWNMF

Seq
NCWNMF

AC 0.628 0.631 0.633 0.614 0.629 0.628 0.589 0.621 0.635
NMI 0.288 0.291 0.294 0.273 0.288 0.288 0.249 0.290 0.297

Fig. 3. Convergence curves on TDT2.
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clustering results with original topics on NMF, dropout NMF and sequential NMF.
Since legal terminologies and words about crimes are frequent in all six topics, algo-
rithms must detect out the core differences of these topics. The six criminal topics are,
(1) Middle school shooting near Jonesboro, (2) Sergeant Major Gene McKinney is
court martialed, (3) Theodore John “Ted” Kaczynski, the “Unabomber”, (4) Eric
Rudolph, the Olympic Park Bomber, (5) James Earl Ray, assassin of Martin Luther
King, died of disease in prison, and (6) The first woman, Karla Faye Tucker, to be
executed in America since 1984.

Results are shown in Fig. 4, the rows and columns of confusion matrices corre-
spond to the original topics and predicted cluster I.D.s respectively, and an entry tells
how many documents from row-indicated topic are divided into the column-indicated
cluster. Dropout NMF performs slightly better than NMF, and sequential NMF shows
significant improvements that only 19 out of 633 documents are mistakenly clustered.
Notice that both NMF and dropout NMF fail to distinguish topic 4 from topic 2,
because both crimes are motivated by gender issues and reporters are likely to discuss
both of them in the same news report: Gene McKinney (topic (2)) is convicted of
sexual harassment and Eric Rudolph (topic (4)) is responsible for a series of
anti-abortion and anti-gay-motivated bombings.

5 Conclusion

In this paper, we analyze how and why the correlations among latent features in NMF
affect performance, and put forward two novel methods for NMF, dropout NMF and
sequential NMF. Both methods improve NMF without bringing in extra constraints or
transformations. In dropout NMF, only a random subset of latent features is updated in
each iteration, and latent features are sequentially updated until convergence in
sequential NMF. Co-adaption is effectively prevented in the proposed algorithms, so
latent features are more definite and discriminative. Experimental studies on document
clustering demonstrate that our algorithms not only achieve improvements on NMF,
but also further improve existing variants of NMF. In the future, we will explore

Fig. 4. Clustering results on six crime topics.
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dropout and sequential techniques for NMF with other loss functions and variations.
The new dropout strategies will also be put forward to deal with other latent repre-
sentation based applications in different fields such as computer vision and
bioinformatics.
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Abstract. This paper intend to present an approach to analyse the
change of word meaning based on word embedding, which is a more
general method to quantize words than before. Through analysing the
similar words and clustering in different period, semantic change could
be detected. We analysed the trend of semantic change through density
clustering method called DBSCAN. Statics and data visualization is also
included to make the result more clear. Some words like ‘gay’, ‘mouse’ are
traced as case to prove this approach works. At last, we also compared
the context words and similar words on semantic presentation and proved
the context words worked better.

Keywords: Semantic change · Word embedding · Google books N-gram
corpus · Word similarity

1 Introduction

With the promotion of computer power and development of machine learning, an
increasing number of people studied in semantic analysis. Besides Word Semantic
Disambiguation (WSD) and Word Semantic Induction (WSI), semantic change
analysis is a more novel task in semantic analysis. It is defined as a change
of one or more meanings of the word in time [2], and is closely related to the
task of word sense detection [5]. The phenomenon of semantic change is widely
existed, such as the word ‘gay’ which changed the meaning from joy to male
homosexuality [19]. It has become more and more common today especially
through the Internet.

Analysis on semantic change has quantities of applications in natural lan-
guage process. For example, the hot spot in social media and news report often
occurs with high frequency of key word, which usually gains new meaning in
current context. So the detection of semantic change could apply to the hot spot
detection and event tracking. As we known, word meaning is closely related to its
context. When the semantic change occurs, words in its context also change. For
polysemant, some context words occur more frequently along with one meaning
widely used and new context words might mean a new meaning arising. The
past approaches to analyse the semantic change, no matter LSA method [18]
or LDA method [19] are both based on the context. As the most popular word
c© Springer International Publishing AG 2016
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representation approach, word embedding [16] which vectoring a word abstractly
by its context should be valuable in this task.

This paper intends to analyse semantic change by using word embedding
to present the word. Due to its excellent ability in semantic expression, word
embedding could reflect on the semantic change more accurately. This paper
intended to detect the change occurred. We trained the word embedding on
Google-N-gram corpus, which include the publication with 500 billion words
distributed in n-gram form over centuries and analyse the change by statics and
data visualization. This approach does better in semantic change detection and
express the tendency more directly.

2 Related Work

Word semantic modelling is based on the assumption that its meaning could be
inferred from the context. Word semantic analysis mainly concentrates on the
Word Semantic Disambiguation (WSD) and Word Semantic Induction (WSI)
before. Closely related to these tasks, semantic change analysis could use the
same approach called Latent Semantic Analysis (LSA) too. Varieties of approach
have been applied to accomplish the Latent Semantic Analysis. Sagi [18] used
the TF-IDF to build a word-context matrix and obtain word vector by Singular
Value Decomposition (SVD). Then he clustered the context word and judge the
meaning of word broader or narrower by the density of cluster. The density is
defined as the average cosine similarity between words in the cluster. Gulordava
and Baroni [7] computed local mutual information (LMI) score between the
centre word and the context word and transited the word to vector by the bag
of context words. The he compared the vector of the same words from 60s and
90s corpus. Low similarity means the semantic changes has occurred.

After LDA gained improvement in natural language processing tasks, it also
has been applied to detect semantic change. Rohrdantz et al. [17] modeled con-
text by LDA in New York Times corpus. He regarded one topic as one meaning
and clustered the context into different semantics. Then he traced the context
by data visualization and detected the semantic change by the proportion of
context belong to one meaning. However Wijaya and Yeniterzi [19] treated con-
text in the whole year as a document and trained LDA on them. He traced the
change of topic rates over year to detect the semantic change and analyse the
change tendency by the topic words. He constructed a network linking words to
its context, and observes the change of the network structure.

In Jatowt’s [11] and Davies’ [3] works, semantic change were directly analyzed
through the change of context words during decades. Especially in Jatowt’s [11]
work, he proposed a framework for analyzing semantic change, which is captur-
ing semantic change of a single word and then finding evolution of similarities
between contrasting pairs of words. This framework was applied in many works
on analysing semantic change. After Mikolov et al. [16] proposed word embed-
ding, There were also some works applied word embedding on analysing semantic
change, both Kulkarni et al. [12] and Hamilton et al. [8] trained embedding and
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a transfer matrix to map vectors from different decades into the same vector
space, which make the semantic change more obvious.

3 Approaches

This section mainly introduces the approaches we applied during analysing the
semantic change phenomenon and explain the reason we chose these methods.

3.1 Word Embedding

It has been a long time to represent word as continuous vectors [4,9,10]. After
Bengio et al. [1] proposed the popular model for estimating neural network lan-
guage model (NNLM), word vector was first learned with a single hidden layer of
neural network [14,15]. Then in 2013, Mikolov et al. [16] proposed a new model
architecture to obtain the word vector directly using the CBoW and Skip-gram
model. The optimization is to maximize the joint probability between word and
its context word with a log-linear model. In this paper, we choose the skip-gram
architecture with negative sampling; its optimization is as following:

p(ci|wi) ∝ exp(ci ∗ wi) (1)

This vector, we also called word embedding, was performed excellent in semantic
presentation with lower dimension than before. Recently, it is widely used in
neural network as input to deal with the natural language processing tasks.

3.2 Random Project Forest

Computation on similarity among the whole corpus for each pair was time
wasted, this paper apply the popular approximate nearest neighbour method
called Random Project Forest [13]. This method chose a point randomly and
divided the whole corpus into two parts by the vector dot product. This oper-
ation tended to project the other vectors into the direction of the vector we
picked. Recursively dividing the part until reaching the minimum leaf node size,
we got a search tree. Constructing several search trees in this way, we got random
Project Forest. In fact, each search tree is a hash function to map the vector into
a low dimension space according to the cosine distance and the forest consists
of several search tree is to improve the accuracy of mapping. To find the nearest
neighbourhoods of one vector, we just searched in each tree and got the union
set of each leaf nodes.

3.3 DBSCAN

This paper tends to cluster the vectors of words to analyse the polysemy. The
similarity of word embedding is often computed by the cosine distance, which is
hard to be applied to the prototype-based clustering method such as k-means.
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And we also wanted to cluster the vectors without defining the cluster number. So
we applied a density-based clustering method called DBSCAN (Density-Based
Spatial Clustering of Applications with Noise) [6] to deal with the problem. It
defined the ε neighbourhood of one sample as an area in which all the distance
with other samples is no more than ε. And it defined the core object as the sample
which holds more than N samples in its ε neighbourhood. N is the minimum
batch size. To cluster the samples, we traced the core object to search its density-
reachable samples. Repeating this process until all the samples were assigned to
a cluster, we got the clustering result.

4 Experiments

In this section, we introduce the experiment we applied to analyse the semantic
change. We could see the word embedding give a good performance in this task.
Then we compared the similar word with the context in the semantic change
analysis.

4.1 Preparations

Before the experiments, we should pre-process the corpus and train the word
embedding. We used Google Books N-gram corpus in this experiment. This
corpus includes publications with over 500 billion words in 7 different languages
over centuries. For the reason of copyright limitations, it is distributed in n-
gram format. The corpus provides data in five gram format with the frequency
of each n-gram in one year, the count of pages and volume it occurred. During
pre-processing, we replace the blank space with the mark /ss and remove the
five gram which has more than three continuous blank space in order to avoid
repeated train. Then we abstract the five grams in certain years and treated five
gram in a whole year as a corpus.

When training the embedding, we use the word2vec tools by Google and
make some modifications. As we trained vectors by the five gram corpus, the
windows length had to be fixed on two. During training each five gram, we
regarded the third word as target word and others as context. Each five gram
record was attached with its frequency as format (word1, word2, . . . , word5,
frequency). We apply skip-gram architecture and set negative sampling to 25.
To make the training more closely to the natural language, we apply sampling
in the training to avoid training one block repeatedly. The sampling formula is
showed as following:

probabilty = min(
frequency

samplingbase
) (2)

Sampling could also prevent training bias on frequent words through adjust the
value of sampling base. For frequent word, the value of sampling base is less than
its frequency, so the sampling probability was set to 1. In fact, this step reduced
the occurrence of the frequent word and increased the sampling probability of
infrequent word than before.
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Fig. 1. Frequency change of the word ‘gay’ in Google Books N-gram Viewer

Fig. 2. The similar words change trend of term ‘gay’. The vertical axis is the number of
similar words which coexisted in different decades. The curve ‘gay b’ means comparing
current similar words with former decade and the curve ‘gay f’ means comparing with
the later.

4.2 Detecting the Semantic Change Based on Word Embedding

After we got the vector presentation of a word, we could detect the semantic
change trough comparing word with its similar words. The idea is that the most
similar words are not always fixed in each different year. The word which holds
the same meaning has stable contexts and similar words, while the polysemous
one has shifty contexts and similar words. So the changes of most similar words
reflect the semantic change. We use cosine similarity to show the correlation in
this paper.

In order to get the similar words, we compute the cosine similarity between
each word and extract the top N words. In order to reduce the complexity of
similarity computation, we use the Random Project Forest [13], an approximate
nearest neighbourhood algorithm based on cosine distance, to find the top N
similar words. In this paper, we filtered the top 50 similar words for each term.
Then we compared the similar words with the past decades and the next decades
to get the number of duplication. It is obvious that the semantic change has
occurred (Figs. 3 and 4).
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Fig. 3. The similar words change trend of term ‘mouse’. The vertical axis is the num-
ber of similar words which coexisted in different decades. The curve ‘mouse b’ means
comparing current similar words with former decade and the curve ‘mouse f’ means
comparing with the later.

Fig. 4. The similar words change trend of term ‘man’. The vertical axis is the number of
similar words which coexisted in different decades. The curve ‘man b’ means comparing
current similar words with former decade and the curve ‘man f’ means comparing with
the later.

We firstly apply our approach on the words which the meaning is changing
over time. After a word got a new meaning, the original one may get suppressed
and even disappeared. For instance, the word ‘gay’ was used as the meaning
of ‘joy’ originally. As shown in the Fig. 1, its frequency decreased sustainably
before 1970s. After 1970s, the frequency increased as long as the meaning of ‘male
homosexuality’ occurred and gradually became the main meaning. We compared
the vectors from the corpus during 1900 to 2000, curve ‘ b’ (backward) means
comparing the current decade similar words to the 1900 and curve ‘ f’ (forward)
means comparing to the 2000. Each point shows the concurrent number of the
similar words between two years. We can see the backward curve decreased while
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the forward curve increased over years. The cross point between two curves
means the sense of the word going to change. In Fig. 2, it was in the 1970s which
met the historical materials.

As we consider the case ‘mouse’, it shows similar phenomenon. Before 1950s,
most similar words of ‘mouse’ were both other animals. After 1950s, with the
development of biology, it tends to behave the meaning in clone technology.
Then in 1990s, personal computer became popular, it tends to represent the
device of computer. As for the stable word ‘man’, we can see the backward
curve is steady, which means comparing to the 1900s, the similar words was
stable over years. Although the forward curve increased, it was caused by the
increase of the vocabulary. Corpus in recent years has varieties of new words
that not occurred before, which depress the similarity between past words and
modern ones. Through the above observation, semantic change occurred when
one curved decrease and the other increased.

Compared to the works of Jatowt and Duh [11] and Davies [3], we replaced the
context vectors with the word embedding. According to Jatowts [11] works, we
chose the candidate words. He also computed the similarity of example words in
different stage to represent the semantic change and the similarity curve ascended
with the change. Compared to Jatowts [11] works, our approach represented the
change more obviously with the steep curve. And with the two cross curve,
our approach represent whether the change happened more clearly too. As for
Kulkarni’s [12] and Hamilton’s [8] works, it transfer the vectors into the same
vector space and present the semantic but consumed more computation source
and didn’t reveal that the change occurred.

4.3 Analysing the Semantic Trend with Word Embedding

Besides tracking the quantity of the similar words, this paper also analyse the
variation of similar words. In Fig. 5, we can see not only relevance between words
and its similar words but also similar words inside. In this experiment, we extract
the top 10 similar word. To show the relevance between the similar words, we
observe whether the word was top 20 similar of others.

In Fig. 5 the word ‘gay’, its similar words originally aggregate on the meaning
of joy. In 1900, it was divided into two part represent ‘joyous’ and ‘charming’,
then in 2000, this word changed to present the meaning of ‘male homosexuality’,
its similar word became ‘lesbian’ and ‘homosexual’. We could see little overlap
between top ten similar words in 1900 and 2000. The reason is that the semantic
change of words ‘gay’ was one-way, which means single meaning to single mean-
ing. New meaning occurred and gradually depressed the original one. Another
case is the word ‘mouse’ in Fig. 6. After it gained the new meaning, the original
one didn’t disappear. So we can see the word finally fixed on two meanings.
This kind of change could be called one-to-many, which means the new meaning
coexisted with the original one.

This phenomenon also revealed that the similar words mainly reflected a
word’s major meaning in current context. If term meaning changed one-to-one,
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Fig. 5. The similar words network change trend of term ‘gay’

Fig. 6. The similar words network change trend of term ‘mouse’

the similar word always concentrated on the same meaning. If it is changed one-
to-many, the similar word may cluster into several parts. Well do more analysis
in the next section.

4.4 Clustering on the Similar Words and Context Words

In the last section, we have proved the semantic change of a word could be
expressed by its similar word. Gulordava [6,7] showed the context word has a
similar effect on this problem. This section, we tried to compare the similar
words and context words on the presentation ability through clustering them.

We apply DBSCAN [6,14], a density clustering method, to cluster the words.
There are two parameters in this method: Epsilon to limit the maximum dis-
tance in the neighbourhood and Minimum size to limit the minimum number of
neighbourhood for a core object. The cosine distance ranged from −1 to 1 and 1
means two samples were the equal. During the clustering, we define the distance
as follow:
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distance = 1 − cos(vec1, vec2) (3)

In this paper, we set ε to 0.5 and Minimum size to 3, we can compare the
clustering difference between two word lists (Tables 1 and 2).

Table 1. The context words clusters of term ‘mouse’

Clusters Words

1 the, of, to, a, in, and, that, I, It

2 is, be, was, not, have, are, been, had

3 over, around, across

4 all, between, both

5 cell, cells, brain, skin, rat, embryo

6 move, moved, moving, passes

7 Am, Proc, Dev

8 use, click, button, select, drag, Place

9 transfer, release, releasing, targeting

10 pointer, keyboard, cursor

Table 2. The similar words clusters of term ‘mouse’

Clusters Words

1 rat, embryo, rabbit, mice, ovary,
embryos, vivo, mast, mammary,
monkey, hippocampus, H19, vitro,
liver pancreas, retina

2 pointer, cursor

As no matter whether TF-IDFS or LDA approaches both used the context
words to represent the meaning of one word, we firstly clustered context words
to attained the division of semantic. In the case of ‘mouse’, we could find that
the top 200 context words were divided into ten parts, including signs and stop
words. The part 5 tends to express the ‘creature’ meaning of ‘mouse’ while
the part 8 and part 10 tends to express the ‘computer device’. Observing the
words in different clusters, each cluster tends to hold the same characteristic or
usage, which makes it hard to ensure the meaning of a cluster. And Quantities
of stop words often holds high frequency, which leads more context words being
computed and make it even hard to distinguish the cluster with each other.

On the contrary, the similar words were clearly divided into two clusters; each
cluster corresponded to the meaning of ‘mouse’. With the similar words, we could
easily distinguish the meaning the two clusters expressed. And according to the
size of the clusters, we could also judge which meaning played a leading role in
the corpus decade.
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5 Conclusion and Future Work

This paper provided a new analysis method on semantic change task based on
the word embedding. This paper verified that the similar word computed through
the word embedding could reflect the semantic change. Tracing the variation of
similar words, we could find the period change occurred and the variation trend
of the meaning. Compared to the context words used before, it reflected the
trend more clearly and the clusters are much more meaningful.

The experiment showed that Google books N-gram corpus adapted to the
semantic change task. It holds abundant data in regular format and long time
span. In the whole corpus, the semantic changes happened frequently make it
convenient to analyse this phenomenon. To compute the similarity of the words
in less cost, we applied approximate nearest neighbour algorithm and gain equal
effect. Different from the past method which fixed the cluster quantity, we used
the density clustering method to recognize the polysemy automatically.

During the experiments, we could see that the similar words of a term
reflect its semantic change excellently. The doublication between former and
later present the semantic stability of the word and the variation of the simi-
lar words clusters present the trend of the semantic change. The clusters of the
similar word present the polysemy of the word more accurately than the con-
text words and more directly than the LDA methods, so the change of clusters
density might also be a signal for the semantic change.

In the future, we would try to quantize the semantic change based on the
word embedding. This paper proved the word embedding has good stability
with its context and similar words. A word with no semantic change holds the
stable context and similar words. We plan to find the stable relationship and
transform the vectors into the same vector space by the stable part. Then we
could model the semantic change process and analyse whether there are other
factors influence the semantic change. And the time cost is still a shortcoming
of this approach, we also intended to optimize the training time.
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Abstract. Word embeddings play a significant role in many modern
NLP systems. Since learning one representation per word is problematic
for polysemous words and homonymous words, researchers propose to
use one embedding per word sense. Their approaches mainly train word
sense embeddings on a corpus. In this paper, we propose to use word
sense definitions to learn one embedding per word sense. Experimental
results on word similarity tasks and a word sense disambiguation task
show that word sense embeddings produced by our approach are of high
quality.

Keywords: Word sense embedding · RNN · WordNet

1 Introduction

With the development of the Internet and computational efficiency of processors,
gigantic unannotated corpora can be obtained and utilized for natural language
processing (NLP) tasks. Those corpora can be used to train distributed word rep-
resentations (i.e. word embeddings) which play an important role in most state-
of-the-art NLP neural network models. The word embeddings capture syntactic
and semantic properties which can be exposed directly in tasks such as analog-
ical reasoning [14], word similarity [8] etc. Prevalent word embedding learning
models include Skip-gram [14], Glove [20] and variants of them.

Basic Skip-gram [14] and Glove [20] output one vector for each word. How-
ever, multi-sense words (including polysemous words and homonymous words)
should inherently have different embeddings for different senses. Therefore
researchers propose to use one embedding per word sense [2,8,9,11,12,19,21,
23,24]. Previous work tends to perform word sense induction (WSI) or word
sense disambiguation (WSD) on the corpus to determine the senses of words.
Then they train the word sense embeddings on it using variants of Skip-gram or
other approaches. However, the result of WSI or WSD on the corpus is not reli-
able and the errors from WSI or WSD will have bad effect on the quality of word
sense embeddings. Besides, these approaches normally produce bad embeddings
for rare word senses.
c© Springer International Publishing AG 2016
C.-Y. Lin et al. (Eds.): NLPCC-ICCPOL 2016, LNAI 10102, pp. 224–235, 2016.
DOI: 10.1007/978-3-319-50496-4 19
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Lexical ontologies such as WordNet [15] and BabelNet [18] are built by
specialists in linguistics and they provide semantic information of word senses
including their definitions. Different from determining word senses by WSI or
WSD models, semantic information provided by lexical ontologies is normally
accurate and reliable. To utilize the accurate information of word senses pro-
vided by lexical ontologies, we propose an approach based on recurrent neural
networks (RNN) to learn word sense embeddings from word sense definitions.
Our approach learns both word sense embeddings and a definition understand-
ing model. Since the collection of definitions is much smaller in scale than a
corpus for embedding training, our approach is less time-consuming compar-
ing with corpus-based learning approaches. Experimental results show that the
word sense embeddings are of high quality for both common and rare words and
the definition understanding model can understand other natural language text
besides word sense definitions.

Our contributions can be summarized as follows:

– We propose to learn word sense embeddings from word sense definitions using
RNN-based models.

– Different from previous embedding learning approaches, our learning is con-
ducted in a supervised paradigm.

– Our approach is less time-consuming comparing with corpus-based learning
approaches.

– Our approach treats senses of rare words and of common words equally since
definitions have no tendency to common words and this is hard to achieve for
corpus-based learning approaches.

The rest of this paper is organized as follows: Sect. 2 presents details of our
approach. Section 3 reports experimental results. Section 4 introduces the related
work. Section 5 concludes our work.

2 Methodology

While a corpus presents distributional properties of words, definitions provide
semantic information of word senses in a compositional way. Therefore, we
believe that we can compute word sense embeddings from definitions. We choose
to use recurrent neural networks to model semantic compositionality because
RNN-based models have been shown to be able to model semantic composition-
ality in many tasks, such as neural machine translation [1,6,10], text entailment
recognition [22] etc.

2.1 Definition Understanding Model

A word sense definition is a word sequence: {x1, x2, . . . , xn}. As Fig. 1 shows,
RNN models take word embeddings of the words in definitions one by one and
update the internal memory according to its computation unit. The output of
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Fig. 1. Mapping definitions to word sense embeddings with RNN-based model.

the RNN at the last word of the definition, i.e., hn is assumed to contain the
semantic meaning of the definition. Hence we map hn to sense embedding space
with a transformation matrix:

˜ews = Whhn + bh (1)

where Wh is the transformation matrix, bn is the bias term and ˜ews is the sense
embedding computed by the definition understanding model.

The specific RNN model can be a vanilla RNN model, Gated Recurrent Unit
(GRU) [3] or Long Short Term Memory (LSTM) [7]. Comparing with vanilla
RNNs, LSTMs and GRUs can hold long-term information, i.e., they can alleviate
the gradient vanishing and information-forgetting problem associated with the
vanilla RNN for long sequences [3,7].

2.2 Training Definition Understanding Model with Definitions
of Monosemous Words

Having determined the model structure, the challenge is how to train the RNN-
based definition understanding model. Since the contexts of a monosemous word
are associated with its only word sense, we assume its word sense embedding is
similar to its word embedding. So we initialize sense embeddings of monosemous
words with their word embeddings trained with Skip-gram [14] on a corpus and
thus we can train the RNN-based model parameters with sense embeddings
of monosemous words as target and their definitions as inputs. The words in
definitions are represented by their word embeddings. Word embeddings are
kept fixed during the whole training process. As word embeddings trained on
a corpus provide distributional properties of the words, our approach provides
a supervised training for model parameters by combining distributional and
compositional properties of word senses. The objective function of this training
step is

J1 = −
∑

w∈Vmono

cos(ews, ˜ews) (2)
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where Vmono is the set of monosemous words and ews is the initialized sense
embedding of the monosemous word w and ˜ews is the word sense embedding
produced by our RNN-based definition understanding model. With this objective
function, we train ˜ews to be similar to ews. Both the sense embeddings and word
embeddings used in definitions are fixed in this step, i.e., we only train model
parameters in this step.

2.3 Word Sense Embedding Learning

We have trained RNN-based definition understanding model with sense embed-
dings of monosemous words and their definitions in the previous step. However,
we still haven’t use definitions of senses of multi-sense words. Since the word
embeddings are trained according to the co-occurrences from a corpus, the word
embedding of a multi-sense word usually represent the most common sense bet-
ter and this is shown by our nearest neighbor evaluation in Sect. 3.2. So it is
not appropriate to initialize all sense embeddings of a multi-sense word with
its word embedding. Since WordNet provides a set of synonyms for each word
sense, we initialize the embedding of a word sense using the word embedding of
a synonym which contains only one sense. If there is no synonym conforms to
this condition, we initialize the sense embedding with the word embedding of a
word in its definition which has the largest cosine similarity with the original
word. Besides, the similarity should exceed a threshold δ which we set to be
0.2 or we will use the word embedding of the target word sense to initialize its
sense embedding. Although these sense embeddings are simply initialized, they
still contain meaningful semantic information for training the definition under-
standing model and reversely they will also be tuned by our model. Comparing
with the last step, we still optimize the cosine similarities between embeddings
produced by the RNN-based definition understanding model and the initialized
word sense embeddings. The difference is that in this step we use definitions of
both monosemous words and multi-sense words and update all sense embeddings
jointly including sense embeddings of monosemous words because some of them
are of low quality if the words are of low frequency in the corpus their word
embeddings are trained. The objective function is as follows:

J2 = −
∑
w∈V

∑
s∈Sw

cos(ews, ˜ews) (3)

where V is the whole word set and Sw is the set of word senses of word w. To sum
up, we make word sense embeddings and RNN-based definition understanding
model tune each other in this step.

2.4 Training with Word Sense Embeddings to Represent
Words in Definitions

In the previous two steps, we train the definition understanding model and learn
sense embeddings jointly using word embeddings to represent words in defini-
tions. However, some words in definitions are multi-sense words and therefore to
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use sense embeddings to represent those words is assumed to be more appropri-
ate. Besides, it can also be seen as an application of the word sense embeddings
trained in the last step.

To this end, we perform WSD for the words in definitions. We apply S2C
(simple to complex) strategy described in [2] to implement WSD. Specifically,
we identify the senses for words with less senses first and then for words with
more senses. We compute the cosine similarity between each sense embedding
of a word with its context embedding and choose the sense with greatest cosine
similarity with the context embedding as the sense of the word. The context
embedding is the average embedding of some other words in definitions. These
words include nouns, verbs, adjectives and adverbs. We use the sense embeddings
of those words whose senses have been identified and use the word embeddings
of the rest words.

The objective function is the same as the previous step, but we use sense
embeddings to represent words in definitions in this step and their sense embed-
dings are updated for the optimization of the objective function.

3 Experiments

We present qualitative evaluations and quantitative evaluations in this section.
To show our word sense embeddings capture the semantics of word senses, we
present the nearest neighbors of a word sense based on cosine similarity between
the embedding of the center word sense and embeddings of other word senses.
Besides, to show our model can actually understand a definition or any descrip-
tion, we present the most matched word senses for a given description according
to our RNN-based definition understanding model. In our quantitative evalua-
tions, we evaluate the sense embeddings on word similarity tasks and a word
sense disambiguation task.

3.1 Setup

We use WordNet 3.01 as the lexical ontology to acquire the definitions of word
senses. We choose the publicly released 300 dimensional vectors2 trained with
Skip-gram [14] on part of Google News dataset (about 100B words) as word
embeddings used in our approach. We also take the word embeddings as our base-
line. We randomly initialize model parameters within (−0.012, 0.012) except that
bias terms are initialized as zero vectors. We adopt Adadelta [25] with mini-batch
to minimize our objective functions and set the initial learning rate to be 0.12.

3.2 Qualitative Evaluations

To illustrate the quality of our word sense embeddings, we show the nearest neigh-
bors of words and of their senses in Table 1. The nearest neighbors of words are
1 http://wordnet.princeton.edu/.
2 https://code.google.com/archive/p/word2vec/.

http://wordnet.princeton.edu/
https://code.google.com/archive/p/word2vec/
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Table 1. Nearest neighbors based on cosine similarity between word embeddings or
sense embeddings.

Center word/sense Nearest neighbors

Bank ATM machines, Iberiabank, automated teller machines

bank1 financial, deposit, ATMs

bank2 riverbank, water, slope

Star matinee idol, singer, superstar

star1 asteroid, celestial, supernova

star2 legend, standout, footballer

Pretty wonderfully, unbelievably, nice

pretty1 remarkably, extremely, obviously

pretty2 beauteous, dainty, lovely

computed using word embeddings. The nearest neighbors of word senses are com-
puted using word sense embeddings trained with our definition understanding
model which uses GRU as its specific RNN. We leave out the sense numbers of
nearest senses because the numbers are meaningless to be presented here. As can
be seen, the nearest neighbors of the center words are normally associated with the
most common sense of the word. Whereas, the nearest neighbors of word senses
are associated with the corresponding sense of the word. Besides, some nearest
neighbours (e.g., “supernova”, “dainty”) are rare to be seen in a corpus. There-
fore it indicates even the sense embeddings of rare words are meaningful.

Although we train RNN-based definition understanding model to map a def-
inition to its sense embedding, we will show the RNN-based definition under-
standing model can also understand descriptions we made up. We compute the
cosine similarities between the embedding produced by our model according to
the description and all word sense embeddings to find those most matched word
senses. We still choose GRU as the specific RNN. Table 2 shows the most matched
word senses to the given descriptions. The descriptions in the upper subfield are

Table 2. Using our definition understanding model to find the most matched word
senses for descriptions.

Description Most matched words

Free of deceit Aboveboard, gullible, genuine

Causing one to believe the truth of something Prove, convince, falsifiable

Make (someone) agree, understand, or realize the
truth or validity of something

Convince, inform, acknowledge

The place where people live in Home, dwellings, inhabited

A machine we use every day Counter, computer, dishwasher

The animal which lives in the sea Clam, nautilus, stonefish
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definitions from WordNet and those in the under subfield are casual descriptions
made up by us. Most of the predicted words match the meaning the descriptions
convey and those that don’t exactly match (e.g., “gullible”, “falsifiable”) are
semantically relevant. The predicted words of the descriptions we make up are
coincident with the descriptions. That illustrates our definition understanding
model is effective to understand natural language.

3.3 Quantitative Evaluations

Word Similarity Evaluation on WordSim-353. WordSim-353 dataset [4]
consists of 353 pairs of nouns which are associated with human judgments on
their similarities without context information. The evaluation metrics on this
dataset is the Spearman’s rank correlation coefficient ρ between the average
human score and the cosine similarity scores predicted by the system.

Following [8,9,21], we use weighted average of cosine similarities between
each possible word sense pair as the similarity of the two words. Since there is
no context provided, the weights can be uniformly distributed which is adopted
by [8,21] or be determined by word sense frequency in the training set which
is adopted by [9]. We choose to take the weights uniformly distributed. The
following equation describe the weighted strategy:

WeiSim(w,w′) =
n1∑
i

n2∑
j

p(si|w)p(sj |w′)cos(ewsi
, ew′

sj
) (4)

where w and w′ are the two given words, n1 and n2 are the number of senses
of the two words and p(si|w) and p(sj |w′) are the normalized weights to use si
and sj to compute similarity, ewsi

and ew′
sj

are sense embeddings.
Table 3 shows our results compared with previous approaches. Reisinger and

Mooney [21] propose to cluster the contexts of each word into groups and make
each cluster a distinct prototype vector. Huang et al. [8] also use contexts to
determine the number of senses of a word and use global context to improve
word representations. Neelakantan et al. [19] extend Skip-gram [14] to learn
multiple embeddings per word. Wu and Giles [24] cluster word senses and learn
word sense embeddings from related Wikipedia concepts. Iacobacci et al. [9] use
BabelNet [18] as the word sense inventory and apply WSD to a corpus before
they train word sense embeddings with Continuous Bag of Words (CBOW) archi-
tecture [13].

As can be seen, our approach achieves significant improvement over the orig-
inal word embeddings we use. Most improvements come from the step we train
word sense embeddings with our RNN-based models when the definitions are
still represented by word embeddings. We achieve further significant improve-
ments when we continue to jointly train the model and learn sense embeddings
using sense embeddings trained in the previous step to represent words in defini-
tions. It can be seen as an application of sense embeddings in a natural language
understanding task, so it also illustrates our sense embeddings are better than
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Table 3. Performances on WordSim-353. The bottom subfield shows the performance
of different settings of our system. SG represents just using word embeddings we
acquired. Def (Word) represents the step in which we use word embeddings to represent
words in definitions to train model and sense embeddings. Def (Sense) represents the
step in which we use sense embeddings to represent words in definitions to train model
and sense embeddings. * indicates statistical significant differences in t-test between
performances of SG(100B) and SG (100B) + Def (Word). ** indicates statistical sig-
nificant differences in t-test between performances of SG (100B) + Def (Word) and SG
(100B) + Def (Word)+ Def (Sense) with the same RNN model.

System ρ × 100

Reisinger and Mooney [21] tf-idf (Wiki2.05B) 76.0

Huang et al. [8] (0.99B) 71.3

Neelakantan et al. [19] (0.99B) 71.2

Wu and Giles [24] 73.9

Iacobacci et al. [9] 77.9

SG (100B) 66.5

SG (100B) + Def (Word) (vanilla RNN) 67.4(+0.9)*

SG (100B) + Def (Word)+ Def (Sense) (vanilla RNN) 68.2(+0.7)**

SG (100B) + Def (Word) (LSTM) 74.1(+7.6)*

SG (100B) + Def (Word)+ Def (Sense) (LSTM) 75.0(+0.9)**

SG (100B) + Def (Word) (GRU) 73.7(+7.2)*

SG (100B) + Def (Word)+ Def (Sense) (GRU) 74.7(+1.0)**

word embeddings for natural language understanding from the perspective of
real-world natural language understanding tasks. The LSTM version and GRU
version present comparable performances to be used as the specific RNN in def-
inition understanding model and vanilla RNN performs much worse than the
other two models. This is in accordance with what previous work illustrated
about the superiority of GRUs and LSTMs over vanilla RNNs [3,7].

Word Similarity Evaluation on Stanford’s Contextual Word Similar-
ities. Since we need a context to determine the sense of a word when we use
the sense embeddings in real-world tasks and evaluation on context-free word
similarity datasets does not allow us to determine the sense, it cannot fully
reveal the quality of our sense embeddings. Stanford’s Contextual Word Simi-
larities (SCWS) [8] is a data set which provides the contexts of the target words.
The way we determine the sense of the target words is the same S2C strategy
we described in Sect. 2.4. Having determined the senses of the target words, we
compute cosine similarity of their sense embeddings as their similarity. The eval-
uation metrics is also the Spearman’s rank correlation coefficient ρ between the
average human rating and the cosine similarity scores given by our approach.
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Table 4. Performances for our system and other proposed approaches on SCWS
dataset.

System ρ × 100

Huang et al. [8] (0.99B) 65.7

Chen et al. [2] (1B) + WordNet 68.9

Tian et al. [23] (0.99B) 65.4

Neelakantan et al. [19] (0.99B) 69.3

Li et al. [11] (120B) 69.7

Liu et al. [12] (0.99B) 68.1

Wu and Giles [24] 66.4

Iacobacci et al. [9] 62.4

SG (100B) 64.4

SG (100B) + Def (Word) (vanilla RNN) 66.2(+1.8)*

SG (100B) + Def (Word)+ Def (Sense) (vanilla RNN) 66.8(+0.6)**

SG (100B) + Def (Word) (LSTM) 68.9(+4.5)*

SG (100B) + Def (Word)+ Def (Sense) (LSTM) 69.5(+0.6)**

SG (100B) + Def (Word) (GRU) 69.1(+4.7)*

SG (100B) + Def (Word)+ Def (Sense) (GRU) 69.5(+0.4)**

Table 4 shows our results compared to previous approaches. Besides the
models we have mentioned, Chen et al. [2] use WordNet to acquire number
of senses of words and use definitions just to initialize sense embeddings and
then train sense embeddings on a corpus processed with WSD model. Tian
et al. [23] model word polysemy from a probabilistic perspective and combine it
with Skip-Gram [14] model. Liu et al. [12] incorporate topic models into word
sense embedding learning. Li and Jurafsky [11] use Chinese Restaurant Processes
to determine the sense of a word and learn the sense embeddings jointly.

As can be seen, the improvements from each training step of our approach
are in accordance with the results in WordSim-353 evaluation. LSTM and GRU
also present much more improvements than vanilla RNN. Our proposed app-
roach present high overall performance on both word similarity tasks. That
illustrates the word sense embeddings indeed capture the semantics of word
senses. Strictly speaking, the comparison between different approaches are not
totally fair because the resources different approaches use are different.

Word Sense Disambiguation Evaluation. We also apply our word sense
embeddings in a word sense disambiguation task to show the word sense embed-
dings capture the differences between senses of a word. In Semeval-2007 coarse-
grained all-words WSD task [17], WordNet is used as the word sense inventory.
But the evaluation of word sense disambiguation result is on a coarser-grained
version of the WordNet sense inventory and those word senses which are hard
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to disambiguate even for human are clustered into one class. The version of
WordNet used in this task is 2.1, but we learn our word sense embeddings with
WordNet 3.0. So we use the sense map3 between the two versions provided by the
developers to address this issue. To compare the effectiveness of our word sense
embedding on this task with previous work, following Chen et al. [2], we still
adopt the S2C strategy we described in Sect. 2.4 to disambiguate word sense.
We also show the result produced by randomly choosing the sense of words
according to [2].

Table 5. Performances on Semeval-2007 coarse-grained all-words WSD task.

System F1

Random 62.7

Chen et al. [2] (1B) + WordNet 75.8

SG (100B) + Def (Word) (vanilla RNN) 69.5

SG (100B) + Def (Word)+ Def (Sense) (vanilla RNN) 70.3(+0.8)**

SG (100B) + Def (Word) (LSTM) 75.6

SG (100B) + Def (Word)+ Def (Sense) (LSTM) 76.4(+0.8)**

SG (100B) + Def (Word) (GRU) 75.7

SG (100B) + Def (Word)+ Def (Sense) (GRU) 76.3(+0.6)**

The results are shown in Table 5. After we train our model and word sense
embeddings using sense embeddings to represent words in definitions, our app-
roach outperforms Chen et al. [2] on this task. It illustrates that our sense embed-
dings can actually distinguish different senses of a word and our approach can
actually learn the semantics of senses from definitions.

4 Related Work

Early word embedding learning approaches learn one embedding per word. Skip-
gram [14] and Glove [20] are the most prevalent models of this kind. Both of
them use context information extracted from an unannotated corpus to learn
word embeddings.

Since one embedding for each word sense are suggested to be better than a
single embedding for a word, many word sense embedding learning approaches
have been proposed [2,8,9,11,12,19,21,23,24]. Researchers tend to extend Skip-
gram and Glove models to learn sense embeddings with WSI or WSD as a
preliminary. Reisinger and Mooney [21] propose to cluster the contexts of each
word into groups and make each cluster a distinct prototype vector. Huang et al.
[8] determine the sense of a word by clustering the contexts and then apply it to
neural language model with global context. Guo et al. [5] propose to use parallel

3 https://wordnet.princeton.edu/man/sensemap.5WN.html.

https://wordnet.princeton.edu/man/sensemap.5WN.html
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data for WSI and learning word sense embeddings. Neelakantan et al. [19] extend
Skip-gram [14] to a model which jointly performs word sense discrimination and
embedding learning. Liu et al. [12] associate words with topics and then extend
Skip-gram [14] to learn sense and topic embeddings. Wu and Giles [24] propose
to use Wikipedia concepts to cluster word senses and to learn sense-specific
embeddings of words. Li and Jurafsky [11] use Chinese Restaurant Processes to
determine the sense of a word and learn the sense embedding jointly. Iacobacci
et al. [9] use BabelNet [18] as the word sense inventory and opt for Babelfy [16]
to perform WSD on Wikipedia4. Then they train word sense embeddings using
CBOW architecture [13] on the processed corpus. Chen et al. [2] use WordNet
as its lexical ontology to acquire numbers of word senses and use the average
word embedding of words chosen from definitions as the initialization of sense
embeddings. And then they do WSD on a corpus and train sense embeddings
with a variant of Skip-gram on the corpus. Both of our approaches use words in
definitions to initialize word sense embeddings, but after that their training still
concentrates on the corpus while we train our model and word sense embeddings
with definitions. The disadvantage to use a corpus processed by WSD or WSI
may come from the unreliability of the processing results and since a corpus for
embedding training is usually much larger in scale than the summation of all
the definitions to get satisfied result, their approach inevitably consumes much
more time on WSD and training.

5 Conclusion

In this paper, we propose to use RNN-based models to learn word sense embed-
dings from sense definitions. Our approach produces an effective natural language
understanding model and word sense embeddings of high quality. Comparing
with previous work training word sense embeddings on a corpus, our approach
is less time-consuming and better for rare word senses. Experimental results
show our word sense embeddings are of high quality.
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Abstract. State-of-the-art systems of Chinese Named Entity Recogni-
tion (CNER) require large amounts of hand-crafted features and domain-
specific knowledge to achieve high performance. In this paper, we apply
a bidirectional LSTM-CRF neural network that utilizes both character-
level and radical-level representations. We are the first to use character-
based BLSTM-CRF neural architecture for CNER. By contrasting the
results of different variants of LSTM blocks, we find the most suitable
LSTM block for CNER. We are also the first to investigate Chinese
radical-level representations in BLSTM-CRF architecture and get better
performance without carefully designed features. We evaluate our system
on the third SIGHAN Bakeoff MSRA data set for simplfied CNER task
and achieve state-of-the-art performance 90.95% F1.

Keywords: BLSTM-CRF · Radical features · Named Entity
Recognition

1 Introduction

Named Entity Recognition (NER) is a fundamental technique for many nat-
ural language processing applications, such as information extraction, question
answering and so on. Carefully hand-crafted features and domain-specific knowl-
edge resources, such as gazetteers, are widely used to solve the problem. As to
Chinese Named Entity Recognition (CNER), there are more complicated proper-
ties in Chinese, for example, the lack of word boundary, the complex composition
forms, the uncertain length, NE nesting definition and so on [7].

Many related research regards NER as a sequence labelling task. The applied
methods on CNER include Maximum Entropy (ME) [3,20], Hidden Markov
Model (HMM) [8], Support Vector Machine (SVM) [19] and Conditional Ran-
dom Field (CRF) algorithms [7,10]. Character-based tagging strategy achieves
comparable performance without results of Chinese Word Segmentation (CWS)
[2,31], which means Chinese character can be the minimum unit to identify NEs

c© Springer International Publishing AG 2016
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DOI: 10.1007/978-3-319-50496-4 20



240 C. Dong et al.

Fig. 1. Decomposition of Chinese character

instead of words. Character-based tagging simplifies the task without reducing
performance, so we apply character-based tagging strategy in this paper. With
the rapid development of deep learning, neural networks start to show its great
capability in NLP tasks and outperform popular statistical algorithms like CRF
[16]. Recurrent Neural Network (RNN) learns long distance dependencies bet-
ter than CRF which utilizes features found in a certain context window. As a
special kind of RNN, Long Short-term Memory (LSTM) neural network [13] is
proved to be efficient in modeling sequential text [14]. LSTM is designed to cope
with the gradient varnishing/exploding problems [1]. Char-LSTM [17] is intro-
duced to learn character-level sequences, such as prefix and suffix in English. As
to Chinese, each character is semantically meanful, thanks to its pictographic
root from ancient Chinese as depicted in Fig. 1 [26]. The left part of Fig. 1 illus-
trates the evolution process of Chinese character “ ”. The right part of Fig. 1
demonstrates the decomposition. This character “ ”, which means “morning”,
is decomposed into 4 radicals1 that consists of 12 strokes. As depicted by the
pictograms in the right part of Fig. 1, the 1st radical (and the 3rd that happens
to be the same) means “grass”, and the 2nd and the 4th mean the “sun” and
the “moon”, respectively. These four radicals altogether convey the meaning that
“the moment when sun arises from the grass while the moon wanes away”, which
is exactly “morning”. On the other hand, it is hard to decipher the semantics of
strokes, and radicals are the minimum semantic unit for Chinese.

In this paper, we use a character-based bidirectional LSTM-CRF (BLSTM-
CRF) neural network for CNER task. By contrasting results of LSTM varients,
we find a suitable LSTM block for CNER. Inspired by char-LSTM [17], we pro-
pose a radical-level LSTM for Chinese to capture its pictographic root features
and get better performance on CNER task.

2 Related Work

In the third SIGHAN Bakeoff [18] CNER shared task, there are three kinds of
NEs, namely locations, persons, organizations. Although other statistical models,
1 https://en.wikipedia.org/wiki/Radical (Chinese characters).

https://en.wikipedia.org/wiki/Radical_(Chinese_characters)
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such as HMM and ME, once achieved good results [3,8,20], nearly all leading
performance are achieved using CRF model on this bakeoff. Many following work
emphasizes on feature-engineering of character-based CRF model [7,10].

Several neural architectures have previously been proposed for English NER.
Our model basically follows the idea of [17]. [17] presented a LSTM-CRF archi-
tecture with a char-LSTM layer learning spelling features from supervised corpus
and didn’t use any additional resources or gazetteers except a massive unla-
belled corpus for unsupervised learning of pretrained word embeddings. Instead
of char-LSTM for phonogram languages in [17], we propose a radical-level LSTM
designed for Chinese characters. [6] uses a Convolutional Neural Network (CNN)
over a sequence of word embeddings with a CRF layer on top. [14] presented a
model similar to [17]’s LSTM-CRF, but used hand-crafted spelling features. [4]
proposed a hybrid of BLSTM and CNNs to model both character-level and word-
level representations in English. They utilized external knowledge such as lexicon
features and character-type. [22] proposed a BLSTM-CNNs-CRF architecture
using CNNs to model character-level information. [28] proposed a hierarchical
GRU neural network for sequence tagging using multi-task and cross-lingual
joint training.

Only a few work focused on Chinese radical information. [27] proposed a
feed-forward neural network similar to [6], but used Chinese radical information
as supervised tag to train character embeddings. [21] trained their character
embeddings in a holistic unsupervised and bottom-up way based on [23,24],
using both radical and radical-like components. [26] used radical embeddings as
input like ours and utilized word2vec [23] package to pretrain radical vectors,
but they used CNNs, while we use LSTM to obtain radical-level information.

3 Neural Network Architecture

3.1 LSTM

RNNs are a family of neural networks designed for sequential data. RNNs take
as input a sequence of vectors (x1,x2, . . . ,xn) and return another sequence
(h1,h2, . . . ,hn) that represents state layer information about the sequence at
each step in the input. In theory, RNNs can learn long dependencies but in
practice they tend to be biased towards their most recent inputs in the sequence
[1]. Long Short-term Memory Networks (LSTMs) incorporate a memory-cell
to combat this issue and have shown great capabilities to capture long-range
dependencies. Our LSTM has input gate, output gate, forget gate and peephole
connection. The update of cell state use both input gate and forget gate results.
The implementation is:

it = σ(Wxixt + Whiht−1 + Wcict−1 + bi) (input gate)
ft = σ(Wxfxt + Whfht−1 + Wcfct−1 + bf ) (forget gate)
ct = ft � ct−1 + it � tanh(Wxcxt + Whcht−1 + bc) (cell state)
ot = σ(Wxoxt + Whoht−1 + Wcoct + bo) (output gate)
ht = ot � tanh(ct) (output)
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where σ is the element-wise sigmoid function, � is the element-wise product,
W’s are weight matrices, and b’s are biases.

We get the context vector of a character using a bidirectional LSTM. For
a given sentence (x1,x2, . . . ,xn) containing n characters, each character repre-
sented as a d-dimensional vector, a LSTM computes a representation

−→
ht of the

left context of the sentence at every character t. Similarly, the right context←−
ht starting from the end of the sentence should provide useful information. By
reading the same sentence in reverse, we can get another LSTM which achieves
the right context information. We refer to the former as the forward LSTM and
the latter as the backward LSTM. The context vector of a character is obtained
by concatenating its left and right context representations, ht =

[−→
ht;

←−
ht

]
.

3.2 CRF

The hidden context vector ht can be used directly as features to make inde-
pendent tagging decisions for each output yt. But in CNER, there are strong
dependencies across output labels. For example, I-PER cannot follow B-ORG,
which constraints the possible output tags after B-ORG. Thus, we use CRF to
model the outputs of the whole sentence jointly. For an input sentence,

X = (x1,x2, . . . ,xn)

we regard P as the matrix of scores outputted by BLSTM network. P is of size
n × k, where k is the number of distinct tags, and Pi,j is the score of the jth tag
of the ith character in a sentence. For a sequence of predictions,

y = (y1, y2, . . . , yn)

we define its score as

s(X,y) =
n∑

i=0

Ayi,yi+1 +
n∑

i=1

Pi,yi
(1)

where A is a matrix of transition scores which models the transition from tag
i to tag j. We add start and end tag to the set of possible tags and they are
the tags of y0 and yn that separately means the start and the end symbol of a
sentence. Therefor, A is a square matrix of size k + 2. After applying a softmax
layer over all possible tag sequences, the probability of the sequence y:

p(y|X) =
es(X,y)∑

ỹ∈YX
es(X,ỹ)

(2)

We maximize the log-probability of the correct tag sequence during training:

log(p(y|X)) = s(X,y) − log(
∑

ỹ∈YX

es(X,ỹ)) (3)

= s(X,y) − logadd
ỹ∈YX

s(X, ỹ) (4)
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Fig. 2. Main architecture of character-based BLSTM-CRF.

where YX represents all possible tag sequences including those that do not obey
the IOB format constraints. It’s evident that invalid output label sequences will
be discouraged. While decoding, we predict the output sequence that gets the
maximum score given by:

y∗ = arg max
ỹ∈YX

s(X, ỹ) (5)

We just consider bigram constraints between outputs and use dynamic program-
ming during decoding (Fig. 2).

3.3 Radical-Level LSTM

Chinese characters are often composed of smaller and primitive radicals, which
serve as the most basic unit for building character meanings [21]. These radicals
are inherent features inside Chinese characters and bring additional information
that has semantic meaning. For example, the characters “ ”(you),“ ”(he), and
“ ”(people) all have the meanings related to human because of their shared rad-
ical “ ”(human), a variant of Chinese character “ ”(human) [21]. Intrinsically,
this kind of radical semantic information is useful to make characters with simi-
lar radical sequences close to each other in vector space. It motivates us to focus
on the radicals of Chinese characters.

In modern Chinese, character usually contains several radicals. In MSRA
data set, including training set and test set, 75.6% characters have more
than one radical. We get radical compositions of Chinese characters from
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online Xinhua Dictionary2. In simplified Chinese, radicals inside a character
may have changed from its original shape. For example, the first radical of the
Chinese character “ ”(leg) is “ ”(moon), which is the simplified form of tradi-
tional radical “ ”(meat), while the radical of “ ”(morning) is also “ ”(moon)
and actually means moon. To deal with these variants, we replace the most
important simplified radical, which is also called bù(meaning “categories”), with
its traditional shape of radical to restore its original meaning. Both the simplified
radical and the traditional radical of a character can be found in online Xinhua
Dictionary, too. For a monoradical character, we just use itself as its radical
part. After this substitution, we get all the composing radicals to build a radical
list of every Chinese character. As each radical of a character has a unique posi-
tion, we regard the radicals of one character as a sequence in writing order. We
employ a radical-level bidirectional LSTM to capture the radical information.
Figure 3 shows how we obtain the final input embeddings of a character.

Fig. 3. The final embeddings of Chinese character . We concatenate the final out-
puts of the radical-level BLSTM to the character embedding from a lookup table as
the final representation for the character .

2 http://tool.httpcn.com/Zi/.

http://tool.httpcn.com/Zi/
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3.4 Tagging Scheme

As we use a character-based tagging strategy, we need to assign a named entity
label to every character in a sentence. Many NEs span multiple characters in
a sentence. Sentences are usually represented the IOB format(Inside, Outside,
Beginning). In this paper, we use IOBES tagging scheme. Using this scheme,
more information about the following tag is considered.

4 Network Training

4.1 LSTM Variants

We compare results of LSTM variants on CNER to find a better variant of
LSTM. The initial version of LSTM block [13] included cells, input and output
gates to solve the gradient varnishing/exploding problem. So we keep input and
output gate in most of the variants. The derived variants of LSTM mentioned
in Sect. 3.1 are the following:

1. No Peepholes, No Forget Gate, Coupled only Input Gate (NP, NFG, CIG)
2. Peepholes, No Forget Gate, Coupled only Input Gate (P, NFG, CIG)
3. No Peepholes, Forget Gate, Coupled only Forput Gate (NP, FG, CFG)
4. No Peepholes, Forget Gate, Coupled Input and Forget Gate (NP, FG, CIFG)
5. No Peepholes, Forget Gate(1), Coupled Input and Forget Gate (NP, FG(1),

CIFG)
6. Gated Recurrent Unit (GRU)

Considering formule cell state in Sect. 3.1, if we use CIG to update cell state,
there will be only one gate for both the input and the cell state, so forget gate will
be omitted. This is equivalent to setting ft = 1−it instead of using the forget gate
independently. GRU [5] is a variant of LSTM without having separate memory
cells and exposes the whole state each time. (5) means bias of forget gate are
initialized to 1 instead 0. Results of different variants are reported in Sect. 5.2.

4.2 Pretrained Embeddings

There are usually too many parameters to learn from only a limited training data
in deep learning. To solve this problem, unsupervised learning method to pre-
train embeddings emerged, which only used large unlabelled corpus. Instead of
randomly initialized embeddings, well pretrained embeddings have been proved
important for performance of neural network architectures [11,17]. We observe
significant improvements using pretrained character embeddings over randomly
initialized embeddings. Here we use gensim3 [25], which contains a python ver-
sion implementation of word2vec. These embeddings are fine-tuned during train-
ing. We use Chinese Wikipedia backup dump of 20151201. After transforming
traditional Chinese to simplified Chinese, removing non-utf8 chars and unifying
3 https://radimrehurek.com/gensim/index.html.

https://radimrehurek.com/gensim/index.html
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different styles of punctuations, we get 1.02 GB unlabelled corpus. Character
embeddings are pretrained using CBOW model because it’s faster than skip-
gram model. Results using different character embedding dimension are shown
in Sect. 5.2. Radical embeddings are randomly initialized with dimension of 50.

4.3 Training

We use dropout training [12] before the input to LSTM layer with a probability
of 0.5 in order to avoid overfitting and observe a significant improvement in
CNER performance. According to [17], we train our network using the back-
propagation algorithm updating our parameters on every training example, one
at a time. We use stochastic gradient decent (SGD) algorithm with a learning
rate of 0.05 for 50 epochs on training set. Dimension of LSTM is the same as its
input dimension.

5 Experiments

5.1 Data Sets

We test our model on MSRA data set of the third SIGHAN Bakeoff Chinese
named entity recognition task. This dataset contains three types of named enti-
ties: locations, persons, organizations. Chinese word segmentation is not avail-
able in test set. We just replace every digit with a zero and unify the styles of
punctuations appeared in MSRA and pretrained embeddings.

5.2 Results

Table 1 presents our comparisons with different variants of LSTM block.
(1) achieves best performance among all the variants. We observe that peephole
connections do not improve performance in CNER, but they increase training
time because of more connections. Different from conclusions of [9,15], perfor-
mance decreases after adding the forget gate no matter how to update cell state.

Table 1. Results with LSTM variants.

ID Variants of LSTM F1

(1) NP, NFG, CIG 90.75

(2) P, NFG, CIG 90.37

(3) NP, FG, CFG 89.85

(4) NP, FG, CIFG 89.90

(5) NP, FG(1), CIFG 90.45

(6) GRU 90.43

Table 2. Results with different character
embedding dimensions.

Dimension F1

50 88.92

100 90.75

200 90.44
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But performance is prompted after setting bias of the forget gate to 1, which
make the forget gate to tend to remember long distance dependencies. The way
to couple the input and forget gates does not have significantly impact on per-
formance, which is the same as [9]. GRU needs less training time due to the
simplification of inner structure without hurting performance badly. Finally, we
choose (1) as the LSTM block in the following experiments.

Table 2 shows results with different character embedding dimensions. We
use pretrained character embeddings, dropout training, BLSTM-CRF architec-
ture on all three experiments. Different from results reported by [17] in English,
50 dims is not enough to represent Chinese character. 100 dims achieve 1.83% bet-
ter than 50 dims in CNER, but no more improvement is observed using 200 dims.
We use 100 dims in the following experiments.

Our architecture have several components that have different impact on the
overall performance. Without CRF layer on top, the model does not converge to
a stable state in even 100 epochs using the same learning rate 0.05. We explore
the impact that dropout, radical-level representations, pretraining of charac-
ter emebeddings have on our LSTM-CRF architecture. Results with different
architectures are given in Table 3. We find that radical-level LSTM gives us an
improvement of +0.53 in F1 with random initialized character embeddings. It is
evident that radical-level information is effective for Chinese. Pretrained char-
acter embeddings, which is trained using unlabelled Chinese Wikipedia corpus
by unsupervised learning, increase result by +1.84 based on dropout training.
Dropout is important and gives the biggest improvement of +3.88. Radical-level
LSTM makes out-of-vocabulary characters, which are initialized with random
embeddings, close to known characters that have similar radical components.
Only 3 characters in the training and test set can not be found in Wikipedia
corpus. In other words, there are few characters initialized with random embed-
dings. So we do not find further improvement using both radical-level LSTM and
well pretrained character embeddings. Radical-level LSTM is obviously effective
when there is no large corpus for character pretrainings.

Table 3. Results with different components.

Variant F1

random + dropout 88.91

random + radical + dropout 89.44

pretrain + dropout 90.75

pretrain 86.87

Table 4 shows our results compared with other models for Chinese named
entity recognition. To show the capability of our model, we train our model for
100 epochs instead of 50 epochs in the previous experiments. Zhou [31] got first
place using word-based CRF model with delicated hand-crafted features in the
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Table 4. Results with different methods. We train our models for 100 epochs in this
experiment. aIndicates results in the open track.

Model PER-F LOC-F ORG-F P R F

Zhou [31] 90.09 85.45 83.10 88.94 84.20 86.51

Chen [2] 82.57 90.53 81.96 91.22 81.71 86.20

Zhou [32] 90.69 91.90 86.19 91.86 88.75 90.28

Zhang [29]a 96.04 90.34 85.90 92.20 90.18 91.18

BLSTM-CRF + radical 89.62 91.76 85.79 91.39 88.22 89.78

BLSTM-CRF + pretrain 91.77 92.10 87.30 91.28 90.62 90.95

closed track on MSRA data set with F1 86.51%. Chen [2] achieved F1 86.20%
using character-base CRF model. Zhou [32] used a global linear model to iden-
tify and categorize CNER jointly with 10 carefully designed feature templates
for CNER and 31 context feature templates from [30]. Zhou [32] adopted a more
granular labelling schemes for example changing PER tags that are shorter than
4 characters and begin with a Chinese surname to Chinese-PER. In the open
track, Zhang [29] got first place using ME model combining knowledge from vari-
ous sources with 91.18%, such as person name list, organization name dictionary,
location keyword list and so on. Our BLSTM-CRF with radical embeddings out-
performs previous best CRF model by +3.27 in overall. Our BLSTM-CRF with
pretrained character embeddings outperforms all the previous models except
for results of Zhang [29] in the open track and achieves state-of-the-art perfor-
mance with F1 90.95%. Especially for ORG entities, which is the most difficult
category to recognize, our approach utilizes the capability of LSTM to learn
long-distance dependencies and achieves a remarkable performance. The main
reason that Zhang [29] obtained better performance than ours by +0.23 in over-
all F1 is that they used additional name dictionaries to achieve very high PER-F
while we do not use those dictionaries. Our neural network architecture does not
need any hand-crafted features which are important in Zhou [32].

6 Conclusion

This paper presents our neural network model, which incorporates Chinese
radical-level information to character-based BLSTM-CRF and achieves state-
of-the-art results. We utilize LSTM block to learn long distance dependencies
which are useful to recognize ORG entities. Different from research focused on
feature engineering, our model does not use any hand-crafted features or domain-
specific knowledge and thus, it can be transferred to other domains easily. In the
future, we would like to transfer our model to Chinese social media domain.
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IIS 2013. LNCS, vol. 7912, pp. 57–68. Springer, Heidelberg (2013). doi:10.1007/
978-3-642-38634-3 8

11. Hinton, G.E., Salakhutdinov, R.R.: Reducing the dimensionality of data with
neural networks. Science 313, 504–507 (2006)

12. Hinton, G.E., Srivastava, N., Krizhevsky, A., Sutskever, I., Salakhutdinov, R.R.:
Improving neural networks by preventing co-adaptation of feature detectors. pp.
1–18 (2012). arXiv e-prints

13. Hochreiter, S., Schmidhuber, J.: Long short-term memory. Neural Comput. 9,
1735–1780 (1997)

14. Huang, Z., Xu, W., Yu, K.: Bidirectional LSTM-CRF models for sequence tagging
(2015). arXiv

15. Jozefowicz, R., Zaremba, W., Sutskever, I.: An empirical exploration of recur-
rent network architectures. In: Proceedings of 32nd International Conference on
Machine Learning, pp. 2342–2350 (2015)

16. Lafferty, J., McCallum, A., Pereira, F.: Conditional random fields: probabilistic
models for segmenting and labeling sequence data. In: Proceedings of 18th Inter-
national Conference on Machine Learning, ICML 2001, pp. 282–289 (2001)

17. Lample, G., Ballesteros, M., Subramanian, S., Kawakami, K., Dyer, C.: Neural
architectures for named entity recognition. pp. 1–10 (2016). arXiv

18. Levow, G.A.: The third international Chinese language processing bakeoff: word
segmentation and named entity recognition. In: Computational Linguistics, pp.
108–117 (2006)

http://dx.doi.org/10.1007/978-3-642-38634-3_8
http://dx.doi.org/10.1007/978-3-642-38634-3_8


250 C. Dong et al.

19. Li, L., Mao, T., Huang, D., Yang, Y.: Hybrid models for Chinese named entity
recognition. In: Proceedings of 5th SIGHAN Workshop on Chinese Language
Processing, pp. 72–78 (2006)

20. Li, W., Li, J., Tian, Y., Sui, Z.: Fine-grained classification of named entities by
fusing multi-features. pp. 693–702 (2012)

21. Li, Y., Li, W., Sun, F., Li, S.: Component-enhanced Chinese character embeddings.
In: EMNLP, pp. 829–834 (2015)

22. Ma, X., Hovy, E.: End-to-end sequence labeling via bi-directional LSTM-CNNs-
CRF (2016). arXiv:1603.01354v4 [cs.LG]

23. Mikolov, T., Corrado, G., Chen, K., Dean, J.: Efficient estimation of word repre-
sentations in vector space. In: Proceedings of International Conference on Learning
Representations (ICLR 2013), pp. 1–12 (2013)

24. Mikolov, T., Sutskever, I., Chen, K., Corrado, G., Dean, J.: Distributed represen-
tations of words and phrases and their compositionality. In: NIPS, pp. 1–9 (2013)
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Abstract. In this paper, we deal with the task of extracting first order
temporal facts from free text. This task is a subtask of relation extraction
and it aims at extracting relations between entity and time. Currently,
the field of relation extraction mainly focuses on extracting relations
between entities. However, we observe that the multi-granular nature
of time expressions can help us divide the dataset constructed by dis-
tant supervision into reliable and less reliable subsets, which can help
to improve the extraction results on relations between entity and time.
We accordingly contribute the first dataset focusing on the first order
temporal fact extraction task using distant supervision. To fully utilize
both the reliable and the less reliable data, we propose to use curriculum
learning to rearrange the training procedure, label dropout to make the
model be more conservative about less reliable data, and instance atten-
tion to help the model distinguish important instances from unimportant
ones. Experiments show that these methods help the model outperform
the model trained purely on the reliable dataset as well as the model
trained on the dataset where all subsets are mixed together.

Keywords: Temporal fact extraction · Distant supervision · Knowledge
base

1 Introduction

Knowledge base population aims at automatically extracting facts about enti-
ties from text to extend knowledge bases. These facts are often organized as
(subject, relation, object) triples. Among these relations, the relations that
require time expressions as objects play an important role in the complete-
ness of knowledge base. For example, every person should have date of birth
and almost all asteroid should have date of discovery. However, we find that
in Wikidata1, 19.3% people do not have date of birth, and 39.3% asteroids do

1 www.wikidata.org. It is a rapid-growing knowledge base and Freebase (www.
freebase.com) is migrating its data to it.
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not have date of discovery. Therefore, extracting relations between entity and
time is an important task.

As suggested by T-YAGO [20], which extends YAGO [6] with temporal
aspects, there are two types of facts that we need to extract: First order
facts are triples like (Barack Obama, spouse, Michelle Obama), whose sub-
jects are entities. Higher order facts take other facts as subjects. For example,
((Barack Obama, spouse, Michelle Obama), start time, 3 October 1992) is a
higher order fact indicating the start time of the marriage of Barack Obama
and Michelle Obama. In this paper, we will focus on first order temporal fact
extraction, which is a subtask of first order fact extraction (often referred to as
relation extraction) that focuses on extracting facts that take time expressions
as objects.

Previous work of relation extraction mainly focuses on extracting relations
between entities, and the task of extracting first order temporal facts receives
only limited attention. Some researchers try to extract first order temporal facts
from semi-structured documents like Wikipedia2 [9], but how to extract first
order temporal facts from free text is seldom investigated specifically.

Indeed, most of the existing methods developed to extract relations between
entities can be used directly to extract first order temporal facts, which to some
extent explains the sparsity of researches in first order temporal fact extrac-
tion. However, there are still interesting properties in first order temporal fact
extraction that the entity-entity relation extraction task does not have.

When extracting first order facts from free text, distant supervision is often
used to build noisy datasets [12]. Given a (subject s, relation r, object o) triple in
a knowledge base, it uses s and o to retrieve text corpora like Wikipedia articles,
and collects sentences containing both s and o as supports for this triple. The
noisy nature of distant supervision has long been bothering researchers, and
various techniques have been introduced to deal with the noise [16,17].

However, it is different when applying distant supervision to first order tem-
poral fact extraction. We find that the more fine-grained the time expression is,
the more likely the retrieved sentence is a true support for this triple. For exam-
ple, sentences containing both Oct. 5, 2011 and Steve Jobs are highly likely to
indicate Steve Jobs’ death date, while sentences containing only 2011 and Steve
Jobs may only talk about his resignation. The intuition is that, there is usually
only one important thing that relates to an entity in a single day. As the time
granularity becomes coarser, more important things are likely to happen in the
same time period, and hence the data quality goes down.

We find that sentences containing full date (day, month and year) are highly
reliable and we can train a relation extractor as if we are using human labeled
data. However, there is still useful knowledge remaining in sentences containing
only coarser granularities. Therefore, how to use the less reliable data to improve
the model becomes another problem.

Following this observation, we construct the first order temporal fact extrac-
tion dataset with distant supervision. The dataset is grouped into 4 smaller

2 www.wikipedia.org.

www.wikipedia.org
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dataset with decreasing reliability. To fully utilize both the reliable and less
reliable data, we propose to use curriculum learning to rearrange the training
procedure, label dropout to make the model more conservative about less reliable
data, and instance attention to help the model distinguish important instances
from unimportant ones. Experiments show that these methods help the model
outperform the model trained purely on the reliable dataset as well as the model
trained on the dataset where all subsets are mixed together.

2 Related Work

Relation Extraction. The most related thread of work to us is relation extraction.
Most of the methods in this field can be applied directly to first order temporal
fact extraction, which possibly explains why there are seldom researches that
focus specifically on extracting first order temporal facts from free text. The
commonly used paradigm in relation extraction is distant supervision [12], which
tries to construct a noisy dataset using triples in a knowledge base as guidance.
Feature based [12], graphic model based [7,16] and neural network based [23]
methods have been applied under this paradigm. To cope with the noisy nature
of distant supervision, there are also some researches aim at reducing the noise
introduced by distant supervision [17], or put this task in the multi-instance
paradigm [7,16,23]. In first order temporal facts extraction, we find that the
multi-granular nature of time expressions can help us distinguish reliable distant
supervision data from less reliable ones, and we can use this property to improve
the model performance.

Higher Order Temporal Fact Extraction. Higher order temporal fact extraction
mainly aims at identifying the valid time scope of a (subject, relation, object)
triple. Therefore, it is also referred to as temporal scoping. The commonly used
dataset is introduced by the 2011 and 2013 temporal slot filling (TSF) shared
tasks hosted by Text Analysis Conference (TAC) [5,8]. Regular expression based
methods [20], graph based methods [19] and distant supervision based methods
[2,15] have been used in this task. While our task focuses on first order temporal
facts which contain a variety of relations (see Table 1), this thread of work only
tries to find the start time and end time of a triple, which makes this task seems
easier. However, since this task takes a triple as subject, people need to come up
with different methods to handle this property, and thus makes this task harder.

Event Temporal Relation Identification. Event temporal relation identification
is a related task introduced by TempEval [14,18]. This task aims at identifying
event-time and event-event temporal relations like before, after and overlap.
Feature based methods [11] and Markov Logic Network based methods [22] have
been applied to this task. Apart from ordering events, TIE system [10] also uses
probabilistic inference to bound the start and the ending time of events. This
task differs from our task in that it deals with the relations between event and
time rather than entity and time, and it mainly focuses on ordering events while
we focuses on extracting triples that take time expressions as objects.
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3 Dataset Construction

We use Wikidata as the knowledge base and Wikipedia articles as the corpus.
There are about 29 relations that require time as object in Wikidata. To ensure
sufficient training instances for each relation, 12 relations are used (see Table 1).

Distant Supervision. For each (entity e, relation r, time t) triple, we use the
official name and the aliases in Wikidata of entity e as its surface forms. As for
time t, we generate its surface forms in 4 granularities: Full Date (like 12 Jan.
2011), Month Year (like Jan. 2011), Year Only (like 2011), and Month Day (like
12 Jan.).

Negative Data. The negative data come from two sources. First, for every entity
mention ẽ in a retrieved sentence, each (ẽ, t) pair except (e, t) is considered to
have no relation. Entity mentions are identified by finding strings that matches
the canonical names or aliases of entities in Wikidata using Aho-Coraisake algo-
rithm [1]. Second, we retrieve all the sentences containing the surface forms of
entity e and detect time mentions t̃ with SUTime [4]. For each entity surface
form, we find at most 5 corresponding entities using Wikidata API3. If t̃ does
not appear in any triples that take entity e as subject in Wikidata, the entity
mention and the time mention are considered to have no relation.

Dataset Validation. We manually examined 20 randomly selected sentences for
each relation in each granularity (see Table 1). We find that full-date data have
high quality and the data quality goes down as the granularity becomes coarser.
Since sentences containing only day and month are limited, some relations do
not have 20 instances in month-day data. Considering the limited number and
low quality, month-day data will not be used in the experiment. Note that
point in time and end time data in full-date granularity are not very reliable.
This is because that these two relations often take battles as subjects. However,
descriptions about battles are often very detailed, and many retrieved sentences
actually describe specific events in the battle rather than the battle itself.

4 Model

The inputs to our first order temporal fact extraction model are sentences labeled
with an entity mention e and a time mention t. The task is to identify the relation
between the given time and entity. We will first briefly introduce the baseline
model. Then we will discuss several methods to utilize both the reliable and the
unreliable data to achieve better performance.

3 www.wikidata.org/w/api.php.

www.wikidata.org/w/api.php
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Table 1. Statistics of extracted temporal relation mention. Left side of the slash is the
number of correct relation mentions, right side is the number of mentions examined.

Relation Full Date Month Year Year Only Month Day

date of birth 20/20 19/20 19/20 11/20

date of death 20/20 13/20 13/20 9/20

time of discovery 20/20 15/20 12/20 5/20

inception 17/20 15/20 7/20 4/20

dissolved or abolished 15/20 8/20 10/20 1/5

time of spacecraft launch 19/20 17/20 13/20 1/1

time of spacecraft landing 18/20 5/20 7/20 4/5

first performance 18/20 16/20 15/20 1/2

publication date 19/20 15/20 16/20 5/12

point in time 13/20 13/20 19/20 8/19

start time 18/20 18/20 14/20 14/18

end time 10/20 13/20 9/20 11/20

4.1 PCNN Model

Our basic model is the Piecewise Convolutional Neural Network (PCNN) [23],
which achieves the state-of-art results in entity-entity relation extraction task.
Following the PCNN work, we also concatenate position embeddings to the orig-
inal word embedding as input. To be concrete, for each word in the sentence, we
calculate its distance to the entity mention and the time mention. Each distance
(e.g. −2, −1, 1, 2, etc.) is associated with a randomly initialized embedding
vector, which will be updated during training.

As shown in Fig. 1, the input sentence is divided into three parts by the entity
mention e and the time mention t. The convolution and max-pooling operation
are applied to the three parts separately to obtain the embeddings of each part.

Fig. 1. The architecture of the PCNN model. In this example, Neil Young is the entity
mention and November 1945 is the time mention.
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After that, these three embeddings are concatenated and fed to a full connection
layer. Finally, the softmax classifier is used to generate the relation distribution,
and cross entropy is used as loss function.

Due to the noise in the less reliable data, we find that the model trained on
the dataset where all the subsets (except the month-day data) mixed together
performs significantly worse than the model trained only on the full-date data.
Therefore, we consider the latter one as our baseline model. Due to the high
reliability of full-date data, we use multi-class classification paradigm rather than
the multi-instance classification paradigm used in the original PCNN paper.

4.2 Curriculum Learning

Instead of adding less reliable data directly to the training set, an alternative
way to incorporate these data is to use the idea of curriculum learning [3]: start
with easier aspect of the task and then increase the difficulty level gradually.

To be concrete, we first train our model on the reliable full-date data for
c1 epochs. Since the data are highly reliable, the task is relatively easy for the
model and can give the model the basic classification ability. After that, we add
the less reliable month-year data to the training set to increase the difficulty
and train for another c2 epochs. Finally, the most unreliable year-only data are
added, and the model is trained for the last c3 epochs.

The intuition behind this is that, after training on the reliable data for several
epochs, the model has already been positioned near the optimal point in the
space of model parameters, and therefore it is less likely to be misled by less
reliable data. Also note that since the reliable data are used throughout the
entire training procedure and is fitted more times than less reliable data, the
reliable data actually lead the entire training procedure.

4.3 Label Dropout

Inspired by the DisturbLabel method [21], which randomly convert the gold label
of a training instance to another label arbitrarily, we propose a more conservative
method called Label Dropout to exploit less reliable data.

While DisturbLabel adds noise to the dataset to make the model more robust
and generalize better, we want to use noise to make the model more conservative.
Rather than converting the gold label of a training instance to another label
arbitrarily, we only convert it to the negative label. To be concrete, for each
positive training instance, we randomly convert it to negative instance with
probability p in each epoch, where p decreases with data reliability.

The intuition is that, if a positive instance turns negative randomly during
training, it actually has two opposite impact on the model parameters, which
means it will have less influence on the model and the model will be more
conservative about this unreliable instance and gives it lower score. Apart from
that, with the help of the introduced noise, this method also forces the model to
learn the most essential features in less reliable data, and thus avoids the model
from learning unreliable features.
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Fig. 2. Instance attention model. The part with solid squares and solid lines is the
vanilla PCNN for relation extraction. The part with hollow squares and dashed lines is
the W-PCNN used to obtain weights for each training instance xi. ai is the output of
the full connection layer of PCNN, bi is the output of the connection layer of W-PCNN,
oi is the output of the full connection layer of W-PCNN, si is the instance weight and
di is the relation distribution.

4.4 Instance Attention

To make the training procedure more robust, we further introduce a novel
instance attention method. The intuition is that we want the model to be able
to distinguish important instances from unimportant ones. This is achieved by
applying attention mechanism to the instance level. In each batch, we generate
a weight for each instance to indicate its importance. On the one hand, under
the framework of curriculum learning, the model can learn the pattern of noisy
data and give them lower weights. On the other hand, the model can learn to
give up very hard instances or concentrate on promising instances that is not
well-learned.

To be more specific, we train a parallel PCNN model containing both the
original PCNN and a smaller PCNN (referred to as W-PCNN) with fewer con-
volution kernels designed to produce the weight for each instance xi. As shown
in Fig. 2, the part with solid squares and solid lines is the original PCNN model,
and the part with hollow squares and dashed lines is the W-PCNN. To consider
both the information of the input instance and the PCNN prediction, we con-
catenate the output vector ai of the full connection layer in the original PCNN
and the output vector bi of the concatenation layer in W-PCNN. The concate-
nated vector ci = [aiT ,bi

T ]T is fed to a full connection layer, generating an
output vector oi:

oi = Wo × ci (1)

where Wo is the weight matrix. The weight of the input instance xi is generated
by instance level softmax:

si =
ews

T oi∑k
i=1 e

ws
T oi

(2)
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where ws is the weight vector, k is the batch size and the denominator is the
used for normalization. The final batch loss is then generated by:

batch loss =
k∑

i=1

si × lossi (3)

where lossi is the cross entropy loss of instance xi generated by the original
PCNN model.

5 Experiments

Dataset Detail. We use the full-date data as our basic dataset. With 8:1:1 split,
we get 22,214 positive instances for training, 2,776 for validation and 2,771 for
testing4. Since date of birth and date of death (big relations) take a large por-
tion of the data, we only use relations other than them in month-year and year-
only data as additional unreliable data, which contains 2,094 and 53,469 positive
instances separately. We generate 2 negative instances for every positive instance
using the first strategy. As for the second strategy, we generate 40,000 negative
instances for training, 3,576 for validation, and 3,493 for testing.

Hyperparameters. We use 100-dimension word embedding pre-trained using
GloVe [13] and 20 dimensional randomly initialized position embedding. We use
SGD for optimization with batch size 20, learning rate 0.1, dropout probability
0.5. The PCNN model has 200 convolution kernels followed by a full connection
layer with 200 output units. W-PCNN has 50 convolution kernels and the full
connection layer has 200 output units. The settings of curriculum learning para-
meters are c1 = c2 = c3 = 15, which means the month-year data are added in
the 16th epoch, and the year-only data are added in the 31th epoch. The label
dropout method drops month-year data with probability 0.5, and year-only data
with probability 0.7 (we do not conduct label dropout for full-date data).

5.1 Main Results

Following previous work on relation extraction, we report the precision recall
curve (PR curve) of our model. The overall PR curve on test set is shown in
Fig. 3(a). We can see that if we do not distinguish the subsets with different reli-
ability and mix them together (see the mixed line), we will get significant worse
results than the model trained with only reliable subset. Therefore, we consider
the latter model as our baseline. After adding curriculum learning, the model
gains a significant boost over the baseline PCNN. Label dropout improves the
performance in the low recall region (corresponding to high precision). Instance
attention further improves the results in both high and low recall region. This
shows that all of the three proposed methods help the model make better use of
the less unreliable data.
4 The dataset can be downloaded from: github.com/pfllo/TemporalFactExtraction.

http://github.com/pfllo/TemporalFactExtraction
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(a) Overall PR Curves (b) Small Relation PR Curves

Fig. 3. Precision recall curves on test data. The label base refers to the basic PCNN
model trained only on the full-date data, curr refers to curriculum learning, drop refers
to label dropout, att refers to instance attention, mixed refers to the model trained with
these three types of data mixed together. The figure is truncated to better display the
main results. Therefore, some parts of the mixed line are invisible.

To further investigate where these improvements come from, we also report PR
curves of small relations (relations other than date of birth and date of death) in
Fig. 3(b). As we can see, the small-relation curve of curriculum learning is close to
the baseline, showing that the additional noisy instances does not contribute much
useful information to small relations and the overall boost comes mainly from the
improvement of big relations. Recall that we do not use big relations in less reliable
data, therefore the reason for the improved performance of big relations should
come mainly from the reduced false positive rate.

When label dropout is added, the noisy positive data become useful and make
the model be more conservative about its prediction. When the model assigns a
positive label to an instance that it is not very confident about, it will produce a
lower score than before, and thus makes the scores of confident predictions and
less confident predictions more separable from each other, which is reflected by
the better performance of low recall region. However, the lowered scores of less
confident predictions make them less separable from those instances that the
model is very unconfident about. Therefore, the performance decreases in the
high recall region.

Finally, instance attention enables the model to avoid the influence of noise
and very hard instances by giving them lower weights and concentrate on promis-
ing instances that are not well learned. This mechanism makes the training pro-
cedure more self-adaptive and thus smoothes the small relation curve of label
dropout, which leads to good performance in both high and low recall regions.

5.2 Influence of Curriculum Learning Parameters

Since the curriculum learning method contributes the major boost, it is worth
further investigating how its parameters influence the result. We report the PR
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Fig. 4. Influence of curriculum learning
parameters. The legend is c1 c2 c3, cor-
responding to the epochs trained with
only full-date data, the epochs trained
with full-date and month-year data,
and the epochs trained with all data.

Fig. 5. Influence of label dropout para-
meters. The legend is in the format of
p1 p2, which corresponds to the label
dropout rate of month-year data and
the label dropout rate of the year-only
data respectively.

curves of our full model with different settings of ci. As we can see from Fig. 4,
c1 = c2 = c3 = 15 achieves the best overall performance. Slightly increasing
c1 or slightly decreasing c2 and c3 does not significantly influence the overall
performance, which shows the robustness of the model.

However, when we decrease the epochs trained only with full-date data (c2
and c3 are also decreased to reduce their influence), the performance significantly
drops. This indicates that we should train the model with only reliable data for
enough epochs so that it is tuned near the optimal position in parameter space
before exposed to less reliable data. Otherwise, the model will be easily misled
to suboptimal positions by the noise. We can also see that increasing the epochs
for less reliable data impairs the overall performance as well. This indicates that
although our model has some resistance to the noise in less reliable data, it still
tend to overfit the less reliable data given enough training epochs.

To conclude, when tuning the model, it is safer to use larger c for reliable
data and smaller c for less reliable data. Note that 15 is the number of epochs
that the baseline model needs to roughly converge, which to some extent explains
why the model underfits the reliable data when c1 is smaller than 15, and why
the model overfits the less reliable data when c2 and c3 is bigger than 15.

5.3 Influence of Label Dropout Parameters

To see how the label dropout parameters influence the model performance, we
report the PR curves of our full model with different settings of label dropout
parameters in Fig. 5. As we can see, the best performance is achieved when
p1 = 0.5 (label dropout rate of month-year data) and p2 = 0.7 (label dropout
rate of year-only data). Slightly increase the label dropout rate does not produce
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significant difference, which to some extent shows the model robustness. Further
increasing the label dropout rate will produce the results that are consistently
worse, indicating that high label dropout rate will decrease the amount the
information that the model can learn from the less reliable data. However, the
performance drops immediately when the label dropout rate decreases. This
indicates that the increased influence of unreliable positive data causes more
harm to the model than the loss of learnable information.

6 Conclusion

In this paper, we contribute the first dataset that focuses specifically on first
order temporal fact extraction using distant supervision. We observe that, by
grouping the data with different time granularities, we can naturally obtain
data groups with different levels of reliability. Although we can train our model
directly on the reliable full-date data, methods like curriculum learning, label
dropout and instance attention can further exploit the less reliable data and
produce better results than the model trained with only reliable ones.
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Abstract. Annotated named entity corpora play a significant role in
many natural language processing applications. However, annotation by
humans is time-consuming and costly. In this paper, we propose a high
recall pre-annotator which combines multiple existing named entity tag-
gers based on ensemble learning, to reduce the number of annotations
that humans have to add. In addition, annotations are categorized into
normal annotations and candidate annotations based on their estimated
confidence, to reduce the number of human corrective actions as well as
the total annotation time. The experiment results show that our app-
roach outperforms the baseline methods in reduction of annotation time
without loss in annotation performance (in terms of F-measure).

Keywords: Corpus construction · Named Entity Recognition · Assisted
annotation · Ensemble learning

1 Introduction

Named Entity Recognition (NER), one of the fundamental tasks for building
Natural Language Processing (NLP) systems, is a task that detects Named
Entity (NE) mentions in a given text and classifies these mentions to a pre-
defined list of types. Machine learning (ML) based approaches can achieve good
performance in NER, but they often require large amounts of annotated samples,
which are time-consuming and costly to build. One usual way to improve this
situation is to automatically pre-annotate the corpora, so that human annotators
need merely to correct errors rather than annotate from scratch.

Resulted from more than two decades of research, many named entity taggers
are publicly available now, so a question to ask is how to utilize these existing
taggers to assist named entity annotation. It is well known that multiple taggers
can be combined using ensemble learning techniques to create a system that
c© Springer International Publishing AG 2016
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outperforms the best individual taggers within the system [1,2]. Therefore a
natural solution is to create a pre-annotator combining multiple taggers based
on ensemble learning. However, as far as we know, no previous study leverage
ensemble learning to combine multiple existing taggers to assist named entity
annotation.

On the other hand, when served as a pre-annotator, a system is expected
to have high recall [3,4], because in general, adding a new annotation takes
more time than modifying an existing pre-annoteated one for an annotator.
Most NE taggers are tuned to a trade-off between recall and precision, and
not all taggers support setting parameters to increase the recall. A high recall
pre-annotator may introduces some low confidence annotations, which are more
likely to be spurious than those with high confidence. In extremes, too many
spurious annotations may mislead annotators and therefore hurt precision of the
result corpus. Our intuition is that low confidence annotations play a different
role with those with high confidence. But in previous work, annotations are all
treated in the same way regardless of their confidence.

In order to address these issues, we propose an approach which combines
multiple existing NE taggers based on ensemble learning to create a high recall
pre-annotator. Annotations produced by this pre-annotator are categorized into
normal annotations with high confidence and candidate annotations with low
confidence.

Take Fig. 1 as an example. Background color indicates the NE type (per-
son, location, or organization) of the annotation. A general pre-annotator may
produce annotations like Fig. 1(a). Then annotators need to delete the spuri-
ous annotation ‘Washington/LOC’, and add the missed annotation ‘MaliVai
Washington/PER’. In Fig. 1(b), annotators do not need to add ‘MaliVai
Washington/PER’ due to high recall of the pre-annotator, although they still
need to delete ‘Washington/LOC’, and in addition, they have to delete the new
introduced spurious annotation ’Alami/LOC’. Our approach is illustrated in
Fig. 1(c), where normal annotations are rendered with black font and under-
line, while candidate annotations with gray font. Annotators do not need to
delete the candidate annotation ‘Alami/LOC’, since candidate annotations will
not be counted as valid annotations when annotators submit the results. All
that annotators have to do is approving ‘MaliVai Washington/PER’ by a simple
click on it, and the annotation ‘Washington/LOC’ will be deleted automaticly
because it has a overlapping token ‘Washington’ with the approved annotation
‘MaliVai Washington/PER’. As shown in the above example, candidate annota-
tions improve the recall, so annotators need to add less annotations. Spurious
ones among the candidate annotations do not need to be deleted by annotators,
so the number of human corrective actions will not increase significantly.

In summary, we make the following contributions in this paper. (1) We pro-
pose an approach which combines multiple existing named entity taggers based
on ensemble learning to create a high recall pre-annotator. Our approach does
not require annotators to annotate additional training data. (2) Annotations
are categorized into normal annotations with high confidence and candidate
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Fig. 1. Illustration of annotations by various pre-annotators.

annotations with low confidence, and treated in different ways to reduce the
annotation time. (3) We empirically show that our approach outperforms sev-
eral baseline approaches in terms of annotation time on a test dataset collected
from three publicly available datasets. The related resources are freely available1

for research purposes.
The remaining part of this paper is organized as follows: In Sect. 2, we men-

tion related work. Section 3 introduces definitions and system architecture, and
Sect. 4 details our method. Section 5 describes the experimental setup, followed
by analysis on the obtained results. Finally, we conclude and discuss future
directions in Sect. 7.

2 Related Work

The goal of pre-annotation is to reduce the time required to annotate a text
by reducing the number of annotations an annotator must add or modify. Pre-
annotation has been studied widely in NLP tasks such as NER [3,5,6], semantic
category disambiguation [4], and part of speech tagging [7].

Many applications for different domains have been built in order to assist
named entity annotation, using a single tagger [5,6], or multiple taggers [3].
Lingren et al. [5] pre-annotate disease and symptom entities for clinical trial
announcements using either an automatically extracted or a manually gener-
ated dictionary. They conclude that dictionary-based pre-annotation can reduce
1 http://58.192.114.226/assistedNER.

http://58.192.114.226/assistedNER
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the cost of clinical NER without introducing bias in the annotation process.
Ogren et al. [6] use a third party tagger to pre-annotate disease and disorder in
clinical domain. However, they find little benefit to pre-annotating the corpus. In
biomedical domain, to generate potential gene mentions for the semi-automated
annotation, Ganchev et al. [3] run two taggers on the texts: a high recall tagger
trained on the local corpus and a high recall tagger trained on a standalone cor-
pus. At decode time, they take the gene mentions from the top two predictions
of each of these taggers.

Stenetorp et al. [4] study pre-annotation in a sub task of NER – semantic cat-
egory disambiguation which assigns the appropriate semantic category to given
spans of text from a fixed set of candidate categories, for example PROTEIN to
Fibrin. They consider a task setting that allows for multiple semantic categories
to be suggested, aiming to minimize the number of suggestions while maintaining
high recall. Their system maintains an average recall of 99% while reducing the
number of candidate semantic categories on average by 65% over all datasets. In
the development of a Part of Speech (PoS) tagged corpus of Icelandic, Loftsson
et al. [7] combine five individual PoS taggers to improve the tagging accuracy.
Their preliminary evaluation results show that this tagger combination method
is crucial with regard to the amount of hand-correction that must be carried out
in future work.

Our approach combining multiple taggers is different from [5,6] which use
a single tagger. And it differs from [3] which uses the union of the outputs
by two taggers and requires additional training data. In addition, our study is
unique in the sense that we categorize annotations into normal annotations and
candidate annotations to reduce the number of corrective actions. Unlike NER,
either semantic category disambiguation and part of speech tagging does not
deal with mention detection, so methods in [4,7] can not be applied directly to
assisted named entity annotation.

3 Preliminaries

3.1 Definitions

NER task can be splitted into the identification phase, where NE mentions are
identified in text; and the classification phase, where the identified NE mentions
are classified into the predefined types. Only three types are considered in this
paper, namely person (PER), location (LOC), and organization (ORG). To con-
struct a NE corpus, texts in the corpus are often pre-annotated with annotations
so that human do not have to manually annotate the texts from scratch. Further,
we categorize the annotations into normal annotations and candidate annota-
tions based on their estimated confidence. In the following, formal definitions
for annotation, normal annotation, and candidate annotation are presented.

Definition 1 (Annotation). An annotation is a tuple A = 〈B, T 〉, where B is
the boundary which consists of a start position and an end position indicating a
sequence of words that makes up the mention of A, and T is the type of A, T ∈
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T = {PER,ORG,LOC}. We say B = B
′
if they have identical start positions

and identical end positions, and B �= B
′
otherwise.

Definition 2 (Normal Annotation). A normal annotation is an annotation with
relative high confidence. If a normal annotation is spurious, annotators shall
delete it.

Definition 3 (Candidate Annotation). A candidate annotation is an annota-
tion with relative low confidence. If a candidate annotation is correct, annotators
shall approve it. If a candidate annotation is spurious, annotators do not need
to delete it.

After the texts in a corpus have been pre-annotated, texts and annotations
are displayed to annotators in an user interface (UI). In our task setting, annota-
tors shall add missed annotations, re-select type for annotations with incorrect
types, delete spurious normal annotations, and approve correct candidate anno-
tations. Notice that annotators do not need to delete spurious candidate anno-
tations, and they also do not need to approve correct normal annotations. Since
re-selecting, deleting and approving are all actions performed on pre-annotated
annotations, they are collectively referred to as modifying actions. The defini-
tions of adding action and modifying action are given below.

Definition 4 (Adding Action). An adding action is an action of selecting a
span of text and selecting a type for it to create an annotation.

Definition 5 (Modifying Action). An modifying action is an action of re-
selecting type of an annotation, deleting a normal annotation, or approving a
candidate annotation.

3.2 System Architecture

The system architecture is presented in Fig. 2. Input text is annotated by sev-
eral individual taggers firstly. Then the outputs of the taggers are fed to a com-
biner which produces normal annotations and candidate annotations based on
ensemble learning techniques. Via a Web-based UI, annotators can add new
annotations and modify pre-annotated annotations, while statistical informa-
tions including total time, number of adding actions, and number of modifying
actions, are recorded automaticly by a background program. Finally, annotations
and statistical informations are submitted and stored in a database.

In the beginning of the annotation process, Majority Voting (MV) is used as
the combination strategy. After some texts have been manually annotated, these
data can be utilized to train a classifier, so the combination strategy is switched
to stacking. During the whole annotation process, newly annotated data is added
to the training data continually to retrain the classifier, and annotators do not
need to annotate additional training instances.

Annotators can add new annotations by mouse drags. When the mouse is
over an annotation, a menu will pop up, and annotators can re-select NE type



268 T. Lu et al.

Fig. 2. Overview of our approach.

for the annotation. If annotators need to delete a normal annotation or approve
a candidate annotation, a simple mouse click on the annotation will be enough.

The UI is implemented in Java Server Page (JSP) and JavaScript, and all of
the data is stored in a MySQL database. The UI runs in annotator’s browser,
and no additional software or plug-ins are required.

4 Method

Suppose there are K taggers. Given a text, the kth tagger outputs Mk anno-
tations Ak

1 , . . . , Ak
Mk , Ak

m =
〈
Bk

m, T k
m

〉
. We note the set of Mk boundaries

produced by the kth tagger as Bk. Then the set of distinct boundaries by K
taggers is

B =
K⋂

k=1

Bk (1)

For each boundary B in B , we create a vector

x = (L1, . . . , LK) (2)

where

Lk =

{
T k
m if ∃Bk

m, Bk
m = B,

NONE otherwise.
(3)

L ∈ L = T ∪ {NONE} = {PER, ORG, LOC, NONE}. Now, we can utilize x to
estimate the confidence score S of B to be labeled with a label L, based on a
voter or a classifier f ,

S(B,L) = f(x ) (4)

For an annotation A = 〈B, T 〉, if S(B, T ) = arg maxL∈LS(B,L), then it is
a normal annotation, otherwise it is a candidate annotation. In this way, the
produced annotations are categorized into normal annotations with relatively
high confidence and candidate annotations with relatively low confidence.
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5 Experimental Setup

5.1 Datasets

All the datasets in our experiments are public available. From these datasets,
64 sentences are collected as the test set to perform the actual assisted annota-
tion experiments, and 22 sentences to train the annotators. An overview of the
datasets is shown in Table 1. The last two columns are the average number of
tokens and the average number of annotations per sentence in the test set.

The three datasets are detailed below. The AKSW-News dataset consists
of 325 newspaper articles as described in [2]. Most articles in the dataset are
reports in aerospace domain. The CoNLL-2003 shared task [8] data is widely
used in NER task. Since one of our tagger (Stanford Named Entity Recognizer)
is trained on the training part of CoNLL-2003, we only use the testing part
(CoNLL’03-Test). The average number of entities per sentence of CoNLL’03-
Test is much larger than the other two datasets, because many articles in this
dataset are about sports events, and therefore there are many players, teams,
cities or countries. Different with the previous two datasets, NEs identified in the
Reuters-128 dataset [9] are manually disambiguated to knowledge bases, while
the entity types are not given. So we manually annotated the types of the entities
in this dataset.

Table 1. Datasets used in the experiments.

Dataset Total articles Testing sentences Avg. tokens Avg. annotations

AKSW-News 325 28 34.0 2.1

CoNLL’03-Test 447 28 86.1 13.6

Reuters-128 128 8 37.9 3.1

5.2 Taggers

Six named entity taggers are involved so far: the Stanford Named Entity Recog-
nizer2 (Stanford) [10], the Illinois Named Entity Tagger3 (Illinois) [11], the
Ottawa Baseline Information Extraction4 (Balie) [12], the Apache OpenNLP
Name Finder5 (OpenNLP) [13], the General Architecture for Text Engineering6

(GATE) [14] and the Line Pipe7 (LingPipe). For outputs of these taggers, only
three classes were considered in our experiment, namely person, location, and
organization. Performance of these taggers on our test set are listed in Table 2.
2 http://nlp.stanford.edu/software/CRF-NER.shtml (version 3.6.0).
3 http://cogcomp.cs.illinois.edu/page/software view/NETagger (version 2.8.8).
4 http://balie.sourceforge.net (version 1.8.1).
5 http://opennlp.apache.org/index.html (version 1.6.0).
6 http://gate.ac.uk/ (version 8.1).
7 http://alias-i.com/lingpipe/ (version 4.1.0).

http://nlp.stanford.edu/software/CRF-NER.shtml
http://cogcomp.cs.illinois.edu/page/software_view/NETagger
http://balie.sourceforge.net
http://opennlp.apache.org/index.html
http://gate.ac.uk/
http://alias-i.com/lingpipe/
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Table 2. Performance of the taggers on the testing sentences.

Tagger Precision Recall F1

Stanford 0.931 0.901 0.916

Illinois 0.880 0.825 0.852

OpenNLP 0.817 0.806 0.811

LinePipe 0.724 0.672 0.697

Gate 0.759 0.616 0.680

Balie 0.511 0.416 0.458

5.3 Pre-annotators

The pre-annotator Ensemble+Categorization 6 which combines the six taggers
based on ensemble learning and produces normal and candidate annotations is
used to evaluate our approach. In order to measure the impact of candidate
annotations, a baseline pre-annotator Ensemble 6 which combines the same six
taggers but produces only normal annotations is tested. Another baseline pre-
annotator Union 6 produces annotations which are union of the outputs of the
six taggers. No ensemble learning technique is applied on Union 6.

To test the case where less taggers are available, a group of pre-
annotators combining two taggers are tested, which are denoted as Ensem-
ble+Categorization 2, Ensemble 2, and Union 2. For fair comparison, we choose
Stanford and Illinois – the best two taggers in terms of F1 on the test dataset
(Table 2).

We also create two other baseline pre-annotators. The first one None do
not use any tagger, so annotators have to annotate sentences from scratch. The
second one Stanford uses a single tagger (Stanford) to produce annotations.

For the pre-annotators based on ensemble learning, to simulate the annota-
tion process, four strategies are used, including Majority Voting which do not
need training data, and Support Vector Machine (SVM) [15] which is trained
using 10%, 50%, 90% portion of articles in each dataset. The SVM implementa-
tion is provided by LIBSVM [16].

5.4 Assisted Annotation Experiments

Eight annotators (H1 to H8) participate in our annotation experiments. They
are graduate students in our school, and major in NLP study. Each annotator
has to annotate all of the 64 sentences, after he/she has annotated 22 sentences
to get familiar with the Web-based UI.

The 64 testing sentences are splitted into 8 subsets (S1 to S8), each of
which contains 8 sentences. Annotators are presented with the sentences in
the same order (Table 3), but each sentence is pre-annotated by different pre-
annotators (P1 to P8) for different annotators (H1 to H8). We carefully design
the experiments, to ensure that each sentence will be pre-annotated by all the
pre-annotators, and will be manually annotated by all the annotators.
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Table 3. Assisted annotation experiments. Annotators are assigned to annotate sen-
tences with various pre-annotations. P1, ..., P8 stand for the pre-annotators None, Stan-
ford, Union 2, Ensemble 2, Ensemble+Categorization 2, Union 6, Ensemble 6, and
Ensemble+Categorization 6, respectively.

Subset H1 H2 H3 H4 H5 H6 H7 H8

S1 P1 P8 P3 P6 P5 P4 P7 P2

S2 P2 P7 P4 P5 P6 P3 P8 P1

S3 P3 P6 P5 P4 P7 P2 P1 P8

S4 P4 P5 P6 P3 P8 P1 P2 P7

S5 P5 P4 P7 P2 P1 P8 P3 P6

S6 P6 P3 P8 P1 P2 P7 P4 P5

S7 P7 P2 P1 P8 P3 P6 P5 P4

S8 P8 P1 P2 P7 P4 P5 P6 P3

6 Results and Analysis

6.1 Performance of Pre-annotated Annotations

In Table 4, we present performance of pre-annotated annotations. The pre-
annotator Ensemble+Categorization 6 achieves highest recall of 0.981, and only
0.14 annotations per sentence need to be added by annotators. Annotators
do not need to modify spurious candidate annotations, and only 0.58 normal
annotations need to be modified per sentence, although the precision of Ensem-
ble+Categorization 6 is very poor.

Table 4. Performance of pre-annotated annotations. ‘Spurious’ stands for the average
number of spurious annotations per sentence, which annotators have to modify, either
delete or re-select the entity type. ‘Missed’ stands for the average number of missed
annotations per sentence, which annotators need to add.

Pre-annotator Precision Recall Spurious Missed

None N/A N/A 0.00 7.25

Stanford 0.931 0.901 0.48 0.72

Union 2 0.854 0.948 1.17 0.38

Ensemble 2 0.908 0.871 0.64 0.94

Ensemble+Categorization 2 0.326 0.950 0.69 0.36

Union 6 0.528 0.976 6.33 0.17

Ensemble 6 0.928 0.922 0.52 0.56

Ensemble+Categorization 6 0.256 0.981 0.58 0.14
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6.2 Performance of Annotators

The performance of annotators are presented in Table 5. The pre-annotator
Ensemble+Categorization 6 which combines six taggers and produces normal
and candidate annotations assists human to take the least time per sentence.

Table 5. Experimental results. The second column Time is the average time in seconds
taken per sentence, Nadd is the average number of adding actions per sentence, and
Nmodify is the average number of modifying actions.

Pre-annotator Time Nadd Nmodify Precision Recall F1

None 38.05 7.39 0.00 0.920 0.916 0.918

Stanford 19.25 0.56 0.34 0.959 0.951 0.955

Union 2 19.58 0.38 1.08 0.970 0.959 0.965

Ensemble 2 20.80 0.72 0.61 0.961 0.953 0.957

Ensemble+Categorization 2 19.23 0.34 0.81 0.959 0.949 0.954

Union 6 26.97 0.16 6.23 0.963 0.953 0.958

Ensemble 6 18.80 0.48 0.44 0.961 0.951 0.956

Ensemble+Categorization 6 18.27 0.14 0.75 0.970 0.959 0.965

6.3 Analysis

There are 64 sentences in the test dataset, and each of them is pre-annotated
by 8 pre-annotators, and then annotated by 8 annotators. Finally we get 512
instances. The time model computed on these instances by means of linear regres-
sion is as follows:

Time = 0.14 · NToken + 2.83 · NAdd + 1.84 · NModify + 8.60 (5)

where Time is the total time in seconds spent on a sentence, NToken is the
number of tokens in the sentence, Nadd is the number of adding actions, and
Nmodify is the number of modifying actions. The model has an intuitive interpre-
tation: the annotator read each token (0.14 sec per token); adding an annotation
takes 2.83 sec, and modifying an annotation takes 1.84 sec. Additionally, there is
8.60 sec of overhead per sentence. For this model, the Relative Absolute Error
(RAE) is 33.2%.

As we expected, adding an new annotation takes more time than modify-
ing an existing annotation. The estimated time taken by adding and modify-
ing annotations per sentence is listed in Table 6. Ensemble+Categorization 6
outperforms Ensemble 6 because candidate annotations improve recall. Union 6
does not achieve good performance due to too much spurious annotations which
need to be deleted. Since two taggers does not bring as many annotations as
six taggers do, Ensemble+Categorization 2 does not perform as well as Ensem-
ble+Categorization 6.
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Table 6. Estimated time taken by adding actions and modifying actions per sentence.

Pre-annotator T̂add T̂modify T̂add+modify

None 20.92 0.00 20.92

Stanford 1.59 0.63 2.22

Union 2 1.06 1.98 3.04

Ensemble 2 2.03 1.12 3.16

Ensemble+Categorization 2 0.97 1.50 2.47

Union 6 0.44 11.47 11.91

Ensemble 6 1.37 0.81 2.18

Ensemble+Categorization 6 0.40 1.38 1.78

7 Conclusion

In this paper, we employ ensemble learning techniques including voting and
stacking to combine multiple existing named entity taggers. The proposed pre-
annotator achieves high recall, and therefore the number of adding actions is
reduced. Based on their estimated confidence, annotations are categorized into
normal annotations and candidate annotations to reduce the number of mod-
ifying actions. In addition, our approach does not require human to annotate
additional training data. We conduct experiments under various pre-annotation
conditions. The experiment results show that our approach outperforms the
baseline methods in reduction of the number of corrective actions as well as the
annotation time, without loss of performance (in terms of F-measure). In future
work, we will increase the amount of testing data, evaluate on Chinese datasets,
and apply our approach to other NLP tasks.
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Abstract. Chinese event extraction is a challenging task in informa-
tion extraction. Previous approaches highly depend on sophisticated fea-
ture engineering and complicated natural language processing (NLP)
tools. In this paper, we first come up with the language specific issue
in Chinese event extraction, and then propose a convolution bidirec-
tional LSTM neural network that combines LSTM and CNN to capture
both sentence-level and lexical information without any hand-craft fea-
tures. Experiments on ACE 2005 dataset show that our approaches can
achieve competitive performances in both trigger labeling and argument
role labeling.

Keywords: Event extraction · Neural network · Chinese language
processing

1 Introduction

Event extraction aims to extract events with specific types and their participants
and attributes from unstructured data, which is an important and challenging
task in information extraction. In this paper, we focus on the Chinese event
extraction task proposed by the Automatic Content Extraction (ACE) program
[7], which defines the following terminology for event extraction:

Trigger : the main word that most clearly expresses the occurrence of an
event.

Argument : an entity, temporal expression or value that plays a certain role
in the event.

There are two primary subtasks of an ACE event extraction system, namely
trigger labeling and argument labeling. For example, consider the following
Chinese sentence:
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In the trigger labeling task, (founds) should be labeled as the trigger of
event type Business. Then in the argument labeling task, “Intel”, (China),
and (research center) should be labeled as the roles of Agent, Place
and Time respectively in this event.

Current state-of-the-art approaches [4,5,14] usually rely on a variety of elab-
orately features. In general, we can divide them into two categories: lexical
features and sentence-level features. Take trigger labeling on the following
sentences for example: the word (found) indicates a Business event in S1
but not in S2 or S3.

Sentence-level features maintain important clues of the whole sentence.
We can summarize S2 as (it is a band) and encode it into a
sentence-level feature, which indicates that the verb (founded) is not a
trigger.

Lexical features contain semantic information of words and their surround-
ing context. In S3, given the next word (rescue centers) as a lexical
feature, we can infer that (founded) is not a trigger of type Business.

Traditional approaches [2,4,6,13] usually rely on a series of NLP tools to
extract lexical features (e.g., part-of-speech tagging, named entity recognition)
and sentence-level features (e.g., dependency parsing). Although they achieve
high performance, they often suffer from hard feature engineering and error
propagation from those external tools.

Recently, neural network models have been employed to produce competi-
tive performance against traditional models for many NLP tasks. Chen et al.
[5] propose a convolutional neural network to capture lexical-level clues, with
a dynamic multi-pooling layer to capture sentence-level features, which yields
state-of-art on English event extraction.

Inspired by the effectiveness of neural networks, in Sect. 2, we present a con-
volution bidirectional LSTM neural network that can learn both lexical and
sentence-level features without any hand-engineered features in Chinese event
extraction task. Specifically, we first use a bidirectional LSTM to encode the
semantics of words in the entire sentence into sentence-level features without
any parsing. Then, we can take advantage of a convolutional neural network to
capture salient local lexical features for trigger disambiguation without any
help from POS tags or NER.

We are also enlightened by the work of Chen and Ji [6], who are the first to
report the language specific issue in Chinese trigger labeling. So we propose a
character-based method committed to the problem in Sect. 2.3. Section 3 presents
the model applied to argument labeling, and Sect. 4 discusses the experimental
results. Section 5 concludes this paper.
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2 Trigger Labeling

Trigger labeling, also called event detection, aims to discover the event triggers
and assign them a predefined event type.

Unlike previous work [2,6], which divide event detection into two subtasks:
(1) trigger identification: to recognize the event trigger; (2) trigger classification:
to assign an event type for an identified trigger. We jointly learn trigger identi-
fication and type classification by one network to reduce the error propagation
problem of a pipeline model. Before we present our solution, we first come up
with the language specific issue in Chinese trigger labeling.

2.1 Language Specific Issues

Unlike English, Chinese do not have delimiters between words. That makes word
segmentation a fundamental step in Chinese event detection. However, we find
that segmentation granularity does have an impact on the prediction. As shown
in Table 1, these triggers cannot be recognized accurately if we simply predict
whether a word is an event trigger or not. We summarize them as the following
two types.

Table 1. Examples of inconsistency problem between words and triggers. Words are
segmented by spaces.

Cross-word Triggers: While many events anchor on a single word, multiple
words could reasonably be called a trigger. In S4, the arrest jail event should be
triggered by neither nor , but (arrested).

Inside-word Triggers: Almost all Chinese characters have their own meanings,
and some of which can be triggers themselves. There may be greater than one
trigger in a word like (shoot and kill). Continuous characters of a word
can also form a trigger such as (murder) in (murder case).

Table 2 summarizes the number of problematic triggers we found in ACE
2005 Chinese corpus using different Chinese word segmentation tools. Even the
minimum inconsistency rate is as high as 14%.

To address the language specific issues, we treat event detection as a sequence
labeling task rather than classification. Sentences are tagged in the BIO scheme,
where each token is labeled as B-type if it is the beginning of an event trigger
with type type, or I-type if it is inside a trigger, or O otherwise. Our first labelling
model is a word-based BiLSTM model with a CNN layer as shown in Fig. 1.



278 Y. Zeng et al.

Table 2. Number of triggers inconsistent with the words.

NLP tools Cross-word Inside-word Total

Stanford NLPa 487 166 653

Jiebab 554 85 639

NLPIRc 314 172 486
ahttp://nlp.stanford.edu/software/segmenter.shtml.
bhttps://github.com/fxsjy/jieba.
chttps://github.com/NLPIR-team/NLPIR

(a) Convolution BiLSTM network (b) Details of CNN in (a)

Fig. 1. The main architecture of our word-based model. The local contextual feature
ct (grey rectangle) in (a) for each word wt is computed by the CNN as (b) illustrated.
Our convolutional neural network learns a representation of local context information
about the center word . Here the context size is 7 (3 words to the left and to
the right of a center word), and we use a kernel of size 4 with two feature maps. The
symbol P in sentence of (b) represents a padding word.

2.2 Word-Based Method

LSTM Network. Recurrent neural networks (RNNs) maintain a memory
based on historical contextual information, which makes them a natural choice
for processing sequential data. Unfortunately, it is difficult for standard RNNs to
capture long range dependencies due to vanishing/exploding gradients [3]. Long
Short-Term Memory [10] is explicitly designed to solve the long-term dependency
problem through purpose-built memory cells. They consist of three multiplica-
tive gates that control the proportion of information to forget and to store in
the cell states.

For the event extraction task, if we access to both past and future con-
texts for a given time, we can make use of more sentence-level information and
make better prediction. This can be done by bidirectional LSTM networks [8,9].
Figure 1(a) shows the layers of a BiLSTM trigger identification model.

http://nlp.stanford.edu/software/segmenter.shtml
https://github.com/fxsjy/jieba
https://github.com/NLPIR-team/NLPIR
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A forward LSTM network computes the hidden state
−→
ht of the past (left)

context of the sentence at word wt, while a backward LSTM network reads the
same sentence in reverse and outputs

←−
ht given the future (right) context. In our

implementation, we concatenate these two vectors to form the hidden state of a
BiLSTM network, i.e. ht = [

−→
ht ;

←−
ht ].

Convolutional Neural Network. Convolutional neural networks are origi-
nally applied to computer vision to capture local features [12]. CNN architec-
tures have gradually shown effectiveness in various NLP tasks, and have been
used for event extraction in preceding studies [5]. We employ a convolutional
neural network as illustrated in Fig. 1(b) to extract local contextual information
for each word in a sentence.

Given a sentence containing n words {w1, w2, . . . , wn}, and the current center
word wt, a convolution operation involves a kernel, which is applied to words
surrounding wt in a window to generate the feature map. We can utilize multiple
kernels with different widths to extract local features of various granularities.
Then max pooling is performed over each map so that only the largest number
of each feature map is recorded. One property of pooling is that it produces a
fixed size output vector, which enables us to apply variable kernel sizes. And
by performing the max operation, we are keeping the most salient information.
Finally, we take the fixed length output vector cwt

as a representation of local
contextual information about center word wt.

In our implementation, the sliding window size is 7 (3 words to the left and
to the right of a center word), and we use several sizes of kernels to capture
context information of various granularities.

The Output Layer. We concatenate the hidden state ht of BiLSTM with
contextual feature cwt

extracted by CNN at each time step t. Then [ht; cwt
] is

fed into a softmax layer to produce the log-probabilities of each label for wt.
However, word-base method still cannot solve the inconsistency problem

caused by inside-word triggers. Like Chen and Ji [6], we construct a global errata
table to record the most frequent triggers in the training set. During testing, if a
word has an entry in the errata table, we replace its label with its corresponding
trigger type directly.

2.3 Character-Based Method

Despite of the effectiveness of the errata table, word-based method is not a
flawless solution because it only recognizes triggers across words or frequent
inside-word triggers appearing in training data.

Ideally, character-based method may solve both inconsistency problem. It
uses the same tagging scheme as word-based method to label each character.
As shown in Fig. 2, the only difference between them is the input layers of their
networks: a character-based method uses character embedding while a word-base
method uses word embedding.



280 Y. Zeng et al.

Fig. 2. Character-based Convolution BiLSTM network.

3 Argument Labeling

In the above section, we present our convolution BiLSTM model for trigger label-
ing. The idea of this neural network architecture is also suitable for argument
labeling: we use a bidirectional LSTM to encode its sentence-level information,
concatenated with a CNN-extracted local lexical feature, to predict whether
an entity serves as an argument in a sentence. Next, we will present the main
differences between the models used in trigger labeling and argument labeling.

3.1 Input Layer

As a pipeline system, besides word embeddings, we can use information extracted
from upstream trigger labeling task. Therefore, we propose four additional types
of feature embeddings to form the input layer of BiLSTM and CNN.

– Trigger position feature: whether a word is in a trigger
– Trigger type feature: classified trigger type of a word, and NONE type for

non-trigger words
– Entity position feature: whether a word is in an entity
– Entity type feature: entity type of a word, and NONE type for non-entity

word. The ACE dataset provides ground truth of entity recognition, so we can
generate entity features directly without external NLP tools.

We then transform these features into vectors by their lookup tables, and
concatenate them with the original word embeddings, as the final input layer of
BiLSTM and CNN.

3.2 Output Layer

It is worth mentioning that argument labeling is no longer a sequence tagging
task, but a classification task. ACE dataset provides ground truth of entity
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recognition, and it guarantees that arguments can only be labeled from those
entities. As a result, we only need to predict the role of a tagged entity instead
of every word in the entire sentence. For instance, there are three triggers (bold
words), and three entities (italic words) in S7, which together makes up nine
pairs of trigger and argument candidate to be classified.

We modify the output layers of both CNN and BiLSTM network to adapt to
the the new task. For BiLSTM, we still try to make use of its ability to memory
long sequences, so we regard the hidden state of the last word hN as sentence-
level information. And for CNN, we take all words of the entire sentence as the
context, rather than a shallow window for each center word. Finally, we feed the
concatenation of output vectors from two networks into a softmax classifier just
like trigger labeling.

4 Experiments

4.1 Experimental Setup

We used the standard ACE 2005 corpus for our experiments, which contains
633 Chinese documents. Following the setup of Chen and Ji [6], we also ran-
domly selected 509 documents for training and 64 documents as test set, and
the reserved 60 documents for validation.

Evaluation Metric: Similar to previous work, we evaluated our models in
terms of precision (P ), recall (R), and F -measure (F ) for each subtask. These
performance metrics are computed following the standards of correctness for
these subtasks:

– A trigger is correctly identified if its offsets exactly match a reference trigger;
– A trigger is correctly classified if its trigger type and offsets exactly match a

reference trigger;
– An argument is correctly identified if its offset, related trigger type and trig-

ger’s offsets exactly match a reference argument;
– An argument is correctly classified if its offsets, role, related trigger type and

trigger’s offsets exactly match a reference argument.

4.2 Network Training

We implement the neural network using the Tensorflow library [1]. During train-
ing, we keep checking performance on the validation set and pick the highest
F-score parameters for final evaluation.

Parameter Initialization: Weight matrix parameters are randomly initialized
with uniform samples from [−0.01, 0.01]. Bias vectors are initialized to zero.
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Pre-trained Embeddings: Word and character embeddings are pre-trained on
over 261 thousand articles crawled from Chinese news website. All embeddings
are fine-tuned during training.
Optimization Algorithm: For all models presented, parameter optimization
is performed using Adam [11] with gradient clipping [15]. We also apply the
dropout method [16] on both the input and output vectors of all models to
mitigate overfitting.
Hyper-parameters: In different stages of event extraction, we adopted dif-
ferent parameters. Table 3 summarizes the chosen hyper-parameters for all
experiments.

Table 3. Hyper-parameters for all experiments.

Layer Hyper-parameter Trigger identification
and classification

Argument identifica-
tion and classification

Input Word embedding 100 100

Character embedding 50 100

Entity feature embedding – 32

Trigger feature embedding – 32

LSTM State size 100 120

CNN Context size 7 Sentence length

Kernel size [3, 5, 7] [2, 3, 4, 5]

Number of filters [32, 32, 32] [64, 64, 64, 64]

Dropout Dropout rate 0.5 0.5

Batch size 32 20

Gradient clipping 1.0 2.0

4.3 Trigger Labeling

Table 4 lists the results of previous work [4,6] and our models. The performances
of Char-MEMM and Rich-L are reported in their paper.

– Char-MEMM [6] is the first character-based method to handle the language
specific issue, which trains a Maximum Entropy Markov Model to label each
character with BIO tagging scheme.

– Rich-L [4] is a joint-learning, knowledge-rich approach that extends the union
of the features employed by Char-MEMM and Li et al. [13] with six groups
of linguistic features, including character-based features and discourse consis-
tency features, which is the feature-based state-of-art system.

Compared with the feature-based approaches, all neural network based mod-
els outperform Char-MEMM, because they can capture semantic and syntactic
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information in the absence of feature engineering and avoid the errors propagated
from other NLP tasks like NER and POS tagging.

Rich-L performs 10-fold cross-validation experiments, so that the results
reported by them obtain more accurate estimation of system performance.
Therefore, it is unfair to directly compare our results with them. But we can
still see the models evaluated in the bucket achieve competitive F-score on
event identification without any human-designed features and discourse level
knowledge.

Table 4. Comparison of different models on Chinese event detection (trigger identifi-
cation and classification) (%).

Model Trigger identification Trigger classification

P R F P R F

Char-MEMM [6] 82.4 50.6 62.7 78.8 48.3 59.9

Rich-L [4] 62.2 71.9 66.7 58.9 68.1 63.2

Word-based CNN 71.7 58.3 64.3 67.7 55.1 60.7

Word-based BiLSTM 68.4 61.2 64.6 63.9 57.4 60.5

Word-based C-BiLSTM 75.8 59.0 66.4 69.8 54.2 61.0

+ Errata table 76.0 63.8 69.3 69.8 59.9 64.5

Character-based C-BiLSTM 65.6 66.7 66.1 60.0 60.9 60.4

+ Errata table 68.1 69.2 68.7 61.6 64.7 63.1

Word-Based Models vs. Character-Based Models. As we can summarize
from Table 4, when applying the same network architecture, word-based methods
always have higher precisions while character-based methods always have higher
recalls.

We then take a further step to see their impacts on different kinds of triggers.
Table 5 shows that: (1) Word-based methods can not label inside-word triggers,
while character-based methods can handle this issue nicely, which brings them
higher overall recall; (2) Two methods achieve similar F-measure in regular trig-
ger identification; (3) It is harder for character-based method to correctly identify
cross-word triggers. As there are more cross-word triggers than inside-word trig-
gers in dataset, the overall F-measure of word-based method is slightly higher.

There are several reasons causing the low precision of character-based
method:

(1) Character-based method has to learn the extra word segmentation by them-
selves. 7.3% of triggers identified by it are partially mislabeled, like triggers in
S8 and S9.
(2) Word embedding brings richer semantic information than character embed-
ding. Take S10 as an example, characters and do not have any meaning
related to the formed word (the end of a road). But this word strongly
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Table 5. Results of different types of triggers with different models on trigger identi-
fication. Regular triggers mean triggers composed of exactly one word.

Model Regular triggers Inside-word triggers Cross-word triggers

P R F P R F P R F

Word-based C-BiLSTM 0.78 0.65 0.71 – 0 – 0.64 0.39 0.48

Character-based C-BiLSTM 0.72 0.70 0.71 0.30 0.69 0.41 0.57 0.22 0.32

suggests that (dead) is not a trigger. Given the more accurate embedding
of surrounding context, word-based networks can understand the meaning of the
center word better and do better disambiguation.
(3) RNN in character-based method needs to maintain information for longer
sequence, as 1.7 times longer than the average length of word sequences. Evalu-
ating on sentences containing more than 150 characters, F-measure of character-
based method is 70%, while word-based method can achieve 72.8% (Table 6).

Table 6. Error analysis: examples of triggers mislabeled by character-based C-
BiLSTM, but can be identified correctly by word-based C-BiLSTM.

Neural Network Architectures. Our convolution BiLSTM model has two
main components that we could take them apart to understand their impacts
on the overall performance. As Table 4 shows, BiLSTM is slightly more efficient
than CNN, and the convolution BiLSTM model outperforms other models. Con-
structing an errata table is an effective method that increases both precisions
and recalls.

We also evaluate the capacity of each network on trigger disambiguation.
Table 7 provides suggestive evidence that CNN-extracted local features, together
with LSTM-extracted sentence-level information can help reduce some errors
caused by ambiguous triggers as we expected.

4.4 Argument Labeling

Table 8 shows results for argument labeling after trigger labeling. As we can
observe from our evaluation standards that once a trigger has not been labeled
correctly, neither of its arguments will be labeled correctly. In the stage of trigger
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Table 7. Percentages of ambiguous words whose all occurrences in the test set are clas-
sified correctly. Ambiguous words can have different labels according to their meaning
and context, like the word (found) in S1 ∼ S3. All networks listed in this table
are word-based.

BiLSTM CNN C-BiLSTM

Ambiguous word classification (%) 58.4 60.0 62.5

Table 8. Comparison of different models on Chinese argument labeling (%). +e means
that the input (result of trigger labeling) has been modified by an errata table.

Model Argument identification Argument classification

P R F P R F

Char-MEMM 64.4 36.4 46.5 60.6 34.3 43.8

Rich-L 43.6 57.3 49.5 39.2 51.6 44.6

Word-based C-BiLSTM 56.6 43.6 49.3 49.7 38.3 43.2

Word-based C-BiLSTM + (e) 56.5 47.0 51.3 49.6 41.3 45.0

Character-based C-BiLSTM 53.2 51.6 52.4 47.0 45.6 46.3

Character-based C-BiLSTM + (e) 53.0 52.2 52.6 47.3 46.6 46.9

labeling, the character-based methods have higher recalls and can extract more
golden triggers. As a result, character-based methods perform much better than
word-based methods in argument labeling. And we can draw the same conclusion
that word-based methods have higher precision while character-based methods
achieve higher recalls, as trigger labeling.

Errata table is not such effective as in trigger labeling, especially for
character-based C-BiLSTM. Adding an errata table even drops a little preci-
sion in argument identification.

Char-MEMM concludes that neighbor word features are fairly applicable.
They utilize the left word and right word of an entity to reduce spurious argu-
ment, which is a similar objective with our CNN-extracted lexical features.
Nonetheless, we can achieve much better results in argument identification and
classification.

It is worth noting that some of the arguments are not in the same sentence
with their triggers. It is a bottleneck of our C-BiLSTM model, while Rich-L uses
discourse-level features to deal with this problem. Under this unfavorable circum-
stance, our C-BiLSTM can still achieve a comparable result against sophisticated
human designed features.

5 Conclusion

In this paper, we propose a novel convolution bidirectional LSTM model
on Chinese event extraction task. Our model departs from the inherent
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characteristic of Chinese, formulates the event detection task as a sequence label-
ing fashion, and features both bidirectional LSTM and CNN to capture both
sentence-level and lexical features from raw text. Experimental results show
that without human-designed features and external resources, our neural net-
work method can achieve comparable performances on ACE 2005 datasets with
traditional feature based methods.
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Abstract. Entity mixture in a knowledge base refers to the situation that some
attributes of an entity are mistaken for another entity’s, and it often occurs
among homonymous entities which have the same value of the attribute
“Name”. Elimination of entity mixture is critical to ensure data accuracy and
validity for knowledge based services. However, current researches on entity
disambiguation mainly focuses on determining the identity of entities mentioned
in text during information extraction for building a knowledge base, while little
work has been done to verify the information in a built knowledge base. In this
paper, we propose a generic method to detect mixed homonymous entities in a
knowledge base using hierarchical clustering. The principle of our methodology
to differentiate entities is detecting the inconsistence of their attributes based on
analysis of the appearance distribution of their attribute values in documents of a
common corpus. Experiments on a data set of industry applications have been
conducted to demonstrate the workflow of performing the clustering and
detecting mixed entities in a knowledge base using our methodology.

Keywords: Entity � Entity mixture � Hierarchical clustering � Knowledge
base � Knowledge graph � Homonymous entities � Triple

1 Introduction

With integration of Artificial Intelligence and Database System, knowledge based
system is a prevailing framework of knowledge storage, organization and application in
academia and industry [1]. The fundamental part of knowledge based systems, a
knowledge base, contains information of entities, in the form of triples <Entity,
Predicate, Attribute Value/Entity>. Each triple describes an attribute of an entity (when
the third element is Attribute Value) or the relation between two entities (when the third
element is Entity). With the structured representation of knowledge by using triples,
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knowledge base enables effective knowledge representation, verification and reasoning
[2]. Nowadays knowledge bases are used as the underlying database in a wide range of
applications such as question-answer systems and big data analysis of a specific
industry [3].

Data accuracy of the knowledge base is an essential requirement for knowledge
based systems to provide high quality services [4]. Because triples are the major part of
a knowledge base, data accuracy can be measured based on evaluation of the cor-
rectness of each triple. The primary step to evaluate the correctness of a triple <Entity,
Predicate, Attribute Value/Entity> is to determine the ontology of each entity involved
in the triple. For example, in a triple <Plato, BirthYear, BC427> which indicates that
the birth year of Plato is B.C. 427. To determine the correctness of the information in
such triple, the first step is to determine the entity Plato is the famous Greek
philosopher, not the comic poet Plato or other Plato, and then check if the birth year of
Plato is B.C. 427.

In the process of building a knowledge base, homonymous entities may be mixed to
be one entity, i.e., the attributes of an entity are mistakenly labeled to be another
entity’s. Sometimes, the inconsistence between attributes of an entity can be easily
detected, such as <LiBai, BirthYear, 1910> and <LiBai, Dynasty, Tang> are
conflicting because the year 1910 is not in the duration of the Tang Dynasty, so that the
entities LiBai in these two triples actually represent different persons. However, in
many cases the inconsistence between attributes cannot be straightforwardly discov-
ered, particularly for those attributes without direct correlations. For example, the
triples <LiBai, BirthPlace, Hunan> and <LiBai, Dynasty, Tang> are actually about two
different persons named LiBai, but the inconsistence between them can only be
detected using multistep reasoning based on adequate background knowledge.
Meanwhile, the selection of reasoning methods depends on the predicates and attributes
in the triples. As a result, there is currently a lack of generic methodologies to dis-
tinguish mixed entities in a knowledge base by using reasoning approaches.

This paper proposes a generic method to distinguish homonymous entities in a
knowledge base. Our methodology tries to classify entities into different classes using
hierarchical clustering based on analysis of their attributes. The set of documents that
describe an entity is supposed to be distinguishable from that of another entity. Thus,
the criterion of classifying entities is the appearance distribution of the attribute values
of each entity in documents of a common corpus. Experiments on a data set of industry
applications was conducted to demonstrate the workflow of detecting mixed entities in
a knowledge base by using our methodology.

This paper is organized as follows: Sect. 2 briefly reviews the literatures on
knowledge base, knowledge service and entity disambiguation. Section 3 presents the
basic concepts and the workflow of detecting entity mixture and the procedure of
hierarchical clustering. Section 4 explains our experiments and the experimental
results. Section 5 discusses the limitations of our methodology and potential specu-
lations of our works.
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2 Background and Related Work

2.1 Knowledge Base and Knowledge Service

Knowledge bases store information and facts about the world in the form of structured
data [5]. Various knowledge bases have been developed to describe different aspects of
the world, such as YAGO, Freebase and WordNet [6]. Knowledge based systems can
be built on top of a knowledge base and an inference engine that represents logical
assertions and conditions about the world [7]. Because of the integration of Artificial
Intelligence and Database System, knowledge based systems provide effective supports
for the development of intelligence information service applications such as person-
alized recommendation and intelligent searching [8]. In the internet search industry, a
lot of companies have launched knowledge based products to improve their searching
results, such as Google Knowledge Graph, Microsoft Bing Satori, Baidu Zhixin and
Sogou Knowledge Cube. Knowledge base also finds its applications in question-
answering systems such as IBM Watson, and big data analytics in light of specific
industries such as finance and entertainment, etc. [9].

Besides the generic and large-scale knowledge bases that aims at providing com-
prehensive description about the world, there are domain-specific knowledge bases that
store information about a particular field. For example, a textile press may need a
knowledge base about the material and design of textile commodities of East Asia.
Because the expertise of such fields is mostly presented in electric books and publi-
cations in the form of unstructured data, the information for building the
domain-specific knowledge bases is usually obtained from textual data using approa-
ches of unstructured information extraction or summarized by domain experts. In the
process of building a knowledge base, errors are inevitable in the data sources or the
procedure of information extraction and summarization [10], while checking the
contents by manual is not economical for enterprises. Therefore, it is necessary to
design a generic and efficient approach to verify the contents in a knowledge base to
ensure its effectiveness for supporting knowledge services.

2.2 Entity Disambiguation and Entity Linking

Entity disambiguation (or entity linking) is the task of mapping ambiguous terms in
natural-language text to its entities in a knowledge base [11]. Entity disambiguation is
often conducted in the process of Knowledge Base (KB) Population [12], while it is
called coreference resolution when performed without a KB [13]. Most works of entity
disambiguation make use of context-aware features derived from the reference
knowledge base, and the features heavily rely on the cross-document hyperlinks within
the knowledge base [14]. For example, Mann and Yarowsky disambiguate person
names using biographic facts, such as birth year, occupation and affiliation [15]. [16]
uses convolutional neural networks to capture semantic correspondence between a
mention’s context and a proposed target entity. In [17], authors propose an approach to
tackle Named Entity Disambiguation with Linkless Knowledge Bases (LNED) to
expand the application of Entity Disambiguation to closed domain knowledge bases.
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Entity disambiguation finds its applications in improving the accuracy of information
extraction on unstructured data set. For example, Wikification [18] supports entity
linking in relation extraction with Wikipedia as the target knowledge base.

Entity disambiguation is different from the problem discussed in this paper in two
aspects: (1) Entity disambiguation utilizes the knowledge in knowledge bases to
identify entities in texts, while the detection of entity mixture uses knowledge in texts
to identify entities in knowledge bases; (2) The purpose of entity disambiguation is to
map a mention in texts to an entity in a knowledge base, while detection of entity
mixture aims at eliminating mixed entities in a knowledge base.

3 Detection of Homonymous Entities Mixture

3.1 Definition of Homonymous Entities Mixture

In this section, we give the definitions and descriptions of related concepts that are
involved in our methodology of entity mixture detection.

1. Entity: an entity is a physical or an abstract concept in the application domain. For
example, a person, a place, or a digital number can be defined as an entity. Nor-
mally, each entity in a knowledge base is represented using a unique identification
(ID) number. For each entity, there is a set of triples to describe its attributes or
relations between it and other entities. For example, there are a set of triples related
to entity ent1 as follows:

<ent1, Name, Michael Jordan>
<ent1, BirthYear, 1963>
<ent1, Teammate, ent2>
<ent2, Name, Scottie Pippen>

In the above example triples, ent1 is an entity refers to the famous basketball player
Michael Jordan. The first two triples describe the attributes of ent1; the third triple
specifies the relation between ent1 and ent2; the last one specifies the attribute
“Name” of entity ent2.

2. Knowledge base: a database that stores the information of entities, including the
attributes of entities and relations among entities, in the form of triples. With an
inference engine, triple-based reasoning enables information mutual verification to
be performed internally in a knowledge base. For example, the triples <ent1,
Teammate, ent2> and <ent2, Teammate, ent1> can be used to mutually verify each
other. Meanwhile, triples <ent1, Teammate, ent2> and <ent1, Team, ent3> can be
used together to prove that <ent2, Team, ent3> is correct. For those triples that
cannot be verified through internally mutual verification, their correctness can only
be evaluated based on information outside the knowledge base.

3. Homonymous Entities: entities with the same value of the attribute “Name”. For
example, there can be two entities named Michael Jordan, and one refers to the
famous basketball player and the other refers to an expert in machine learning. The
homonymous entities should have different IDs in the knowledge base.
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4. Entity Mixture: the information of different entities, usually homonymous entities,
are mixed, i.e., the ID of different entities are the same in the knowledge base. In the
process of building a knowledge base, it is possible to mistakenly label an attribute of
an entity to be that of a homonymous entity, because the collection of an entity’s
information is often based on the entity’s name. For example, when constructing the
knowledge graph of Michael Jordan (the basketball player), people might misuse the
residence of another Michael Jordan (the machine learning expert). Entity mixture
often occurs among information that cannot be verified through mutual verification
inside the knowledge base, but can only be detected based on external data.

3.2 Workflow of Entity Mixture Detection

Our study proposes a methodology to distinguish different entities in a knowledge base,
and it can be used to detect homonymous entities mixture. An example of homony-
mous entities mixture is showing below:

<ent1, Name, Michael Jordan>
<ent1, BirthPlace, Brooklyn New York>
<ent1, BirthYear, 1963>
<ent1, Residence, Berkeley California>
<ent1, Expertise, Machine Learning>

In the above example, the second and the third triples specify the information of a
basketball player and the last two triples specify that of a professor at Berkeley.
However, the ID of the entities in these triples are the same, i.e., ent1.

Our methodology of distinguishing different entities is built based on the following
assumption: the set of documents that describe an entity is distinguishable from those
describe another entity. Thus, to distinguish two entities with a same name, the sets of
documents that involve each triple of the entities are obtained, and then clustering is
performed on the sets of documents to classify entities. For example, in the result of
differentiating the two Michael Jordan, the sets of documents of the second and the
third triples (showing at the beginning of this section) will be classified to be one group
(a basketball player), and those of the fourth and fifth triples will be classified to be
another group (a machine learning expert). Meanwhile, if all triples specify a same
entity, the documents of them will be classified into one group. The number of classes
is uncertain before the classification is performed.

The detailed steps of our methodology to determine if there is entity mixture for
entity ent are as follows:

1. Obtain Triples: Obtain all the triples with ent as the subject element in the
knowledge base, i.e., all triples with the form <ent, Predicate, val/ent1>, in which
the third element can be the value of an attribute (val) or the ID of an entity (ent1);

2. Transfer Triples using Name of Entities: Replace the ID of entities in each triple
with the name of entities, i.e., <ent, Predicate, ent1> will be changed to be
<name_of_ent, Predicate, val/name_of_ent1>, in which name_of_ent is the value of
the attribute Name of ent;
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3. Find Co-appearance Documents: For each triple <name_of_ent, Predicate,
val/name_of_ent1>, check each document in the corpus to see if it contains
name_of_ent and val (or name_of_ent1) in a same sentence. A document can be a
webpage, a chapter of a book, an article in a newspaper, etc.

4. Build Appearance Vectors: For each triple tr: <name_of_ent, Predicate,
val/name_of_ent1>, build an appearance vector <f(tr, doc1), f(tr, doc2), …, f(tr,
docn)>, n is the number of documents in the corpus. There is:

f ðtr; dociÞ ¼
1; if a sentence in doci contains both

name of ent and val or name of ent1ð Þ
0; otherwise

8<
:

That is, the value of each element in the vector represents the appearance of
name_of_ent and val/name_of_ent1 in the sentences of the corresponding
document. For example, if there is a sentence in the first document of the corpus
contains “Michael Jordan” and “Scottie Pippen”, the first element in the appearance
vector of <Michael Jordan, Teammate, Scottie Pippen> is 1, otherwise it is 0.

5. Hierarchical Clustering of Appearance Vectors: Based on the appearance vectors of
each triple, hierarchical clustering is applied to classify the triples and further decide
if there is entity mixture for ent.

In the result of classification in Step 5, if all the triples are classified to be one
group, there is no entity mixture for ent. Otherwise, it is supposed to have multiple
homonymous entities mixed in triples of ent.

According to the above description, each step of our methodology is conducted
using statistical or machine learning techniques. Thus, our methodology requires few
manual work or knowledge of domain experts, so it is supposed to be generally
applicable, flexible, and adaptive in a wide range of applications. The detailed steps are
depicted in Fig. 1. The following section discusses the core steps of the workflow in
detail.

Knowledge 
Base

1. Obtain Triples

Triples 
with Name 
of En es

Corpus 
Database

3. Find Co-
appearance 
Documents

Appearance 
Vectors of 
Each Triple

En ty nEn ty 1

2. Transfer Triples 
using Name of 

En es

5. Hierarchical Clustering 
of Appearance Vectors

4. Build 
Appearance 

Vectors

Fig. 1. Workflow of entity mixture detection for entity ent
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3.3 Hierarchical Clustering for Detection of Entity Mixture

The critical step of our methodology for detection of entity mixture is applying hier-
archical clustering on the set of appearance vectors to classify triples of the entity.
Since the number of mixed entities is uncertain, we choose hierarchical clustering
because it does not require a targeted number of classes before performing the clas-
sification. To give an intuitive explanation of our methodology, the following graph
shows the outcome of each step during inspection of possibly mixed entities named
Michael Jordan (Fig. 2).

Suppose the set of appearance vectors is Vent for the entity ent, and each element
vector in Vent corresponds to a triple of ent. The algorithm of performing hierarchical
clustering on Vent to inspect entity mixture of ent is shown as follows:

(1) Each element vector in Vent is set to be one class;
(2) Compute the similarity between every two classes;
(3) Compute the similarity/length ratio of every two classes. The similarity/length

ratio of two classes is the ratio of the similarity of these classes to the minimum
length of these classes;

(4) If the similarity/length ratio of any two classes is smaller than the threshold value,
stop;
Else, combine the two classes with the largest similarity/length ratio to be one
class;

(5) If the number of the remaining classes is 1, stop;
Else, repeat step (2), (3) and (4).

En ty ent

<ent, Name, 
Michael Jordan>

<ent, BirthYear, 
1963>

<ent, Residence, 
Berkeley 

California>

<ent, BirthPlace, 
Brooklyn New 

York>

<Michael Jordan, 
1963>

<Michael Jordan, 
Berkeley 

California>

<Michael Jordan, 
Brooklyn New 

York>

{1,0,0,0, , 1}

{1,0,1,0, , 0}

{1,0,0,1, , 1}<ent, Exper se, 
Machine Learning>

<Michael Jordan, 
Machine Learning>

{1,1,0,0, , 1}

ent1 (Basketball 
Player)

ent2 (Machine 
Learning Expert)

Fig. 2. Outcome of steps during inspection of possibly mixed entities named Michael Jordan
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The number of classes in the result of the above process indicates the number of
entities mixed in triples of ent. If the number is 1, no mixture happens.

The algorithm to compute the similarity of two classes in step (2) is:

Similartity C1;C2ð Þ ¼ C1 &C2j j ð1Þ

Where C1 and C2 are classes, and they are also appearance vectors. Suppose
C1 ¼ c11; c12; . . .; c1nf g;C2 ¼ c21; c22; . . .; c2nf g, there are:

C1 &C2 ¼ c11 & c21; c12 & c22; . . .; c1n & c2nf g ð2Þ

c1i & c2i ¼ 1 if c1i ¼ 1 and c2i ¼ 1
0 otherwise

�

According to the above formulas, the similarity value of two classes is the number
of bits that equals 1 in both of the two classes.

In step (3), the similarity/length ratio of two classes that used to select classes to
combine is computed using the following formula:

SimilarityLengthRatio Ci;Cj
� � ¼ Similarity Ci;Cj

� �
minðlength Cið Þ; lengthðCjÞÞ ð3Þ

The length of a class Ci, length(Ci), is the number of 1 in the vector Ci.
In step (4), the criterion of halting the clustering is:

8Ci;Cj 2 Vent; Similarity Ci;Cj
� �

\g �minðlength Cið Þ; lengthðCjÞÞ

g is the threshold value that decides whether to halt the clustering or combine the
pair of classes with the largest similarity/length ratio to be one class. The value of g
may vary in different applications and it is determined according to domain experts’
experience or trials. For example, in our experiments, the value of g is set to be 1/4.

The algorithm to combine two classes into one class is as follows:

C12 ¼ Combine C1;C2ð Þ ¼ c11 j c21; c12 j c22; . . .; c1n j c2nf g ð4Þ

c1i j c2i ¼ 1 if c1i ¼ 1 or c2i ¼ 1
0 otherwise

�

Where C1 and C2 are classes, and C12 is the result class of combining C1 and C2.
Suppose C1 is the appearance vector of triple <ent, val1> and C2 is the appearance
vector of triple <ent, val2>. According to the above formula, the combination of C1 and
C2 represents the set of documents that either <ent, val1> or <ent, val2> co-appears in at
least one sentence. That is, the documents that describe <ent, val1> or <ent, val2> are
combined together, since val1 and val2 are supposed to the attributes of a same
entity.
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4 Experiments of Entity Mixture Detection

This chapter presents experiments on data sets of industrial applications and the
experimental results of entity mixture detection using hierarchical clustering.

4.1 Experiment Environments and Settings

The experiments were conducted on two data sets, one of which is a knowledge base
(i.e., KB) and the other is an e-book library (i.e., EB). KB contains 1,382,056 triples of
90,412 entities, and EB contains 80,552 e-books in various categories. Most of the data
and articles in KB and EB are in Chinese. Each e-book in EB is separated to be several
documents (e.g., chapters or sections) with an average 3000 characters. In sum, there
are about 700 thousand documents in EB.

There are 100 pairs of homonymous entities and 100 individual entities randomly
selected as the test cases in our experiments. Each entity in a pair of homonymous
entities has a unique ID and different attribute values in the knowledge base. For
example, two entities with the name Chen Deng are selected, and one is an official in
the Song Dynasty (ID: YNNNZk8F) and the other is a scholar in the Ming Dynasty
(ID: YNNNZmR2).

Based on the selected entities, 200 sets of triples are obtained from the knowledge
base. The first 100 sets are those mixed triples of the homonymous entities. For
example, the triples of the two entities named Chen Deng are mixed to be one set. The
first 100 sets are called the sets of mixed triples. Another 100 sets are those triples
without entity mixture, and they are called the sets of pure triples.

The purpose of the experiments is to evaluate the performance of our methodology
for detecting entity mixture from two aspects: the ratio of correct detection of entity
mixture in the sets of mixed triples, and the ratio of false detection of entity mixture in
the sets of pure triples.

4.2 Analysis of Experimental Results

An appearance vector was built for each triple in the test sets based on documents in
EB, then hierarchical clustering was performed on the sets of appearance vectors to
classify the homonymous entities and individual entities. The results of the experiment
showed that each set of mixed triples were divided into multiple groups, i.e., entity
mixture was detected for each set of mixed triples. However, 6 sets of mixed triples
were divided into 3 or more groups. Meanwhile, 7 sets of pure triples were divided into
two or more groups, i.e., entity mixture was mistakenly detected for 7 entities.

In sum, the accuracy rate of our methodology in the experiment is 93.5% (187 of
200 sets are correctly divided), and the recall rate is 94% (94 of 100 sets of mixed
triples are correctly divided). In the point of view of mixture detection, the accuracy
rate is 96.5% (entity mixture was detected for all the sets of mixed triples, and no entity
mixture was correctly labeled for 93 sets of pure triples), and the recall rate is 100% (all
entities with entity mixture are detected).
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Since there is currently no similar work on detection of entity mixture for our
methodology to compare, it is not able to show the improvements of our methodology
over other people’s work. Thus, we demonstrate the performance of our methodology
through comparing the experimental results with those of other alternative methods.
A critical factor that influences the accuracy rate of entity mixture detection is the value
of g which decides the classes to combine or to halt the clustering process (see
Sect. 3.3). In our experiments we choose 1/4 as the value of g based on our experience.
The following table shows the comparison of experimental results of entity mixture
detection based on different values of g.

As shown in Table 1, 1/4 is currently the best choice of the value of g.

5 Conclusion

This paper presents a methodology to detect entity mixture in knowledge bases using
hierarchical clustering. The main contribution of our methodology is to propose a
generic and automated approach to distinguish entities based on the appearance dis-
tribution of their triples in documents of a common corpus. The results of experiments
conducted on data sets of industrial applications show that the accuracy rate and recall
rate of entity mixture detection are both high (>90%) by using our methodology.
Furthermore, a comparison of detection performance based on different values of the
threshold to combine classes or halt the clustering shows that our methodology is
currently optimal for detecting entity mixture.

There are two advantages of our methodology in detection of entity mixture. First,
our methodology is able to distinguish entities regardless of the types of mixed attri-
butes, i.e., the types of attributes (e.g., “BirthPlace”, “BirthDate”, etc.) or the relations
between entities (e.g., “Friend”, “Teammate”, etc.) do not have difference in detection
of entity mixture by using our methodology. Secondly, few manual work is required for
detection of entity mixture by using our methodology. Since our methodology is
designed based on statistical and machine learning techniques, it is believed to have a
great advantage in the era of big data.

Table 1. Results of entity mixture detection based on different values of g

Halting threshold Accuracy% Recall% F Value

1/2 83.5%
(92.5%a)

82%
(100%a)

82.74%
(96.1%a)

1/4 93.5%
(96.5%a)

94%
(100%a)

93.75%
(98.22%a)

1/6 94%
(95.5%a)

93%
(96%a)

93.5%
(95.75%a)

1/8 93%
(94%a)

87%
(89%a)

89.9%
(91.43%a)

aIn the point view of entity mixture detection.
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However, there are some limitations exist in our work:

(1) Though our methodology is supposed to be generic in different applications, it has
not been tested on data sets of various languages. Our experiments were only
conducted on Chinese data set.

(2) In our methodology, the difference of entities is determined based on the
appearance distribution of their attribute values in documents. To extend the
application scope of our methodology, more parameters should be considered for
distinguishing entities and building the classifier, such as the number of appear-
ance of an attribute value in one document.

According to the above limitations, we propose the future directions of our work for
us to continue and improve our methodology as follows:

(1) Our methodology should be applied in data sets of different languages to verify its
validity in detecting entity mixture.

(2) More parameters should be considered to determine the difference between
entities.

(3) Our methodology should be integrated into the process of knowledge base con-
struction and population to improve the data accuracy of knowledge bases and the
quality of knowledge services.
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Abstract. This paper focuses on the task of knowledge-based question
answering (KBQA). KBQA aims to match the questions with the struc-
tured semantics in knowledge base. In this paper, we propose a two-stage
method. Firstly, we propose a topic entity extraction model (TEEM) to
extract topic entities in questions, which does not rely on hand-crafted
features or linguistic tools. We extract topic entities in questions with
the TEEM and then search the knowledge triples which are related to
the topic entities from the knowledge base as the candidate knowledge
triples. Then, we apply Deep Structured Semantic Models based on con-
volutional neural network and bidirectional long short-term memory to
match questions and predicates in the candidate knowledge triples. To
obtain better training dataset, we use an iterative approach to retrieve
the knowledge triples from the knowledge base. The evaluation result
shows that our system achieves an AverageF1 measure of 79.57% on test
dataset.

1 Introduction

Automatic question answering systems are aimed at returning the direct and
exact answers to natural language questions. Recently, with the development
of large-scale knowledge bases, such as Freebase [1] and DBPedia [2], knowl-
edge bases become very important resources for open domain question answer-
ing. Recently, most research studies focus on the task of knowledge based QA
(KBQA). In this paper, we focus on the task of NLPCC-ICCPOL 2016 KBQA
for Chinese language.

The major challenge of KBQA is how to understand natural language ques-
tions and match the questions with structured semantics of knowledge bases.
To address this challenge, previous work in the literature uses semantic parsing,
which map the natural language question into a formal representation, such as
logical form or SPARQL. However, most of the semantic parsers need to anno-
tate logical forms of questions as supervision and rely on predefined rules and
linguistic tools. The annotated logical forms always can’t coverage all the predi-
cates in the knowledge base. In addition, parsing the questions needs to recognize
the topic entity which is the main entity referring to the subject of the corre-
sponding knowledge triple in knowledge base. However, most word segmentation
and named entity recognition tools are not very good and can’t recognize some
c© Springer International Publishing AG 2016
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complicated topic entities in questions. This problem can be solved by using
an advanced entity linking system, but it still rely on quality of linguistic tools
and always introduce many noise entities. In this paper, we use a topic entity
extraction model based on deep learning to solve this problem.

Recently, deep learning models have achieved remarkable results in nat-
ural language processing, such as word vector representations [3–5], deep
structured semantic models (DSSM) [6–8], machine translation [9] and text
summarization [10].

In this paper, we use two deep learning strategies to address the KBQA task
in two stages. Firstly, we propose a topic entity extraction model (TEEM) with
deep learning, which is used to extract the topic entities in questions. Our entity
extraction model does not rely on hand-draft features or linguistic tools and can
extract topic entities in the questions accurately. This model is based on con-
volutional neural network. The results of TEEM is used to retrieve candidate
knowledge triples which is related to the topic entities in the questions. Thus, we
can prune the space for semantic matching and make the matching more efficient
by focusing on the most related part of the knowledge base. Then, instead of pure
lexical matching we apply deep structured semantic models (DSSM) to match
questions with the predicates of the candidate knowledge triples in a semantic
space. In this study, we develop the DSSM by using a bidirectional long short
term memory neural network (BiLSTM-DSSM). To obtain more composite rep-
resentation, we add an convolutional layer on the top of the BiLSTM Layer. We
also leverage a recently developed structured semantic model based on convolu-
tional neural network (C-DSSM) and we combine the scores of the DSSMs as the
final semantic relevance score. The words in questions and knowledge base are
represented by word vectors, which can represent words in a dense and semantic
space. In this paper, we train all the models on top of word vectors obtained
from an unsupervised neural language model.

To obtain better training dataset, we use an iterative approach to retrieve
the knowledge triples from the knowledge base for training. Firstly, the question-
answer pairs are used to search the corresponding knowledge triples from the
knowledge base. The results are used as the initial training data to train the
topic entity extraction model. Since the initial training data is always inaccurate,
to better the training data, we use the entities extracted by the trained TEEM
as additional information and retrieve the knowledge triples again. Thus, the
training data will be better with less noise and the accuracy of models will
improve.

The rest of this paper is structured as follows: Sect. 2 describes the related
work. Section 3 introduces the details of the proposed methods; Experimental
results are presented in Sect. 4. Finally, we conclude the paper in Sect. 5.

2 Related Work

Automatic question answering aims at returning a direct and exact answer for a
natural language question. Recently, with the rise of structured and large-scale
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knowledge base, KBQA has attached much attention. Most of the KBQA sys-
tems are based on semantic parsing, where a question is converted into logical
form and then transformed into structured query to be executed on knowledge
base. Traditional semantic parsers require annotated logical forms as supervi-
sions to train [11,12], which is very expensive. To reduce the costs, recently works
focus on using question-answer pairs as weak training signals [13,14]. With the
progress of deep learning in natural language processing, deep learning models
are used by more and more KBQA systems and achieve a significant success.
Yih et al. [15,16] developed semantic parsing frameworks based on semantic
similarity by using Staged Query Graph Generation and convolutional neural
network semantic models. Dong et al. [17] proposed multi-column convolutional
neural networks to understand questions from three different aspects (namely,
answer path, answer context, and answer type) and learn their distributed rep-
resentations. Zhang [18] proposed a neural attention-based model to represent
the questions dynamically according to the different aspects of various candidate
answer aspects. Meanwhile, they also integrated the rich KB information into
the representation of the answer.

3 Methods

The overview of our KBQA system framework is shown in Fig. 1. As is shown in
Fig. 1, our system is mainly composed of four modules: TEEM module, DSSM
module, IR module and Answer Extraction module. The TEEM module is used
to extract topic entities from natural language questions. The DSSM module is
used to transform the natural language questions and predicates into semantic
vectors in the same semantic space, so that the semantic similarities between
questions and predicates can be measured by cosine similarities of the semantic
vectors. The KB index is an index of knowledge base. The results of TEEM
module are fed into the IR module and we retrieve the candidate knowledge
triples from the KB index. Then, in the Answer Extraction module, we calculate
the semantic matching scores of the candidate knowledge triples and select triples
with the highest score as the final answers.

Fig. 1. The overview of the KBQA system framework.
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3.1 Topic Entity Extraction Models

Topic entity for a question is the main entity which the question asks for. There
may be many entities in a question. However we need extract the topic entity
to retrieve the most relevant candidate triples. Topic entity extraction is an
important step in the KBQA system, which can directly impact the results of
candidate retrieval. Traditional QA systems extract topic entities by using lin-
guistic tools, such as name entity recognition tools. These methods strongly rely
on the quality of the linguistic tools, which are not always work well especially
with Chinese. To extract high-quality topic entities in questions, we develop a
Topic Entity Extraction Model (TEEM). The architecture of our TEEM model
which is based on convolutional neutral network (CNN) is illustrated in Fig. 2.
Each word in a question first is transformed into a word vector with k dimen-

sions. Then a question of length n can be represented as a sequence of word
vectors. In our experiment, the question length n is set to 20 (any tokens less
than this range will be padded and out of this range will be discarded). We define
the question as q = (x1, x2, · · · , xn), where xi ∈ Rk is corresponding to the i-th
word in the question. The convolution operation can be view as a sliding window
which can extract local features in a question sentence. Whether a word is part
of a topic entity is depended on the contextual information of the word. In the
convolutional layer, we use multiple filters to obtain multiple local contextual
features for each of the words in the questions. The word vectors of words within
a sliding window of 3 words are mapped into a new local contextual feature, as
shown in Fig. 2. A max-pooling layer is followed to select the most important
feature in a max-pooling window and filter out undesirable features. The convo-
lutions and max-pooling in deeper layers are defined in a similar way. In the final
max-pooling layer, it can reach a fixed length vector. A full connection layer is
followed to obtain the final output vector of the model.

For each word in a question, if the word is part of the topic entity, we set 1
as the tag of this word, otherwise we set 0 as the tag. Thus, we can obtain the
supervise label vector of each question which is described as y = (y1, y2, · · · , yn),
where yi is the label of the i-th word in the question. For instance, for the ques-
tion the label of each word in the question
is and the label
vector is (1,1,1,0,0,0,0,0,0,0).

Fig. 2. TEEM architecture for an example question.
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The output vector of our model is fixed length vector of n dimensions
(n is the length of the input sequences). We denote the output vector as
z = (z1, z2, · · · , zn), where zi is corresponding to the tag of the i-th word in
the input question. The goal of TEEM is to minimize the difference between the
output vector z and corresponding label vector. We use the mean squared error
as the loss function of the TEEM, which is defined as

MSE(w, b) =
1
n

n∑
i=1

(zi − yi)
2 + λ‖w‖22 (1)

where w is the weight parameters of the model, and b is the bias parameters of
the model. ‖w‖22 is the L2-regularization of the weight vectors which is added to
combat overfitting. λ is a hyper-parameter which controls the relative importance
of the regularization parameter.

Table 1. Topic entities extracted by TEEM

Through the TEEM module, we can extract topic entities in most questions.
These topic entities can be used to retrieve the candidate knowledge triples
and can significantly improve the quality of the retrieval results. Some topic
entities extracted by the TEEM are shown in Table 1. The words in questions
are separated by “|”.

3.2 Deep Structured Semantic Models

The Deep Structured Semantic Model (DSSM) is used to measure the semantic
similarity between the questions and the predicates in knowledge base. The pred-
icate words mentioned in questions are always different from those defined in the
knowledge base, which makes it very difficult to calculate the similarity between
questions and predicates in knowledge base and may cause the ontology match-
ing problem. This problem can be addressed using the recently proposed DSSM [6]
and the improved methods Convolutional DSSM (C-DSSM) [8] and Long-Short-
Term Memory DSSM (LSTM-DSSM) [19]. These semantic models map the sen-
tences into k-dimensional vectors in a latent semantic space. So that their semantic
similarity can be computed using some distance functions, such as cosine.

In this work, we extend the DSSM by using a Bidirectional Long Short-Term
Memory (BiLSTM) neural network and the model is called BiLSTM-DSSM.
Long short-Term Memory (LSTM) [20] is one of the popular variations of Recur-
rent Neural Networks (RNN) which is widely used to deal with variable-length
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Fig. 3. Architecture of BiLSTM-DSSM.

sequence input. LSTMs are capable of learning long-term dependencies and
remembering information for long periods of time. However, single directional
LSTMs still suffer a weakness of not utilizing the contextual information from
the future tokens. To handle this problem, we use the bidirectional LSTM, which
can utilize both the previous and future context by processing the sequence on
two directions. The architecture of the BiLSTM-DSSM is illustrated in Fig. 3.
Unlike the previous semantic model, we use word vectors to represent the ques-
tions instead of the word hashing technique proposed in [6]. At the BiLSTM
layer, A and A′ are chunks of neural network which can look at an input vector
and output a value. The input sequence is processed in the forward direction
and the reverse direction. At each time step, we concatenate the two output
vectors from both directions to obtain the final output vector of the BiLSTM
Layer. Followed the BiLSTM Layer, we apply a max pooling layer to extract the
most salient features and form a global feature vector with a fixed length. Then
a feed-forward semantic layer is used to extract a high-level semantic feature
vector for the input word sequence.

In order to obtain more composite representation of questions and predicates,
we also develop a variant of the BiLSTM-DSSM model by integrate the CNN
structures on the top of BiLSTM layer, which is called BiLSTM-CNN-DSSM, as
shown in Fig. 4. The architecture the BiLSTM layer is similar to that in Fig. 3.
We use the cosine similarity to measure the semantic relevance score between

question and each predicate in knowledge base. Formally, the semantic relevance
score between a question q and a predicate p is measured as:

R(q, p) = cosine(yq, yp) =
yT
q yp

‖yq‖‖yp‖ (2)

where yq and yp are the semantic vectors of the question and the predicate,
respectively.

Following [6], we first compute the posterior probability of a predicate given
a question from the semantic relevance score between them through a softmax
function:
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Fig. 4. BiLSTM-DSSM with CNN structures (BiLSTM-CNN-DSSM).

P (p|q) =
exp(λR(q, p))∑

p′∈P exp(λR(q, p′))
(3)

where λ is a smoothing factor in the softmax function. P denotes the set of candi-
date predicates to be ranked, including a positive predicate and several negative
predicates. The goal is to maximize the likelihood of the positive predicate of
the given question. Therefore, we need to minimize the following loss function:

L(Λ) = − log
R∏
r

P (p+r |qr) (4)

where Λ is the parameters of the neural networks, p+r is the positive predicate
of the r-th question out of R questions and P (p+r |qr) is the probability of the
positive predicate given the r-th question.

3.3 Candidates Retrieval

Given a question, the main goal of the retrieval model is to find the most relevant
knowledge triples in the knowledge base. First of all, we use the trained TEEM
to extract the topic entity in the question. Then the topic entity is used to
retrieve the relevant knowledge triples from the knowledge base as candidates.
For example, for the question the topic
entity extracted by TEEM is and we can get the candidate
knowledge triples by retrieve the knowledge base as shown in Table 2.

Table 2. The candidate knowledge triples for topic entity
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3.4 Answer Selection

Once we obtain the candidate knowledge triples, the DSSM models can be used
to map the question and candidate predicates into semantic vectors and then
we can calculate the semantic relevant score between them. We use a question
DSSM to encode questions and a predicate DSSM to encode predicates. To
get better semantic matching score, we combine the semantic relevant scores
of BiLSTM-DSSM, BiLSTM-CNN-DSSM and C-DSSM. And the final semantic
relevant score is denoted as:

S(q, p) = αRb(q, p) + βRbc(q, p) + λRc(q, p) (5)

where Rb(q, p), Rbc(q, p) and Rc(q, p) are the semantic relevance scores of the
BiLSTM-DSSM, BiLSTM-CNN-DSSM and C-DSSM, respectively. And α, β, λ
are the coefficient parameters of the three scores.

In order to select the best matching answers for a question, we also consider
the lexical similarity between a question and a predicate at the character level.
For each question-predicate pair, we segment the question and predicate into
characters. The question vector cq and the predicate vector cp are constructed
based on the characters. Each character is a dimension of the vector. If the
character is appeared in the string the corresponding dimension is set to 1,
otherwise set to 0. We use the cosine similarity to measure the lexical matching
score:

LS(q, p) = cos(cq, cp) =
cTq cp

‖cq‖‖cp‖ (6)

The final matching score can be defined as following:

score = μS(q, p) + ωLS(q, p) (7)

where S(q, p) is the semantic relevant score, LS(q, p) is the lexical matching
score, and μ, ω are the coefficient parameters of S(q, p) and LS(q, p) respectively.

In this paper, we rank the candidates according to the score defined in Eq. (7)
and select the most relevant candidates as the final answer.

4 Experiment

4.1 Data Set

In this paper, we use the data set released by NLPCC-ICCPOL 2016 KBQA task.
The data set includes 14,609 question-answer pairs and a knowledge base called
nlpcc-iccpol-2016.kbqa.kb which contains 43M knowledge triples. The format of
the triples in knowledge base nlpcc-iccpol-2016.kbqa.kb is: Subject ||| Predicate
||| Object.

In this paper, we need the question-entity pairs to train the TEEM and
question-predicate pairs to train DSSMs. However, the given data set only con-
tains question-answer pairs. To obtain better training dataset, we use an iterative
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approach to retrieve the knowledge triples from the knowledge base for training.
Firstly, the question-answer pairs are used to search the corresponding knowl-
edge triples from the knowledge base. The results are used as the initial training
data to train the topic entity extraction model. Since there are plenty of noise
entities in a question, the initial training data is always inaccurate. In order to
get more high-quality training data, we use the entities extracted by the trained
TEEM as additional information and retrieve the knowledge triples again. At
last, we obtain 14165 question-entity pairs and 14165 question-predicate pairs.
The negative examples for the DSSMs are randomly sampled from the training
data.

4.2 Setup

The word vectors in this work is trained by word2vec [4], and the word vector size
is 200. We use a zero vector to represent the word which is out of vocabulary. We
use Stochastic Gradient Descent (SGD) to optimize the objective functions. The
window size of the CNN layer in TEEM is 3. The dimension of the DSSMs output
vector is set to 128. The smoothing factor λ in Eq. (3) is set to 5. We train our
models in mini-batches and the batch size is set to 10. We randomly sampled 5
negative samples for each question-predicate pair. The maximum length of word
sequence for questions and predicates are set to 20 and 5 respectively. Any tokens
less than this range will be padded and out of this range will be discarded, so
that the length of the samples within a mini-batch can have the same length.

4.3 Evaluation Metric

The quality of the KBQA system is evaluated by AverageF1, which is defined as:

AverageF1 =
1

|Q|
|Q|∑
i=1

Fi (8)

Fi denotes the F1 score for question Qi computed based on Ci and Ai. Fi is set
to 0 if the generated answer set Ci for Qi is empty or doesn’t overlap with the
golden answers Ai for Qi. Otherwise, Fi is computed as follows:

Fi =
2 · #(Ci,Ai)

|Ci| · #(Ci,Ai)
|Ai|

#(Ci,Ai)
|Ci| + #(Ci,Ai)

|Ai|
(9)

where #(Ci, Ai) denotes the number of answers occur in both Ci and Ai. |Ci|
and |Ai| denote the number of answers in Ci and Ai respectively.

4.4 Experimental Results

In this section, we analyze the experimental results of our experiments. As intro-
duced in Sect. 3, there are many parameters to be adjusted in the answer selec-
tion module. We can adjust the coefficient parameters in Eqs. (5) and (7) to get
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better results. Table 3 summarizes some results of different semantic matching
methods in the case that the ω parameter in Eq. (7) is set to 0.5 and μ is set
to 5. The Combined-DSSM uses Eq. (5) to combine the semantic relevant scores
of C-DSSM, BiLSTM-DSSM and BiLSTM-CNN-DSSM. And the parameters in
Eq. (5) are α = 0.4, β = 0.1 and λ = 0.5. Some of the results of our experiment
are shown in Table 3. The baseline system which is released by NLPCC-ICCPOL
2016 KBQA task is based on C-DSSM without using TEEM. As is shown in
Table 3, the result of the Combined-DSSM, which is the submitted result for
NLPCC-ICCPOL 2016 KBQA task, is much better than other methods. And all
the models proposed in this paper substantially outperform the baseline system,
which indicate that the proposed TEEM can significantly improve the results.

Table 3. The experimental results of different semantic matching methods

Models AverageF1

Baseline system(C-DSSM) 0.5247

TEEM+C-DSSM 0.7808

TEEM+BiLSTM-DSSM 0.7529

TEEM+BiLSTM-CNN-DSSM 0.7815

TEEM+Combined-DSSM 0.7957

Figure 5 shows the AverageF1-ω curves of the four sematic matching meth-
ods in the paper, which indicate the impact of the lexical matching score on
the results. Here, ω is the parameter in Eq. (7). As is illustrated in Fig. 5, the
AverageF1 can be improved by adjusting the parameter ω appropriately. The
best result of our proposed methods can achieve an AverageF1 of 81.77% when
the ω is set to 5.

Fig. 5. The AverageF1-ω curves of the four sematic matching methods in the paper.
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5 Conclusion

In this paper, we present a KBQA system framework to address the question
answering problem. In our KBQA system, we propose a topic entity extraction
model to extract the topic entities in questions at the candidate retrieval stage.
And we apply deep structured semantic models to calculate the semantic simi-
larity between questions and predicates at the answer selection stage. We extend
the DSSM by using bidirectional long short-term memory and integrate a CNN
structure on the top of the BiLSTM layer. The experimental results demon-
strate that our system achieve good performances and substantially outperform
the baseline system.
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Abstract. We present an open domain topic prediction model for the
answer selection task. Different from previous unsupervised topic mod-
eling methods, we automatically extract high quality and large scale
〈sentence, topic〉 pairs from Wikipedia as labeled data, and train an open
domain topic prediction model based on convolutional neural network,
which can predict the most possible topics for each given input sentence.
To verify the usefulness of our proposed approach, we add the topic
prediction model into an end-to-end open domain question answering
system and evaluate it on the answer selection task, and improvements
are obtained on both WikiQA and QASent datasets.

Keywords: Answer selection · Question answering · Topic prediction

1 Introduction

Answer selection (AS) is a subtask of the open-domain question answering (QA)
problem has received considerable attention in past few years [4,12,16,17]. The
goal of this task is to select answer sentences of a given question from a set
of pre-selected answer candidates. Previous solutions to this task either use the
surface form overlaps between questions and answer sentences, or try to learn
the matching of different surface forms with similar meanings between questions
and answer sentences based on labeled data. The former ones cannot handle
questions who don’t share any content word with their answer sentences; while
the latter ones depend heavily on the limited training data, and are lack of
scalability to other unseen open domain questions.

Motivated by the issues mentioned above, we propose an open domain topic
prediction model for the answer selection task, which aims to measure the rele-
vance between questions and answer sentences on the topic-level semantic space.
The contributes of this paper are two-fold:

c© Springer International Publishing AG 2016
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– We show how to automatically acquire high-quality and large scale 〈sentence,
topic〉 pairs based on Wikipedia as labeled data for the topic prediction model
training1;

– We show how to train the topic prediction model based on Convolutional
Neural Network (CNN), and how to use it to enhance an existing answer
selection baseline with state-of-the-art results on the WikiQA and QASent
dataset.

2 Topic Prediction Model

Formally, given an input sentence S (either a question or an answer sentence),
the goal of topic prediction is to predict the most possible N topics that S is
talking about T = [〈t1, p1〉, ..., 〈tN , pN 〉], where ti denotes the ith predicted topic,
with its corresponding prediction probability pi.

In this section, we first illustrate how to acquire training data from Wikipedia,
and then describe how to train topic prediction model based on CNN.

2.1 Training Data Acquisition

To ensure the usefulness of our proposed topic prediction model, the training
data should cover most of common topics. Instead of letting human annotators
to label training data, which is very expensive and time-consuming, we propose
a simple but effective method to extract large scale and open domain labeled
data automatically from Wikipedia.

Each Wikipedia page is an entity-centered document, which follows the fol-
lowing format illustrated in Fig. 1, where Entity denotes the central entity that
the current Wikipedia page is talking about, Topic denotes an entry existed
in the Content table2, Topic Sentence denotes a sentence that introduces the
given topic of the current entity.

Based on this format, we extract 〈sentence, topic〉 pairs by the following three
steps:

Topic Selection. We first extract all content tables from the Wikipedia dump3.
Entries in content tables are considered as topic candidates. As we can see in
Fig. 1, topics in content tables are organized in a tree-like structure. In this work,
we only consider topics in the first level, as topics in other levels are more specific
to entities. As the total number of topic candidates (741,060 topics in the first
level) is very large, we filter the topic candidates based on the following two
rules: (1) each topic should be covered by at least 20 Wikipedia pages; (2) each
topic should not be contained by a general keyword list, such as “abstract”,
“reference” and “others”, as these kind of keywords are too general to be useful
in downstream tasks. After applying these two filter rules, there are 7,218 topics
left.
1 The dataset is available now and can be downloaded at https://github.com/

helloQA/WikiTopicPredictionData.
2 Each content table is the outline of the current page.
3 https://dumps.wikimedia.org/.

https://github.com/helloQA/WikiTopicPredictionData
https://github.com/helloQA/WikiTopicPredictionData
https://dumps.wikimedia.org/
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Fig. 1. The typical format of a Wikipedia page.

Fig. 2. Illustration of the architecture for the topic prediction model.

〈Setence, Topic〉 Pair Extraction. For each topic, we then extract its corre-
sponding topic sentences from Wikipedia pages. In Wikipedia, each topic in the
content table will be introduced by one or multiple paragraphs. In this work, we
only select the first sentence in the first paragraph of a given topic as its topic sen-
tence, as we find that the first sentence has the largest possibility to introduce the
topic. More than 4.3 M 〈Setence, Topic〉 pairs are left after this step.
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〈Setence, Topic〉 Pair Balance. The number of 〈Setence, Topic〉 pairs for
different topics are extremely unbalanced. It will lead huge bias for training
topic prediction model. In this step, we sample 300 〈Setence, Topic〉 pairs for
each topic and ignore those topics that contains 〈Setence, Topic〉 pairs less than
300. Consequently, 1,287 topics and 384,965 〈Setence, Topic〉 pairs are left in the
final dataset4.

2.2 Model Training

A convolutional neural network based model, which resembles [5] and [11], is
used to train the topic prediction model, by (1) encoding each sentence and
its corresponding topic into two topic-level semantic representations; and (2)
making sure at the same time that the distance between the representations of
each sentence and its correct topic is closest. We show the architecture of this
model in Fig. 2.

– Input Layer. As the size of English words is large, it is expensive to learn
model parameters. So we obtain representation of the tth word-n-gram in
a sentence S by concatenating the tri-letter vectors of each word as: lt =
[wT

t−d, ..., w
T
t , ..., w

T
t+d]

T , where wt denotes the tth word representation, and
n = 2d + 1 denotes the contextual window size, which is set to 3.

– Convolution Layer. The convolution layer performs sliding window-based
feature extraction to project the vector representation lt of each word-n-gram
to a contextual feature vector ht:

ht = tanh(Wc · lt)

where Wc is the convolution matrix, tanh(x) = 1−e−2x

1+e−2x is the activation
function.

– Pooling Layer. The pooling layer aggregates local features extracted by the
convolution layer to form a sentence-level global feature vector with a fixed
size independent of the length of the input utterance. Max pooling is used to
force the network to retain the most useful local features by lp = [v1, ..., vK ]K ,
where

vi = max
t=1,...,T

{ht(i)}

– Semantic Layer. For the global representation lp of S, one more non-linear
transformation is applied as:

y(S) = tanh(Ws · lp)

where Ws is the semantic projection matrix, y(S) is the final topic-level seman-
tic vector representation of S.

4 1,135 sentences are removed by some rules, such as minimum length, which are too
detailed to introduce in this paper.
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We first compute semantic vectors for sentence S and all topic candidates
using CNN. We then compute a cosine similarity score between S and each topic
candidate ti. The posterior probability of a topic given a sentence is computed
based on this cosine similarity score through a softmax function, and the model
is trained by maximizing the likelihood of the correctly associated topic given
training 〈sentence, topic〉 pairs, using the mini-batch stochastic gradient descent
(SGD) algorithm.

3 Topic Prediction Model for Answer Selection

Given a question Q and an answer sentence A, we design two types of features
to use our proposed topic prediction model in the answer selection task.

3.1 Implicit Topic Matching Feature

The 1st feature is called the Implicit Topic Matching (or ITM) feature. Implicit
topic matching feature computes the relevance between Q and A directly as:

ITM(Q,A) = Cosine(y(Q), y(A))

where y(Q) and y(A) are topic-level vector representations for Q and A respec-
tively, which are generated based on the CNN model described in Sect. 2.2.

3.2 Explicit Topic Matching Feature

The 2nd feature is called the Explicit Topic Matching (or ETM) feature. Aiming
to compute this feature for each 〈Q,A〉 pair, we first predict the most possible
M5 topics for Q and A respectively. The prediction score of a topic tSi given a
sentence S (either a question or an answer sentence) is computed as:

Score(S, tSi ) = Cosine(y(S), y(tSi ))

y(S) and y(tSi ) denote the topic-level embedding vectors for S and tSi respec-
tively, which are generated based on the model described in Sect. 2.2. Then, we
concatenate the predicted topics of Q and A respectively, and generate two topic
strings:

StrQ = tQ1 t
Q
2 ...t

Q
M

StrA = tA1 t
A
2 ...t

A
M

Based on which, we define three methods, ETMMT (Q,A), ETMWE(Q,A)
and ETMPP (Q,A), to measure the explicit topic semantic similarity between
Q and A:

5 In this work, M is set to 10 empirically.
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– ETMMT (Q,A) is a word-based translation model score:

ETMMT (Q,A) =

∑|StrQ|
i=1 ln(

∑|StrA|
j=1 p(wAj |wQi)

|StrA| )

|StrQ|
where p(wAj |wQi) denotes the probability that the ith word wQi in StrQ can
be translated into the jth word wAj in StrA. In this paper, we run GIZA++
[9] to train word alignments based on 10M 〈question, related question〉 pairs
crawled from the community QA website (i.e., YahooAnswers6).

– ETMWE(Q,A) represent the word embedding-based feature to measure the
topic semantic similarity between Q and A:

ETMWE(Q,A) =

∑|StrQ|
i=1 ln(

∑|StrA|
j=1 cosine(vwQi

,vwAj
)

|StrA| )

|StrQ|
where vwQi

(or vwAj
) denotes the word embedding learnt for the word wQi (or

wAj). We generate word embeddings using word2vec [8] base on the sentences
from GoogleNews7. The dimension of each word embedding vector is set to
300.

– ETMPP (S,Q) is defined as a paraphrase-based feature. Given a phrase table
PT extracted from a bilingual corpus8, we follow [1] to extract a paraphrase
table PP , which has the following form:

PP = {〈si, sj , score(sj ; si)〉}
where si and sj denote two phrases in source language, score(sj ; si) denotes
a confidence score that si can be paraphrased to sj , which is computed based
on the phrase table PT as:

score(sj ; si) =
∑
t

{p(t|si) · p(sj |t)}

The underlying idea of this approach is that, two source phrases that are
aligned to the same target phrase trend to be paraphrased.
Based on PP , we define a paraphrase-based feature to measure the semantic
similarity between S and Q:

ETMPP (Q,A) =
∑N

n=1

∑M
j=1 CountPP (tjA,StrQ)

M

N

where tjA denotes the jth topic phrase in A and N denotes the maximum n-
gram order (here is 3). CountPP (tjA, StrQ) is computed based on the following
rules:

6 https://answers.yahoo.com/.
7 The embedding file is available at https://code.google.com/archive/p/word2vec/.
8 We use 0.5M Chinese-English bilingual sentences in phrase table extraction,

i.e., LDC2003E07, LDC2003E14, LDC2005T06, LDC2005T10, LDC2005E83,
LDC2006E26, LDC2006E34, LDC2006E85 and LDC2006E92.

https://answers.yahoo.com/
https://code.google.com/archive/p/word2vec/
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• If tjA ∈ StrQ, then CountPP (tj , StrQ) = 1;
• Else, if 〈tjA, s, score(s; tjA)〉 ∈ PP and tjA’s paraphrase s occurs in Q, then
CountPP (tjA,Q) = score(s; tjA)

• Else, CountPP (tjA,Q) = 0.

There are other ways to compute the similarity between two sentences as well,
such as bi-LSTM (Long Short Term Memory), GRU (Gated Recurrent Unit),
and etc. Due to space limitation, we leave more experiments as our future work.

4 Related Work

The lexical gap between semantically correlative sentences is one of the biggest
challenges for modeling the relationship between question-answer pairs. Some
works use machine translation approach to representing words or phrases in
discrete space [6,7]. [2] proposed to use a topic modeling method with the
assumption that Q-A pairs should share similar topic distributions. Other works
considering the relevance between questions and answers in the syntactic level
instead of word level, by matching parse trees [4,12,15]. Representation learn-
ing by neural network has become a hot method as well, to learn sentence-level
representations for the answer selection task [3,10,17].

Uniquely, our method proposes a simple but effective way to extract labeled
data for the supervised topic prediction model training, demonstrate the effective
of such semantic-level feature in QA task.

5 Experiment

5.1 Evaluation on Topic Prediction

We first evaluate our proposed model in a topic prediction task.
Based on the training data extraction method described in Sect. 2.1, we col-

lect 1,287 most-frequent topics and 384,965 〈sentence, topic〉 pairs from 5,028,106
English Wikipedia pages. We further divide all 〈sentence, topic〉 pairs into two
datasets: 346,480 〈sentence, topic〉 pairs as training set, 38,485 〈sentence, topic〉
pairs as testing set.

We train the topic prediction model on training set, and use it to predict the
most possible topics for each sentence in testing set. Accuracy@N (ACC@N) is
used as evaluation metric. We use Naive Bayes (NB) and TFIDF as baselines,
where

NB(tk,S) = logP (tk) +
|S|∑
i=1

logP (wi|tk)

TFIDF (tk,S) =
|S|∑
i=1

TF (wi, tk) · log(IDF (wi, T ))
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Table 1. Evaluation on topic prediction task.

Model ACC@1 ACC@3 ACC@5 ACC@10

NB 10.3% 18.1% 22.7% 30.6%

TFIDF 31.2% 49.0% 56.9% 67.3%

Our model 33.9% 51.2% 58.7% 68.8%

Table 2. Example of topic prediction.

Sentence Top 10 predicted topics

Question:
How much is 1 tablespoon of
water

Measurement, features, usage, uses, comparison,
water, size, physical characteristics, characteristics,
outline

Answer candidate 1 (Cor-
rect):
This tablespoon has a capac-
ity of about 15ml

Size, features, statistics, ports, infrastructure,
elements, specifications, measurement, sources, facili-
ties

Answer candidate 2 (Incor-
rect):
It is abbreviated as t, tb, tbs,
tbsp, tblsp, or tblspn

Occurrence, nomenclature, branches, general informa-
tion, name, terminology, list, grammar, concept, avail-
ability

Evaluation results are shown in Table 1, where ours topic prediction model
achieves better results than the baselines.

The meaning between some topics are very similar, such as “usage” and
“uses” in Table 2, which makes getting higher ACC@1 difficult. The model with
58.7% ACC@5 and 68.8% ACC@10 is acceptable and can provide enough seman-
tic info to enhance the answer selection task.

5.2 Experiment on Answer Selection

For answer selection task, we select two benchmarks WikiQA9 [14] and QASent
[13] as the evaluation datasets.

Dataset. The same triple format < Qi, Ai,j , label > is used to represent the
data in both WikiQA and QASent dataset. Given question Qi, each candidate
answer sentences Ai,1...Ai,k are labeled as 1 or 0, where 1 denotes the current
sentence is a correct answer sentence, and 0 denotes the opposite meaning.

The WikiQA dataset is precisely constructed based on natural language ques-
tions and Wikipedia documents. The questions are collected from question-like
Bing search queries and have clicks to Wikipedia. WikiQA dataset contains 2,118

9 http://aka.ms/WikiQA.

http://aka.ms/WikiQA
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questions and 20,360 ‘question-answer’ (Q-A) pairs in the training set, 296 ques-
tions and 1,130 ‘Q-A’ pairs in development set, and 633 questions and 2,352
‘Q-A’ pairs in testing set.

The QASent dataset select questions in TREC 8-13 QA tracks and chose sen-
tences share one or more non-stopwords from questions. QASent dataset contains
94 questions and 5,919 ‘Q-A’ pairs in the training set, 65 questions and 1,117
‘Q-A’ pairs in development set, and 68 questions and 1,442 ‘Q-A’ pairs in testing
set.

Metrics. The performance of answer selection is evaluated by Mean Average
Precision (MAP) and Mean Reciprocal Rank (MRR). Among all ‘Q-A’ pairs in
WikiQA, only one-third of questions contain at least one correct answer. Similar
to previous work, questions without correct answers in the candidate sentences
are not taken into account.

Results and Discussion. We re-implement bi-CNN [14] as our baseline, which
uses a bi-gram CNN model combining with a word overlap feature that counts
the number of non-stopwords in the question that also occur in the answer. LDA
represent a cosine of topic distributions of a Q-A pair. The topic distribution
is estimated by LightLDA [18] on sentences from English wikipedia, where the
topic number is set to 1,000. In our experiment, features are combined by a
logistic regression function.

We first run evaluation on all questions in WikiQA. Table 3 shows that
different topic matching features can achieve comparable results with baselines.
This is due to the fact that only 20.3% answer sentences share no content word
with corresponding questions in WikiQA dataset. Therefore, the word overlap
feature plays an important role in all settings.

Table 3. Evaluation result on all questions of WikiQA.

Model MAP MRR ACC@1

Baselines bi-CNNcnt 65.27% 66.61% 51.35%

bi-CNNcnt+LDA 65.74% 67.71% 52.24%

Single features ITM 47.24% 45.57% 26.58%

ETMTM 53.42% 53.73% 33.74%

ETMWE 49.28% 48.68% 28.40%

ETMPP 53.28% 53.54% 33.33%

Merged methods bi-CNNcnt+ITM 65.72% 67.73% 51.90%

bi-CNNcnt+ETMTM 66.81% 68.27% 52.32%

bi-CNNcnt+ETMWE 65.92% 67.17% 51.64%

bi-CNNcnt+ETMPP 66.51% 68.29% 52.74%

bi-CNNcnt+ALL 67.50% 69.19% 54.43%
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In order to illustrate the effectiveness of our model, we then run evaluation on
hard questions, each of which shares no content word with its corresponding
answer sentences. Table 4 shows that using the two topic-level semantic features
(ITM and ETM) brings significant and the biggest improvements, comparing to
bi-CNNcnt and bi-CNNcnt+LDA settings.

Table 4. Evaluation result on hard questions of WikiQA.

Model MAP MRR ACC@1

Baselines bi-CNNcnt 42.40% 43.02% 23.08%

bi-CNNcnt+LDA 42.45% 43.22% 23.15%

Merged methods bi-CNNcnt+ITM 42.34% 42.96% 23.08%

bi-CNNcnt+ETMTM 46.48% 47.87% 29.77%

bi-CNNcnt+ETMWE 42.47% 43.09% 24.26%

bi-CNNcnt+ETMPP 42.35% 42.92% 22.84%

bi-CNNcnt+ALL 47.36% 48.10% 30.77%

The results in Table 5 shows that our model can also achieve better results
on QASent dataset. The QASent data set is independent with Wikipedia articles
which both WikiQA and our topic prediction model are related to.

Table 5. Evaluation result on QASent.

Model MAP MRR ACC@1

Baselines bi-CNNcnt 69.52% 76.33% 61.76%

bi-CNNcnt+LDA 69.75% 76.85% 63.23%

Merged methods bi-CNNcnt+ITM 70.12% 78.62% 64.03%

bi-CNNcnt+ETMTM 70.62% 78.62% 65.63%

bi-CNNcnt+ETMWE 69.64% 76.55% 62.79%

bi-CNNcnt+ETMPP 70.36% 77.87% 64.71%

bi-CNNcnt+ALL 71.09% 78.97% 66.17%

To compare with implicit topic modeling methods, such as LDA and ITM,
our ETM method have good interpretability to explain why question-answer pair
have good (or bad) semantic relationship in topic level.

6 Conclusion

This paper introduces a method to obtain large scale open domain labeled
data, and propose a topic prediction model for the answer selection task. The
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result shows our topic prediction model achieves promising results on WikiQA
dataset, especially on the hard questions. We also release our 〈sentence, topic〉
labeled pairs, to support researchers to use it in more NLP tasks, such as answer
selection.
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Abstract. Traditional approaches to the task of ACE event extraction are either
the joint model with elaborately designed features which may lead to general-
ization and data-sparsity problems, or the word-embedding model based on a
two-stage, multi-class classification architecture, which suffers from error
propagation since event triggers and arguments are predicted in isolation. This
paper proposes a novel event-extraction method that not only extracts triggers
and arguments simultaneously, but also adopts a framework based on convo-
lutional neural networks (CNNs) to extract features automatically. However,
CNNs can only capture sentence-level features, so we propose the skip-window
convolution neural networks (S-CNNs) to extract global structured features,
which effectively capture the global dependencies of every token in the sen-
tence. The experimental results show that our approach outperforms other
state-of-the-art methods.

1 Introduction

Event extraction is an important and challenging task in Information Extraction (IE),
which aims to discover event triggers with specific types and their arguments. Tradi-
tional methods [1, 8, 9, 14] usually break down the whole task into separate subtasks,
such as trigger identification/classification and argument identification/classification,
and use sequential pipelines architecture as a two-stage, multi-class classification
framework. One common drawback to this approach is that the errors in upstream
component are often compounded and propagated to the downstream classifiers. The
downstream components, however, cannot impact earlier decisions [12].

Li [12] formulates the ACE event extraction task as a structured learning problem,
and presents a joint framework based on structured perceptron with beam search
[4, 17, 18], which predicts the triggers and arguments simultaneously and solves the
error propagation problem. However, all of the approaches above use a set of elabo-
rately designed features relying on human ingenuity which takes a large amount of
human effort and are prone to generalization and data-sparsity problems.

Recent improvements of convolutional neural networks (CNNs) have been
proven efficient for capturing syntactic and semantics between words within a sentence

© Springer International Publishing AG 2016
C.-Y. Lin et al. (Eds.): NLPCC-ICCPOL 2016, LNAI 10102, pp. 324–334, 2016.
DOI: 10.1007/978-3-319-50496-4_27



[5, 10, 11, 24] for NLP tasks. Chen [2] presents a novel framework for event extraction,
which can automatically induce lexical-level and sentence-level features from plain
texts via a dynamic multi-pooling convolutional neural network. Problematically, it
also uses a two-stage pipelines framework, so it may suffer from the same drawback as
the staged architecture’s.

Therefore, we intend to use convolutional neural networks (CNNs) in joint model
to automatically extract features. However, the types of features used in joint model are
usually global structured features in the token-level, indicating the global depen-
dencies between a single token and every other token in the sentence. These depen-
dencies play an irreplaceable role in operating structured learning. However, CNNs
typically use a fixed-size window sliding along the sentence, and operate the convo-
lution and max-pooling at the same time, which can only extract sentence-level fea-
tures. It is thus intractable to capture the global structured features.

Furthermore, Li’s joint model is based on structured perceptron with beam search
[17, 18], which heavily relies on the quality of the human-designed features and may
lack generalization. Recent studies [19, 20] have proved that recurrent neural networks
(RNNs) are able to effectively deal with variable-length input sequences and discover
long-term dependencies, and we find that it is a perfect model to operate structured
learning.

In this paper, we propose a novel joint event extraction framework which not only
uses skip-window convolutional neural networks (S-CNNs) to automatically extract
global structured features, but also predicts the triggers and arguments simultaneously
via RNNs.

In summary, the contributions of this paper are as follows:

• We present a novel framework that combines both deep learning and structured
learning methods.

• We propose a skip-window convolution neural network which is able to capture the
global structured features automatically.

• We propose to use RNNs to operate structured learning, and use beam search to find
the best configuration for the input sentence.

2 Event Extraction Task

In this paper, we focus on the event extraction task defined in Automatic Content
Extraction (ACE) evaluation where an event is defined as a specific incident involving
participants. The task defines 8 event types and 33 subtypes such as Elect, Transfer, etc.
We introduce the terminology of the ACE event extraction that we use in this paper:

• Event mention: a phrase or sentence within which an event is described, including
a trigger and arguments.

• Event trigger: the word that most clearly expresses the event mention.
• Event argument: an entity mention, temporal expression or value (e.g. Job-Title)

that serves as a participant or attribute with a specific role in an event mention.
• Argument role: the relationship between an argument to the event in which it

participates.
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Given an English text document, an event extraction system should predict event
triggers with specific subtypes and their arguments from each sentence.

For example:
S1: In Baghdad, a cameraman died when an American tank fired on the Palestine

Hotel.
Sentence S1 contains two events:

(1) The Die event triggered by “died”, its arguments are Baghdad, cameraman, and
American tank, and the roles of these arguments are Place, Victim, and
Instrument;

(2) The Attack event triggered by “fired”, its arguments are Baghdad, cameraman,
American tank and Palestine Hotel, and the roles of these arguments are Place,
Target, Instrument and Target.

In this work, we assume that argument candidates such as entities are part of the
input to the event extraction following most previous works [8, 9, 14].

3 Methodology

In this paper, event extraction is also formulated as a structured learning problem. We
propose to use S-CNNs and RNNs to jointly extract triggers and arguments that
co-occur in the same sentence. In this section, we will describe the training and
decoding algorithms for this model.

Our model is also based on structured perceptron which is proposed in [17]. Given
a sentence instance v 2 X, which in our case is a sentence with argument candidates,
the decoding process is to find the best configuration z 2 !, which in our case is the
expected labels of all the tokens in the sentence, according to the current model:

z ¼ argmaxy02!ðxÞ Fðx; y0Þ ð1Þ

where F x; y0ð Þ is a score function, we’ll explain in Sect. 3.4.
A typical dynamic programming algorithm can be employed to perform exact

inference, but to improve the search efficiency, we use beam search in our model.
The whole architecture of joint event extraction model primarily involves the fol-

lowing four components: (i) word-embedding learning, which reveals the embedding
vectors of words in an unsupervised manner; (ii) global structured feature extraction via
S-CNNs, which turn every embedding vector into a global structured feature vector, as
the input of the final ranker; (iii) label vector learning, which turn the label of every
word into a embedding vector, as the other input of the ranker; (iv) the ranker, search
for the best configuration under the current parameters, in dynamic programming way
(Fig. 1).
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3.1 Word Embedding Learning

In this paper, we use word embedding [3, 22, 26, 27] as base features, which are proved
to be powerful for capturing the meaningful semantic regularities of words [6]. More
concretely, we use the Skip-gram model [16] to pre-train the word embedding. This
model is the state-of-the-art model in many natural language processing (NLP) tasks
[25]. We use these base features to extract global structured features via S-CNNs.

3.2 Skip-Window Convolutional Neural Networks

CNNs typically use a max-pooling layer, which aims to capture the most useful
information and extract sentence-level features. But these features cannot capture the
global dependencies between a single token and every other token in the sentence,
however, those dependencies are irreplaceable in operating structured learning. What
we need are global structured features in the token-level, which are usually elabo-
rately designed and extracted by complicated NLP tools.

In this paper, we proposed the skip-window convolution neural networks (S-CNNs)
which is able to capture the global structured features automatically.

To be more specific, the algorithm takes two steps:
First, we concatenate the word embedding of current word and every other word’s

word embedding along with their relative position feature (pf ) in the sentence.

Fig. 1. Illustrates the processing of the decoding. The S-CNNs step will turn every token in the
sentence into their global structured feature vector. The Configuration Maker step will turn every
label into label vector and make them into configuration. The Final score step will provide
feedback to the Configuration Maker to search for the best configuration.
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The relative position feature is defined as the relative distance of the current word to the
target word. It’s also represented by an embedding vector. Similar to word embedding,
distance values are randomly initialized and optimized through back propagation [2].

vi ¼ ½ ½xi; pfji�sj; xs ; . . .;� ½xi; pfji�jj; xj ; . . .;� ½xi; pfji�nj; xn�� ð2Þ

where xi is the word embedding of the i-th token in the sentence, and pfji�jj indicates
the relative distance of the i-th token to the j-th token.

Second, we take these concatenated feature vectors as the input of a CNN, after
simple convolution and max-pooling, we’ve got the global structured features of the
current word.

pi ¼ downsampling vi �Wswð Þ ð3Þ

where pi is the global structured feature vector of the token xi, Wsw is a matrix used for
convolution (Fig. 2).

After the S-CNNs step, each word in the sentence is represented as global struc-
tured features.

3.3 Label Vectors Learning

Unlike classification frameworks, we need a score function to evaluate which label
make the best configuration, so we need to encode each label value into an embedding
vector. ACE defines 33 event subtypes and 28 role types, so include the no-trigger and
no-role, we need 34 trigger label vectors and 29 role labels vectors. And we use the
same way as position features to get these trigger and role vectors.

Actually, there are lots of ways to train these label vectors. To be more specific,
every token in the sentence has these two properties. Like the relative position feature,
just take the event label value and role label value as features and use these features in
any other NLP tasks, of course, these feature vectors should also be randomly ini-
tialized and optimized through back propagation. We pre-train these label vectors in a
classification task, which is not the focus of this paper.

We use these label vectors to make configuration, and leverage the feedback of the
score function to find the best configuration of the input sentence.

Fig. 2. Describes the specific process of the S-CNNs on word “died” in sentence S1
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3.4 Use RNNs to Operate Sequence Labeling

As we described in formula (1), we use a score function to search for the best con-
figuration for the sentence instance, to be more specific, the detailed functions are
showed below:

li ¼ r Win � pi; y
0

h i
þ bin

� �
ð4Þ

hi ¼ r Wh � hi�1 þ li þ bhð Þ ð5Þ

F x; y
0

� �
¼ r

0
Wout � hið Þ ð6Þ

where pi is the output of the S-CNNs, h means the hidden state, and r is a relu
activation function [28], r

0
is a sigmoid activation function, F x; y

0� �
is the score of the

current partial configuration.
With the ability of explicitly modeling time-series data, RNNs are being increas-

ingly applied to sentence modeling [19, 20]. But unlike the normal uses of RNNs, we
found it is also a perfect model to operate structured learning, because the output of
RNN is both decided by the input value and the former hidden states. For example, if
we take the output as the score, and we aim to find the configuration with the highest
score, then this is typical dynamic programming problem. In our model, we use beam
search to improve search efficiency, to be more specific, we store the K-best hidden
states in the beams.

Since every score is corresponding to a given input and a given hidden state, so we
can easily use these scores to get the K-best inputs, and of course, the corresponding
K-best hidden states, assuming the beam size is K. And we keep track of the source of
each score, which means we know the corresponding input and corresponding beam of
every calculated score. With the process of labeling, we use the scores to rank all the
partial configurations and store the K-best beams, then we can easily get the best
configuration in the end.

Just like Li’s work [12], we use the same decoding order:
Let x ¼ ðx1; x2; . . .; xsÞ; eh i denote the sentence instance, where xi represents the

i-th token in the sentence and e ¼ ekf g is the set of argument candidates. During each
step with token i, there are two sub-steps:

• Trigger labeling: We enumerate all possible trigger labels for the current token
under the given score function. Then the K-best partial configurations are selected
to the beam, assuming the beam size is K.

• Argument Labeling: After the trigger labeling step, we traverse all configurations in
the beam, once a trigger label is found, then the decoder search through the
argument candidates to label the possible role (Fig. 3).
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3.5 Training

We define all of the parameters for the model as h ¼ ðE;L; PF;Wsw;Win;Wh;
Wout; bin; bhÞ. Specifically, E is the word embedding, L is the label embedding, PF is
the position embedding, Wsw is the parameter of the S-CNNs, Win and bin is the
parameters of the input layer of the RNNs, Wh and bh is the parameters of the hidden
layer of the RNNs, Wout is the parameters of the output layer of the RNNs. We use a
typical back-propagation algorithm to train the model.

cost ¼ 1
n

X
i

Oi � flagð Þ2 ð7Þ

flag ¼ 1 label is right
0 label is wrong

�
ð8Þ

where Oi is the score of the i-th token in the decoded configuration.

4 Experiment

4.1 Dataset and Evaluation Metric

We utilize the ACE 2005 corpus as our dataset. For comparison, as the same as [2, 8, 9,
12, 14], we use the same test set with 40 newswire articles and the same development
set with 30 other documents randomly selected from different genres and the remaining
529 documents are used for training. Similar to previous work, we use the following
criteria to judge the correctness of each predicted event mention:

• A trigger is correct if its event subtype and offsets match those of a reference trigger.
• An argument is correctly identified if its event subtype and offsets match those of

any of the reference argument mentions.
• An argument is correctly classified if its event subtype, offsets and argument role

match those of any of the reference argument mentions.

Fig. 3. Describes the architecture of the decoder of the model, after labeling the i-th token, the
decoder turns to the role labeling step.
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4.2 Baselines

We select the following state-of-the-art methods for comparison.

(1) Li’s baseline is the feature-based system proposed by Li et al. [12], which only
employs human-designed lexical features, basic features and syntactic features.

(2) Liao’s cross-event is the method proposed by Liao and Grishman [14], which uses
document level information to improve the performance of ACE event extraction.

(3) Hong’s cross-entity is the method proposed by Hong et al. [8], which extracts
event by using cross-entity inference. To the best of our knowledge, it is the
best-reported feature-based system in the literature based on gold standards
argument candidates.

(4) Li’s structure is the method proposed by Li et al. [12], which extracts events based
on structure prediction. It is the best-reported structure based system.

(5) Chen’s DMCNN is the method proposed by Chen et al. [2], which proposed a
word-representation model to capture meaningful semantic regularities for words
and adopt a framework based on a dynamic multi-pooling convolutional neural
networks. It is the best-reported word-embedding based system.

4.3 Overall Performance

Following Li et al. [12], we tune the model parameters on the development through
grid search [21]. Specifically, we set the dimension of label as 100, the dimension of PF
as 20, the numbers of the feature maps in S-CNNs as 100, and the beam size as 5.
Following previous work, we also train the word embedding using the Skip-gram
algorithm on the NYT corpus (Table 1).

From the results, we can see that our model can improve the best F1 [2] in the
state-of-the-arts for the trigger identification task by 1.3%, and achieves comparable
performance for the trigger classification task. This demonstrates the effectiveness of
the proposed method. Moreover, we can see our model gain higher recall rates in the
trigger identification/classification task. we believe it is the arguments’ contributions

Table 1. Shows the overall performance on the blind test dataset.

Methods Trigger
identification
(%)

Trigger
identification +
classification
(%)

Argument
identification
(%)

Argument role
(%)

P R F P R F P R F P R F

Li’s baseline 76.2 60.5 67.4 74.5 59.1 65.9 74.1 37.4 49.7 65.4 33.1 43.9
Liao’s cross-event N/A 68.7 68.9 68.8 50.9 49.7 50.3 45.1 44.1 44.6
Hong’s cross-entity N/A 72.9 64.3 68.3 53.4 52.9 53.1 51.6 45.5 48.3
Li’s joint model 76.9 65.0 70.4 73.7 62.3 67.5 69.8 47.9 56.8 64.7 44.4 52.7
DMCNN model 80.4 67.7 73.5 75.6 63.6 69.1 68.8 51.9 59.1 62.2 46.9 53.5
S-CNNs model 78.1 71.8 74.8 74.1 64.8 69.1 69.2 50.8 58.6 63.3 45.8 53.1
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that are driving this change, since they were extracted jointly. Furthermore, some
comparisons of Li’s joint model with Hong’s cross-entity, Liao’s cross-event, and Li’s
baseline illustrate that richer feature sets often lead to better performance when using
traditional human-designed features. However, our model could obtain better results
without using any complicated NLP tools. Specifically, compared to Hong’s
cross-entity, it gains 0.8% improvement on trigger classification F1 and 4.8%
improvement on argument classification F1. We believe the reason is that our model
can automatically capture global structured features, which efficiently represent the
global dependencies of every token in the sentence.

4.4 The Effectiveness of S-CNNs

Compared to Li’s joint model, also as a structured learning framework, our model is
proved to be efficient. To be more specific, our model gains 1.6% improvement in the
trigger classification task, and 0.4% improvement in the role classification task. But
Li’s joint model uses a large set of human-designed features to operate structured
learning, however, our model simply use the S-CNNs to automatically extract global
structured features, and also obtain remarkable results. This demonstrates the effec-
tiveness of our S-CNNs framework.

5 Related Work

Since event extraction plays an important role in NLP, many approaches have been
explored for the task. Nearly all of the ACE event extraction use supervised paradigm,
which can be divided into feature-based methods and structure-based methods [2].

Furthermore, we think feature-based methods can also be divided into two cate-
gories: elaborately human designed features and embedding features which automati-
cally extracted by neural networks.

In former methods, a diverse set of strategies has been exploited to convert classi-
fication clues (such as sequences and parse trees) into feature vectors. Ahn [1] uses the
lexical features (e.g., full word, pos tag), syntactic features (e.g., dependency features)
and external knowledge features (WordNet) to extract the event. Inspired by the
hypothesis of “One Sense Per Discourse” [23], Ji and Grishman [9] combined global
evidence from related documents with local decisions for the event extraction. To
capture more clues from the texts, Gupta and Ji [7], Liao and Grishman [14] and Hong
et al. [9] proposed the cross-event and cross-entity inference for the ACE event task [2].

In latter methods, Chen [2] proposed a framework called dynamic multi-pooling
CNNs to extract features from lexical-level and sentence-level.

In structure-based methods, researchers treat event extraction as the task of pre-
dicting the structure of the event in a sentence. McClosky et al. [15] casted the problem
of biomedical event extraction as a dependency parsing problem. Li et al. [12] presented
a joint framework for ACE event extraction based on structured perceptron with beam
search. To use more information from the sentence, Li et al. [13] proposed to extract
entity mentions, relations and events in ACE task based on the unified structure [2].
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Although all of these approaches achieve high performance, they either depend
strongly on the quality of the designed features and endure the errors in the existing
NLP tools, or suffer from error propagation problem as a common drawback of the
staged framework.

6 Conclusion

This paper proposes a novel joint event extraction framework that not only uses
skip-window convolutional neural networks (S-CNNs) to automatically extract global
structured features from plain texts, but also predicts the triggers and arguments
simultaneously via RNNs. The experimental results prove the effectiveness of the
proposed method.
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Abstract. Collaborative filtering (CF) has been widely employed within
recommender systems in many real-world situations. The basic assump-
tion of CF is that items liked by the same user would be similar and users
like the same items would share a similar interest. But it is not always
true since the user’s interest changes over time. It should be more reason-
able to assume that if these items are liked by the same user in the same
time period, there is a strong possibility that they are similar, but the
possibility will shrink if the user likes them in a different time period. In
this paper, we propose a long-short interest model (LSIM) based on the
new assumption to improve collaborative filtering. In special, we intro-
duce a neural network based language model to extract the sequential
features on user’s preference over time. Then, we integrate the sequen-
tial features to solve the rating prediction task in a feature based col-
laborative filtering framework. Experimental results on three MovieLens
datasets demonstrate that our approach can achieve the state-of-the-art
performance.

Keywords: Recommender system · Collaborative filtering · Long-short
interest model

1 Introduction

In the modern era of information overload, recommender system (RS) has
become more and more popular in many real-world situations. Lots of websites
(e.g. Amazon, Netflix, Alibaba and Hulu) use recommender system to target
customers and provide them with useful information. An excellent recommen-
dation system can effectively increase the amount of sales. For instance, 80% of
movies watched on Netflix come from their recommender system [3].

Lots of classical recommendation methods have been proposed during the last
decade, and they can be categorized into two classes: content based methods and
collaborative filtering based methods. Content based methods [11] take advan-
tage of user profiles and item properties for recommendation. While collaborative
filtering based approaches [15] utilize the past interactions or preferences, such
as users’ ratings on items, without using user or product content information for
recommendation. Collaborative filtering based approaches have attracted more
c© Springer International Publishing AG 2016
C.-Y. Lin et al. (Eds.): NLPCC-ICCPOL 2016, LNAI 10102, pp. 335–346, 2016.
DOI: 10.1007/978-3-319-50496-4 28
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Clockers (1995)
Awakenings (1990)
Dead Man Walking (1995)
Gods and Monsters (1998)
Sneakers (1992)

Birdcage, The (1996)
Dumb & Dumber (1994)
Arachnophobia (1990)
Addams Family Values (1993)
First Wives Club, The (1996)
Mouse Hunt (1997)

2004 
April

2004 
June

Comedy

Drama

Fig. 1. The preference records of user whose id is 5988 in MovieLens-1 M dataset, which
are sorted by their rated time.

attention due to their impressive performance, hence they develop for many years
and keep to be a hot area in both academia and industry.

Collaborative filtering assumes that items liked by the same user would be
similar and users like the same items would share a similar interest. However,
it is not always true because the user’s interest changes over time. For example,
given a user in MovieLens-1 M dataset whose id is 5988, Fig. 1 shows the movies
he watched sorted by the rating time. We can find that this user liked watching
comedy movies in April 2004 and changed to love watching drama movies in June
2004. These movies are going to be treated similarly in conventional collaborative
filtering, but they are not in fact. A more reasonable assumption, aka long-short
interest assumption, should be that items liked by the same user in the same
time period have a higher possibility to be similar than items liked by the same
user in different time period.

Inspired by paragraph2vec algorithm [6] for learning vector representations of
words which take advantage of a word order observed in a sentence, we introduce
a long-short interest model (LSIM) to extract sequential features of users and
items based on the new assumption. As illustrated in Fig. 2, user is similar with

Collaborative filtering plays an important role in recommender system .

sequence
order

Sentence

Fig. 2. Paragraph2vec learns vector representations of sentences and words based on
the word order while LSIM extracts sequential features of users and items based on
the rating order.
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the sentence, both of them contains a sequence following some order, and items
are similar with words because both of them follow the law that the closer they
are, the more similar they are. To verify the effectiveness of the learned sequential
features of users and items, we integrate them as side information to solve the
rating prediction task in a feature based collaborative filtering framework.

The main contributions of this paper include: (1) We introduce a long-short
interest model (LSIM) to extract sequential features of users and items based on
the long-short interest assumption. (2) We demonstrate the effectiveness of the
sequential features via integrating them as side information to solve the rating
prediction task. (3) Experiments on three public MovieLens show that LSIM can
achieve the state-of-the-art performance.

The rest of the paper is organized as follows. Section 2 gives an overview of
the related work. Then, we describe our long-short interest model and the feature
based collaborative filtering framework in Sect. 3. The experimental results, as
well as the comparisons with baseline system, are shown in Sect. 4. Finally, we
conclude the paper and outline our future work in Sect. 5.

2 Related Work

Our work is closely related to collaborative filtering and neural network language
model. We will discuss them in the following subsections.

2.1 Collaborative Filtering

Matrix factorization (MF) is the most popular collaborative filtering methods,
their success at the Netflix competition [4] have demonstrated their amazing
strength, and lots of variants of it have been proposed in the following works.
Basically, the given ratings matrix R ∈ R

N∗M consisting of the item preferences
of the users can be decomposed as a product of two low dimensional matrices
U ∈ R

N∗K and V ∈ R
K∗M . U could be treated as a user-interest matrix while

V could be treated as an item-interest matrix. K is the amount of interest.
The decomposition can be carried out by a variety of methods such as singular
value decomposition (SVD) based approaches [9], non-negative matrix factoriza-
tion approach [7] and regularized alternative least square (ALS) algorithm [16].
Meanwhile, non-linear algorithms are proposed to catch subtle factors, such as
Non Linear Probabilistic Matrix Factorization [5], Factorization Machines [12]
and Local Low Rank Matrix Approximation [8]. However, these methods group
users and treat items they rated equally, which will lose the sequential features
to describe the long-short interest.

2.2 Neural Network Language Model

Traditional language model uses a one-hot representation to represent each word
as a feature vector, where these feature vectors have the same length as the size
of vocabulary, and the position that corresponds to the observed word is equal to
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1, and 0 otherwise. However, this approach often exhibits significant limitations
in practical tasks, suffering from high dimensionality and severe data sparsity.
Mikolov et al. [10] proposed the word2vec algorithm to address these issues.
They take advantage of the word order in text documents, explicitly modeling
the assumption that closer words in the word sequence are statistically more
dependent, and have generalized the classic n-gram language models by using
continuous variables to represent words in a vector space. The continuous bag-
of-words (CBOW) and skip-gram (SG) language models are highly scalable for
learning word representations from large-scale corpora. The word2vec algorithm
breaks the semantic gap between words. For example, “trade” and “deal” are
totally different words in the one-hot representation, but they are similar in
word2vec distribution representation.

3 Our Approach

3.1 Problem Definition

Given N users and M items, the rating rij is the rating given by the ith user
for the jth item. In the common real-world situations, users usually rate on a
fraction of items, not on the whole items. Therefore, those ratings entail a big
and sparse matrix R ∈ R

N×M . The goal of recommender system is to make a
prediction on the missing ratings. Based on that, we will know the preference
of a user on the items he never rates, and recommend high score items to him.
Table 1 summarizes the symbols used in our approach.

Table 1. Summary of notations.

Notation Description

N Number of users

M Number of items

K Dimension of latent factors

D Dimension of sequential features

R ∈ R
N×M Rating matrix

U ∈ R
N×K Latent factors of users

V ∈ R
M×K Latent factors of items

X ∈ R
N×D sequential features of users

Y ∈ R
M×D sequential features of items

3.2 Long-Short Interest Model

The basic assumption of collaborative filtering is that items liked by the same
user would be similar or users like the same items would share a similar interest.
However, in real-world situations, it is not always true because users’ interest
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may change over a long time period. Meanwhile, the interest distribution of a
user in a fixed time period are stable and don’t change too much. To describe this
phenomenon, we propose the definition of long interest and short interest.

– long interest reflects the interest distribution of a user in a long time period,
and it is reflected in the whole items list of the user’s preference.

– short interest reflects the interest distribution of a user in a short time
period, and it is reflected in a fraction of the whole items list of the user’s
preference in a fixed length sliding window.

Under this definition, two assumptions are proposed as below.

1. items liked in the same short interest of the same long interest have a higher
possibility to be similar than ones liked in different short interest of the same
long interest.

2. the more times items show in the same short interest of different long interest,
the higher possibility they are similar.

For example, as illustrated in the top of Fig. 3, item2 should be more similar
with item1 than item5 in the low dimensional embedding space.

Inspired by paragraph2vec algorithm [6] for learning vector representations of
words which take advantage of a word order observed in a sentence, we introduce
a neural network based language model to carry out the embedding of sequential
features. The embedding model simultaneously learns vector representations of
users and items by considering the user as a global context, and the architecture
of the embedding model is illustrated in Fig. 4.

user item1 item2 item3 item4 item5

timeline

more
similar

less
similar

user

item1

item2

item5

close

tem

away

Fig. 3. A example for short interest and long interest
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userm itemm,t-c itemm,t-1 itemm,t+1 itemm,t+c

itemm,t

projection

......

me window

Fig. 4. Embedding model for extracting interest similarity from users and items

The training data set was derived from users’ interaction timeline T , which
comprises users xi(i = 1, 2, . . . , N) and their interacted items ordered by the
interacted time, yi1 , yi2 , . . . , yiLi

1, where Li denotes number of items interacted
by user xi, which is much less than the amount of items M . To characterize the
long interest, we consider the whole items list as the context and generate the
long interest of the current user. To characterize the short interest, we consider
items in the same local interest as the context and generate items in it one by
one with the help of long interest. More formally, objective of the embedding
model is to maximize the log-likelihood over the set of T of all the interaction
timeline,

N∑
i=1

(
p(xi|yi1 , yi2 , . . . , yiLi

) +
Li∑
j=1

p(yij |yij−c
: yij+c

, xi)
)

(1)

where c is the time window size, yij−c
: yij+c

denotes the sequence yij−c
,

yij−c+1 , . . . , yij+c
excluding yij .

p(xi|yi1 , yi2 , . . . , yiLi
) is the probability to generate the long interest of ui

based on all items he interacted. The prediction task is typically done via a
multi-class classifier, such as softmax. There, we have

p(xi|yi1 , yi2 , . . . , yiLi
) =

exp(vT
1 v

′
xi

)∑
x′ exp(vT

1 v′
x′ )

(2)

where v
′
xi

is the output vector representation of xi, and v1 is averaged input
vector representation of all the items interacted by user xi, i.e.

v1 =

∑Ti

j=1 vyij

Ti
(3)

p(yij |yij−c
: yij+c

, xi) is the probability to generate yij based on items in
the same short interest and the user’s long interest. Similarly, using softmax
multi-class classifier we have

1 we use symbol x and y instead of classic u and v to avoid confusion between v and
vector symbol v in neural network language model.
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p(yij |yij−c
: yij+c

, xi) =
exp(vT

2 v
′
yij

)∑
y′ exp(vT

2 v′
y′ )

(4)

where v
′
yij

is the output vector representation of yij , and v2 is averaged input
vector representation of items int the same short interest and corresponding long
interest xi.

v2 =
vxi

+
∑

−c≤k≤c,k �=0 vyij+k

2c + 1
(5)

Stochastic Gradient Descent (SGD) are used as the training method, hierar-
chical softmax and negative sampling are two main approaches to accelerate the
computation, and we use negative sampling approach in this paper.

3.3 Feature Based Collaborative Filtering

Feature based collaborative filtering [1] is a variety of collaborative filtering,
it allows us to build factorization models incorporating side information such
as temporal dynamics, neighborhood relationship, and hierarchical information
compared with conventional collaborative filtering.

There are two kinds of side information in collaborative filtering: user side
information and item side information. Feature based collaborative filtering sum-
marizes the two factors as feature vectors (denoted by ui ∈ R

n and vj ∈ R
m)

and predicts the preference score r̂ as

r̂ij =
n∑

k=1

αkuik +
m∑

k=1

βkvjk +

(
n∑

k=1

uikpk

)T (
m∑

k=1

vjkqk

)
(6)

where α and β controls the influence of each feature, pk ∈ R
K and qk ∈ R

K

are K dimensional latent factors associated with each feature. If we represent
one-hot representation of users and items like

uik =

{
1,k = i

0,k �= i
,vjk =

{
1,k = j

0,k �= j
(7)

the equation for rating prediction will reduce to the basic matrix factorization

r̂ij = αi + βj + pT
i qj (8)

where α, β are the biases and pi, qj are the latent factors for user ui and
item vj .

In our work, the representation of users and items learned from long-short
interest model can be treated as a kind of side information. Hence, we define
ũi as the learned vector representation of users and ṽj as the learned vector
representation of items. Then, we get new features of users and items by add
the learned vector representation to original one-hot representation.

ui = {ui, ũi},vj = {vj , ṽj} (9)
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There, the equation for rating prediction will change to

r̂ij =

N+D∑

k=1

αk{ui, ũi}k +

M+D∑

k=1

βk{vj , ṽj}k+
(

N+D∑

k=1

{ui, ũi}kpk

)T(M+D∑

k=1

{vj , ṽj}kqk

)

(10)
where N is the number of users, M is the number of items, D is the dimension
of sequential features of users and items learned from our long-short interest
model, pk ∈ R

K and qk ∈ R
K are K dimensional latent factors associated with

each feature.

4 Experiment

In this section, we conduct several experiments to evaluate the effectiveness of
our proposed long-short interest model on three public MovieLens2 datasets.
In these experiments, we also conduct corresponding analysis to investigate:
(1) the rating prediction performance of our long-short interest model compare
with other benchmark models; (2) the effect of our long-short interest model on
users own different interaction number.

4.1 Experimental Setup

Dataset. We conduct experiments on three MovieLens datasets, i.e. MovieLens-
1 M, MovieLens-10 M and MovieLens-20 M, which are commonly used for eval-
uating collaborative filtering algorithms. Table 2 summarizes the statistics of
three datasets. These datasets also provide some side information about users
and items, such as gender, age and occupation of users and movies’ genres, but
we don’t use the side information in all our experiments.

Table 2. Statistics of three MovieLens datasets and Netflix dataset.

Dataset #users #items #ratings Sparsity

ML-1M 6,040 3,706 1,000,209 95.53%

ML-10M 69,878 10,677 10,000,054 98.66%

ML-20M 138,493 26,744 20,000,263 99.46%

Metrics. We employ the Root Mean Square Error (RMSE) to measure the
rating prediction quality. The metric RMSE is defined as:

RSME =
√

1
N

∑
i,j

Iij(Rij − R̂ij)2 (11)

2 http://grouplens.org/datasets/movielens/.

http://grouplens.org/datasets/movielens/
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where Rij denotes the ground-truth rating the user i gives to the item j, R̂ij

denotes the corresponding predicted rating, Iij is a binary matrix that indicates
the ratings in the test set, and N is the total number of ratings in the test set.

4.2 Benchmark Models

we use two popular toolkits, LibMF and LibFM, that are widely used in both
academia and industry as our benchmark models.

LibMF is an open source tool for approximating an incomplete matrix using
the product of two matrices in a latent space. It provides solvers for real-valued
matrix factorization, binary matrix factorization, and one-class matrix factor-
ization, and also supports parallel computation in a multi-core machine using
CPU instructions (e.g., SSE) to accelerate vector operations. Its paper [2] won
the best paper award in RecSys 2013.

Factorization machines (FM) are a generic approach that allows to mimic
most factorization models by feature engineering. This way, factorization
machines combine the generality of feature engineering with the superiority of
factorization models in estimating interactions between categorical variables of a
large domain. LibFM [13] is a software implementation for factorization machines
that features Stochastic Gradient Descent (SGD) and Alternating Least Squares
(ALS) optimization as well as Bayesian inference using Markov Chain Monte
Carlo (MCMC).

4.3 Overall Results

In this section, we report the experimental results to demonstrate the effective-
ness of our long-short interest model. The model proposed in LibMF toolkit is
denoted as LibFM, the dimension of latent factors is set to 100 and the num-
ber of iterations is set to 1000. For the model proposed in LibFM, we denote
the LibFM model optimized by SGD as LibFM-SGD, the learn rate is set to
0.01, the regular parameter is set to (0, 0, 0.01) and the stdev for initialization
of 2-way factors is set to 0.1. Then we denote the LibFM model optimized by
ALS as LibFM-ALS, the regular parameter is set to (0, 0, 10) and the stdev
for initialization of 2-way factors is set to 0.1. Lastly, the LibFM model opti-
mized by MCMC is denoted as LibFM-MCMC, the stdev for initialization of
2-way factors is set to 0.1. Meanwhile, we denote our long-short interest model
as LSIM, the slide window size is set to 10, the dimension of latent factors is set
to 256 and the dimension of sequential features is set to 100. For feature based
collaborative filtering framework, the learn rate is set to 0.005 and the regular
parameter is set to 0.024 for both users and items.

We split the rating data in each dataset into random 90%–10% training-
test datasets, the training dataset are used for building our proposed model
and benchmark models, the remaining data are used for testing. This process is
repeated five times, and we report the mean value and standard deviation of the
RMSE scores on Table 3. From this table, we can clearly observe:
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Table 3. RMSE Performance comparison of our proposed model and benchmark mod-
els with a training ratio of 90%/10% on three MovieLens datasets.

Algorithms MovieLens-1 M MovieLens-10 M MovieLens-20 M

LibMF 0.8554 ± 0.0013 0.8090 ± 0.0004 0.8023 ± 0.0004

LibFM-SGD 0.8641 ± 0.0015 0.8022 ± 0.0013 0.7945 ± 0.0023

LibFM-ALS 0.8453 ± 0.0015 0.7936 ± 0.0004 0.7860 ± 0.0004

LibFM-MCMC 0.8460 ± 0.0011 0.7866 ± 0.0004 0.7787 ± 0.0005

LSIM 0.8355±0.0014 0.7740±0.0013 0.7656±0.0019

1. The rating prediction performance of LibMF is worst among all the models,
the reason should be that it focuses on accelerating the training speed of
matrix factorization by parallelization, and doesn’t pay enough attention on
optimizing the prediction precision.

2. In three LibFM models, MCMC optimization LibFM-MCMC shows a
better performance in large datasets (MovieLens-10 M and MovieLens-20 M)
while ALS optimization LibFM-ALS shows a better performance in small
datasets (MovieLens-1 M). The performance of SGD optimization LibFM-
SGD is the worst.

3. Our LSIM has the best performance between among all models in RMSE per-
formance on all three MovieLens datasets, which shows the effectiveness of the
long-short interest model. To the best of our knowledge, the best results pub-
lished regarding MovieLens-1 M and MovieLens-10 M are reported by both
[8,14] with a final RMSE of 0.831 ± 0.003 and 0.782 ± 0.003. These scores
are obtained with a training ratio of 90%/10% and without side information.
That means our proposed model can achieve the start-of-the-art performance.

4.4 Effects on Different Users

In our long-short interest model, the change of users’ interest over time has been
embedding into the sequential features. For these users with a lot of interactions,
their long interest and short interest will be detailedly extracted via LSIM. But
for the others with few interactions, LSIM only can extract marginal sequential
features because their interest keeps stable. This phenomenon means that our
LSIM will show a better performance on users with lots of interactions than ones
with few interactions.

In order to exhibit this character of LSIM, we carry on some experiments on
the MovieLens-1M dataset. First, we sort the users on MovieLens-1M according
to their respective number of ratings, those users are grouped by their ranking
order into 5 clusters (i.e. 0–20%, 20–40%, 40–60%, 60–80% and 80–100%), and
RMSE is computed by cluster respectively with a training ratio of 90%/10%.
For instance, the first cluster contains the 20% of users with the least number of
ratings and the last cluster contains the 20% of users with the highest number of
ratings. The provided results are the mean reported through 5-cross validation.



Improving CF with LSIM 345

0.8100
0.8300
0.8500
0.8700
0.8900
0.9100
0.9300
0.9500
0.9700
0.9900

0 - 2 0 % 2 0 % - 4 0 % 4 0 % - 6 0 % 6 0 % - 8 0 % 8 0 % - 1 0 0 %

LIBMF LIBFM-SGD LIBFM-ALS LIBFM-MCMC LSIM

Fig. 5. RMSE computed by cluster of users sorted by their respective number of ratings
on MovieLens-10 M with a training ratio of 90%/10%.

It can be clearly observed from Fig. 5 that all these recommendation mod-
els benefit from the increase of the count of items the user interact with on
RSME metric. Our proposed LSIM don’t perform well at the first “0%–20%”
user cluster, its RMSE score is 0.9275 which is less than LibFM-MCMC. But
when the interactions become more, its performance rapidly increases, and beats
the baseline methods obviously, which shows the effectiveness of our long-short
interest model.

5 Conclusions

In this study, we propose to use long-short interest model to utilize the rich
sequential information on users’ interaction history to solve the rating prediction
task in recommender system. By incorporating the sequential features into fea-
ture based collaborative filtering framework, better prediction performance can
be obtained. Our thorough evaluation, using three standard MovieLens datasets,
demonstrates the effectiveness of the proposed method.
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Abstract. This paper presents a mutual learning method using hierarchical deep
semantics for the classification of implicit discourse relations in English. With the
absence of explicit discourse markers, traditional discourse techniques mainly
concentrate on discrete linguistic features in this task, which always leads to data
sparse problem. To relieve this problem, we propose a mutual learning neural
model which makes use of multilevel semantic information together, including
the distribution of implicit discourse relations, the semantics of arguments and
the co-occurrence of words. During the training process, the predicted target of
the model which is the probability of the discourse relation type, and the dis-
tributed representation of semantic components are learnt jointly and optimized
mutually. The results of both binary and multiclass identification show that this
method outperforms previous works since the mutual learning strategy can dis-
tinguish Expansion type from the others efficiently.

Keywords: Implicit discourse relation classification � Hierarchical deep
semantics � Mutual learning neural network

1 Introduction

As a member task in natural language processing (NLP), discourse relation classifi-
cation is always a significant procedure of automatic discourse understanding. The
bottleneck of this task is how to efficiently and effectively identify the sense of implicit
discourse relations that are not marked by explicit discourse connectives [1, 2]. Things
get challenging as discourse connective is a kind of surface and strong cue for dis-
course relation classification, and we’re finally forced to capture the deep sense held
between two adjacent text spans (arguments) without the help of discourse connectives.

When dealing with implicit discourse relations, transforming the two arguments
into a cluster of features sounds like a feasible alternative. Traditional methods focus on
extracting words from each argument, and set the corresponding pair of words as
triggers of certain relation types. Here is an implicit instance:
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(a) The recent explosion of country funds mirrors the “closed-end fund mania” of the
1920s, Mr. Foot says, when narrowly focused funds grew wildly popular.

(b) They fell into oblivion after the 1929 crash.

In (a), the term “popular” conveys positive emotion of people towards funds, whereas
in (b), the head word “oblivion” means time changes. The pair of (popular, oblivion),
as the function of discourse connective “but” or “however”, is likely to show that there
may be a contrast relation between (a) and (b).

Features like word pairs have been proved to be effective to predict the implicit
discourse relation in a way, while some corresponding problems follow. On the one
hand, the one-hot representation of word pairs is so sparse that this kind of discrete
feature cannot reach to an acceptable convergence by common classifiers. In addition,
the composition for different types of word pairs seems to be a difficult problem. On the
other hand, the mainstream annotated corpus of discourse analysis is Penn Discourse
Treebank (PDTB) [3], which contains only 16,053 implicit samples. As we can see, the
lack of natural implicit discourse relations with convincing labels which always
aggravates the situation of data sparseness will lead to serious under-fitting during
training process.

In this paper, we propose a method to alleviate these problems mentioned above.
Illuminated by the neural probabilistic language model (NPLM) [4, 5], we employ the
distributed representation of word pairs, argument pairs and relations as classification
triggers instead of discrete features. In our model, embeddings of these hierarchical
semantic components are learnt to optimize the probability of corresponding discourse
relation type. As the prior distribution of the implicit discourse relations, the semantic
senses of the argument pairs and word pairs are jointly learnt and the relation type is
more likely to be inferred correctly. When facing the data sparsity problem, the
employment of distributed representation can effectively relieve this situation by
aggregating features together, which has been proved to be feasible in many previous
works, e.g., [6]. The result of experiment shows that our method enhances the
semantically expressing power than the discrete one or the simple addition method.

The organization of this paper is as follows. Section 2 discusses relevant works
towards implicit discourse relation classification. Section 3 presents the main frame-
work and detail description of our mutual learning neural model. Section 4 shows the
specific natural and artificial implicit data we using and the experimental results of our
method and the compared baselines. And the conclusions are concluded in Sect. 5.

2 Related Works

In recent years, many works have studied the implicit discourse relation classification
problem in different ways. Marcu and Echihabi [7] presents a pattern matching
approach considering the lack of implicit data. They extract sentence pairs matching the
pattern like [Arg1, but Arg2] from raw corpus and remove their connectives as implicit
one, which means explicit and implicit discourse relations are similar to each other.

Afterwards, more and more implicit discourse relation corpus are manually labelled
and released, so does relevant supervised works. Soricut and Marcu [8] use the RST
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corpus [9] to analyze this task restricted within a sentence. Wellner et al. [10] employ
an alternative corpora GraphBank [11] and propose that the head word and the first or
last words of each argument are distinctive in implicit discourse analysis. More works
are conducted on PDTB, the largest manually labelled corpus of discourse structures so
far. Pitler et al. [12] has conducted a variety of experiments about different linguistic
features, and concluded that word pairs feature is of great importance in implicit
discourse relation classification. Meanwhile, Lin et al. [13] and Wang et al. [14] pay
more attention to syntactic structures, which prove to be helpful to infer the corre-
sponding relation type. Zhou et al. [15], in other way, use language model, which helps
the implicit relation recognition via an additional feature, to predict implicit discourse
connectives rather than the relation type.

Things change as the lack of annotated training data becomes new bottleneck of
implicit discourse relation analysis, and semi-supervised methods become popular and
popular. Biran and McKeown [6] present aggregated word pair features which are
generated from the Gigaword corpus to replace the original discrete ones. They
combine text classification techniques, for example, TF-IDF and mutual information,
etc., with discourse analysis and achieve close to the state of the art performance
compared to [12]. Lan et al. [16] innovatively combine implicit discourse relation
recognition and multi-task learning together. The automatically labelled data and
manually labelled explicit data are both auxiliary for implicit one. Fisher and Simmons
[17] propose a spectral method based on Hidden Markov Model (HMM) which regards
discourse relations in the same document effected with each other by a latent variable.
Braud and Denis [18], on the other hand, analyze the distribution of different relation
types between natural and synthetic implicit data in French, and achieve a proper
balance using domain adaption.

More recently, deep learning is widely used in NLP, since distributed representa-
tion brings much more semantic information rather than traditional one-hot represen-
tation. As we can see, the NPLM proposed by Bengio et al. [4] is a proper entry point
for semantic tasks. Based on that, Mikolov et al. [5] use word co-occurence and
shallow syntactic information to automatically generate the semantics of words as word
embeddings, which definitely enhances the performance of many semantic tasks, e.g.,
sentiment analysis [19] and topic model [20]. As another semantic task in NLP, it’s
intuitional to combine implicit discourse relation classification and distributed repre-
sentation together.

3 Method

In this section, we mainly demonstrate our proposed model for implicit discourse
relation classification. Unlike the literature methods above, we choose distributed
representation of semantic components instead of discrete linguistic features such as
polarity and verbs. Furthermore, we composite multilevel embeddings together in order
to express the meaning of relations in different ways. Since the classification task aims
to capture the deep sense between two arguments, introducing argument embedding is
obviously contributed to the classification, so is the distribution of implicit discourse
relations.
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The primary training process pays more attention to optimize the probability of
each discourse relation type, while the embeddings of different semantic component are
learnt simultaneously. Besides that, all kinds of embeddings are also learnt jointly and
have effect on each other mutually. In a word, the proposed model is a mutual learning
neural model aiming to automatically label implicit discourse relations and generate
task-specific embeddings of relations, arguments and word pairs mutually.

3.1 Mutual Learning Neural Model

This model computes the probability towards different type of implicit discourse
relations when dealing with a pair of arguments holding implicit discourse relation. The
mutuality in our method is reflected in the following two respects: (1) the probabilities
towards different relation types and the distributed representation of semantic com-
ponents are optimized mutually; and (2) the embeddings of hierarchical semantic
components are learnt jointly and affected by each other during the training process.
Figure 1 shows the system framework and the data stream of each semantic unit.

Concerning the specific feature selection about implicit discourse relation classi-
fication, some works like Pitler et al. [12] prefer word pairs while others rely much
more on sentence structure. In our method, we choose embeddings of both word pairs
and arguments to represent implicit discourse relations in different ways. Since the
border of arguments is determined by annotation manually or punctuation automati-
cally, the word pairs are always selected by statistics such as information gain or Gini

Fig. 1. The framework of our mutual learning neural method and the arrows illustrate the main
data stream of each semantic components
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coefficient. Moreover, Yang et al. [20] regard topic model as a kind of Gaussian
mixture model (GMM) and introduce the distribution of topics to conduct clustering.
This work tells us to utilize the prior probability of implicit discourse relations which is
also treated as relation embeddings to conduct classification. The usage of multilevel
embeddings expresses the implicit sense held between the two arguments detailedly
and accurately, since the single one always contains bias.

When talking about the architecture of the neural network classifier, previous works
like [5] prefer to add embeddings of input layer together as hidden layer, while we
prefer different semantic levels to be catenated one by one. We assume that all kinds of
embeddings are unique compared with each other and equally important in semantics.
On one hand, uniqueness means that the simple addition of different kinds of
embeddings hurts the presentation of the entire sense of the relation, but catenation
performs better. On the other hand, the usage of transform matrix is to ensure that the
vector length of prior probability for implicit discourse relations is same as the other
semantic unit, which reveals they have the equal weight in semantics.

The output of classification is four kinds of probabilities, each of which is mapped
to the top level of the sense annotations in PDTB: Comparison, Contingency,
Expansion and Temporal. Each word and argument embedding is in d-dimension and is
initialized using the PV method introduced by Le and Mikolov [21]. They add the
argument embedding to the sum of word embedding together and optimize these
embeddings simultaneously. All of word embeddings are stored in the word embedding
matrix V 2 R

d� Vj j where |V| is the size of vocabulary in training data, so are argument
embeddings whose embedding matrix is A 2 R

d� Sj j. The prior probability p 2 R
1�4 of

implicit discourse relation type is calculated by the corresponding distribution in
PDTB. The transform matrix is T 2 R

4�2d, as the number of discourse relation type is 4
and the dimensions of word and argument pair are both 2d. The product of p and T is
seen as implicit discourse relation embedding matrix D 2 R

1�2d below.

3.2 Learning Model Parameters and Semantic Embeddings

Since all levels of embeddings are initialized well, we set the four probabilities towards
corresponding discourse relation type as training target. When dealing with an actual
implicit discourse relation with the type r, there’re probably more than one pair of
words that’s useful in classification. So we optimize just one word pair during each
iteration. Let C 2 R

1�6d as the catenation of all embeddings. Formally, the score
towards each specific type is defined by:

P ¼ f WTC
� � ¼ f WT �

v1; v2
a1; a2
pT

2
4

3
5

0
@

1
A ð1Þ

where f(∙) = sigmoid(∙) is a standard nonlinear function, W 2 R
6d�4 is the parameter

matrix needed to be learnt, v1; v2 2 V and a1; a2 2 A are corresponding semantic
embeddings. Matrix P represents the probabilities of the four kinds of relation types.
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We put the embeddings of word pairs, argument pairs and relations in an equal
position, and allocate corresponding parameters to each of them. The cross product of
those embeddings and their parameters is treated as the scores of relation types, and
nonlinear function f is the softmax layer.

As we optimize both the probability of corresponding discourse relation type and
the distributed representation of semantic components mutually, parameter matrix W
and these embeddings are about to be learnt by maximizing the log-likelihood of the
probability. The probability log-likelihood for each type is equal to:

li ¼ log f WT
i C

� �label
1� f WT

i C
� �� �1�label

� �

¼ label � log f WT
i C

� �þ 1� labelð Þ � log 1� f WT
i C

� �� � ð2Þ

where label is a value determined by the equality situation between real type r and
predicted type i. If r is equal to i, label = 1; otherwise, label = 0. This means that we’ll
use gradient ascent strategy towards the r-type and descent strategy towards the
non-r-type, which makes the score of r-type become distinctly higher than others.

Steps following are iteratively optimization using alternating gradient ascent and
descent strategy, i.e., fix parameter matrix W, to find catenated semantic embeddings C
that minimizes the value of loss function in (2), and repeat it reversely. The gradient of
catenated semantic embeddings C is in the following form:

@li=@C ¼ label � f ðWT
i CÞ

� � �WT
i ð3Þ

In (3), the catenated embedding C is learnt by both the type of the implicit dis-
course relation (the label) and the cross product of multilevel embeddings and their
parameters. In other words, the embeddings of each semantic component is optimized
by not only themselves but also the others. The usage of those hierarchical semantic
embeddings is to optimize themselves from each other via this mutual learning strategy.

For the symmetry between C and W in the loss function (2), the gradient of
parameter matrix W is shown as follows, which is highly similar to (3):

@li=@WT
i ¼ label� f ðWT

i CÞ
� � � C ð4Þ

Besides C and W, there’s also another parameter matrix T which is the transform
matrix of implicit discourse relation distribution. As the derivatives of relation
embedding D and catenated embedding C are in equal, the gradient of transform matrix
T can be computed as following:

@li=@T ¼ @li=@D � pT ¼ label � f ðWT
i CÞ

� � �WT
i � pT ð5Þ

In summary, the training process has two key stage: (1) training to get the
embeddings of relations, arguments and word pairs by the relation type and mutual
influence among themselves; and (2) training to get the parameters matrix W to ensure
that the probability of relation type and the cross product of C and W is highly
consistent.
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4 Experiment

In this section, we use a semi-supervised learning strategy to train our model since the
size of annotated resource for discourse relations does not match this problem in scale.
Followed the corresponding evaluations in [12, 22, 23], we compare our model with
their best results in F1-score and provide the relevant explanations about difference in
result.

4.1 Datasets

For our experiments, on one hand, we use the Penn Discourse Treebank as natural
discourse relations, which are done on 2,312Wall Street Journal articles aligned with the
Penn Treebank (PTB) [24]. According to the statistics in [3], there’re 16,053 tokens of
manually labelled implicit discourse relations divided into 25 Sections, and they’re all
annotated in the form of hierarchical sense tags. The top level of these tags, such as
Comparison, Contingency, Expansion and Temporal, is set as the target of prediction.
Conventionally, we use Sections of 2–20 of the PDTB as training set and Sections 21–22
as testing set. Sections 0–1 are used as development set for parameter tuning.

On the other hand, the proposed neural model contains so many parameters needed
to be learnt that it’s not enough to use only natural implicit data, thus synthetic data is
introduced into this work. We utilize two large scale corpus Central News Agency of
Taiwan, English Service (CNA) and Xinhua News Agency, English Service (XIN) that
are both extracted from English Gigaword Fifth Edition1 to train our model.

Since the raw corpora is prepared, we use the pattern matching approach presented
in [7] to extract explicit discourse relations from CNA and XIN. In respect of differ-
ences between explicit and implicit discourse data, Prasad et al. [3] mainly describe the
breakdown of relative position of arguments and discourse markers. The situation that
Arg1 is located within the same sentence as the discourse marker is called SS, PS
means Arg1 is in the previous sentence of the connective, and following sentence is
named FS. The majority explicit discourse relations in PDTB are SS, however, implicit
discourse relations cannot be held in only one sentence, which implies that explicit
discourse relations in SS type do not match implicit data well by removing discourse
markers. As the percentage of FS type is less than 0.1% in extracted discourse relations,
we transform those explicit data in PS type into implicit ones.

Besides, the rest synthetic implicit relations are not similar enough to natural ones
in distribution of relation type, which is shown in Table 1. The majority type of both
natural and synthetic implicit relations are Expansion, while the percentage of Com-
parison in synthetic data is obviously higher than the natural one, but the Contingency
is on the contrary. As a result, we balance the distribution of relation type between
different implicit data by discarding redundant synthetic discourse relations.

Last but not least, the match of useful word pairs needs the help of other annotated
corpora. Pitler et al. [12] introduce the Multi-perspective Question Answering Opinion

1 https://catalog.ldc.upenn.edu/LDC2011T07.
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Corpus [25] and the General Inquirer lexicon [26], which are also utilized in our
experiment, to extract word pairs. The extracted word pairs are made up of sentiment or
semantically relevant words. Moreover, we count all of word pairs in training set and
remove these items appeared less than five times. We rank the rest by information gain
and include the top as the set of useful word pairs.

4.2 Classification Results

Since we aim to achieve implicit discourse relation classification, we respectively run
four binary classifiers to distinguish the top level of sense from the others. We compare
our result with ones of [12, 22, 23], which have built a set of classifiers using the
PDTB. The performance measured by F1-score is shown in Table 2.

As we can see, our results is better than the ones of Pitler et al. [12] in all respects.
The main reason is that we use both semantic embeddings and synthetic training data to
reach a higher accuracy. Our mutual learning method, in other words, is capable to
integrate the advantages of those resource and classify the implicit discourse relations
in different ways.

When compared with the works of Rutherford and Xue [22, 23], the classification
result of Comparison and Temporal type in our work is weaker than the baseline, while
Expansion type is on the contrary. We consider that the proportion of implicit discourse
relations in Comparison and Temporal type is not more than twenty percent in training
data, which may have side effects on training process in condition of suffering from the
imbalanced distribution. Moreover, the word pairs selected by information gain are not

Table 1. The distribution of senses of natural and artificial implicit discourse relations

Relation type Training dataset Test dataset

Natural dataset Synthetic dataset
PDTB CNA CNA clean XIN XIN clean

Comparison 1551 9895 1218 100835 13717 79
Contingency 2994 2351 2351 26478 26478 177
Expansion 5971 17189 4689 145922 52806 298
Temporal 492 2870 386 21333 4351 40
All 11008 32305 8644 294568 97352 594

Table 2. Binary implicit discourse relation classification on the top-level PDTB annotations

Relation
type

Pitler et al.
(2009)

R&X
(2014)

R&X
(2015)

R&X + extra data
(2015)

Our
work

Comparison 22.0 39.7 38.0 41.0 35.9
Contingency 47.1 54.4 53.9 53.8 52.5
Expansion 76.4 70.2 67.9 69.4 77.0
Temporal 16.8 28.7 24.6 33.3 18.2
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efficient due to the lack of the Comparison and Temporal samples. These word pairs
disappeared in training data cannot get a relevant score about whether they’re chosen as
an implicit discourse relation trigger.

Things change since the number of Contingency and Expansion type is sufficient
for our mutual learning process. While the result of Contingency type is as the same
level as the baseline, our method achieves significant improvement in Expansion
classifier.

In order to verify the performance of our method when dealing with multiclass
identification problem, we report the result in both accuracy and F1-score in Table 3.
We do not add the results of Pitler et al. [12] and Rutherford and Xue [22] because they
do experiments only on binary classification.

Though we do not provide distinct advantages in each binary classification shown
in Table 2, we still outperform all alternatives on both metrics. It’s obviously that the
Expansion type is so important in the implicit discourse relation classification that we’ll
get positive results if our method can distinguish the Expansion ones from the other
types. In a word, we conclude that word pairs embedding plays an important role in
binary classification while multiclass classification rely more on implicit discourse
relation distribution.

5 Conclusion

In this paper, we have presented a probabilistic neural model via mutual learning
method over implicit discourse relation classification between two adjacent arguments.
This model combines deep sense of hierarchical semantic components together, and
mutually promote the prediction of corresponding discourse type and the embeddings
optimization of those semantic components. Besides, we utilize both natural and
synthetic implicit discourse relations during training process to ensure that parameters
of the whole neural network will not be under-fitted. The results show that our model
has obviously positive effect on multiclass prediction and the binary prediction between
Expansion and the others.

Implicit discourse relation classification is still the most challenging task in dis-
course analysis. Deep learning and distributed representation provide an effective way
to deal with data sparse and scarcity problem. However, the more complicated model is
still remained to be proposed since the semantic sense is not captured perfectly in
existing methods.

Table 3. Multiclass implicit discourse relation classification on the top-level PDTB annotations

Model Accuracy Macro F1
R&X (2015) 55.0 38.4
R&X + extra data (2015) 57.1 40.5
Our work 60.3 42.9
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Abstract. Discourse parsing aims to identify the relationship between
different discourse units, where most previous works focus on recovering
the constituency structure among discourse units with carefully designed
features. In this paper, we propose to exploit Long Short Term Memory
(LSTM) to properly represent discourse units, while using as few feature
engineering as possible. Our transition based parsing model features a
multilayer stack LSTM framework to discover the dependency struc-
tures among different units. Experiments on RST Discourse Treebank
show that our model can outperform traditional feature based systems
in terms of dependency structures, without complicated feature design.
When evaluated in discourse constituency, our parser can also achieve
promising performance compared to the state-of-the-art constituency
discourse parsers.

1 Introduction

The task of discourse parsing is to identify the coherence relationship between
discourse units which is important for many NLP tasks such as sentiment analysis
[31], text summarization [24], question-answering [11] and so on.

Previously, constituency based discoursing parsing method [10,18,22] acts as
the dominant parsing approach, though suffering from the high complexity and
local maximum problem. One noteworthy work is [23]. They first apply depen-
dency parsing to discourse since dependency trees contain much fewer nodes and
with Rhetorical Structure Theory (RST) [25] analyzing the relations between
element discourse unites (EDUs) is feasible and straightforward. In RST frame-
work, text spans or EDUs are marked with nucleus or satellite according to their
importance. The nucleus span is core of the discourse with essential information
and the satellite span gives supporting evidence to the nucleus. However, [23]
used Eisner Algorithm [8] and Maximum Spanning Tree Algorithm [26] which
are both graph-based approaches. They suffer from two main problems. Firstly,
they need sophisticated features to represent EDUs, as no grammatical or mor-
phology information could help; Secondly, they suffer from Graph-based parsing
method’s O(n3) time complexity.

c© Springer International Publishing AG 2016
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Since deep learning methods have been booming recently and various models
have been proposed such as Long Short Term Memory (LSTM) [17], Gated
Recurrent Unit (GRU) [5], attention-based models [4] and enormous varieties.
These models have gained significant results in many areas like sequence labeling,
question answering and speech recognition. Hence, to address the first inefficient
and complex feature engineering problem, we resort to neural network model to
gain better performance with fewer features. To be specific, we propose to use
LSTM to encode the long term parsing state with the memory-gate architecture
using as few features as possible.

Furthermore, inspired by [2], they do sentence-level parsing by modeling char-
acters instead of words and gain good performance in morphologically rich lan-
guages. We propose a new multilayer stack LSTM discourse parsing model with
novel word based and word/pos based EDU representation methods which give
each EDU a unique surface form or portray. However, intra-sentence character
modeling for words and inter-sentence word modeling for EDUs are absolutely
different tasks and the later is more difficult. Firstly, words have surface form,
part of speech tag and the morphology spelling includes only 26 characters. But
what do EDUs have? EDUs could contain diverse number of words from the over
six hundred thousand words vocabulary taking English for example. There are
out of vocabulary words and massive low term frequency words making EDU
representation more difficult. Secondly, the number of words in EDUs could be
more than the number of letters in the words and the order of the words arranged
in the EDUs could be more diverse.

To solve the second problem, we adopt a transition-based dependency parsing
model. Though time complexity decline to O(n) with the transition-based pars-
ing approach, most generally the overall accuracy will be worse than the graph-
based parsing method, since the transition-based parsing works in a greedy way
using the local optimization to gain the global optimization along with an error
propagation problem. Hence this is a great challenge to our model and EDU rep-
resentation method. However, encouragingly, our method gains a better result
than the graph-based model with the same or even less features. Besides, this
better result to some extent shows LSTM model’s high capacity in discourse
parsing.

The contribution of this paper is threefold. First, with our novel EDU rep-
resentation method, each EDU obtains a unique “face” and this surface form
helps saving human effort in designing various features. Second, we propose a
novel multilayer LSTM model for dependency discourse parsing with encourag-
ing results both in dependency structure and discourse constituency. Third, we
initially propose to use LSTM to do dependency discourse parsing.

2 Related Work

Recently, LSTMs have been widely used in multiple NLP tasks with various
structures. [30] proposed the tree structure LSTM and used it to predict seman-
tic relevance. [13] investigated the use of Deep Bidirectional LSTM (DBLSTM)
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in a standard neural network-HMM hybrid system. [7] used a multilayer LSTM
to parse the intra-sentence relation. All these tasks take advantage of LSTM’s
memory-gate mechanism which makes it easier to capture useful information
both local and global. So, following [7], we adopt a stack LSTM to do the dis-
course parsing.

However, many previous works make great efforts in designing multiple fea-
tures to represent EDUs. [23] used 6 sets of sophisticated features including 15
kinds of features and resources such as WordNet to gain a state-of-art accu-
racy. [16] used SVM with a greedy bottom-up way to do discourse segmentation
and relation labeling. For encoding textual organization they listed 13 kinds of
features along with dominance set as defined in [29]. [19] separated discourse
parsing into two stages and used two Conditional Random Fields (CRFs) to
do the intra-sentential parsing and multi-sentential parsing. They organized the
features used in their parsing model into several sets including 8 organizational
features, 4 text structural features, 8 n-gram features, 5 dominance set features,
8 lexical chain features, 2 contextual features and 2 substructure features.

Hence, we try to use as few feature engineering as possible to save human
effort. With our stack LSTM model we gain an encouraging improvement com-
pared with graph-based model when we use the same or even less features. Fur-
thermore, our multilayer LSTM model with the novel EDU embedding method
gives a new direction in modeling EDUs and could be improved in many ways.
With this potential method people do not need to rack brains to design features
elaborately.

3 Long Short Term Memory Theory

LSTM is designed to cope with the problem of vanishing or exponentially grow-
ing gradient over long sequence inherent in recurrent neural networks (RNNs).
The typical LSTM cell contains an extra memory “cell” (c) and three kinds of
multiplicative gates, the input gate (i), output gate (o) and forget gate (f). The
memory cell collects inputs from the input gate and then pass them to the forget
gate and finally to the output gate. This mechanism makes the useless informa-
tion “forgotten” and only the helpful proportion of the current input remained.
The computation functions are given below:

it = σ(Wxi × xt + Whi × ht−1 + Wci × ct−1 + bi)

ft = σ(Wxf × xt + Whf × ht−1 + Wcf × ct−1 + bf )

ct = ft � ct−1 + it � tanh(Wxc × xt + Whc × ht−1 + bc)

ot = σ(Wxo × xt + Who × ht−1 + Wco × ct + bo)

ht = ot � tanh(ct)

Here σ is the logistic sigmoid function, � denotes the element-wise multiplication
operator; b is the bias and t is the time step, W is the weight matrices and h
is the hidden state vector. See details in [9]. In this paper we use the multilayer
stack LSTM to encode the parsing state. Details will be discussed in Sect. 5.
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4 Transition-Based Parsing

Our parser is based on the arc-standard transition inventory [27]. There are
four kinds of actions: SHIFT, SWAP, REDUCE-RIGHT and REDUCE-LEFT
as shown in Table 1. We use three stacks: Buffer(B), Stack(S), Action(A) to
load the input sequence, the dependency tree fragment and the history parsing
actions. During decision making stage, when SHIFT operation is selected, the
top element in B is popped and then pushed into S. Reduce action pop off
two tree fragments from S (represented with m and n) and combine them into
a new tree fragment represented with gr(M,N) or gr(N,M) depending on the
direction of attachment (REDUCE-RIGHT or REDUCE-LEFT), which is then
pushed back into S waiting to be processed next. Here m and n denote the tree
fragments, M and N denotes the corresponding embeddings. With relation r,
we use a recursive neural network g to compose the representations of the two
subtrees. The resulting vector embeds the tree fragment in the same space as
EDUs. The composition detail was thoroughly explored in prior work [28].

Table 1. Transition actions of the parser

Stackt Buffert Action Stackt+1 Buffert+1 Dep

S (M,m), B SHIFT (M,m), S B

(M,m), (N,n), S B SWAP (M,m), S (N,n), B

(M,m), (N,n), S B REDUCE-RIGHT(r) (gr(M,N),m), S B m
r→ n

(M,m), (N,n), S B REDUCE-LEFT(r) (gr(N,M),n), S B n
r→ m

5 Method

5.1 EDU Representation

Features used in this paper are listed below:

(a) First, second and last word of the EDU;
(b) First, second and last word’s POS tag of the EDU;
(c) Paragraph ID, inter paragraph order, sentence ID, inter sentence order (two

form);
(d) 61 frequently used Conjunctions (not listed for space limitation);
(e) Whether the two top EDUs in S and B belong to the same sentence or

paragraph;

5.1.1 Standard EDU Embedding Method
To represent the surface form of the input EDUs, we use the features listed in
Sect. 5.1 to encode their property. Here we concatenate two kinds of vectors.
Firstly, learned vector representations for each feature extracted from the EDU.
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Secondly, a fixed vector representation(t) from other language models as pre-
trained embedding. Here, we use Paragraph Vector [20] to provide the pre-trained
embeddings of the EDUs and these vectors will not change in our model. In
the Paragraph Vector framework the fixed length feature representations could
encode variable length texts with an unsupervised algorithm. Hence we use it
to encode the variable length EDUs. In this Framework, our model do not has
a feature number limitation. However, since in this work we fight for using as
fewer features as possible to gain high performance and saving human effort, we
do not use too many sophisticated features as other works listed in Sect. 2.

We apply a linear map (F) to the resulting vector and passed through a
component-wise ReLU as Eq. 1. Here, take first word of the EDU(w1), POS tag
of the first word(p1) as example and fea1 to fean could be any feature, b is the
bias and t is the pre-trained embedding (optional).

x = max{0, F (w1, p1, fea1...fean, t) + b} (1)

5.1.2 Word Based and Word/POS Based EDU Embedding Method
We compute the continuous space vector embeddings of EDUs using bidirec-
tional LSTMs [14] in the EDU embedding layer, multilayer LSTM details will
be discussed in Sect. 5.3. Here, we discuss the word based embedding method
of EDUs. This process is shown in Fig. 1. For example, when parsing the EDU:
“He works in a small company named “OPOG”.”, the bidirectional LSTM reads
the EDU twice, once in forward order and the other in reverse. Each word ele-
ment is represented with an LSTM cell and we concatenate the two EDU vectors
with the opposite directions to represent the EDU. Then the bidirectional LSTM
embedding of the EDU is concatenated with other extracted feature representa-
tions. The equation is represented with Eq. 2. Here,

→
e means the forward order

EDU representation and
←
e is the reverse order EDU representation, b is the

bias, fea1 and fean mean the standard features extracted from the EDU. How-
ever we do not use many sophisticated features and the experiment detail will
be discussed in Sect. 6.

Additionally, we propose a word/pos based embedding method of EDUs.
Words with low term frequency will be replaced with the pos tag of the corre-
sponding word as shown in Fig. 1. We view words appear once in the corpus as
low term frequency words. For example in “He works in a small company named
“OPOG”.”, here, OPOG is a low term frequency word and we replace it with
it’s pos tag “NN”. The computation is also done in EDU embedding layer as the
word based EDU embedding method.

x = max{0, F (
→
e ,

←
e , fea1...fean) + b} (2)

5.2 Stack LSTM

Following [7] we use stack LSTM to encode the states. There is a “stack pointer”
(marked with “top” in Fig. 2) with each LSTM and it determines which cell in
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Fig. 1. Word based and word/POS based EDU embedding method

Ø 

LSTM cell0
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Input1
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Output1

Input3

LSTM cell3
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(top)

Input2

LSTM cell2

Output2

President Bush insistsit would be a great toolfor curbing  budget deficit.

Fig. 2. Stack LSTM

the LSTM provides ct and ht when computing t + 1 time step memory cell
contents. The stack LSTM provides PUSH and POP operations. POP operation
moves the stack pointer to the previous element that could be placed in any
location in the stack. PUSH operation adds a new element to the stack pointed
by the previous top element (In Fig. 2 the “output3” element marked with “top”
is pointed by the stack pointer). The output vector of the top element could be
viewed as the “summary” of the contents with the current stack configuration
and in this paper only the output vector of the top element is processed. For
example, when parsing the paragraph shown in Fig. 2, the three golden divided
EDUs (1. “President Bush insists”; 2. “it would be a great tool”; 3. “for curbing
budget deficit.”) serve as the input to the LSTM represented with the rectangle
in the lowest row. Memory cells and gates illustrated with the oval are located
in the middle row. The upper row gives the output of the LSTM represented
with rectangle.

5.3 Multilayer Stack LSTM Discourse Parsing Model

Our arc-standard transition-based parsing model is equipped with three stacks
(A, B, S) and takes the EDUs, actions and their intermediate embeddings as
inputs. Each stack is a stack LSTM that provides embedding of their cur-
rent contents. As Fig. 3, stack B contains the embedding of the input EDUs
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Fig. 3. Discourse parsing example of the paragraph: “President Bush insists it would
be a great tool for curbing budget deficit.”

in reverse order of the discourse. Stack S contains the partially constructed
dependency subtrees with their embeddings. Stack A is used to preserve the his-
tory actions along with the corresponding relations taken by the parser. Actions
used here include REDUCE-LEFT (RL), REDUCE-RIGHT (RR), SHIFT (SH)
and SWAP (SW). Hence, in Fig. 3, “RR(cause)” means the action is REDUCE-
RIGHT and the relation is “cause”.

Notably, our model is a multilayer LSTM composed of three layers, EDU
embedding layer, the lower layer and the higher layer. As illustrated in Fig. 3,
we encode the EDU: “for curbing budget deficit.” in EDU embedding layer and
details are discussed in Sect. 5.1.2. Besides word based and word/POS based
EDU embedding method, there can be many potential pre-processing method
to encode EDUs.

Besides, based on the equations in Sect. 3, here, xt is the input to the lower
layer (gray rectangle) and ht of the lower layer acts as the input to the higher
layer (white rectangle). Output is produced from ht at the top layer.

5.4 Parsing with Multilayer Stack LSTM Model

Initially, stack S and stack A only contain the empty symbol (∅). The discourse
to be parsed is located in B with reading order from top to the bottom (the
“ROOT” symbol). The parsing unit is EDU. At each time step, based on the
configurations of B, S and A, the parser computes the representation of the
current stack state, predicts the action to take and updates the stacks. Until
S contains the full parse tree rooted with the “ROOT” symbol and an empty
symbol, B only contains the empty symbol and A filled with all the shift-reduce
actions and relations taken by the parser, the parsing process completes.
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The action predicting formulas are listed below. In Eq. 3, st, bt and at are
the LSTM embedding of the three stacks; W is a parameter matrix to be learned
and c is the bias. These parameters pass through a rectified linear unit (ReLU)
nonlinearity [12] to compute the parser state representation at time t represented
by pt.

pt = max{0,W (st, bt, at) + c} (3)

Then we apply an affine transform to the embedding of pt and transfer it
to the softmax layer to produce a distribution over parsing decisions (actions
and relations) as shown in Eq. 4. The parsing actions could be the four kinds
of actions listed in Table 1. Here, gz is a row vector representing the output
embedding of the parser action z. bz is the bias of action z and A(S,B) is the set
of the feasible actions that could be taken given the current state of the stacks.
According to the chain rule, the probability of the parsing actions z conditioned
on the input could be represented as Eq. 5.

p(zt|pt) =
exp(gzt × pt + bzt)∑

z′∈A(S,B) exp(gz′ × pt + bz′)
(4)

p(z|w) =
|z|∏
t=1

p(zt|pt) (5)

5.5 Composition Functions

As discussed in Sect. 4, we use recursive neural network as our composition func-
tion to encode the dependency tree fragment in stack S in the same vector space
as EDU embeddings. We apply the composition function to the <head(h), mod-
ifier(d), relation(r)> triples. We concatenate the vectors of the head, modifier
and relation, then apply a linear operator and a component-wise nonlinearity.
See Eq. 6, we use the parser action (such as syntactic relation and direction of
attachment) to encode the relation vector.

c = tanh(0, V (h, d, r) + b) (6)

6 Experiment

6.1 Data

RST Discourse Treebank [3] is a corpus annotated in the framework of RST
theory which contains 385 documents from the Wall Street Journal. To make
fair comparison with [23], we follow them to use 380 documents to do the exper-
iments, 342 for training and 38 for testing. Totally, there are 21111 EDUs and
8272 sentences in detail. Every document contains 55 EDUs in average and every
sentence contains 2.55 EDUs in average. In this paper we use the 111 fine-grained
relations and gain the POS tags using NLTK maxent treebank pos tagger.
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6.2 Results and Discussion

6.2.1 Results with Standard EDU Embedding Method
With the standard EDU embedding method in Sect. 5.1.1, we list results in
Table 2. Here we cite results of [23] with their feature sets 1 and 21 including
8 features. We listed the methods for comparison, “Eisner” and “MST” are
algorithms in [23]. “EDUVEC” means paragraph vector of the EDU and used
only in this sub-section, all the experiments in other sub-sections exclude the
EDUVEC. “FW” means first word of the EDU, “FP” means the first word’s
POS tag, “LW” means the last word of the EDU and “Feature only” means we
exclude EDUVEC and only use features in the standard EDU embedding way.
Here LAS means labeled accuracy, with relation and head. UAS means unlabeled
accuracy, with head only.

We can see in Table 2 with only the EDUVEC and no features, the UAS rises
encouragingly to 38.79%. This is a good proof for the high power of LSTM model
to do discourse parsing. Compared with [23] we use only two features, first word of
the EDU(FW), first word’s POS of the EDU(FP) in their large feature set 1 and
set 2, the UAS rises to 50.04% and both the UAS and LAS are higher than their
better Eisner method by 12.61% and 2.39%. When we include the last word(LW)
the UAS and LAS are higher than Eisner by 16.91% and 4.87%.

This means our stack LSTM model could gain much higher result than [23],
even when we use much fewer features. LSTM discourse parsing model with
standard EDU embedding method could gain a much higher result with fewer
features over graph-based parsing method even with transition-based framework.
That is a solid proof to LSTM model’s suitability for discourse parsing task
especially when people want to save efforts in designing sophisticated features.

6.2.2 Results with Word Based and Word/POS Based EDU
Embedding Method

With the method in Sect. 5.1, the results are listed in Table 3. We use feature
sets: a, b, c, d listed in Sect. 5.1 and “Feature only” means we use the stan-
dard EDU embedding method in Sect. 5.1.1, here it is the baseline. “WME”
means the word based EDU embedding method discussed in Sect. 5.1.2. Though
this is a good direction in embedding EDUs, but there are 19262 tokens in the
vocabulary, including upper or lower case of the same words, numbers, special
symbols and low term frequency words. These will inevitably give bad effect on
the accuracy. So we replace various numbers in the vocabulary with the same
token and only use the lower case of the word, hence 15696 tokens remain and

1 In Table 2 row ID 1 and row ID 2, we use results of [23] when they do experiment
with their whole feature set 1 and feature set 2. We list their two feature sets below:
(1) WORD: The first one word, the last one word, and the first bigrams in each
EDU, the pair of the two first words and the pair of the two last words in the two
EDUs are extracted as features.
(2) POS: The first one and two POS tags in each EDU, and the pair of the two first
POS tags in the two EDUs are extracted as features.
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Table 2. Comparison with graph-based discourse parsing method

ID Method Features UAS LAS

1 Eisner 8 features (set 1 + set 2) 0.3743 0.2421

2 MST 8 features (set 1 + set 2) 0.2080 0.1300

3 EDUVEC NONE 0.3879 0.0356

4 EDUVEC + FW FW 0.5029 0.2467

5 EDUVEC + FP FP 0.3968 0.1745

6 Feature only FW + FP 0.5004 0.2660

7 EDUVEC + FW + FP FW + FP 0.5141 0.2523

8 Feature only FW + FP + LW 0.5434 0.2908

the UAS raises to 57.78 %. Both the UAS and LAS are higher than the base-
line by 1.05% and 2.09%. These give a potential on other EDU pre-processing
method. “WPE” means the word/POS based EDU embedding method discussed
in Sect. 5.1.2. When we replace words with low term frequency (tokens appear
once in vocabulary) with their POS tags, the vocabulary size decline to 8256
tokens. The UAS rises to 58.61% and 1.88% higher than the baseline.

These results show our new multilayer stack LSTM discourse parsing model
with novel EDU embedding method is stronger than the baseline (two layer
stack LSTM model without the EDU embedding layer). Our novel EDU embed-
ding method is a potential improvement direction in discourse parsing since this
method gives each EDU an portray and could be improved in many ways because
besides words’ surface form and POS tag, other information could be used in
the same way and encode the EDUs into our multilayer stack LSTM discourse
parsing model. And this method is useful especially when people do not want to
or can not design complex features.

Table 3. Parsing results with word based and word/Pos based EDU embedding method

ID Method Features UAS LAS

1 Feature only a + b + c + d 0.5673 0.3065

2 Feature + WME a + b + c + d 0.5778 0.3274

3 Feature + WPE a + b + c + d 0.5861 0.3214

6.2.3 Comparison with Structured Perceptron Based Dependency
Discourse Parsing

In order to verify the ability of our multilayer LSTM discourse parser, we imple-
ment a dependency discourse parser in perceptron based shift-reduce framework
with early update strategy [6] as our baseline. The input EDUs are initially
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sent to a queue and the algorithm removes the EDUs and pushes them into a
stack which stores the temporary dependency structures of the processed part
of EDUs according to the transition rules. The algorithm terminates when the
queue is empty. With an arc-eager style, the perceptron based parser have four
actions: Left-ARC, Right-Arc, Reduce and Shift, details could resort to [1]. Fur-
ther, We use four perceptrons to predict the score for each transition action and
train them in a greedy way. Before each transition, the perceptron predicts the
best action instead of the LSTM. We use the features listed in Sect. 5.1 (set
a, b, c, d) and use 72 feature templates including the first, second and third
element’s feai of the 12 features both in the queue and the stack. This is the
method “Perceptron” in Table 4. “LSTM” means the stack LSTM with standard
EDU embedding method in Sect. 5.1.1, and “WME” and “WPE” have the same
meaning as Table 3.

As seen in Table 4, with the standard EDU embedding method, the two
layer LSTM discourse parser has an UAS of 56.73%, about 3.62% higher than
the baseline but the LAS is lower for 0.55%. But with our word/POS based
EDU embedding method in Sect. 5.1.2, our multilayer LSTM parser wins both
in UAS and LAS when we use the same feature sets a, b, c, d. In order to test
the performance with complex features we add the pairwise features as [23], so
we add feature set e, this time both the WME and WPE raise. Finally, after
tuning the dimensions of the LSTM parameters, “LSTMT + WME” gains the
higher results.

Though, with few simple features our results have gap with the state-of-art,
but [23] use many complex features such as bigrams, pairwise words, pairwise
POS tags and pairwise intra sentence/paragraph position, length of EDU, dom-
inate nodes, semantic similarity from WordNet that we all exclude. Our focus is
to verify the LSTM like deep learning method’s ability in saving human feature
design effort especially with the EDU’s given “face” (word based and word/POS
based EDU embedding method in Sect. 5.1.2). And our WPE and WME have
already win the perceptron based parser (with 72 feature template) using the
same four feature sets.

Table 4. Comparison with perceptron based dependency discourse parser

ID Method Features UAS LAS

1 Perceptron 72 feature templates 0.5311 0.3120

2 LSTM a + b + c + d 0.5673 0.3065

3 LSTM+ WME a + b + c + d 0.5778 0.3274

4 LSTM+ WPE a + b + c + d 0.5861 0.3214

5 LSTM+ WME a + b + c + d + e 0.5968 0.3453

6 LSTM+ WPE a + b + c + d + e 0.5929 0.3316

7 LSTMT + WME a + b + c + d + e 0.6142 0.3410
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6.2.4 Performance in Discourse Constituency
We also evaluate our parser in term of discourse constituency where we eval-
uate the parsing performance with F measure [15] of the blank tree structure
(S), the tree structure with nuclearity indication (N) and the tree structure
with rhetorical relation indication but no nuclearity indication (R). To com-
pare our dependency parsing results with constituency works, we convert the
dependency trees to constituency trees. In Table 5, other discourse parsing meth-
ods include: (1) “Eisner”: the state-of-art dependency parser with their full 6
sets features. (2) “Perceptron”: our perceptron based dependency parser as dis-
cussed in Sect. 6.2.3 with 72 feature templates designed from feature sets a,b,c,d.
(3) “HILDA”: SVM based constituency discourse parser [16]. (4) “LeThanh”:
multi-level rule based constituency parser [21]. (5) “Marcu”: decision tree based
constituency parser [15]. “LSTM + WPE(abcd)” is our multilayer stack LSTM
dependency parser with word/POS based embedding method and feature set
a, b, c, d. “LSTM + WME(abcde)” is our word based embedding method with
feature set a, b, c, d, e. With few features, “LSTM + WME(abcde)” wins all the
other parsers except Eisner (Eisner uses their full 6 sets more complex features,
we only use our smaller five simple feature sets) although we are not designed
specially for constituency parsing.

Table 5. Comparison in discourse constituency

ID Method S N R

1 Eisner 83.4 73.8 57.8

2 LSTM + WME(abcde) 80.90 66.07 51.37

3 LSTM + WPE(abcd) 79.89 63.66 49.56

4 Perceptron 76.22 59.98 44.99

5 HILDA 72.3 59.1 47.8

6 LeThanh 53.7 47.1 39.9

7 Marcu 44.8 30.9 18.8

7 Conclusion

In this paper, we first propose to use LSTM for discourse parsing, with this
method people could use as few feature engineering as possible to gain high per-
formance. Then we propose a novel multilayer stack LSTM dependency discourse
parsing model with word based and word/POS based EDU representation which
are potential improvement direction in discourse parsing. With this multilayer
LSTM discourse parsing model, we gain better performance than perceptron
based discourse parser and graph-based model under the same or even worse
feature condition. Even when evaluated in discourse constituency, our results are
still encouraging compared to the state-of-the-art constituency discourse parsers.
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Abstract. Discourse relations between two text segments play an
important role in many natural language processing (NLP) tasks. The
connectives strongly indicate the sense of discourse relations, while in
fact, there are no connectives in a large proportion of discourse relations,
i.e., implicit discourse relations. The key for implicit relation prediction
is to correctly model the semantics of the two discourse arguments as
well as the contextual interaction between them. To achieve this goal,
we propose a multi-view framework that consists of two hierarchies. The
first one is the model hierarchy and we propose a neural network based
method considering different views. The second one is the feature hier-
archy and we learn multi-level distributed representations. We have con-
ducted experiments on the standard benchmark dataset and the results
show that compared with several methods our proposed method can
achieve the best performance in most cases.

1 Introduction

Discourse relation inference is a pivotal task for discourse analysis. According
to whether there are connectives or not, discourse relations can be categorized
into explicit and implicit relations. The goal of our task is to recognize implicit
discourse relations existing between two given discourse arguments. Most of the
existing work regards this task as a classification problem and typical classifier
such as SVM are leveraged to perform this task. Recently, neural networks are
employed to boost the recognition performance.

Besides the model, the features are also important. The previous work usually
resorts to discrete features [1,8,10,11,13,15] which strongly depend on the lin-
guistic lexicons and lead to data sparsity. Recently, many studies [3,5,18,24]
demonstrate that the distributed representations can improve implicit rela-
tion prediction. However, the distributed representations focus only on certain
aspects, such as surface words or arguments, which lack modeling multi-level
features.

In this paper, we propose a multi-view framework to tackle implicit relation
recognition and the architecture of our model is shown in Fig. 1. Our framework
c© Springer International Publishing AG 2016
C.-Y. Lin et al. (Eds.): NLPCC-ICCPOL 2016, LNAI 10102, pp. 374–386, 2016.
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consists of two hierarchies. One is the model hierarchy (Fig. 1(b)) which is based
on neural network modeling discourse relations from the relation classification
view and the relation transformation view. The other is the feature hierarchy
(Fig. 1(a)) which learns distributed representations from different levels, namely
from words, arguments, syntactic structures to sentences.

We make the following contributions in this paper.

– We design a multi-view neural network model to recognize implicit discourse
relations considering the interactions between two discourse arguments and
the relation transformation property.

– We propose to represent discourse arguments by multi-level distributed fea-
tures, from words, arguments, syntactic structures to sentences.

cat sat on the mat it was fat
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Fig. 1. The architecture of our model. To simplify the figure we neglect the word
vectors of the input layer in the Paragraph Vector Model.

Table 1. Implicit discourse relation examples in PDTB

1 Sense Comparison.Contrast

Arg1 The common view is that there will be mild economic growth, modest
profit expansion, and things are going to be hunky-dory

Arg2 Our view is that we may see a profit decline

2 Sense Expansion.Instantiation

Arg1 Futures prices declined

Arg2 One below 50 indicates a contraction may be ahead

2 Overview of the Penn Discourse Treebank

The PDTB [16] is the largest available English discourse corpus. The senses
of discourse relations are organized into a hierarchical structure in which the
top level contains four major classes: Comparison, Contingency, Expansion
and Temporal. The next two levels consist of more fine-grained relation types.
A discourse relation instance consists of two arguments denoted by Arg1 and
Arg2. We give two examples in PDTB in Table 1.
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3 Model

3.1 Discourse Relation Scoring Model

As shown in Fig. 1(b), each discourse relation argument pair is represented as
two dense embeddings a1 and a2 ∈ R

H1 where H1 is the size of the embeddings.
The representation learning of a1 and a2 will be introduced in Sect. 4. Then a1

and a2 serve as input of the neural network model in which we design multiple
kinds of hidden layers. Above the hidden layer, the model outputs a confidence
score for specific relations using a linear transformation of the following function:

f(a1, a2) = WTh

h ∈ R
H2 denotes hidden layer representation and W ∈ R

H2 denotes the linear
transformation vector. H2 is the size of the hidden layer.

To better investigate the hidden layer h, we apply multiple types of net-
works: Single-Layer Neural Network, Tensor Neural Network and Transforma-
tion (Trans) Neural Network.

Single-Layer Model. This model is the simplest form of neural network con-
taining only one hidden layer. It is defined as follows:

h = tanh(Ws[a1; a2] + bs)

where Ws ∈ R
H2×2H1 and bs ∈ R

H2 . [a1; a2] ∈ R
2H1 denotes concatenation of

a1 and a2.

Tensor Model. A tensor is a multi-dimensional array that can connect two
input vectors in every dimension. Tensor model has been widely used in many
NLP tasks [14,20]. It can be defined as follows:

h = tanh(aT
1 Wt

[1:H2]a2 + Ws[a1; a2] + bs)

where W
[1:H2]
t ∈ R

H1×H1×H2 is a H2-way tensor.
Tensor model can be regarded as an extreme form of feature combination as

the input embedding pair can be multiplicatively related element by element.
Intuitively, different explicit interactions among argument pair can be modeled
by each slice of tensor independently.

Trans Model. This model intends to explicitly explore relations between argu-
ments by modeling the relative position information of arguments in the vector
space, which can be defined as follows:

h = tanh(We(a1 + r − a2) + Ws[a1; a2] + bs)

where We ∈ R
H2×H1 and r ∈ R

H1 .
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The transformation operation can be explained as follows: if Arg1 and Arg2
hold a relation rel, there should be a specific spatial relationship measure that
captures the relation between these two arguments. To be straightforward, we
expect a transformation embedding r representing relation rel, such that a1 can
correlate to a2 after adding r. The motivation comes from the work of Mikolov
et al. [12], in which the authors state that semantic relations between two words
could be found in the embeddings space such as Paris - France = Rome - Italy.
The work most related to our Trans model is the study of Bordes et al. [2], in
which the authors propose a TransE model to learn the entity relations.

TTNN Model. We integrate Tensor and Trans Neural Network to create a
new model called TTNN model which is defined as follows:

h = tanh(a1
TWt

[1:H2]a2 + We(a1 + r − a2) + Ws[a1; a2] + bs)

Tensor model focuses on the view of interaction between arguments. Trans model
intends to explore the view of relative position information of two arguments in
the embedding space. Therefore our combined multi-view model should have
much more expressive power than each single model.

3.2 Max-Margin Learning

After we obtain the relation score of discourse argument pair, we apply max-
margin learning framework to optimize the neural network. We define differ-
ent objective functions for two implicit discourse relation recognition tasks, i.e.,
binary classification for first-level discourse relations and multiclass classification
for second-level discourse relations.

For binary classification, given a training set R of all the (a1, a2) pairs with
the specific discourse relations, we minimize an objective function defined as
follows:

L1(θ) =
∑

(a1,a2)∈R

∑
(a1′,a2′)/∈R

max{0, 1 − f(a1, a2) + f(a1
′, a2

′)} + λ ‖θ‖22

For each positive discourse argument pair (a1, a2), we randomly sample a certain
number of negative pairs (a1

′
, a2

′
) that do not hold the same discourse relation

as (a1, a2). L2 regularization is used to penalize the size of all the parameters
to prevent overfitting, which is weighted by λ. The objective function L1 favors
higher score for positive training pairs than for negative pairs.

In the testing phase, for each one of the four binary classification sub-tasks,
we first use the development set to obtain a threshold Trel for relation rel so
that for each argument pair in testing set if f(a1, a2) � Trel, then (a1, a2) holds
the relation rel.
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For multiclass classification, we minimize an objective function defined as
follows:

L2(θ) =
∑

(a1,a2)∈R

∑
f ′ :f ′ �=f

max{0, 1 − f+(a1, a2) + f−(a1, a2)}+λ ‖θ‖22

For each discourse argument pair (a1, a2) holding the specific discourse relation
reli, we score it with θrel = {W rel,W rel

s ,W rel
t ,W rel

e , brel}rel=reli as f+(a1, a2),
and with θrel′ = {W rel

′
,W rel

′

s ,W rel
′

t ,W rel
′

e , brel
′ }rel′ �=reli

as f−(a1, a2). The
objective function L2 favors higher score for training pairs (a1, a2) with series
of parameters corresponding to their classes reli than with any other series of
parameters corresponding to the classes rel

′
which is not reli.

In the testing phase, for each argument pair (a1, a2), we score it with the
series of parameters for all relations, among which the relation rel with the
highest score is held.

4 Multi-level Representations for the Arguments

It is crucial to effectively represent the arguments. Previous work mostly explore
various surface features, which cannot capture the features at the segment level.
Neural network models can learn segment level information, but the word level
information is ignored. Furthermore, syntactic features have been proven to be
effective. This motivates us to seek a novel approach that covers not only the
multi-level features from token to segments, but also both lexical and syntactic
features.

Token Level Lexical Features. Pitler et al. [15] proposes to use the first three
and the last words of the argument as features, where connective-like expressions
often appear. Thus, we introduce embeddings of tokens that are located at the
first three and the last positions of the arguments, which is called First3-Last
embedding. To obtain the First3-Last embedding, we can simply concatenate or
average the embeddings of the first three and the last tokens. The token-level
representations can be fine-tuned during training. The token level embeddings
are obtained by Word2Vec1 and we train the model with random initializations.

Segment Level Lexical Features. In addition to token level embeddings,
segment embeddings are also indispensable. Segment embeddings learned using a
small corpus PDTB2 through supervised methods [5,24] cannot beat the surface
features, which is in accord with the conclusions of Braud et al. [3]. Paragraph
Vector Model, as the augmentation of Word2Vec model, can learn segment level
representations in an unsupervised way. In this way, we can obtain the Sentence
embeddings. Specifically, in order to obtain the Arguments embeddings, we
1 https://code.google.com/p/word2vec/.
2 PDTB contains only 16,053 implicit discourse relation instances.

https://code.google.com/p/word2vec/
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assign to them vectors that participate in predicting the target word as sentence
vectors do. An example is shown in Fig. 1(a). Note that “Sentence” here means
an argument pair.

S
NP VP
NN
cat

VBD

matthe
NNDTon

NPINsat
PP

Depth First Traversal: S NP NP NN NN cat

S VP VP VBD VBD sat VP PP PP IN IN on

PP NP NP DT DT the NP NN NN mat

Fig. 2. Linearizations of a parse tree by depth first traversal.

Syntactic Features. To infer the implicit relation between two arguments,
the structure difference between them may provide some clues. Lin et al. [8]
propose to employ the production rules extracted from constituent parse trees as
features and since then these features have been widely used in implicit discourse
relation recognition. Some production rule examples in Fig. 2 are: S → NP VP,
NN → “cat”. Li and Nenkova [7] propose a “stick” version of production rules by
splitting all the children of a (parent, children) production rule into several sticks
where each one only contains one child. For instance, S→ NP VP is converted to
S→ NP and S → VP. Through depth-first traversal, we linearize a constituent
parser tree to a production stick sequence which is shown in Fig. 2. Then, we
can learn multi-level distributed representations of syntactic features (in the
form of production stick sequences) in the same way as lexical features. The
syntactic embeddings are obtained by Word2Vec. For example, the token level
syntactic embedding is a representation for each production stick and segment
level syntactic embedding is a representation for a production stick sequence.

5 Implementation Details

The optimization is carried out by L-BFGS-B [21] with batch normalization [4]
in which we update the model parameters {W,Ws,Wt,We, b} and word embed-
dings. We also try AdaGrad but find that it does not work well. We apply norm
clipping with a threshold of 5 to overcome the gradient exploding problem and
early stop with the development set to avoid overfitting. We select the dimen-
sions of sentences, arguments and word embeddings d among {25, 50, 100},
learning rate η among {0.01, 0.001, 0.0001}, regularization parameter λ among
{0.01, 0.001, 0.0001}, number of negative samples for binary classification N
among {10, 30, 50, 100}, and size of the hidden layer as well as number of slices
in tensor H2 among {3, 5, 10, 15}. The optimal configurations are determined
according to the performance on the development set. The chosen configurations
are d = 25, η = 0.001, λ = 0.0001, N = 50. For binary classification, H2 = 10,
while for multiclass classification, H2 = 3.
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6 Experiments

We test our method on PDTB dataset in two tasks including first-level discourse
relation binary classification which attracts more attention recently and second-
level discourse relation multiclass classification introduced by Lin et al. [8].

6.1 First-Level Relation Recognition

Experimental Settings. The task for first-level relation binary classification
is to construct a “one-versus-rest” model for each discourse relation. Following
the previous work [15,17,25] on implicit relation inference, we use sections 2–20
of PDTB as the training set, sections 0–1 as the development set and sections
21–22 as the test set. Note that the data preparation for Expansion relation
follows the work of Zhou et al. [25] and Rutherford and Xue [17]. It is different
from the work of Pitler et al. [15] and Ji and Eisenstein [5] in which they regard
EntRel relation as a part of Expansion.

To evaluate the effect of syntactic feature on real world data, we do not use
the gold standard parse results provided by the Penn Treebank. Our constituent
parse results are obtained by using the Stanford Parser [6]. We also employ
lowercasing and tokenization. To enlarge the data scale for Paragraph Vector
training, we employ a large-scale unlabeled monolingual data from Reuters. From
the raw Reuters data, we choose only the sentences in which all the words should
appear in PDTB so as to avoid noise. The selected Reuters corpus contains 1.7
billion tokens and 67.2 million sentences. We obtain First3-Last embeddings
via an averaging operation and keep them fixed during training. A detailed
comparison of different First3-Last embedding compositions will be given on the
second-level classification task.

With different lexical and syntactic features, i.e., production rules, we test
Single-Layer (SL), Tensor, Trans models and the hybrid TTNN model respec-
tively. The results are reported in Table 2. Finally, we integrate multi-level lexical
and syntactic information by summing up the confidence scores obtained by the
models with these two features for each instance. Table 3 presents the final per-
formance of our model compared with that of other competitive methods.

Experimental Results. In this section, we try to answer three questions:
(1) which model for discourse relation scoring performs better; (2) which kinds
of distributed features are more effective.

The detailed experimental results listed in Table 2 can answer the first two
questions. Overall, among all four models, the hybrid TTNN is superior to others,
and among the three single models, Tensor model has similar performance to
Trans model, which is obviously better than Single-Layer model. Regarding the
features, the syntactic features perform better and achieve the best performance
in most cases over the four relations.

The results shown in Table 3 can answer the last question. The experimental
results in Table 3 tell us that our method can achieve the best performance in
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Table 2. The performance (F1-score/%) on recognizing first-level implicit discourse
relation with different features and models on PDTB test set.

SL Tensor Trans TTNN

Comparison

Lexical 36.31 40.01 38.29 41.82

Syntactic 36.75 39.69 39.34 41.39

Contingency

Lexical 48.49 51.30 50.10 52.31

Syntactic 48.53 52.35 51.29 54.17

Expansion

Lexical 65.69 70.11 71.07 71.03

Syntactic 66.83 70.90 70.91 71.08

Temporal

Lexical 28.81 31.64 30.09 32.75

Syntactic 29.12 31.81 31.57 34.04

Table 3. The performance (F1-score/%) for first-level discourse relation classification
using multi-level lexical and syntactic features on PDTB test set.

COM. CON. EXP. TEM.

Pitler et al. (2009) 21.96 47.13 – 16.76

Zhou et al. (2010) 31.79 47.16 65.95 20.30

Rutherford et al. (2014) 39.70 54.42 70.23 28.69

Ji and Eisenstein (2015) 35.93 52.78 – 27.63

Braud and Denis (2015) 36.36 55.76 67.42 29.30

Zhang et al. (2015) 34.22 52.04 69.59 30.54

Liu et al. (2016) 37.91 55.88 69.97 37.17

TTNN (ours) 41.91 54.72 71.54 34.78

Comparison and Expansion relation recognition tasks when compared to the
state-of-the-art approaches (significantly better, McNemar’s Chisquared test,
p< 0.05). We obtain a competitive result for the Contingency and Temporal
relation. These results demonstrate that our method is promising for implicit
discourse relation inference.

6.2 Second-Level Relation Recognition

Experimental Settings. This task belongs to a multiclass classification. Fol-
lowing the work of Ji and Eisenstein [5] in which sections 2–20 of PDTB are
used as the training set, sections 0–1 as the development set and sections 21–22
as the test set. There are totally 16 second-level relations while five of them
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only contains nine samples, and we exclude them as previous work does. For
this task, we only implement our TTNN model because it performs best with
respect to binary classification. To our knowledge, this is the first work to use
the first three and the last one token embeddings to infer discourse relations.
Thus, in this task, we conduct extra experiments to evaluate the validity of these
token-level embedding features of lexical and syntactic.

We represent First3-Last by concatenating or averaging its token embeddings,
and compare First3-Last embedding with sentence and argument embeddings
respectively, and then we concatenate First3-Last embedding with sentence and
argument embeddings. Moreover, we evaluate whether it is necessary to update
the token-level embeddings in training process.

Finally, to compare our model more precisely with other neural network
based methods, we choose the best model with distributed representations and
add standard surface features as they did. Following Lin et al. [8], we apply
feature selection to obtain 500 word pair features, 100 production rule features,
100 dependency rule features and 600 Brown cluster features. The difference lies
in the fact that we use information gain (IG) instead of mutual information (MI)
as selection criteria because of its better performance [23]. The hidden layer with
surface features is defined as follows:

h = tanh(a1
TWt

[1:H2]a2 + We(a1 + r − a2) + Ws[a1; a2] + Wsurv + bs)

where Wsur ∈ R
H2×d and v ∈ R

d is the surface feature vector.

Experimental Results. Table 4 can answer three questions about the embed-
ding layer: (1) what type of embeddings are more effective; (2) what type of

Table 4. The accuracy (%) for second-level discourse relation classification using
TTNN with different embeddings on PDTB test set. “Sen”, “Arg” and “FL” denote
sentence, argument and First3-Last embeddings. “Con.” and “ave.” denote the concate-
nating and averaging. “Static” denotes keeping the token embeddings during training
while “Dynamic” denotes updating them.

Lexical Syntactic

Static Sen 31.85 32.76

Arg 37.38 38.09

Sen + Arg 38.19 38.59

FL(con.) 32.76 29.44

FL(ave.) 34.57 31.15

Sen + Arg+ FL(con.) 38.09 39.20

Sen + Arg+ FL(ave.) 40.90 39.89

Dynamic Sen + Arg+ FL(con.) 35.97 36.20

Sen + Arg+ FL(ave.) 40.70 39.49
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First3-Last representation is better; and (3) do we need to update the token
embeddings. As shown in the first five lines of Table 4, argument embeddings are
the most effective while sentence embeddings are the worst. From the remaining
lines in Table 4, we can conclude that averaging is better than concatenation
for First3-Last embedding composition. Although concatenation can introduce
the word order information, it may lead to the sparsity problem due to separate
treatments being used for each word located at the first three and last position of
the arguments. Updating the token-level embeddings does not contribute to the
classification accuracy perhaps because of the overfitting problem in this model.

Table 5. Performance (accuracy/%) comparison for second-level implicit discourse
relation classification on PDTB test set.

Models Accuracy

Surface features based models Lin et al. (2009) 40.20

Ji and Eisenstein (2015) 40.66

TTNN (ours) 40.52

Neural networks based models Ji and Eisenstein (2015) 36.98

Rutherford et al. (2016) 39.56

TTNN with lexical features 40.90

TTNN with syntactical features 39.94

TTNN with lexical and syntactical
features

41.39

Neural networks based
models + surface features

Ji and Eisenstein (2015) 44.59

TTNN 44.75

Table 5 shows the final results of our model compared with other competi-
tive systems. For surface features, our model achieves the performance similar to
that of the other two systems. When excluding surface features, the classification
accuracy of our model is the best, with a 4.41% and 1.83% improvement over the
system of Ji and Eisenstein [5] and Rutherford et al. [18]. Note that their models
do not beat Lin’s purely surface feature model. In contrast, our model outper-
forms the surface features based model (statistically significant, p< 0.01; t-test).
Finally, when surface features are further added to our model, we can achieve
the best accuracy of 44.75%. Note that the bilinear model of Ji and Eisenstein
[5] can be regarded as a special case of the one-way Tensor model without a
hidden layer and the transformation property is out of their consideration, so
that our model has much more expressive power.

7 Discussion

To better understand the strength of our multi-level distributed representations,
some discourse relation instances which are extracted from the test set of PDTB
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are given in Table 1. The recognition results of these instances are incorrect
by the model using discrete surface features while correct using the distributed
representations. We first explain the necessity of our distributed First3-Last
embeddings and then we explore the deeper reasons at the sentence level.

Pitler et al. [15] proposes that connective-like expressions appear at the first
three and the last words of the arguments and we find that our distributed First3-
Last embeddings have advantage over their discrete features. We demonstrate
this using the first example in Table 1. In Example (1) of Table 1, the first three
words of Arg1 - “The common view” and the first two words of Arg2 - “Our
view” indicate that it will pose opposite opinions for the two arguments, thus,
the Contrast relation exists between the argument pair. However, this rule does
not appear in the training set of PDTB. In other words, it is impossible to detect
the discourse relation by using the discrete First3-Last features. In contrast, our
distributed First3-Last representation can capture these connective-like expres-
sions and recognize the discourse relation successfully.

Next, we show the effectiveness of segment-level distributed representations.
Lin et al. [8] explains that implicit discourse relation recognition needs a deeper
semantic representation and a more robust model. Distributed representation
of word or segment and neural network model may meet these requirements.
Regarding example (2) in Table 1, Arg2 is an instantiation of Arg1. Word pair
“declined, off” provides a strong indication for this discourse relation, but we
find that such a case does not occur in the training set, thus it is not surprising
that using surface features including word pairs fails to detect the relation.

For our distributed representation based model, the recognition result is cor-
rect. We seek the most similar argument in the PDTB training set of Arg1 and
Arg2 using cosine similarity in vector space, yielding “For the first nine months,
the trade deficit was 14.933 trillion lire, compared with 10.485 trillion lire in the
year-earlier period” (denoted as Arg1

′
) for Arg1 and “The stock fell 75 cents”

(denoted as Arg2
′
) for Arg2. We find that there is a few words overlap between

Arg1
′

and Arg1 as well as between Arg2
′

and Arg2, but there is a relatively
high semantic similarity between of Arg1

′
and Arg1, and also between Arg2

′

and Arg2: Arg1
′

and Arg1 both express the meaning of slowdown in terms of
the economy; Arg2

′
and Arg2 express that the price of something decreases by

a specific number of cents.
According to the analyses above, we can conclude that our model has the

ability to capture deeper semantic meaning while the discrete surface feature
model fails.

8 Related Work

Most of the previous work [8,15,22,25] regards implicit discourse relation recog-
nition as a classification task that focuses on feature engineering. Subsequent
work [1,7,17,19] focuses on addressing the data sparsity problem. Recently, deep
learning methods [5,9,18,24] have been applied to this task. Ji and Eisenstein [5]
employs a recursive neural network and achieves state-of-the-art performance for
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second-level relations. However, without the surface features, the performance of
Ji and Eisenstein [5] model is about 3% lower than surface features based model
of Lin et al. [8]. Part of the reason may be that it is difficult to learn satisfying
representations of sentence with small-sized PDTB corpus.

9 Conclusion

In this paper, we proposed a novel method for implicit discourse relation recogni-
tion based on neural network in which the model hierarchy and the feature hier-
archy are proposed. Regarding the model hierarchy, we propose a max-margin
neural network that considers two views, including the relation classification
view and the relation transformation view. Regarding the feature hierarchy, we
learn and leverage distributed representations from multi-levels, namely from
words, arguments and syntactic structures to sentences.

We test our method in implicit discourse relation binary classification and
multi-class prediction. The experimental results demonstrate that our method
can achieve new state-of-the-art performance in most cases. Furthermore, we find
for the first time that the distributed features can perform better than surface
discrete features for second-level implicit discourse relation recognition.

Acknowledgments. The research work has been funded by the Natural Science Foun-
dation of China under Grant No. 61403379.
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Abstract. Discourse parsing is a challenging task and plays a critical
role in discourse analysis. Since the release of the Rhetorical Structure
Theory Discourse Treebank (RST-DT) and the Penn Discourse Tree-
bank (PDTB), the research on English discourse parsing has attracted
increasing attention and achieved considerable success in recent years. At
the same time, some preliminary research on certain subtasks about dis-
course parsing for other languages, such as Chinese, has been conducted.
In this paper, the Connective-driven Dependency Treebank (CDTB) cor-
pus is introduced. Then an end-to-end Chinese discourse parser to parse
free texts into the Connective-driven Dependency Tree (CDT) style is
presented. The parser consists of multiple components including elemen-
tary discourse unit detector, discourse relation recognizer, discourse parse
tree generator and attribution labeler. In particular, attribution labeler
determines two attributions (sense and centering) for every non-terminal
node in the discourse parse trees. Effective feature sets are proposed
for every component respectively. Comprehensive experiments are con-
ducted on the Connective-driven Dependency Treebank (CDTB) corpus
with an overall F1 score of 20.0%.

Keywords: Chinese discourse parser · Connective-driven Dependency
Tree · Elementary discourse unit · Discourse relation

1 Introduction

Discourse parsing determines the internal structure of a text via identifying
the discourse relations between its text units and benefits a wide range of
downstream natural language tasks, such as coherence modeling [8], statistical
machine translation [10].

Since the release of the Rhetorical Structure Theory Discourse Treebank
(RST-DT) [1] and the Penn Discourse Treebank (PDTB) [12], the research
on English discourse parsing has attracted increasing attention in recent
years [6,9,11]. At the same time, the discourse-level annotation for other lan-
guages, such as Chinese, has been carried out and achieved considerable suc-
cess [3,7,13,16–18]. Using these discourse corpora, some preliminary research
has been conducted [4,5,15]. In this paper, using the Connective-driven Depen-
dency Treebank (CDTB) [7], we propose an end-to-end Chinese discourse parser.
c© Springer International Publishing AG 2016
C.-Y. Lin et al. (Eds.): NLPCC-ICCPOL 2016, LNAI 10102, pp. 387–398, 2016.
DOI: 10.1007/978-3-319-50496-4 32
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The complete parser consists of four components, i.e., elementary discourse unit
detector, discourse relation recognizer, discourse parse tree generator and attri-
bution labeler. For every component, a set of effective features are presented.
We also show a serial of experiments to evaluate our discourse parser compre-
hensively.

2 The Chinese Discourse Tree Bank

The CDTB corpus follows the CDT scheme [7]. It regards elementary discourse
units (EDUs) as leaf nodes and connectives as non-leaf nodes. In particular,
connectives are employed to directly represent the hierarchy of the tree structure
and convey the rhetorical relation of a discourse, while the nuclei of discourse
units (i.e., centering) are globally determined with reference to the dependency
theory. A three-level set of discourse relations are recommended by the CDTB
corpus. First level contains four relations: causality, coordination, transition and
explanation, which are further clustered into 17 sub-relations in the second level.
In the third level, the connectives are under each sub-relation. In this paper, the
4 top-level relations are considered.

This corpus chooses 500 Xinhua newswire articles from the Chinese Treebank
(CTB) [14] to add a layer of discourse annotations. In particular, each para-
graph generates a corresponding discourse tree. For more details, please refer to
Li et al. [7]. In this paper, we give an example to show the CDT scheme and
introduce the task of our CDT-styled discourse parser.

con: /for this, rel:Expansion

con:NULL, rel:Expansion

con:NULL,rel:Conjunction

kcon:NULL, rel:Conjunction

ji

con: .. /is not..but, rel:Conjunction

con: /cause, rel:Causation

gcon:NLLL,rel:Conjunction

fed

c

con: /therefore, rel:Causation

ba

Fig. 1. The gold-standard discourse tree corresponding to Example (1)
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Example (1) shows a paragraph consisting of 3 sentences from chtb 0001.
From the discourse perspective, this paragraph contains 11 EDUs with its cor-
responding CDT representation shown in Fig. 1.

In CDT scheme, the combination of different EDUs can be considered in
a higher level and new discourse units can thus be combined into higher-level
units from bottom to up. For example, in Example (1), the units (a) and (b) are
combined as a new EDU participating the higher level discourse relation driven
by the connective “ (for this)”. In this way, the discourse structure can be
expressed as a tree structure via bottom-up combination of EDUs.

3 End-to-End Chinese Discourse Parser

In this section, we first briefly browse the framework of our end-to-end Chinese
discourse parser and then introduce all the components in detail.

3.1 System Overview

In order to simplify our parsing algorithm, instead of following the top-down
approach employed in annotation procedure, our parsing algorithm first detects
the EDUs, and then generates the discourse parse tree in the bottom-up way.
Upon this, the discourse tree is traversed and the sense and centering attribut-
ions are determined for every non-terminal nodes. Figure 2 shows the framework
of our end-to-end Chinese discourse parser, which consists of EDU detector, dis-
course relation recognizer, discourse tree generator and attribution labeler. In
particular, attribution labeler contains four components, i.e., connective identi-
fier, explicit classifier, non-explicit classifier and centering labeler.

Fig. 2. Framework of our end-to-end Chinese discourse parser.

Our system takes a fully data-driven, supervised learning approach. In fol-
lowing descriptions, we refine this overview by detailing the component designs
as well as the derived feature sets.
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3.2 Elementary Discourse Unit Detector

As the first step of Chinese discourse parsing, the performance of EDU detec-
tor is crucial for other downstream components. Referring to the CDTB [7], an
EDU should be segmented by some punctuation and contain at least one predi-
cate and express at least one proposition. Since sentence end punctuations (i.e.,
period, question mark and exclamatory mark) are certainly EDU boundaries, we
cast the EDU detection task as comma disambiguation motivated by Yang and
Xue [15] by classifying the commas into two categories, boundary of EDU and
non-boundary of EDU with two types of feature employed in this component,

– Lexical: the string and POS of 5 words before or after the given comma, the
string and POS of the word just following the given comma, the words of
all the connective candidates in the later text span, all punctuation marks in
current sentence.

– Syntactic: the context of the given commander1, whether the POS of the
leftmost sibling of the comma’s parent node is a PP construction, whether the
siblings of the comma’s parent node have and only have an IP construction,
whether the first leaf node’s POS of the comma’s parent node is CS or AD
construction, whether the first child of the comma’s left sibling is the PP
construction, whether the current and next text spans contain VC, VA, VE,VV
construction.

3.3 Discourse Relation Recognizer

After detecting all the EDUs in a paragraph, discourse relation recognizer is
adopted to determine whether a discourse relation occurs between two EDUs.

In order to simplify the discourse parsing algorithm, we firstly only con-
sider the discourse relations between two EDUs. After achieving the complete
discourse parse tree, a post-processing is employed for continuous conjunction
relations. During training and test stages, we pair one EDU with other adjacent
EDU and EDU combinations (considering all possible higher-level discourse rela-
tion) in one sentence. For example, in Example (1), for the given EDU (c), we
can achieve 4 instances: (c,d), (c,[d,e]), (c,[d,e,f]) and (c,[d,e,f,g]). Among them,
only the last instance is positive, others are negative. In this way, we can cast
the discourse relation recognizer as a binary classification task. Besides those
features proposed by [2], following additional features are introduced:

– Semantic similarity: the string and POS of word pairs from two EDUs with
the same semantic class in HIT-CIR Tongyici Cilin.

– Context of the connective of the given two EDUs if having.

1 We use POS combination of the parent, left sibling and right sibling of the given
comma to present the context.
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3.4 Discourse Parse Tree Generator

After determining all EDUs in a paragraph, based on the relation existence prob-
ability returned by the discourse relation recognizer, we can generate a discourse
tree for the paragraph. Algorithm1 shows the detailed steps in discourse tree
generation. Obviously, this is a bottom-up merging procedure with the final EDU
as the root of the discourse tree.

Input: P a given paragraph
Output: A discourse tree t

Initialization: Set t = null
E ← EDUDetector(P)

while Len(E) > 1 do
init(score)
for Ei in E do

score[i] ← DRRecognizer(Ei,Ei+1)

end
i ← Max(Score)
newST ← CreateTree(Ei,Ei+1)

Replace([Ei,Ei+1],newST)

end
t ← E0

Algorithm 1. Algorithm for discourse tree generation. Here EDUDetector
is the EDU detector, DRRecognizer achieves the relation existence prob-
ability between two given EDUs, and CreateTree generates a new EDU
based two given EDUs.

3.5 Attribution Labeler

After constructing the complete discourse tree for every paragraph, we label
the sense and centering attributions for every non-terminal nodes, i.e. discourse
relations. For sense classification, we classify the discourse relations into explicit
and implicit relations referring to whether relation is explicitly signaled by a dis-
course connective. So for every discourse relation, the parser starts by identifying
whether a connective occurs. If a connective is identified, the explicit classifier
is employed to determine the sense of the given discourse relation. Otherwise,
the non-explicit classifier is employed. Additionally, centering of the discourse
relation is labeled at the same time.

Connective Identifier. Our connective identifier works in two steps. First,
the connective candidates are extracted from the given EDUs referring to the
CDTB, where 282 types of discourse connectives are annotated. Then, every
connective candidate is checked whether it functions as a discourse connective
or not. For simplicity, we only find the most likely connective for every given
discourse relation. Features employed in our classification approach include:
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– Lexical: connective itself, POS of the connective, combinations of connective
with its previous word, its next word, the location of the connective in the
sentence, i.e., start, middle and end of the sentence.

– Syntactic: the syntactic category of the given connective (i.e., subordinating,
coordinating, or discourse adverbial), the highest node in the parse tree that
covers the connective words (dominating node), the context of the dominating
node2, the path from the parent node of the connective to the root of the parse
tree.

– Bilingual knowledge: While Chinese has similar types of discourse connec-
tives as English, they are different in syntactic, statistical distributions and
lexical realizations. In comparison with English, Chinese has a wider range
of forms of connectives [18]. Commonly occurring in Chinese discourse,
there are many paired Chinese connectives, e.g. “ (is not..but)”,
“ (because..so)”, “ (although..but)”, and so on. Even in
some paired connectives, such as “ (because..so)”, a word (i.e.,
“ (because)”, “ (so)”) in a paired connective can appear independently
as a connective. Furthermore, many different connectives in Chinese convey
the same meaning and can substitute for each other in the same context.
Observing this, we firstly introduce two headwords corresponding to the given
connective. One is the English translated phrase (E-head), the other is the Chi-
nese translated phrase corresponding to the E-head (C-head). After achieving
E-head and C-head, we extract their context from their parse trees and also
include them in our connective identifier.

Explicit Classifier. After a discourse connective is identified, the explicit sense
classifier is provided to decide the sense that the relation conveys. Similar to the
case in English, although the same connective may carry different semantics
under different contexts, only a few connectives are ambiguous in Chinese [18].
Following the work of Lin et al. [9] in English, we introduce three features to
train a sense classifier: the connective itself, its POS and the previous word.

Non-explicit Classifier. If the given discourse relation hasn’t overt discourse
connective, the non-explicit classifier is employed to identify the sense. Our non-
explicit sense classifier includes four types of features:

– Verbs: Following the work of Pitler and Nenkova [11], we extract the pairs
of verbs from the given EDUs. Besides, the average length of verb phrases in
each EDU, and the POS of main verbs are included.

– Modality: We include a set of features to record the presence or absence of
specific modal words (i.e., can, may, will, shall, must, need) in EDUs, and
their cross-product.

2 We use POS combination of the parent, left sibling and right sibling of the dom-
inating node to represent the context. When no parent or siblings, it is marked
NULL.
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– Production rules: Since the syntactic structure of one argument may constrain
the relation type and the syntactic structure of the other argument, three
features are introduced to denote the presence of syntactic productions in
EDUs. Here, the production rules are extracted from the training data and
the rules with frequency less than 5 are ignored.

– Dependency rules: Similar to production rules, three features denoting the
presence of dependency in other EDUs or both are introduced in our system.

Besides, we introduce two features which describe the automatically deter-
mined connective list contained by the two EDUs respectively, to capture the
co-occurrence relationship between non-explicit and explicit discourse relations.

Centering Labeler. Discourse relations may be either mononuclear or multi-
nuclear. A mononuclear relation holds between a nucleus and a satellite unit.
Normally, the nucleus usually reflects the intention focus of the discourse and is
thus more salient in the discourse structure, while the satellite usually represents
supportive information for the nucleus. In comparison, a multi-nuclear relation
usually holds two or more discourse units of equal weight in the discourse struc-
ture. Since CDT for nucleus determination adopts the dependency grammar
and selects the unit standing for the relationship with other discourse units in a
discourse, we name the nucleus as the centering of the discourse relation.

We cast the centering labeling as a three categories classification task. That
is to say, centering labeler need to determine whether the front EDU, the later
EDU or both EDUs of the given discourse relation act as the centering. In this
paper, four types of features are employed in this task:

– Verbs: pairs of verbs and POS in the given EDUs.
– Word pairs: pairs of words in the given EDUs.
– Dependency rules: features denoting the presence of dependency productions

in other EDUs or both.
– Semantic pairs: the string and POS of word pairs from two EDUs with the

same semantic class in HIT-CIR Tongyici Cilin.

4 Experiments

In this section, we systematically evaluate our CDT-styled end-to-end Chinese
discourse parser on the CDTB corpus.

4.1 Experimental Setting

All our classifiers are trained using the OpenNLP maximum entropy package3

with the default parameters (i.e. without smoothing and with 100 iterations).
The automatic parse trees of the CDTB are achieved using the Berkeley parser.
Table 1 shows the training and testing data split, and Table 2 shows the distrib-
ution of discourse relations over different sense categories.
3 http://maxent.sourceforge.net/.

http://maxent.sourceforge.net/
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Table 1. Training and testing data split.

Training Testing

#Doc 450 50

#File list 0001–0090, 0101–0190,0201–0290,
0301–0325,0400–0454, 0500–0509,
0520–0544, 0590–0596,0600–0647

0091–0100, 0191–0200,0291–0300,
0510–0519,0648–0657

#Tree 2125 217

#EDU 9630 1013

Table 2. Distribution of discourse relations over different categories.

Training Test

Discourse relation type Explicit Non-explicit Explicit Non-explicit

Expansion 188 1276 12 140

Adversative 163 38 10 1

Causation 426 786 40 79

Conjunction 880 2859 95 317

4.2 Experimental Results and Analysis

Firstly, we evaluate the performance of the elementary discourse unit detector
under automatic parse trees and achieve 95.7%, 91.9% and 93.8% in precision,
recall and F1-measure respectively. The accurate of EDU detector under auto-
matic parse trees also reaches 91.2%. Obviously, it is a satisfied performance.

Secondly, we evaluate the performance of our discourse relation recognizer.
Table 3 shows the performance under the gold standard EDUs. We also list the
intra- and inter-sentential results. From the results, we can find that, inter-
sentential discourse relation recognizer achieves better performance than intra-
sentential cases. In fact, in Chinese, there are much more long complex sen-
tences than in English. Thus, it is more difficult to analyze the intra-sentential
structure. Besides, frequently occurring ellipses much increase the difficulty of
intra-sentential discourse analysis.

Table 3. Performance of our discourse relation recognizer using gold EDUs.

Setting P (%) R (%) F1 (%)

With relation Intra 80.0 95.7 87.2

Inter 85.6 96.4 90.0

Overall 81.2 95.7 87.9

In order to focus on the performance of our discourse parse tree generator,
we evaluate the performance of the discourse tree structure under gold standard
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EDUs. Using automatic parse trees, our discourse parse tree generator achieves
51.7%, 53.0%, and 52.3% in precision, recall and F1-measure, respectively.

After constructing the discourse parse trees, we traverse the discourse tree
and determine the sense and centering attributions for every non-terminal nodes.
We firstly focus on the performance of every component of attribution labeler
under gold standard discourse tree structure.

For connective classifier, we achieve 79.8%, 62.9% and 70.4% in precision,
recall and F1-measure respectively. We can find that, in comparison with English
connective identification, the performance of Chinese connective identification is
much lower. In fact, just noted as Xue [13], there are much more challenge in
Chinese due to a large number of paired-connectives.

Table 4 shows the results of explicit classifier under both gold and automatic
connectives. We can find that, using gold standard connectives, (1) explicit clas-
sifier achieves satisfied performance, (2) in comparison with using gold standard
connectives, the errors propagated from connective identification largely reduce
the performance of explicit classifier by about 15% in F-measure.

Table 4. Performance of our explicit classifier using gold discourse tree structure.

Types Gold connective Auto connective

R (%) P (%) F (%) R (%) P (%) F (%)

Causation 91.8 91.8 91.8 72.9 81.4 76.9

Adversative 95.4 77.6 85.6 73.7 72.8 73.2

Conjunction 92.0 96.7 94.3 64.7 95.8 77.2

Expansion 94.8 92.4 93.6 82.7 87.0 84.8

Due to the unbalanced distribution of the training and testing data, we
neglect the Adversative discourse relations and cast the non-explicit classifier
as a three-category classification task. Table 5 shows the results of non-explicit
classifier under both gold and automatic connectives. We can find that:

Table 5. Performance of our non-explicit classifier using gold discourse tree structure.

Types Gold connective Auto connective

R (%) P (%) F (%) R (%) P (%) F (%)

Causation 84.2 43.2 57.1 40.6 27.7 32.4

Conjunction 77.5 96.0 85.8 73.7 82.3 77.3

Expansion 55.9 49.1 51.8 54.3 31.9 40.2
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– Similar to the case in English, in comparison with the performance of explicit
classifier, the performance of non-explicit classifier is much lower. In fact,
just as noted in previous work, in the PDTB, non-explicit discourse relations
occupies about 54.4% in English [11], while this ratio rises up to about 82%
in Chinese [13]. The majority of non-explicit discourse relations makes the
Chinese discourse parsing task much more difficult than English.

– Errors propagated from connectives also reduces the performance of non-
explicit classifier about 15% in F-measure.

Similar to sense classifiers, we firstly evaluate the performance of centering
labeler, without considering the influence of the errors propagated from discourse
tree generation. Table 6 shows the performance of our centering labeler. We
can find that, for multi-nuclear case, our centering labeler achieves the best
performance. This is due to that most of multi-nuclear cases are Conjunction
discourse relations. On the other hand, for mononuclear cases, the performance
of backward centering identifier is much better than forward centering.

Table 6. Performance of our centering labeler using gold discourse tree structure.

Types P (%) R (%) F1 (%)

Forward-mononuclear 62.2 33.5 43.6

Backward-mononuclear 67.2 41.7 51.5

Multi-nuclear 70.4 90.8 79.3

After evaluating all the components independently, we evaluate our end-to-
end Chinese discourse parser under fully automatic setting. That is to say, using
automatic parse trees, our discourse parser starts from parsing a free text. Table 7
shows the results. The first line of the Table 7 lists the performance of our tree
structure after automatic EDU detection and discourse relation recognizer. In
comparison with the results under gold standard EDUs, we can find that the
errors propagated from EDU detector reduce the performance of discourse tree
generation by about 6% in F-measure. Considering the sense attribution (con-
taining both explicit and non-explicit discourse relations), the performance of
tree structure reduces by about 18% in F-measure. In fact, referring to the non-
explicit sense classification results as shown in Table 5 and considering the pro-
portion of non-explicit discourse relations in Chinese, this reduction is inevitable.
Considering the results of both discourse tree structure and centering labeling,
our discourse parser achieves about 23.1% in F-measure. In comparison with
only considering the tree structure results, the performance also reduces about
23.3%. Considering both sense and centering attributions, our discourse parser
achieves 20.0% in F-measure. Obviously, there are much room to improve.
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Table 7. Performance of our discourse parser under full automation.

Setting P (%) R (%) F1 (%)

Tree structure 44.0 49.1 46.4

+sense 27.3 30.5 28.8

+centering 21.5 24.8 23.1

+sense & centering 19.0 21.2 20.0

5 Related Work

In comparison with English, due to the lack of corpora, there are much less
studies of work on Chinese discourse parsing. To address this problem, most
of current studies on the building of discourse corpora. As a pioneer, Xue [13]
discussed the range, distribution and sense discrimination of Chinese discourse
connectives. Motivated by the work of Xue [13], Zhou and Xue [17] used the
PDTB annotation guidelines to annotate Chinese discourse corpus with 98 files
from Chinese Treebank of Xinhua newswire. Zhou and Xue [18] further scaled the
corpus up to 164 files. In the meantime, Li et al. [7] proposed the Connective-
driven Dependency Tree (CDT) scheme and annotated 500 Xinhua newswire
articles from the CTB by adding a layer of discourse annotations.

With the release of the discourse-level corpora, Huang and Chen [4] proposed
a supervised statistical classifier to identify explicit discourse relations.

6 Conclusion

In this paper, a CDT-styled end-to-end Chinese discourse parser is proposed. The
parser consists of four components, i.e., elementary discourse unit detector, dis-
course relation recognizer, discourse parse tree generator and attribution labeler.
In particular, attribution labeler need to determine two attributions (sense and
centering) for every discourse relation and consist of four classifiers, connective
identifier, explicit classifier, non-explicit classifier and centering labeler. For every
component, we propose a set of effective features. Comprehensive experiments
are conducted on the CDTB corpus and the parser achieves an overall system F1
score of 20.0% under full automation. To the best of our knowledge, this is the
first research in building an end-to-end Chinese discourse parser, particularly of
a tree structure.

Acknowledgements. This research is supported by Key project 61333018 under the
National Natural Science Foundation of China, Project 61472264 and 61402314 under
the National Natural Science Foundation of China.
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Abstract. In the past few years, event detection has drawn a lot of
attention. We proposed an efficient method to detect event in this paper.
An event is defined as a set of descriptive, collocated keywords in this
paper. Intuitively, documents that describe the same event will contain
similar sets of keywords. Individual events will form clusters in the graph
of keywords for a document collection. We built a network of keywords
based on their co-occurrence in documents. We proposed an efficient
method which create a keywords weight directed graph named KeyGraph
and use community detection method to discover events. Clump of key-
words describing an event can be used to analyse the trend of the event.
The accuracy of detecting events is over eighty percents with our method.

Keywords: Event detection · KeyGraph · Co-occurrence · Temporal
analysis

1 Introduction

With fast development of social media, such as micro-blog, which becomes the
most popular platfom to communicate and express their views. A large amount of
data is produced each day, which contains large amount of valuable information.
In fact the communication and interactions in social media reflect events and
dynamics in real world. We propose a method to mine social media to discover
events happened in reality and an algorithm to identify hot events in this paper.

Generally, an event can be described by a set of descriptive, collocated key-
words or terms. The mission of event detection is to cluster these topological
meaningful keywords into groups. There are several ways to extract and cluster
keywords from documents. We might take the document-pivot clustering meth-
ods which firstly cluster documents into several groups and then select keywords
from the clusters of documents based on some feature selection approaches. How-
ever, the association relationship of keywords and the influence of one keyword
on another are missed in these methods. In fact, the co-occurrence of terms is
very important in event detection. For example, it is meaningless if the terms
Trump, Hillary and President appear in three distinguish documents. If they
co-occur in documents and we know the conditional probability one term occur
c© Springer International Publishing AG 2016
C.-Y. Lin et al. (Eds.): NLPCC-ICCPOL 2016, LNAI 10102, pp. 401–412, 2016.
DOI: 10.1007/978-3-319-50496-4 33
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on another, we know more from the constellations of keywords. We build, there-
fore, a weighted directed graph named KeyGraph to capture the topological
information existing among keywords.

In consideration of the importance of source of documents, we innovatively
focused the authority of author of documents when keywords are extracted from
documents. We try to create a graph of keywords, nodes of which are the key-
words, and there exists an edge between keywords if they co-occur in a document.
The weight of edge is computed by a probabilistic feedback mechanism. We adopt
community detection algorithm adapted from social network analysis algorithm
on the graph to discover events. Constellations of terms describing events may
be used to track the trend of events.

2 Related Work

The target of event detection is to find a minimal set of keywords that can indi-
cate an event. Kumaran et al. showed how performance on new event detection
can be improved with using text classification technique [4], and Yang et al.
adopted several supervised text categorization methods specifically some vari-
ants of K Nearest Neighbour algorithm to track events [10]. All of the methods
mentioned above are based on document-pivot clustering. In general, all docu-
ments are clustered into several groups at first. Then, They select features or
terms from the clusters of documents with some feature selection approaches
to represent an event. It is worth noting that in the document-pivot clustering
approach, keywords as a whole need to be considered to measure the similarity
between two documents. Fung et al. reported that the most similar documents
often belong to different categories, therefore this approach can be biased to the
noisy keyword [3].

Li et al. [5] proposed a probabilistic model for news event detection, they use
a mixture of unigram models to model contents and Gaussian Mixture Model
(GMM) to model timestamps, and the parameters are estimated by Expectation
Maximization (EM) algorithm. Those algorithms require the number of events.
[9] propose a novel sketch-based topic model together with a set of techniques
to achieve real-time detection and [11] proposed a novel solution to detect both
stable and temporal topics simultaneously from social media data.

3 Keywords Extraction

Let us denote D = {d1, d2, . . . , dn} be the collections of documents and U =
{u1, u2, . . . , ui} be the users set of these documents (user refers to the author of
documents in this paper). And W = {w11, w12, . . . , wij , . . .} is the words set. wij

means the jth word in the ith document. Each word wij is from a document di
in documents collection D. This section focus on how to extract keywords from
words set. Considering the importance of source of documents, we innovatively
take user’s authority into consideration. Specifically, we estimate users’ authority
with an algorithm adapted from the classical PageRank Algorithm, and compute
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the keywords tf-idf value. With users’ authority and keywords, we can compute
a score of candidate keywords. Then, the keywords could be selected from the
words set W according to the scores.

Fig. 1. An example for frequency of keywords associating with hot event.

3.1 User Authority Estimation

Considering that our experiment is conducted on the social network documents
dataset, we use the user of social network to introduce user’s authority esti-
mation. Social network such as tweeter allow all the registered people to post
and share short messages. Since every user has different influence on the public,
the contents whose generator has higher authority are easier to be disseminated
among social community, and the contents are more likely to be a hot event.

In social network community, if user ui is interested in the contents which
user uj posts or shares, ui may follow user uj and ui is called a follower of
uj . And uj does not have to reciprocate by following user ui. We can model the
relationship of users in the social community using a directed graph G =<U,E >
where U is the set of users and E is the set of edges between users. There is a
directed edge from user ui to uj , if user ui is a follower of uj . As the directed
graph is similar to the web page network in topology, the authority of users can
be estimated by the following formula adapted from PageRank algorithm:

auth(ui) = (1 − α) + α ·
∑

uj∈follower(ui)

auth(uj)
following(uj)

(1)

In the formula (1), α is a dumping parameter which is introduced by the author
in [6]. Its value is usually set to 0.85, which represents the probability that a
random surfer of the graph G moves from a user to another. follower(ui) is the
set of users who follow the user ui. Then we can compute each user’s authority
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with an iterate algorithm based on the Page-Rank Algorithm [6] with an initial
value:

auth(ui) =
1

|following(ui)|

3.2 Words Score

The first challenge to detecting event is extracting keywords. During the period
within which an emerging event become popular, the frequency of keywords
indicating the event will show an upward trend along the time axis. For example,
we show the frequency of the keywords describing the event of “Fudan University
Poisoning case” in Fig. 1, which had taken great attention in China in 2014. It
is obvious that the three key words “Fudan”, “Senhao Lin” and “Poisoning”
happen to coincide to burst during December 7th day to December 11th day in
2014. We use the TF-IDF [7] to define the relative importance of keyword. The
tf value of the jth keyword of the ith micro-blog document is computed by:

tfi,j = 0.5 + 0.5 · tfi,j
tfmax

i,j

(2)

then the idf value of the jth keyword of the ith document is shown as follows:

idfi,j = log(
|D|

1 + |i ∈ D : j ∈ i| ) (3)

where |D| is the total number of documents. Given tf and idf, the tf-idf value is
given by:

tfidfi,j = tfi,j · idfi,j (4)

With tf-idf value of keyword and users’ authority, the score of words wij is
computed by the following equation:

scorei,j =
∑
di∈D

tfidfi,j · auth(user(di)) (5)

where user(di) here is the author of document di.

3.3 Keywords Selection

With the score list of all words, we can select words with higher score as key-
words. Intuitively the words describing a hot event will have a high score because
the hot event usually could catch the user’s attention who has a high authority
and have a high tf-idf value for the wide spread. We use the following method
based on [1] to compute the cut-off point to identify keywords:

1. First rank the words in descending order of score computed.
2. Compute the maximum drop in match and identifies the corresponding drop

point.
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3. Compute the average drop (between consecutive keywords) for all those key-
words that are ranked before the identified maximum drop point.

4. The first drop which is higher than the average drop is called the critical
drop. We returned keywords ranked better than the point of critical drop as
candidate keywords.

4 Events Detection

We adopt a community detection algorithm on a keywords graph named Key-
Graph to discover events. We build a KeyGraph whose nodes are the keywords
and edges are formed between nodes when keywords co-occurs in a document.
Generally, keywords co-occur when there is some meaningful topological rela-
tionship between them. We can regard the KeyGraph as a social network of
relationship between keywords. As is shown in Fig. 2, it is clear that community
of keywords are densely linked and there are few links between keywords from
different communities.

confessions

parents

0.49

sentenced to death

Trial

0.19

first instance

0.49

HuangYang

0.02

0.83

Fudan poisoning case

0.02

0.019 poisoning

0.16

feeling

blog text

0.01

0.01

Connecticut

America

0.02

complain

0.13

0.019

comfort

0.83

Fig. 2. An example for KeyGraph.

4.1 Building KeyGraph

We build KeyGraph through a multigraph of keywords. Nodes are the keywords
and there are n edges between the nodes if keywords co-occur n times in docu-
ments. As in Fig. 3, if there is some meaningful topological relationship between
keywords, there are many edges between them. We can take advantage of this
property to remove some noise in data. Specifically, we repeat the following two
steps on each node and edge of the multigraph until nothing can be done.

(a) The number of edges between the two keywords must be larger than some
minimum threshold. Otherwise, all of the edges between the two keywords
are removed.
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(b) The degree of each node in the multi-graph must be equal or larger than
the threshold that is set in the rule (a). Or the node will be eliminated from
multi-graph.

In short, edges are removed if the keywords associated with nodes co-occur below
a minimum threshold and the resulted isolated keywords are removed.

Fig. 3. Example of multi-graph of keywords.

We could build KeyGraph conveniently based on the multi-graph. All nodes
in multi-graph are kept in KeyGraph and there is an weighted directed edge
from node ki to kj if there are edges between nodes ki and kj in multi-graph.
Here we assume that the weight ci,j is greater than cj,i without generality. The
weight ci,j between nodes ki and kj can be calculated as shown:

ci,j = log
ni,j/(di − ni,j)

(dj − ni,j)/(N − dj − di + ni,j)
· |ni,j

di
− dj − ni,j

N − di
| (6)

where:

– ni,j is the number of edges between the nodes ki and kj in the multi-graph.
– di is the degree of node ki in the multi-graph.
– dj is the degree of node kj in the multi-graph.
– N is the total number of nodes.

It is noticed that the first term in the formula will increase as the times
of co-occurrences between keywords i and j increase and the second term will
decrease as the number of occurrences of a single keyword reduce. Actually,
the ci,j is similar to conditional probability p(ki|kj) of seeing keywords ki in a
document if kj exists in the document which reflects the influence one keyword
on another. Figure 2 shows an example for KeyGraph.

4.2 Community Detection

We apply community detection techniques adapted from network analysis
method to discover events from the KeyGraph. Because the KeyGraph is a
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weighted directed graph, we adopt the method proposed in [2]. We first find
all fixed size k of clique, for example k-clique (k = 3). Only when the intensity of
clique is larger than a threshold value, will the clique be included. Two cliques are
defined adjacent if they share k−1 nodes. A community is the union of cliques,
in which we can reach any k-clique from any other clique through a series of
k-clique adjacencies. Finally the communities of describing, collocated keywords
are the discovered events we want.

5 Temporal Analysis

Event always has a temporal characteristics. The events detected by the algo-
rithm should have a trend along the time axis. Basically, hot event would be
spread widely and many documents will report the event. Considering the fact
that the collocated keywords describing the event would cumulatively increase,
we define a binary-valued function:

f(k|d) =
{

1 , k ∈ d
0 , k /∈ d

(7)

where k is a keyword and d is a piece of document. For the detected event ei,
its trend in time internal [t0, t0 + t] is shown as follows:

tr(t)(ei) =
∑
k∈ei

∑
d∈D(t)

f(k|d) (8)

where ei is the ith event discovered by the algorithm, D(t) is the collection
documents in time internal [t0, t0 + t] and t0 is a point time.

For each event e, we could compute its tr(tj)(e), j = 1, . . . , n in n series time
unit. In order to detect the burst point of tr(e), we compute the cumsum of the
series tr(e) as follows:

First, we compute the mean value of tr(tj)(e), j = 1, . . . n:

X =
∑n

i=1 tr(ti)(e)
n

(9)

Then, the cumsum is denoted as Sj :

S1 = tr(t1)

Sj = Sj−1 + tr(tj)(e) − X
(10)

In general, tr(e) added to Sj is positive and the Sj will steadily increase.
And if the event occurs at a certain time, the sum value will rapidly increase.
A segment of the cumsum chart with an upward slop appears before the burst
point, which indicates a period of time where the values tend to be larger than
the average. A change in direction of cumsum chart shows that the event bursts
after the change point in the cumsum chart. We introduce an algorithm to detect
the change point. The estimator of magnitude of the change is defined as follows:
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Sdiff = Smax − Smin (11)

Where Smax = max
j=1,...,n

Sj and Smin = min
j=1,...,n

Sj .

For an event e and its tr(tj)(e) values in n time units, we perform a bootstrap
analysis [8] as follows:

1. Generate a bootstrap sample by randomly reordering the tr(tj)(e).
2. Based on the bootstrap sample, compute the bootstrap cumsum as shown in

the formula (10) denoted as S
(b)
1 , . . . , S

(b)
n .

3. Compute the maximum, minimum and the difference of bootstrap cumsum
which are denoted as S

(b)
min, S

(b)
max and S

(b)
diff .

4. Compare the original Sdiff to the bootstrap S
(b)
diff . If Sdiff is larger than

S
(b)
diff , the event e is labelled as a hot event.

The idea behind the bootstrap analysis is that we can estimate how much S
(b)
diff

would vary if no change took place by performing a large number of bootstrap
sample. Then We compare the bootstrap S

(b)
diff value with the Sdiff of original

data so as to assure whether there are change point in the original data.

6 Experiment Analysis

In order to evaluate the performance of the method proposed in this paper,
we conduct the experiment on sinaweibo micro-blog documents that we have
collected during the twelve month from January to December in 2014. In this
section we give a description of dataset on which experiment conducted and then
provide the experiment result with analysis.

6.1 Dataset

We crawled the micro-blog documents from the internet. The total dataset has
over 70 millions records and each record consists of micro-blog document texts,
the generator of a piece of micro-blog document and the timestamp when the
micro-blog document was created. Considering the volume of datasets and the
nature of events distribution, we partitioned the datasets into twelve timeslots
from Jan 2014 to Dec 2014. Each timeslot contains the micro-blog document
data posed in one month.

6.2 Experiment Result and Analysis

Compared with English, Chinese must be segmented into words first. We choose
to use NLPIR1 to segment micro-document texts into words. After removing
stopwords and non-characters such as emotion symbols, we applied the proposed

1 A Chinese word segmentation system. http://ictclas.nlpir.org/.

http://ictclas.nlpir.org/
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Table 1. The events detected during January through December in 2014.

Date Keywords Events description

Jan 2014 {Open,Champion,Final,Won,
Women’s Single,Dominika
Cibulkova,Eugenie Bouchard,Li
Na,Australian Open,Azarenka }
{ Indonesia,volcano,burst}

{Li Na won Australian Open
Women’s Singles }
{Indoesia volcano burst }

Feb 2014 {Portugal,legend super-
star,Eusebio,died,Panthers}
{President,Ukraine,Viktor
Yanukovich,lift,
parliamentary,duties }

{The death of Eusebio }
{Ukrainian Parliament Deprives
Yanukovych Of Presidential }

Mar 2014 {hospital,blood cen-
ter,Kunming,reinforcement}
{taking the virus,Kindergarten,
children,investigation}

{Need to reinforce the blood center of
Kunming hospital}
{Children of a Kindergarten in Jilin
were taken the ”spiritual virus”}

Apr 2014 {Star Wars,death,funeral,
boy,British,wishes}
{wreck,South Korea,staff,escape}

{4-Year-Old Receives Star Wars-
Themed Funeral As His Final.}
{South Korean ferry disaster}

May 2014 {Gutman,won,the European cham-
pionship,UEFA Europa League Cup
}

{Gutman won championship in UEFA
Europa League Cup}

Jun 2014 {Nanjing,Yangzi,refinery,
explosion,fire,apparatus}
{Abe,Tokyo,protest,lifted,
collective,self-defense right,self-
immolation}

{Petrochemical explosion in Nanjing
China}
{A Japanese
committed self-immolation to protest
Japan’s push to expand defense role}

Jul 2014 {Temporary shelters,period ex-
pired,license,Snowden,asylum}

{The period of temporary asylum of
Snowden expire.}

Aug 2014 {Earthquake,disaster,
emergency,rescue,
soldiers,marching,army}
{Accident,Investigation,
intervention,Kunshan,
explosion}

{Troops rush to quake to rescue
refugees} {Investigate the accident of
Jiangsu Kunshan plant explosion}

Sep 2014 {Entrance Examination,reform,cancel,
division,arts,science.}
{rural,homestead,
occupied,Zhangquan Liu,Chuanming
Zhou,rogue}

{the Entrance Examination reform
cancel the division of arts and science.}
{rural homestead was occupied by
rouge Zhangquan Liu and Chuanming
Zhou}

Oct 2014 { Artist, misdeeds, drug, ban, prostitu-
tion }

{SARFT of China claims to ban misdeeds
artists }

Nov 2014 {The Navy, Colonel, trickster, posing,
cheat}

{Laid-off workers posing Navy Colonel
cheat two women.}

Dec 2014 {Fudan University, Senhao Lin, poison-
ing, sentenced to death}

{Senhao Lin, student in Fudan Univer-
sity, was sentenced to death for poisoning
his roommate.}
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method and algorithm to the dataset. Experiment result showed that is quite
efficient with our algorithm as listed in Table 1.

In Table 1, the second column are the collocated keywords that belong to
one community and the third column is the description of corresponding event.
For each detected event we checked the mainstream media so as to determine
whether it really happened in the real world. The accuracy was computed as
follows:

Accuracy =
#true events

#true events + #false events
(12)

where

– #true events is the number of events that really happened in real world.
– #false events is the number of mistaken events by our algorithm.

The experiment result showed that the accuracy is around 80% as is seen in
Fig. 4.

Fig. 4. Accuracy.

For identifying hot events, we compute the cumsum of tr(e) to detect the
burst of events. If an event won’t become hot, its tr(e) would not burst sud-
denly. What’s reflected in the cumsum chart is that the cumsum chart will be
a smooth line. In other words, there won’t be change points in cumsum chart.
With that we design a bootstrap sample analysis based algorithm to detect the
hot events. In the algorithm, for an event, we determine whether it is a hot
event by detecting the change point in the cumsum chart. Like the events in
the left side of Fig. 5 the cumsum line increase sharply where there is a change
point. The change points are detected by our algorithm, the events Australian
Open Women’s Champion(Na Li from China won the Champion) and Mo Zhang
detained for taking drugs are identified as hot events. On the contrary, the events
in the right side of Fig. 5 would not be identitied as hot events because no change
points are detected. The experiment results demonstrate that the algorithm is
very efficient.
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Fig. 5. Cumsum chart of events.
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7 Conclusions

In this paper we proposed an efficient method to extract events from social media
texts streams as well as a robust algorithm to identify hot events. In this method,
the major contribution is listed as follows, first we considered the importance
of source of doucuments when selecting keywords. Besides, the KeyGraph we
built is an weighted graph which may capture the influence information of one
keyword on another. It will improve the accuracy of community detection. Last
but not least, we provide an efficient algorithm to detect the hot event. In the
future work, early hot events detection is our main work.
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Abstract. We study an open text mining problem – discovering con-
cept-level event associations from a text stream. We investigate the
importance and challenge of this task and propose a novel solution by
using event sequential patterns. The proposed approach can discover
important event associations implicitly expressed. The discovered event
associations are general and useful as knowledge for applications such as
event prediction.

1 Introduction

People often seek event associations because such knowledge enables them to
predict the future, take certain precautions, or make wise decisions under a
specific circumstance. For example, if one knows landslides often occur after
earthquakes, the risk of damages can be reduced.

Due to the importance of event associations, this paper studies concept-
level event association discovery. In contrast to the previous work studying spe-
cific and context-dependent events (e.g., Jim hit John yesterday), concept-level
events (e.g., earthquake) are context-independent and thus their associations
(e.g., (earthquake-landslide)) are general and useful as knowledge, which has
attracted so much attention that some semantic networks and knowledge bases
(e.g., ConceptNet1) have started to incorporate concept-level event association
knowledge due to its potential ability in knowledge inference and decision mak-
ing. Formally, given two concept-level events ei and ej , we define ei and ej are
associated if ej tends to to be triggered, caused or affected by ei, and ej is not
a part of ei.

Despite extensive studies on event relations [1–5,13,16–19,22] in NLP field,
the task of concept-level event association discovery has not been much explored.
Most work [9–12,20,21,23] related to concept-level event association discovery

1 http://conceptnet5.media.mit.edu/.

c© Springer International Publishing AG 2016
C.-Y. Lin et al. (Eds.): NLPCC-ICCPOL 2016, LNAI 10102, pp. 413–424, 2016.
DOI: 10.1007/978-3-319-50496-4 34

http://conceptnet5.media.mit.edu/
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mainly focused on causality extraction based on text clues (e.g., causal verbs
and connectives), which is usually insufficient because event associations are not
limited to causality explicitly expressed. For many associations that are impli-
clitly expressed, it is difficult for text-based approaches to discover. Although
the implicit event associations might be discovered by the methods based on
word co-occurrence (e.g., Point-wise Mutual Information (PMI)), these methods
do not work well for our goal for two reasons. First, computing PMI of arbitrary
event pairs is time-consuming and will introduce many trivial and uninforma-
tive event pairs like (say, sit). Second, event pairs with high PMI may not be
truly associated since events in some pairs are minor events (e.g., donation and
evacuate in Fig. 1) triggered by a major event (e.g., earthquake) and they are
not associated though they always co-occur.

To solve this problem, we study this task from a novel viewpoint – exploiting
Burst Sequential Patterns (BSPs2) of events in a text stream to discover event
associations. Intuitively, if a word describing an event always bursts after or co-
bursts with another event word throughout a text stream, these two events are
probably associated (e.g., the word donation usually bursts after earthquake). By
analyzing such BSPs in a text stream, it is possible to discover event associations
even if they are implicitly expressed. For this goal, we propose to use Burst
Information Networks (BINets) [6–8] as a representation of a text stream, which
can overcome the limitations of traditional PMI-based methods.

earthquake
(3933-3941)

Kashmir 7.6-magnitude

donation

epicenter

evacuate

earthquake
(3646-3665)

jolt Sumatra

donation

red-cross

evacuate

earthquake
(4880-4918)

Sichuan rescue

donation

tent

evacuate

scale

earthquake
(1689-1695)

Turkey aid

donation

Adapazari

evacuate

scale

Fig. 1. A BINet example. The numbers in the round brackets denote the burst period
of the node. Due to space limitation, we only show earthquake’s burst period (days
after Jan 1, 1995). Dash lines denote false associations.

In a BINet (Fig. 1), a node is a burst word (including entities and events)
with the time span of one of its burst periods, and an edge between two nodes
indicates how strongly they are related. Since only burst words are in a BINet,
2 We treat co-burst as a special case of BSPs.
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trivial events are naturally excluded. In a BINet, event BSPs (e.g., donation
and earthquake) can be clearly observed. Moreover, nodes in a community in a
BINet are not only topically but also temporally coherent; thus, we can say a
community describes an event’s topic. Based on a community’s structure, it is
easy to distinguish major events and minor events for removing false association
pairs like (donation, evacuate) in Fig. 1.

Experiments show the BINet-based approach can not only discover concept-
level event associations with comparable precision to text clue based approaches
but also discover many important event associations that are not explicitly
expressed, and that the BINet and the text clue based approach can nicely
complement each other, yielding significant improvement of performance.

2 Burst Information Networks

2.1 Burst Detection

To build a Burst Information Network mentioned in the above section, we first
need to detect bursts of words. In general, a word’s burst might indicate impor-
tant events or trending topics. For example, as shown in Fig. 1, the word earth-
quake has a burst from the 4880th to the 4918th days because of a strong
earthquake occuring in China on May 12, 2008. For a timestamped document
collection C = {D1,D2, ...,Dt, ...,DT }, we define a word w’s burst sequence
s = (s1, s2, ..., st, ..., sT ) in which st is either 1 or 0 to indicate whether the word
w bursts or not at time t. Based on the idea of [14,24], this burst sequence can
be simply found by searching for the optimal sequence s∗ to minimize the cost
function defined as follows:

Cost(s,p, q(0), q(1)) =

T∑
t=1

| log pt − log q(st)| +
T−1∑
t=1

β ∗ 1(st �= st+1)
(1)

where p = (p1, ..., pt, ..., pT ) in which pt is the probability of the word at t, q(0)

is the base probability of the word and it is often defined as the probability of
the word on the whole data/corpus, q(1) is the probability of the word in the
burst state and it is often defined as q(1) = αq(0) (α > 1).

The first term of Eq. (1) measures the difference between pt and q(st). If a
word bursts (i.e., pt is high), |logpt− logq(1)| will be smaller than |logpt− logq(0)|
and thus in the optimal sequence s∗, st tends to be 1; otherwise, st tends to be
0. The last term of Eq. (1) is for penalizing transition of burst states through
the time to avoid too frequent transition of burst states for smoothing and β is
the parameter controlling this part’s weight.

Specifically, if a word w is in a burst state at every time t during a period,
we call this period as a burst period of w, and w has a burst during this period.
In Fig. 1, earthquake has 3 burst periods (i.e., (3646–3665), (3933–3941), and
(4880–4918)).
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Formally, we define Pi(w) as the ith burst period of the word w. It is a
consecutive time sequence (i.e., time interval) during which w bursts at every
time epoch t:

Pi(w) = [tsi (w), tei (w)]
∀t ∈ Pi(w) st(w) = 1

where tsi (w) and tei (w) denote the starting and ending time of the ith burst
period of w, and st(w) denotes the burst state of w at time t.

2.2 BINet Construction

A “Burst Information Network (BINet)” represents associations between key
facts in a text stream, which has been proven to be effective in multiple knowl-
edge mining tasks [6–8]. The basic component of a BINet is burst elements which
are nodes of the information network:

A Burst Element is a burst of a word. It can be represented by a tuple:
〈w,Pi(w)〉 where w denotes the word and Pi(w) denotes one burst period of w.

A BINet is defined as G = 〈V,E〉. Each node v ∈ V is a burst element and
each edge e ∈ E denotes the association between burst elements. Intuitively, if
two burst elements frequently co-occur, then they should be highly weighted. We
define ωi,j as the global weight of an edge between vi and vj , which is equal to
the number of documents where vi and vj co-occur, and πi,j as the local weight,
which equals to the number of documents in which vi and vj form a bigram (i.e.,
vi and vj are adjacent in context). Since a node in BINet contains both semantic
and temporal information, nodes in a community are topically and temporally
coherent.

3 Event Association Discovery

We first extract events (Sect. 3.1), identify major events for removing false asso-
ciations (Sect. 3.2) from the BINet, and then rank event associations (Sect. 3.3).

3.1 Event Extraction

Since there is no available open-domain event extraction systems despite some
event extractors for limited types of events (e.g., 33 event types in ACE evalua-
tion), we use words in the following list as event trigger words to identify nodes
describing events in the BINet, and call the nodes whose word is in the following
list event nodes:

– Nouns and verbs in frames with time attribute in FrameNet3.
– Trigger word list in ACE evaluation.
– Natural hazards in Wikipedia.
3 https://framenet.icsi.berkeley.edu/fndrupal/.

https://framenet.icsi.berkeley.edu/fndrupal/
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Since one node is a unigram4 (with its burst period), an event node sometimes
may not describe an event well (e.g., “test” is too general to describe an event).
Hence, for an event node vi, we try to find its adjacent node to form a bigram
to represent the event (e.g., for a node whose word is “test”, we may use its
adjacent node “nuclear” to represent the event as “nuclear test”). Specifically,
we first find the set of nodes locally strongly related to vi:

C(vi) = {vj |πi,j > πt}
where πt is a threshold. Then, we find vi’s most globally related node vk from
C(vi):

vk = arg maxvj∈C(vi) ωi,j

Table 1. Designed POS pattern for event bigram phrase extraction. The bold means
it is the head word of the bigram which should be an event node.

Bigram POS pattern

vi,vk JJ,NN | NN,NN | NN,VB | VB,NN

If part-of-speech (POS) tags of vi and vk match the patterns in Table 1, then
vi and vk form a valid event bigram. If we cannot find a vk making vi and vk form
an event bigram, vi is considered as an independent event unigram. Note that if
a bigram contains a named entity, we use the type of the entity to replace the
entity string for generalization. For example, Tohoku earthquake will be replaced
with LOCATION earthquake.

3.2 Major Event Identification

To identify major events, we first need to detect topics in the text stream and
then identify the major event of every topic. As mentioned before, nodes in
a community in a BINet describe an event’s topic. Therefore, we model topic
detection as a community discovery problem.

We first compute PageRank value of nodes in a BINet and rank them by
their PageRank values. Note that the weights for PageRank computation are
the global weights (ω) of the BINet. Then, we repeatedly choose the node that
has the highest PageRank value but does not belong to any community, with its
closely related nodes to form a new community E . The algorithm is summarized
in Algorithm 1 where L is the ranking list of nodes by their PageRank values,
V ′ ⊂ V is the set of nodes that does not belong to any communities, ω̂v,u is
the normalized weight of the edge between v and u, and σ is the threshold for
selecting closely related nodes. The algorithm discovers communities greedily
and thus is fast.

After topics in a text stream are detected, we identify major events for each
topic. Intuitively, a major event must be most frequently mentioned and it should
4 Here, a named entity is considered as a unigram even if it is composed of multiple
words such as Hong Kong.
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be strongly related to other nodes in its community; thus, its PageRank value
should be at the top in the community. Hence, we select the event phrase (uni-
gram or bigram) whose PageRank value is the highest among all event phrases
in a community as the major event, as shown in Table 2. Note that a bigram’s
PageRank value is the average of its words.

Table 2. An example of communities (topics) discovered by our approach. Major
events (the bold words) usually have the top PageRank value.

Topic Key phrases

1 Iraq war, Iraqi, US-led, Baghdad

2 Attack, terrorist, New York, Washington, Afghanistan

3 Earthquake, quake, Wenchuan, Sichuan, quake-hit

4 Hong Kong return, motherland, handover, hk

5 Deng Xiaoping, Deng, death, condolence, mourn

Algorithm 1. Topic detection
1: Input: L, G = 〈V, E〉;
2: Output: A list of communities: C = [E1, E2, ..., Ek]
3: V ′ ← V
4: while ‖L‖ > 0 do
5: v ← L[0] (the first element in L)
6: E ← {v} ∪ {u|u ∈ V ′ ∧ ω̂v,u > σ}
7: C.add(E); L ← L − E ; V ′ ← V ′ − E
8: end while

3.3 Event Association Pair Ranking

We select all event pairs in which two events are adjacent in the BINet as candi-
dates and remove (minor event, minor event) pairs which account for most false
association cases.

Moreover, we exclude the pairs in which the semantic similarity5 of two events
is higher than a threshold τ because they usually refer to the same event (e.g.,
quake and earthquake).

For the remaining pairs, we rank event association pairs (e1, e2) using the
following metric inspired by Pointwise Mutual Information (PMI):

M(e1, e2) =
ne1,e2

ne1 × ne2

(logne1,e2 + α) (2)

where e is an event uni- or bi-gram in Sect. 3.1, ne is the count of e, ne1,e2 is
the count of cases where e1 is adjacent to e2 in a BINet (e.g., nearthquake =

5 Cosine similarity computed based on word embeddings trained on English Gigaword
corpus.
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nearthquake,donation = 4 for the BINet in Fig. 1), and the factor (log ne1,e2 +α) is
for promoting event pairs with high support where α is a smoothing parameter
for avoiding (2) being 0 if ne1,e2 = 1.

4 Experiments and Evaluations

4.1 Data

We evaluate our approach on 1995–2010 Xinhua news in English Gigaword6

which contains 1,482,560 news articles.
We used Stanford CoreNLP toolkit to perform POS tagging, lemmatization,

named entity recognition, and apply our Burst Information Network (BINet)
construction algorithm on this dataset. We remove edges whose global weights
are less than a threshold ωt for reducing noise. The resulting BINet includes
414,944 nodes and 3,699,537 edges.

4.2 End-to-end Evaluation

We discover event associations in an end-to-end fashion. Hyper-parameters (σ =
0.0005, τ = 0.7, πt = 5, ωt = 5, α = 0.01) are tuned on a development set.
Totally, we mined 6,084 event association pairs.

We compare the following approaches:
PMI-E: Ranking association pairs by PMI computed over all event words based
on their co-occurrence in documents.
PMI-S: PMI of event words are computed based on co-occurrence in sentences.
BINet-E: BINet-based approach without removing false association pairs.
BINet-E+: BINet-based approach where false association are removed.
Text-E: This model extracts causality of event trigger words based on the most
commonly used unambiguous causal verbs and connectives, as [20] did, and ranks
by frequency. The details of the implementation of this baseline is introduced in
the Appendix Section.
Combine: we re-rank the results of BINet-E+ by combining the results of
Text-E:

M̂(e1, e2) = M(e1, e2) + log nt(e1, e2)

where nt(e1, e2) is the count of cases where causality of e1 and e2 is explicitly
expressed by causal verbs and connectives.

In baseline methods, event words include the event bigrams in Sect. 3.1 for fair
comparison. We do not compare to [11,12] because their supervised approaches
require annotated data that is not publicly available, and do not make a com-
parison to [23] due to their limited focus on deverbal nouns. [9,10,21] are not
compared either because their focus is not mining event associations.

Event association discovery is an open text mining problem and there is no
closed gold standard for this task though some knowledge resources (e.g., Con-
ceptNet) can be used as references but they are far from complete. Alternatively,
6 https://catalog.ldc.upenn.edu/LDC2011T07.

https://catalog.ldc.upenn.edu/LDC2011T07
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Table 3. Precision of top 500 discovered event association pairs in end-to-end
evaluation.

Model Precision@500

Pmi-E 1.6%

Pmi-S 4.4%

BINet-E 17.2%

BINet-E+ 35.6%

Text-E 36.2%

Combine 43.0%

we manually evaluate the quality of discovered event associations and use Preci-
sion of top K (500) pairs to measure the performance. We do not evaluate recall
since it is impractical to find all event associations. We pooled the top K pairs
outputted by each system evaluated in this paper for annotation. The annota-
tion7 is done by 2 annotators who are asked to tell if words/phrases in a pair are
associated events by considering whether a word/phrase pair satisfy the event
association definition and the association is informative and self-interpretable.

The annotations have fairly good agreement (84.4% overlapping). The dif-
ference in the annotators’ background knowledge accounts for most annotation
disagreement cases. During evaluation, we consider an event association pair as
correct if both of the annotators annotate it as correct.

As shown in Table 3, Pmi-E and Pmi-S yield poor performance because many
event pairs are either about trivial events or are not associated. Introducing
BINets improves PMI-based methods because large numbers of trivial events
are excluded. When we remove false association pairs based on the network
structure, the performance (BINet-E+) gets significant boost (18.4% gain) and
achieves comparable performance to Text-E. When we re-rank the results of
BINet-E+ with text clue information, the performance is markedly improved
(7.4% and 6.8% gain over BINet-E+ and Text-E respectively), demonstrating
these two approaches can well complement each other.

Moreover, we show the performance of models with various Ks in Fig. 2.
Text-clue based approach can accurately mine event associations if K is small
while its performance drops drastically with K increasing because the number of
explicitly expressed event associations is limited. In contrast, the BINet-based
approach is more stable, which outperforms the text-based model when K is
large. As the results in Table 3, the combination of these approaches improves
both of them.

We analyze error cases of the discovered event pairs. The event extraction
mistakes are the main source of errors because event extraction is a challeng-
ing task, especially for open domains, which affects event association discovery

7 The annotators mainly used ConceptNet and Wikipedia as references to help with
the annotation.
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Fig. 2. Precision curves of various models.

results. Another type of errors is that some events are over-generalized because
unigram and bigram event representations sometimes are insufficient to describe
a complicated event. For example, in the association pair (financial crisis, impact),
the event impact is too general to be informative. In addition, events in some pairs
do not satisfy the definition of association (e.g., one event is a part of the other
event in a pair like (match,goal)).

Table 4. Examples of discovered event association pairs. Of these 32 event association
pairs, only 14 (bold) are explicitly expressed by textual clues.

Earthquake Flood Financial crisis Protest

Donation Divert floodwater Shrink Election

Landslide Mine accident Financial reform Declaration

Humanitarian aid Dike breach Stimulate economic Violence

Mourn Remain trapped Loan Nuclear test

Search Evacuation Rate cut War

Death Rehabilitation Slump Conflict

Evacuation Flood control Plunge Invasion

Medical treatment Damage Unemployment Arrest

As a qualitative evaluation, we present examples of event associations discov-
ered by BINet-E+ in Table 4. The event associations are general and useful as
knowledge. Moreover, we analyze these 32 event pairs and find only 14 (43.75%)
of them are explicitly expressed by the textual clues used in Text-E, showing
the limitation of the textual clue based approach and the importance of studying
BSP-based approaches for this task.
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4.3 Future Event Prediction with Association Knowledge

Moreover, we evaluate if the discovered event association knowledge could help
us predict future events. We collect 36,129,066 news articles from February to
December 2015 on the web. For each event association pair discovered by our
approach, we verify if an event in this pair happened after the other. Specifically,
if the events in an association pair occurred (burst) one after another within 7
days during this period, we consider this pair helps event prediction.

Table 5 lists the number of association pairs useful for event prediction.
Among the top 5,000 event association pairs discovered by our approach, approx-
imately 20% of them help predict events during the period. Specially, we also
test those 32 event association pairs in Table 4 which are considered correct. 15
(46.9%) of them help event prediction.

It is notable that the news articles in the corpus are mainly from Ameri-
can and European news agencies and many of them are about events in USA
and European countries while news articles in the corpus we used for discover-
ing event associations are from Chinese news agency and they tend to report
Chinese local events. Even so, the discovered event associations are still success-
fully used for prediction, showing that the event association knowledge is general
and location-independent.

Table 5. The number of association pairs helpful for future event prediction

Top 500 1000 2000 5000

Predicted 111 197 382 848

5 Related Work

Most work [9–12,20,21,23] related to concept-level event association discovery
mainly study extracting causality based on text clues (e.g., causal verbs and
connectives). Among them, [9,10] studied mining textual patterns that describe
causal relations, [23] derived event associations by focusing on deverbal nouns
within a discourse, [20] proposed to extract event causality and use it to predict
future events based on explicit discourse connectives, [21] focused on estima-
tion of the probability that an event occurring after the other given a query
event pair, [11,12] used supervised models to extract event causality, and [15]
utilized hierarchical topic structure to capture event associations. In contrast,
our approach is unsupervised, efficient, and does not rely on explicit discourse
connectives but can nicely complement the textual-based approach. The discov-
ered association knowledge is general and related to important events and thus
useful for applications like event prediction and event-centric knowledge base
construction.

Another research branch related to this paper is event relation extraction
[3–5,22]. Different from our task that discovers concept-level event associations
that can be used as general knowledge, these studies focus on extracting relations
between events in a local context (a sentence or a document).
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6 Conclusion

We study an open text mining problem – concept-level event association dis-
covery based on burst sequential pattern mining by using a novel graph-based
text stream representation, which makes it possible to discover massive implicit
event associations and presents chances for event knowledge discovery and event
prediction from big data.
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Appendix

We introduce how we implement the TEXT-E approach mentioned in Sect. 4.
As [20] did, we use the most commonly used unambiguous causal verbs and
connectives in Table 6 to extract causality as event associations. We did not use
as and after because as is ambiguous, and after cannot guarantee that events
connected by it are associated according to definition in our paper.

Table 6. Patterns for extracting causality. Note that for because, because of and due
to, both of a and b should have a direct path to the causal markers.

Causal marker Dependency pattern Instance(a,b)

Because advcl(a,b) They killed him because he divulged the secret

Because of prep because of(a,b) The election is postponed because of the out-
break of plague

Due to prep due to(a,b) The province has suffered heavy losses of arable
land due to water erosion for the past several
years

Cause nsubj(cause,a);
dobj(cause,b)

The earthquake caused severe damages in
Japan

vmod(a, cause);
agent(cause, b)

The move is aimed at increasing investment in
key sectors and reducing the burden caused by
inefficient public enterprises on the economy

Affect nsubj(affect,a);
dobj(affect,b)

Same with cause

vmod(a, affect);
agent(affect, b)

Same with cause

Lead to nsubj(lead, a);
prep to(lead, b)

In fact, such activities not only harm reforms,
national economic development and social stabil-
ity but lead to high production and construction
costs for the local economies
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Abstract. On the Twitter platform, an effective followee recommenda-
tion system is helpful to connecting users in a satisfactory manner. Topo-
logical relations and tweets content are two main factors considered in
a followee recommendation system. However, how to combine these two
kinds of information in a uniform framework is still an open problem. In
this paper, we propose to combine deep learning techniques and collabo-
rative information to explore the user representations latent behind the
topology and content. Over two kinds of user representations (i.e., topol-
ogy representation and content representation), we design an adaptive
layer to dynamically leverage the contribution of topology and content
to recommending followees, which changes the situation where the con-
tribution weights are usually predefined. Experiments on a real-world
Twitter dataset show that our proposed model provides more satisfying
recommendation results than state-of-the-art methods.

1 Introduction

Twitter is a popular microblogging platform with over 200 million active users
all over the world. Different from other social networks, such as Facebook or
MySpace, Twitter is mainly composed of asymmetric following relations from
followers to followees. Users (followers) follow other users (followees) with no
need of being accepted or reciprocated, and receive the updated tweets from
their followees. At the same time, most users hope to avoid the disturbance from
uninterested users and may not follow their followers. Developing an effective
followee recommendation system (RS) can assist users to connect with other
users in a satisfactory manner and share information in time.

Existing followee recommendation schemes mainly follow the homophily
effect [20] that users tend to follow those users of similar characteristics. The
key issue here is to precisely represent a user using the available information.
Two kinds of information are commonly used: topology of social relations and
content of posted tweets. One line of research only considers the user itself and
c© Springer International Publishing AG 2016
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explores some shallow features from the two information sources [1,10,12]. These
kinds of features are not so precise to represent users though they have made
some progress in followee recommendation.

The other line of research applies collaborative filtering (CF) techniques in
user profiling by virtue of many users with similar tastes. The state-of-the-art CF
models based on matrix factorization explore various latent feature vectors to
represent users [6,14,19,24]. Therein, [6] propose a variant of latent factor model
(LFM) which can learn two latent vectors to represent topology and content
respectively. In their work, a linear combination of these two vectors is regarded
as the deep representation of a user. On one hand, this work inspires us to
explore the low-dimensional user representations with respect to both topology
and content. On the other hand, we raise the following question: Is it appropriate
to combine topology-based and content-based feature vectors in a linear manner
for followee recommendation?

To obtain a better latent representation for users, we survey deep learning
techniques which can successfully encode the semantic representations of things
[2,3,22]. Bordes et al. [3] model both relations and entities in knowledge bases
(KB), and build structural embeddings for relation prediction and entity res-
olution. In our opinion, a user on Twitter is just analogous to an entity in a
knowledge base, while the topological connections (i.e., existing following rela-
tions) between users analogous to entity relations in KB. Thus, inspired from [3],
we model users and their connections and design two kinds of neural networks in
terms of topology and content respectively. To cater for the followee recommen-
dation task, we incorporate the collaborative information of users by modeling
followers of followees and followees of followers. In the topology-based neural
network, we represent each user with a continuous vector and utilize the follow-
ing relations between users to learn the user vectors. In the content-based neural
network, stacked denoising autoencoders are designed to pretrain the content-
based user representations based on the posted tweets, as an alternative to the
bag-of-words representation of content. Two kinds of representations, namely
topology-based vector and content-based vector, are then learned.

Next, we have to face the question above: how to apply the topology-based
representation and content-based representation in followee recommendation? A
direct summation of these two representations is based on the assumption that
they belong to the same feature space, which can not be ensured. In our imple-
mentation, we can get two relevance scores: the topological relevance between two
users is computed based on topology-based vectors while the content relevance
relies on content-based vectors. To combine these two relevance scores, the usual
practice is to get a weighted average of them, where the weights are fixed once they
are learned. However, for followee recommendation on Twitter, the contribution
of topological information and content information does not always keep consis-
tent. Following the adaptive idea of [8] which selects different functions based on
input components and [23] which uses the “attention mechanism” to focus on dif-
ferent objects during decoding, we design an adaptive layer to dynamically tune
the weights imposed on topology relevance and content relevance.
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2 Approach Overview

The basic idea of our recommendation algorithm is to compute a score to signify
the possibility of forming a following relation between two users. Formally, given
two users u and v, the relevance score scorerel(u, v) represents the possibility of
u following v. The higher the score is, the more likely u follows v.

To calculate the relevance score, we design a neural network framework to
take advantage of the two kinds of resources: the topology of the existing fol-
lowing relations and the content of posted tweets, as illustrated in Fig. 1. Two
subnetworks, namely topology-based neural network and content-based neural
network, are constructed to model users and their connections. Specifically, given
two users u and v, the topology-based neural network can calculate the topol-
ogy relevance score (scoretopo(u, v)) of u following v. Likewise, the content-based
neural network calculates the content relevance score (scorecon(u, v)) of u follow-
ing v. Different from [3], We utilize the collaborative information in our model.
That means, when predicting the relation between two users, we not only con-
sider their own information, but also their observed followees and followers. This
will give our model much more information and boost its performance.

Next, we linearly combine the topology and content relevance scores, and
adaptively tune their weights to get the final relevance score (scorerel). To this
end, an adaptive layer is designed to generate the parameter α, which leverages
the topology and content information in followee recommendation. As the profile
attributes (e.g., number of followers, number of tweets) are important to deter-
mining the contribution of topology and content, we consider the attributes as a
kind of input to control the generation of α by representing them with a vector
Au,v. Then, three kinds of factors: the topology-based user representation (Eu

and Ev), content-based user representation (Cu and Cv) and a feature vector of
the explicit attributes (Au,v), serve as the input to the adaptive layer.

The goal of a followee recommendation system is to predict the potential
following relations between two users, given the observed following relations.
Let us notate the set of users as U and the set of observed following relations
as D = {(u, v)|u, v ∈ U}. Intuitively, the observed (follower, followee) pairs
should have a higher relevance score than the remaining pairs. For this reason,

Fig. 1. User adaptive model for followee recommendation
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for each training pair t = (u, v) ∈ D we construct a set of negative examples
{t′ = (((u′, v)|(u, v′)) /∈ D)} where u′ or v′ is randomly selected from U . With
the criterion that the score difference between positive and negative pairs is
larger than the predefined margin Ω, we minimize the following formula:

∑
t

∑
t′

max(0, Ω − scorerel(t) + scorerel(t′)) (1)

3 User Modeling

To model users, we exploit the topology and content information and design two
neural networks, i.e. topology-based neural network and content-based neural
network. Further, we construct an adaptive layer to leverage topology and con-
tent in followee recommendation.

3.1 Topology-Based Neural Network

The topology-based neural network (TBNN) encodes each user with a semantic
representation, referring to the method proposed by [4]. Formally, each user u
is represented with a dt-dimensional vector (topology-based user embedding)
Eu ∈ R

dt stored in a lookup table LT ∈ R
dt∗|U |. For any two users u and v,

we assign a score scoretopo(u, v) to signify their topology relevance of u being
a follower and v being a followee. The higher the score is, the more likely u
may follow v. That is, the TBNN takes embeddings as input and the topology
relevance score as output, as shown in Fig. 2.

The main improvement of our model is the incorporation of collaborative
information hidden among users, which has been proven effective in people rec-
ommendation [5]. In our work, we take into account followees of followers and
followers of followees. That is u’s followees and v’s followers, when we model
the topology relevance of u following v. This makes sense, because u may share
some common characteristics with v’s other followers and v may have common

Fig. 2. Topology-based neural network



A User Adaptive Model for Followee Recommendation on Twitter 429

characteristics with u’s other followees, if u follows v. Here, we use the averaged
embeddings to represent the collaborative information.

Ef1 =
1
m

∑
pi∈follower(v)

Epi
, Ef2 =

1
n

∑
qj∈follower(u)

Eqj (2)

where follower(v) = {p1, p2, · · · , pm} represents a set of v′s followers, and
followee(u) = {q1, q2, · · · , qn} represents u′s followees. TBNN regards the topol-
ogy relevance scoretopo as the sum of a direct relevance score (scored) and two
collaborative scores (scorec1 and scorec2). That is,

scoretopo = scored + scorec1 + scorec2 (3)

To compute scored, we use a bilinear function h1(.) which calculates the dot
product of two linearly transformed embeddings, referring to [4].

scored = h1(Eu, Ev) = (WtlEu
T + btl)T (WtrEv

T + btr)
= EuWtl

TWtrE
T
v + btl

TWtrEv
T + EuWtl

T btr + btl
T btr (4)

where Wtl,Wtr ∈ R
dt×dt and btl, btr ∈ R

dt are the weight matrices and biases.
Then, two collaborative scores are computed in a similar manner:

scorec1 = h2(Eu, Ef1) = (WtlE
T
u + btl)T (WtlE

T
f1 + btl) (5)

scorec2 = h3(Ev, Ef2) = (WtrE
T
v + btr)T (WtrE

T
f2 + btr) (6)

3.2 Content-Based Neural Network

The design of the content-based neural network (CBNN) is similar to that of
the TBNN, as shown in Fig. 3. We also take the collaborative information into
consideration. The difference is that we take the binary bag-of-words vectors as
input to represent users’ tweets and construct two hidden layers (i.e., hid1 and
hid2) to generate the low-dimensional representations which can encode general
concepts in user content. First, the stacked denoising autoencoders (SDAs) are

Fig. 3. Content-based neural network
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applied to pre-train these two hidden layers, since SDAs have been proven useful
in training deep neural models [11]. Then, the whole network is tuned by the
final supervised objective, and the representations in the upper hidden layer are
input to calculate the content relevance between users.

Formally, to measure the content relevance of u following v, we collect all
the tweets posted by u, v, u’s followees, and v’s followers, and represent them
respectively with binary BOW vectors Bu, Bv, Bf1 , Bf2 ∈ R

|V | where |V | is the
size of our vocabulary. Assuming Cu, Cv, Cf1 and Cf2 are dc-dimensional encod-
ings generated in the upper hidden layer (hid2) , we transform them linearly and
use the dot product calculation to get the content relevance scorecon.

scorecon = h
′
1(Cu, Cv) + h

′
2(Cu, Cf1) + h

′
3(Cv, Cf2) (7)

h
′
1(Cu, Cv) = (WclCu

T + bcl)T (WcrCv
T + bcr) (8)

h
′
2(Cu, Cf1) = (WclC

T
u + bcl)T (WclC

T
f1 + bcl) (9)

h
′
3(Cv, Cf2) = (WcrC

T
v + bcr)T (WcrC

T
f2 + bcr) (10)

where Wcl,Wcr ∈ R
dc×dc and bcl, bcr ∈ R

dc are the weight matrices and biases.

Unsupervised Pre-training. In the pre-training stage, stacked denoising
auto-encoders are built in an unsupervised layer-wise fashion to initialize the
weights and hidden representations. Two hidden layers are designed with the
same dc dimensions, as illustrated in the dotted frame of Fig. 3. The weights and
biases between the input layer and the first hidden layer (hid1) are notated as
Wp1 ∈ R

V ×dc and bp1 ∈ R
dc , and the weights and biases between two hidden

layers Wp2 ∈ R
dc×dc and bp2 ∈ R

dc .
Referring [9], the rectifier activation function max(0, x) is used for encoding

the hidden layers. In the reconstruction stage, we use sigmoid activation function
along with a cross-entropy cost for the first layer, and the softplus activation
function along with the squared loss function for the second layer.

3.3 Adaptive Layer

An intuitive way to measure the final relevance of two users is to learn a linear
combination of scoretopo and scorecon. That is,

scorerel = α ∗ scoretopo + (1 − α) ∗ scorecon (11)

where α is the weight to leverage the topology relevance score and the content
relevance score. Previous work usually learn a fixed value for α. In our work,
we design an adaptive layer to dynamically generate the parameter according to
two kinds of users’ representations and some explicit attributes.

In the detailed implementation, given u as a follower and v as a followee, we
use their learned topology-based representation (Eu and Ev) and content-based
representation (Cu and Cv) as input to learn α. At the same time, the profile
vector Au,v denoting some profile attributes of users is also considered as an
input. With the concatenation of these five kinds of vectors, we get α using a
sigmoid function as follows:
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α = sigmoid
(
Wada

[
Eu, Ev, Cu, Cv, Au,v

])
(12)

where Wada is the weight matrix.

4 Learning

We use Θ to denote all the parameters, which include Wtl, Wtr, Wcl, Wcr, Wp1 ,
Wp2 , LT , and Wada. For simplicity, we ignore all the biases. To learn these para-
meters, we first pre-train Wp1 and Wp2 using the stacked denoising auto-encoders
and initialize the other parameters randomly. Then, we use the stochastic gra-
dient descent (SGD) algorithm to fine-tune all the parameters through looping
over all the training data with the objective of minimizing Formula (1). Each
update of the model parameters is carried out by backpropagation.

We implement our model using the Theano library. The learning rate λ is set
to 0.01. Learning is carried out using mini-batches and the mini-batch size is set
to 200. All hyperparameter values are set using the validation set. The dimension
(dt) of the topology-based user representation is set to 50. In the content-based
neural network, the dimensions (dc) of the two hidden layers are both set to 600
by experience. The training process stops after 3000 epochs.

5 Experiments

5.1 Experiment Setup

In our experiments, we use a real world Twitter dataset provided by UIUC [15],
which contains about 3.9 million users, 50 million tweets and 284 million fol-
lowing relations crawled in May 2011. From this dataset, we randomly select 20
users as seeds and follow their social relations to expand to 8,000 users (denoted
as U) with at least one followee (or follower) and one tweet, since our work does
not focus on cold-start recommendation. Finally, we get a dataset composed of
8,000 users, 3,114,925 tweets and 598,091 following relations. For each user in
U , we record three kinds of information: the ids of her/his followers and fol-
lowees, her/his posted tweets, and her/his profile attributes such as the number
of tweets and the number of followers or followees.

To pre-train Wp1 and Wp2 using the SDAs, we select 30,000 users including
U with at least one tweet and collect 7,153,129 tweets in total. We preprocess
these tweets by removing stop words and stemming. Then for each user, all of
her/his posted tweets as a whole are converted into a binary BOW vector, where
the dimensions are determined by the top frequent 60,000 (|V |) words.

To evaluate the recommendation performance of our proposed model, we
randomly select 800 users (Utest ⊂ U) as test users. For each user in Utest, we
put a percentage (p) of her/his followees in the gold standard recommendation
lists and remove the corresponding following relations from our data. From the
remaining following relations, 10% is taken as the validation set to define the
hyperparameters and the rest 90% as the training set to fine tune our model.



432 Y. Liu et al.

After our proposed model is learned, we input each test user as a follower
and compute the score scorerel that s/he follows each of the other users. The k
users who get the highest scores are set as a system-generated recommendation
list. To evaluate recommendation performance, we adopt the metric of the aver-
age precision P@k which measures the overlap between the system-generated
recommendation list and the gold-standard recommendation list.

5.2 Comparison with Recommendation Methods

We compare our models (named Our) with several existing user recommendation
methods including Adamic/Adar, Twittomender, SVD++, LDA, Factorization
machine (FM) and Propflow. The implementations of these baseline methods
are briefly described below.

(1) Adamic/Adar: The Adamic/Adar [16] measures the common friends of
two users to predict whether users should be recommended. Here, we imple-
ment this metric using the LPmade [17] package.

(2) Twittomender: We follow the work of [10] and implement two versions
of Twittomender. One named TM-con uses the posted tweets to represent
users. The other one named TM-id represents a user with the ids of his
followers and followees. Then the followees are acquired using the indexing
and retrieval modules of the Lucene platform.

(3) SVD++: SVD++ is a matrix factorization model which takes the implicit
feedback information into consideration [14]. In the followee recommenda-
tion task, we regard the implicit feedback as the existent followees of one
user.

(4) Latent Dirichlet Allocation (LDA): LDA has been widely used in mod-
eling objects with latent topics. In our work, we regard all the posted tweets
of one user as one document, and each user is viewed as a mixture of topics.
Then, we compute the Kullback-Leibler divergence score between the topic
distribution of two users to measure the possibility of forming a following
relation.

(5) Factorization Machine (FM): The factorization machines (FM) pro-
posed by [21] combines the advantages of Support Vector Machines with
factorization models. With a FM, we incorporate various information includ-
ing topology and content of users, and factorize the relationship between a
follower and a followee. In our work, the minimal least square error with L2
regularization is used as the optimization objective.

(6) Propflow: Propflow [18] calculates the probability of a restricted random
walk from one node to another in finite steps based on link weights and a
modified breadth-first search strategy. The probability serves as the likeli-
hood of forming a new following relation.

In our experiments, we remove a percentage (p) of the following relations
from the test users and set p = 0.2, 0.5, 0.75, 0.875 respectively. Four sets of
experiments are conducted to compare our model Our with all the baselines.
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Fig. 4. Performance comparison

The recommendation performance P@k is shown in Fig. 4. Overall, the average
precision of all the methods decline with k increasing, since the higher ranked
users are more likely to be followees.

From Fig. 4 we can see that our proposed model Our beats all the base-
line methods. LDA performs unexpectedly worst of all the baselines, though
this method has been successfully used in topic detection. SVD++ achieves a
relatively high performance, almost comparable to the FM method and much
better than TM-con and LDA. Adamic/Adar, TM-con and TM-id denoted by
the dotted lines all adopt shallow features such as ids of followees(or followers)
or bag-of-words to represent users, with a relatively low performance. TM-id is
slightly better than Adamic/Adar, indicating the TF-IDF representation used in
TM-id is better than a simple set operation in Adamic/Adar. Propflow adopts
the well-known graph-based strategy to seek the possibility of forming a following
relation and performs mediocre in all the experiments.

5.3 Analysis of Our Model

In this subsection, we look into the design of our model. First, we observe the
distribution of the α values to analyze the adaptive layer of our proposed model.
Here, we set p as 0.5 to train our model, and then output all the final α values
on the training data. Figure 5 shows the percentage of α distributing in different
intervals such as 0.0 to 0.1, 0.1 to 0.2, and so on. From this figure, we can see
that α scatters on two ends more than in the middle and distributes more on
the right end than the left end. 50.2% of the α values distribute in the interval
of [0.9, 1] and 14.9% in the interval of [0, 0.1].

Next, we design a set of experiments to evaluate the performance of different
components including the topology-based neural network, content-based neural
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Fig. 5. The distribution of α.

Table 1. Evaluation of our models

Methods P@5 P@15

Our 0.350 0.250

Ournoadap 0.329 0.231

Ourtopo 0.316 0.218

Ourcon 0.157 0.144

FM 0.304 0.235

SVD++ 0.281 0.203

LDA 0.028 0.018

network and the adaptive layer. First, we revise our model by removing the
adaptive layer and fixing the α value. We name this model as Ournoadap. Besides,
we alter our model by only considering topology or content. We dub these two
models Ourtopo and Ourcon respectively.

We set k as 5 and 15, and compare our models with LDA, SVD++ and FM,
which all explore the latent representations of users. Table 1 shows the average
precision scores. We can see that Our performs the best by dynamically tun-
ing the contribution of topology and content. Through observing more experi-
ments beyond P@5 and P@15, we find Our outperforms consistently better than
Ournoadap, though this predominance is not significant. Without the adaptive
layer, Ournoadap performs better than Ourtopo and Ourcon. We can also see that
Ourtopo is slightly worse than Ournoadap and much better than Ourcon.

We compare Ournoadap with FM which models both topology and content,
and Ourtopo with SVD++ which only considers topology. We find that Ournoadap
is slightly better than FM and Ourtopo slightly better than SVD++. We can
see that the adatpive model Our performs much better than FM .

6 Related Work

To develop a user recommendation system, the existing research mainly follows
the homophily effect [20] and selects similar users as followees or friends. How
to precisely represent users and measure their similarity is the main issue.

Two kinds of information resources, namely the content of posted tweets
and the topology of the existing user relations, are normally considered in a user
recommendation system. TWITTOMENDER proposed by [10] is a system devel-
oped based on Lucence and can model a user by his tweets, friends, followers,
friends’ tweets and followers’ tweets. Kim and Shim et al. [12] proposed a proba-
bilistic model to conduct top-K followee recommendation with consideration of
both tweet content and relationship between users.

Recently, due to the efficiency in dealing with traditional user-item recom-
mendation, some collaborative filtering techniques have been proposed for fol-
lowee recommendation. Matrix factorization models are the most commonly-
used model-based collaborative filtering techniques [7,14,19,24]. They explore
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the latent representation of users, based on which they predict the potential fol-
lowing relations. To the best of our knowledge, the matrix factorization models
used in current followee recommendation systems are always designed in a simi-
lar way to those in traditional item recommendation systems. Kim and Shim [13]
proposed a graphical model that defines the generative process of user following
each other and publishing tweets. It combined the topic model and collaborative
filtering with matrix factorization. Smith et al. [22] designed a recommendation
system based on the latent neural network. It modeled both the correlations and
descriptions of the rated items.

7 Conclusions

Topology and content are two kinds of important information available for mod-
eling users in followee recommendation. In our work, we first design two neural
networks: one is to explore the topology-based latent representation of users
and calculate the topology relevance scores between users, and the other one
is to mine users’ content-based representations and produce the content-based
relevance scores. The improvement of these two neural networks is that the col-
laborative information including followers of followees and followees of followers
is naturally modeled. We further design an adaptive layer to tune the contri-
bution of topology and content in followee recommendation and dynamically
predict the following relation between any two users. Experiments verify that
our methods can efficiently model users and are competitive in recommending
followees compared to the state-of-the-art recommendation methods.
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Abstract. Twitter is an important source of information to users for its
giant user group and rapid information diffusion but also made it hard
to track topics in oceans of tweets. Such situation points the way to con-
sider the task of finding information feeders, a finer-grained user group
than domain experts. Information feeders refer to a crowd of topic tracers
that share interests in a certain topic and provide related and follow-up
information. In this study, we explore a wide range of features to find
Twitter users who will tweet more about the topic after a time-point
within a machine learning framework. The features are mainly extracted
from the user’s history tweets for that we believe user’s tweet decision
depends most on his history activities. We considered four feature fami-
lies: activeness, timeliness, interaction and user profile. From our
results, activeness in user’s history data is most useful. Besides that, we
concluded people who gain social influence and make quick response to
the topic are more likely to post more topic-related tweets.

1 Introduction

Twitter, one of the most successful social media platforms with giant user groups
and a cornucopia of information, has already become a major channel for con-
tent distribution where gathers first-hand information of most influential events
and topics worldwide. In the meanwhile, information environment in Twitter is
complex, where messages are in form of tweets within 140 characters, usually
brief, massive and highly distributed, leading to data sparseness and redundancy
for traditional information retrieval for a given topic. How to efficiently capture
useful messages in an ocean of data is a hard question left to researchers. Here,
we consider to find informing users to avoid some disadvantages.

Users are thought to be the center of releasing and distributing multi-sources
information with the backup of their social networks. Out of interest or duty,
some people will pay continuous attention to some certain topic and keep tweet-
ing subsequent information as the topic continues and evolves. This kind of
people usually have long term interests in topic-related fields. They probably
have accumulated a certain amount of relevant knowledge and collected some
reliable information sources, making themselves potential information providers
of the topic.

c© Springer International Publishing AG 2016
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We aim to identify people with the potential to keep releasing information
about a topic. We call them information feeders. Obviously, rapidly identify-
ing information feeders offers a new approach to keep track of topics directly
from information sources and may avoid situations such as unpredictable sub-
ject terms caused by topic floating by means of keyword searching [9].

It is noteworthy that, different from domain experts, which usually means
people with some expertise or experience about a certain subject, the concept of
“information feeder” refers to a finer-grained user group, namely topic tracers,
and especially emphasizes those who have a relatively high probability to give out
further information on a specific topic. Online information explosion is simply
too much for experts to allocate their finite attention for each and every topic
within the domain, as a result, an expert does not necessarily keep track of a
topic all the way, but an information feeder does. Information feeders around a
topic unit are usually highly dynamic during the topic evolution, while domain
experts are rather static. Instant recognition of the aforementioned type of users
is of interest to information seekers like journalists and companies. This is a
challenging task in face of various user characteristics and unpredictable changes
over time.

In this paper, we explore the way to identify information feeders within the
huge amount of Twitter users in conjunction with given topics. We formulate the
task as a binary classification problem and apply a machine learning framework
for predicting whether a user will tweet more about the topic, which relies on
four feature families: activeness, timeliness, interaction and user profile. From
our results, activeness in user’s history data is thought to be most useful and
that users with some social influence and quick response to the topic are more
likely to continue to post topic-related tweets.

The main contributions of this paper can be summarized as follows. Firstly,
to the best of our knowledge, this paper is the first to predict whether a user
will continue to tweet more on certain topics and such users are so-called “infor-
mation feeders” in this work. Moreover, this paper has presented a novel set of
features and approaches for predicting information feeders. Finally, we build our
own annotated data for the attributes concerned. All of the manually-annotated
Twitter data sets developed in this work will be made available as a new shared
resource to the research community.

2 Related Work

The public nature of Twitter and the cornucopia of users as well as information
sources have made it a hot topic focused and lasted during recent years. Related
work can be divided into following parts:

User Behaviour Analysis and Prediction. Efforts on users’ behavior pre-
diction mainly focus on retweeting, which is regarded as an important pattern in
information propagates. Suh et al. [16] provided with a detailed and large-scale
analysis of factors that have an impact on retweeting. The number of followers
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and friends showed much impact in their results. Boyd et al. [2] treated retweet-
ing as a means of participating in a diffuse conversation, and presented a very
in-depth study about retweeting in diverse ways through actually interviewing
Twitter users on the reasons why and what they retweet most. Zaman et al.
[20] trained a probabilistic collaborative filter model for predicting the spread of
information via retweet in Twitter network. They found that the identity of the
source of the tweet and retweeter were most important features for prediction.
Artzi et al. [1] predicted the likelihood of a retweet through a discriminative
model. Luo et al. [10] firstly brought up with a learning-to-rank framework to
find out retweeters to a certain tweet, showing that the retweet history and the
similarity between the content of the tweet and the posting times of followers
are most effective for the task. In this paper, we make prediction on whether a
user will continue to post messages related to a certain topic, including retweets.

Demographics in Twitter. User feature analysis is an important part in our
method. A lot of achievements on latent attribute inference of Twitter users
have been made, with recent work focusing on age [11], gender [15], user profile
extraction [4,8], location [3,6], occupational class [13], political tendency [17],
voting intention [7] and brand preferences [18], among which various research
angles have been applied for different purposes. Our work builds on these findings
to predict users that will tweet more on certain topics.

User Identification in Twitter. Twitter has collected all kinds of user types
together, of which the defined information feeders can also be viewed as one.
Diakopoulos et al. [5] is a related work for identifying credible sources. However,
they aimed at getting access to information sources for journalists’ reporting
mission, while we intended to predict how many topic-related messages an infor-
mation feeder will continue to provide for topic tracking. Zafarani et al. [19]
developed a methodology that identifies malicious users with limited informa-
tion. They made a detailed analysis of five general characteristics of malicious
users and demonstrated that 10 bits of information can help a lot in the task.

3 Method

3.1 Task Description

In this paper, we present the task on automatically predicting whether a user will
post more topic-related tweets. Given a topic T, we retrieve tweets and obtain
initial user set U who have posted topic-related tweets from retrieval results.
Our goal is to train a classification model R that predicts whether user u from
U will continue to tweet about T.

The set of features we explore below is used in conjunction with a supervised
machine learning framework providing models for binary classification. From
the user information and their tweet data, we extracted features related to the
prediction of information feeders. In the following, we describe our feature sets
in more detail.
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3.2 User Features

It is observed that decisions of a user can be explained better by his activity in
the recent past, i.e., temporally local history [14]. A user’s decision of tweeting
more about topic T depends significantly on his temporal behavior. Thus the
recent topic-related data of the user is considered to contain important infor-
mation about his tweeting decision on topic T. Activeness, timeliness and
interaction are three main aspects of the user’s recent behavior characteristics
that we analysis. We also believe that a user’s basic profile indicates his general
image on Twitter. Hence, we explore user features from these four dimensions.
A summary of features shows in Table 1.

Table 1. Summary of features for information feeders

Feature family Feature name Description

Activeness Count Tw Number of all tweets during the period (from
the first topic-related tweet’s posting time to the
time t)

Count RelaledTw Number of topic-related tweets posted by time t

Ratio RelatedTw Ratio of topic-related tweets to all tweets during
the period

Ratio RelatedOr Ratio of original topic-related tweets to topic-
related tweets

Timeliness TD Related Time difference between the latest two topic-
related tweets by time t, in seconds

Response Time Time difference between the initial time of topic
and the first topic-related tweet’s posting time in
seconds

Interaction Ratio Mt Ratio of tweets with @username in topic-related
tweets

Ratio Rt Ratio of retweets in topic-related tweets

Ratio Fav Ratio of favorites in topic-related tweets

Profile Count Fol Number of user u’s followers

Count Fri Number of user u’s friends

Topic Similarity Similarity of user u’s history tweets and the topic
description

Activeness. Instinctively, an active user usually receives more information
from all aspects and creates more tweets. The number of tweets posted in his
recent past (i.e., the period from the beginning of topic T to the time when
we collected the user data) indicates user u’s recent activeness. We include
the count of all tweets (Count Tw) as well as topic-related tweets posted
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(Count RelaledTw) during that period as two features to measure user u’s
activeness on Twitter, especially on topic T. We also think the ratio of topic-
related tweets (Ratio RelatedTw) during the recent history describes the
user’s concentration on topic T.

Original tweets refer to those whose contents are edited by the user himself.
Editing original tweets usually means new information, which requires to learn
enough knowledge about topic T and form his own understanding. The ratio
of original topic-related tweets (Ratio RelatedOr) describes the user’s tweet
originality to some degree and can be regarded as an indicator of the user’s
activeness to T.

Timeliness. Information feeders are those who are willing to pay plenty of
attention to topic T and keenly aware of the topic update. They are usually
quick to keep up with a new topic with interest and provide fresh information
about it whenever it has new evolution. So we regard user u’s timeliness towards
topic T as a measurement of u’s interest in T.

Two features are selected to reflect user timeliness: TD Related and
Response Time. The former describes the time difference between the lat-
est two topic-related tweets, an expression of u’s recent update frequency of
information about T. Response Time denotes how long it took u to post his
first topic-related tweet from the start time of T. However, the initial time of a
topic is usually hard to capture, so we replace it with the time of the earliest
topic-related tweet in our dataset. Both the features are measured in seconds.

Interaction. Interaction in Twitter is a great motivation for users to get
involved in information creation and diffusion. Mentions, giving likes and
retweeting are three major mechanisms for user interaction. Posting tweets with
mentions are meant to send information specifically to somebody which may pos-
sibly bring about a tweet stream between the users. Moreover, people usually
give likes or retweet to show their agreement to the user’s opinion or information.
This can be seen as an encouragement for the user to post related tweets.

An information feeder is more likely to be encouraged by interaction with
others. Thus we calculate the ratio of u’s topic-related tweets with mention
(Ratio Mt) and the ratio of tweets got favorites (Ratio Rt) or retweeted
(Ratio Fav) by others.

Profile. This feature family contains three features that can give an overview
of the user’s general image on Twitter, which are the numbers of the user’s
followers (Count Fol) and friends (Count Fri), and the similarity of the topic
description and users’ previous tweets (Topic Similarity).

Count Fol is a major factor of his influence and also a reflection of the qual-
ity of tweets. A regular information feeder may have gained his reputation and
attracts a number of followers for his tweets. We include the feature Count Fri
for similar reason.
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User’s interest is another part of user’s profile. If something has ever drawn
one’s attention, he is likely to be attracted for a second time when a new topic
about it shows up. Take the topic “Diesel gate of Volkswagen” for example, if a
user once tweeted about news about vehicles, which indicates he used to have
interests in it, he is far more likely to be attracted by Volkswagen’s emission
cheating case and to post some messages about that than those who showed no
interest in automotive news. It inspires us to calculate the similarity of the topic
description and users’ previous tweets (Topic Similarity). When calculating
the value of similarity, we filtered the top 100 high frequent words and the
words which appear less than 5 times in our collected data [10].

4 Experiments

4.1 Data Preparation

To the best of our knowledge, there is no annotated dataset available, so we
created labeled data required for this task. We document in detail our analyt-
ical method and the way we collected our data set. We randomly chose five
topics of interest, including a live topic of the moment #AlphaGo, a gusty topic
#Turkey Ankara explosion, a long-term topic #American 2016 Presidential Elec-
tion, and two cooling topics #NASA astronaut return to Earth and #Gravita-
tional Waves).

We searched for the hash tags of the topics and collected a significant number
of topic-related tweets through the Twitter API for a whole day on March 17th,
2016. Hence, we got initial user set U. Then we filtered those who tweeted less
than 500 tweets in total and whose tweeting frequency was beyond 30 and below
0.3 posts per day on average in order to reject inactive users and robots. About
200 users were randomly selected respectively for each topic from the filtered
user set. 3200 recent tweets1 posted by each user was crawled on March 27th,
2016. Our limitation to users’ tweeting frequency makes sure that the crawled
data covers all tweets posted from the beginning of our topics.

Two people involved in the manually annotating topic-related tweet process.
The annotation process is applied with elicitation methods and take the starting
time of each topic as well as their keywords as assistance. For each topic, any
tweet with information related to the topic is labeled as “Related”, and unwanted
users such non-English users were rejected through judging by human experience.
Final number of valid users in our dataset is 438, and 8,297 topic-related tweets
were annotated. Table 2 displays the statistics of our data.

4.2 Data Description

The temporal distribution of the topic-related tweets for each topic is displayed
in Fig. 1. In the pictures, we can see that the distributions of related tweets
for the five topics respectively have different trending features. Although most
topics follow the power law distribution with a peak near the beginning of the
1 The maximum limitation of Twitter REST API is 3200 recent tweets per user.
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Table 2. Data statistics of each topic

Number of valid users 438

Total number of tweetsa 976,532

Number of topic-related tweets 8,297

Average number of topic-related tweets per user 18.90
aThis number refers to the summation of tweets of all valid users
we obtained from Twitter API.

Fig. 1. From Fig. 1.a to 1.e, there are (1) #AlphaGo, (2) #American 2016 Presidential
Election, (3) #Gravitational Waves, (4) #NASA Astronauts Return to Earth and (5)
#Turkey Ankara Explosion related tweet distribution in sequence.

topic discussion time and then following a decrement, the duration and strength
of each peak and the decay rate of each decrement have nothing in common with
each other.
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The long-term topic American 2016 Presidential Election shows a rather
special distribution of topic-related tweets. From the distribution graph, tweets
posted at the beginning of the preparation period of the elections are steady
and rather sparse while a series of small peaks show up in sequence. It is totally
different from the rest topics. The reason may be that there are plenty of move-
ments during the elections, which make the subtopics and motivates bursts of
tweeting.

The time we seleceted for predicting the user’s next topic-related tweet stands
right in different states of the five topics. We can assume, therefore, our method
has general applicability for various types of topics.

4.3 Experiment Setting

We make “a user and a time-point” as a sample to predict the next topic-related
tweet. For example, Twitter user u posted a tweet about topic T at time t. Our
goal is to predict whether a will post another message about topic T after t.

In this section, we evaluated our dataset empirically using a SVM model with
default parameters and a 5-fold cross validation was performed. Each validation
has one fifth of dataset as testing set and the left as training set. Time t can be
set as any day in our model while we take the day we harvested the users as the
time t, namely March 17th. In our dataset, there are 184 positive instances and
254 negtive instances.

We evaluate the performance with two metrics as accuracy and F-score. Accu-
racy refers to the number of instances where the method correctly classified
which user will continue to tweet after time t. F-score is standard in information
retrieval where there is a similar imbalance between the relevant and non-relevant
classes [12].

4.4 Results

To the best of our knowledge, our task is relatively new and we didn’t find other
methods for similary tasks. So we evaluate the effectiveness of our approach
by devising one baseline method for comparison. When individuals are asked
to guess whether a user will tweet more on a certain topic, they will probably
review the users previous tweets for similar topic-related posts if not making
random conjectures. Hence, we set our baseline as follows:

Baseline: Posted Ever. We consider that a user who has posted more than one
topic-related tweet ever is an information feeder.

From our annotated data, we labeled the users by whether they posted topic-
related data before March 17th as ground truth.

Comparison of Feature Families. In this part, we display our feature effec-
tiveness by testing feature families along with the baseline method using SVM.
As a baseline, we use a feature PostedEver indicating whether a user has
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Table 3. Results for different feature families with SVM (Bold numbers denote the
best).

Feature set Accuracy F-Score

PostedEver 0.5321 0.5655

Activeness 0.6134 0.7434

Timeliness 0.5878 0.6669

Interaction 0.5991 0.7215

Profile 0.5907 0.7315

PostedEver + Activeness 0.6179 0.7399

PostedEver + Timeliness 0.5920 0.6698

PostedEver + Interaction 0.5951 0.7112

PostedEver + Profile 0.5865 0.7251

Full 0.6551 0.7372

posted topic-related tweets ever with boolean value for modeling. Results are
summarized in Table 3.

We can see that experiments with full feature set gained best performance,
giving us a huge improvement in both accuracy and F-score over the baseline.
Activeness features provided the highest F-score and a relatively good accuracy
0.6134. Interaction and Profile features showed an average level in all the metrics
while Timeliness features had very poor F-score. Each feature family and their
combination showed relatively great effectiveness for our task and overrode the
baseline method.

Besides, all of our feature families improve the classification performance
over the baseline method. The combinations of baseline and each feature family
significantly improve the results when used with the baseline method in isolation.

Feature Analysis. We investigate whether our features can improve tweet
prediction and are also interested in which features in particular are highly val-
ued by our model. We combine each feature with baseline feature within our
framework.

Table 4 shows the performance of each classification model. The features are
ranked by F-score. We can see that all of our features improve the results with
statistically significance.

All the four features of Activeness provide pretty good performance in testing
models, ranking within the topic five, revealing that users’ history information is
helpful in our task, especially user activeness during the recent past. The result
of Ratio RelatedOr also proves that tweet originality is a strong indicator to
user’s interest in topic T which drives him to continue to tweet.

We also find that social features of a user perform well. Count Fol brought
about pretty good scores of accuracy and F-score, which means that user’s influ-
ence may motivate him to tweet more.
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Table 4. Performance of each classification model.

Feature set Accuracy F-Score

PostedEver 0.5321 0.5655

PostedEver + Ratio RelatedTw 0.6218 0.7459

PostedEver + Count RelatedTw 0.5942 0.7440

PostedEver + Count Tw 0.5962 0.7428

PostedEver + Count Fol 0.5907 0.7418

PostedEver + Ratio RelatedOr 0.5872 0.7396

PostedEver + Response Time 0.5869 0.7396

PostedEver + Ratio Mt 0.5897 0.7352

PostedEver + Topic Similarity 0.5865 0.7272

PostedEver + Ratio Fav 0.5849 0.7252

PostedEver + Count Fri 0.5820 0.7251

PostedEver + Ratio Rt 0.5734 0.6749

PostedEver + TD Related 0.5891 0.6659

Response Time is another useful feature with a substantial improvement
of about 5 points in accuracy and 17 points in F-score over the baseline.
Response Time stands for user’s timeliness to topic T by measuring time it
took the user to make response to a new topic. To a large extent, a user with
little time’s delay to keep up with a new topic is usually engaged in it and willing
to tweet more.

The significant effectiveness of Count Fol and Response Time illustrates
that user influence and timeliness on a certain topic are important indicators to
whether a user will become an information feeder. Users with a range of followers
and quick response to a topic are more likely to continue to pay attention to topic
T and post more topic-related tweets.

5 Examples

Here are some examples showing the usefulness of our features.
ScottyFinch , a frequent Twitter user who provided a live report about the

matches between AlphaGo and Lee Sedol from the staring time of the topic. 38
tweets related to Alphago were posted by March 17th (the time we collected
our data), making up more than 30% in his tweet timeline. He shows a high
possibility to keep tweeting on the AlphaGo topic. Our method predicted that
ScottyFinch is an information feeder and actually he did tweeted a lot more after
March 17th.

A counter-example is wildhare , who posted 1,523 tweets in total during the
topic Gravitational Waves’s discussion time, but only 10 retweets were about the
topic. His first topic-related tweet was 4.5 hours later when the bursting news
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came out. wildhare showed no concentration or strong interest in the topic with
low update rate. He posted no more tweets about Gravitational Waves and our
method predicted so.

6 Conclusion and Future Work

In this paper, we studied the task of finding information feeders by predicting
whether a user will tweet more about certain topics. This is a new task and our
results benefit information seekers for acquiring topic-related information more
efficiently and effectively via information feeders in Twitter, and also broaden
ways to make better use of social media information.

We focus on users history tweet features for our predictive models, includ-
ing users’ activeness, timeliness and interaction features in the temporally local
history, as well as user profile features. From the results, we find people who
show plenty of concentration on information about T and active in the topic
discussion are more likely to be information feeders.

Our approach is very flexible and allows for improvements on our current
models by incorporating information such as users neighborhood status in Twit-
ter as well as on other social media platforms. In the future we plan to apply
new features to improve the performance of our predictive model and explore
futher into topic specific tasks.
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Abstract. Discrete and Neural models are two mainstream methods
for Chinese POS tagging nowadays. Both have achieved state-of-the-
art performances. In this paper, we compare the two kinds of models
empirically, and further investigate the combination methods of them.
In particular, as the pre-trained word embeddings are exploited under the
neural setting, one can regard neural models as semi-supervised setting.
To make a fairer comparison of the discrete and the neural models, we
incorporate word clusters for both models as well as their combination,
since it has been generally accepted that word clusters can encode similar
information as pre-trained word embeddings.

Keywords: Neural networks · Combination model · POS tagging

1 Introduction

POS tagging, which labels each word in a sentence according to its syntactic
function (for example, noun, verb or adjective), has received long term research
interests in the natural language processing (NLP) community [3,8,9,19]. We
focus on Chinese language, which is more difficult than English. [13] reported
that POS tagging can have an accuracy over 97% on a standard benchmark of
WSJ corpus, which can be regarded as a resolved problem. While for the Chinese
POS tagging, we can obtain an accuracy only around 94% on a dataset based on
a similar genre, nearly having twice number of errors as the English language.

State-of-the-art POS taggers usually treat the task as a typical sequence
labeling problem, exploiting structural learning methods such as conditional ran-
dom field (CRF) [7] or structural perceptron [2]. Traditionally, discrete one-hot
features are used, and then are fed into a linear model based on the above frame-
works. These features are designed sophisticatedly, by first collecting several use-
ful atomic features including the current/previous/next word, prefixes/suffixes
of the current word, cluster of the current word and etc., and then manually
combining these features into the final features.

Recently, neural networks have been intensively studied for a number of NLP
tasks, because they have achieved competitive performances for several tasks
[12,25], thanks to the work of word embeddings [14]. For Chinese POS tagging,
neural models can also achieve better performances than discrete models as we
c© Springer International Publishing AG 2016
C.-Y. Lin et al. (Eds.): NLPCC-ICCPOL 2016, LNAI 10102, pp. 451–460, 2016.
DOI: 10.1007/978-3-319-50496-4 37
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will show. The main idea of neural networks is to model atomic features by low-
dimensional dense vectors, which is totally different with traditional one-hot
representation. Using this way, feature combination can be conducted automat-
ically by neural layers, from simple non-linear feed-forward neural networks to
complicated long-short-term-memory (LSTM) neural networks.

Discrete and neural Chinese POS tagging models are highly different, which
can be attributed to their different feature representations. One natural question
arises that could we benefit by a combination of the two different models. This
is one key point of this work. There are several feature combination methods,
and representative frameworks include directly feature combination and model
combination. The former can be achieved by direct feature addition, while the
later can be achieved by stacking [21]. In this paper, we investigate both the two
frameworks to find which one is better, or do they have large influences of the
final combination performances for Chinese POS tagging.

While neural-based POS tagging models always require pre-trained word
embeddings as input, which are learnt from large-scale unlabeled corpus and
can encode certain syntactic and semantic information, thus several researchers
argue that these models are actually semi-supervised models. In order to compare
with discrete models more fairly, we incorporate word clusters into both discrete
and neural models as well as their combination.

In this paper, we build two Chinese POS tagging models, one being a discrete
model and the other being a neural model, to study the above mentioned two
issues. First we introduce the two baseline models, describing their differences
theatrically. Second we combine the two models, by both the feature combination
and the stacking methods. Third we enhance the baseline models as well as their
combinations by word clusters. Experimental results on the Chinese Treebank
(CTB) 5.1 dataset show that: (1) the feature combination method is more effec-
tive than stacking, (2) even with word clusters, the discrete model could not beat
the neural model, and (3) the neural model can be further enhanced by word
cluster features while we could get the same observation for the combination
model.

2 Baseline Models

In this section, we present our baseline discrete and neural models, which are
both CRF models. The main differences between the two models are the output
features at the penultimate layer, as shown in Fig. 1. For the discrete model,
they are sparse one-hot features that are designed manually, while for the neural
model, they are low-dimensional real-valued features abstracted by neural layers.

2.1 The Discrete Model

CRF model is highly suitable for Chinese POS tagging, and has achieved state-of-
the-art performances for this task. The overall architecture is shown in Fig. 1(a),
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Fig. 1. The frameworks of the baseline discrete and neural models.

where w1 · · · wn denotes the input sentence, and Φ(·) denotes the feature extrac-
tion function, which is actually conducted manually. For a certain output tagging
sequence t1 · · · tn, its score is defined by

Score(t1 · · · tn) =
∑

i∈[1,n]

θ[ti] · Φ(w1 · · · wn, i) + A[ti−1][ti], (1)

where θ and A are both model parameters. The decoding procedure aims to find
a max-score tagging sequence for each input sentence, which can be accomplished
by viterbi algorithm. Actually, we can formulate Eq. 1 as a CRF layer, in order
to align with the definition of neural layers in neural models.

We follow [8] to define the feature templates of Chinese POS tagging, where
we have three kinds of atomic features, including contextual words, word charac-
ters, and word length. Based these features, we combine them manually, forming
the final features for CRF.

2.2 The Neural Model

Consistent with the baseline discrete model, our baseline neural model also
exploits the CRF layer as the penultimate layer. However, the inputs of the
CRF layer are different. While the discrete model uses the manually designed
feature function Φ(·) to extract the features for the CRF layer, the neural model
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exploits a bi-directional LSTM neural network structure to perform automatic
feature extraction. Our baseline neural model largely follows the work of [12,23].
Figure 1(b) shows the overall framework of the baseline neural model.

Give an input sentence w1 · · · wn, we represent the word wi by two parts, the
first part being its word embedding e(wi) that is obtained from a looking-up
matrix E, and the second part hc

i being extracted from its character sequence
ci,1 · · · ci,m. The first part is simple, as the looking-up matrix E just saves
the pre-trained word embeddings. The second part is also a neural network.
Using a look-up matrix Ec, we get the neural presentation of ci,1 · · · ci,m by
e(ci,1) · · · e(ci,m). In particular, different with E which is fixed in our neural
model, Ec is a model parameter, which needs to be adjusted during training.
Based on e(ci,1) · · · e(ci,m), a convolutional neural network (filter size is 5) with
max-pooling is exploited to achieve hc

i .
We concatenate hc

i and e(wi), forming xi. Further we construct a convolu-
tional layer with a window size of 5 to model contextual features, obtaining hct

i .
Following we feed hct

1 · · ·hct
n into the bi-directional LSTM structure, obtaining

the left-to-right hidden representation sequence hl
1 · · ·hl

n as well as the right-to-
left sequence hr

1 · · ·hr
n, respectively.

Finally, we get the dense real-valued features hi of the penultimate CRF layer
by an additional non-linear feed-forward neural layer, which is used to combine
features from the left-to-right and right-to-left LSTMs. The computation formula
is defined as follows:

hi = tanh(Wfe[hl
i;h

r
i ] + bfe).

The obtained hidden sequence h1 · · · hn plays the same role in the neural model
as Φ(·) in the discrete model.

2.3 Training Method

We exploit the online learning to train both the discrete and neural models, based
on the max-margin strategy plus with a l2 regularization, whose loss function is
defined as:

L(Θ) = max
ti∈T

(
Score(t1 · · · tn) + ηδ(t1 · · · tn, tg1 · · · tgn)

)− Score(tg1 · · · tgn) +
λ

2
‖ Θ ‖2,

where Θ is the set of all model parameters, tg1 · · · tgn is the gold-standard POS
tagging sequence, δ(·) is the Hamming distance function, η and λ are two hyper-
parameters. We use the AdaGrad algorithm [4] to update the model parameters,
with an additional hyper-parameter α to control update setps. Especially, our
objective function is not differentiable, and we use sub-gradients instead.

3 Combination

The baseline discrete and neural models exploit the same CRF framework for the
final prediction, but they have very different feature representations. We expect



Discrete and Neural Models for Chinese POS Tagging 455

that a combination of the two models can bring better Chinese POS tagging
accuracies. In this work, we exploit two combination methods. The first one is
feature combination as the two models have the same penultimate layer. Second,
we use the widely-exploited stacked learning to combine the two models.

3.1 Feature Combination

The feature combination method is very simple. One requirement of this com-
bination method is that the baseline models should have a same output layer,
which is satisfied in our case.

As introduced, the output layers of the discrete and neural models are both
CRF layers, and the only difference is the features. Given a sentence w1 · · · wn,
after several steps, we obtain the features Φ(w1 · · · wn, 1), · · · , Φ(w1 · · · wn, n)
and h1 · · · hn for the CRF layers of the discrete and neural models, respec-
tively. The simple thing for feature combination is to concatenate the two kinds
features at each position, achieving a new feature sequence h′

1 · · · h′
n, where

h′
i = Φ(w1 · · · wn, i) ⊕ hi. This new feature sequence is fed into the output CRF

layer to predict the final Chinese POS tagging sequence.

3.2 Stacked Learning

Stacked learning, also named as stacking or guided learning, is a typical method
to integrate different models [21]. The key idea of this method is feature guiding.
It is a two-level framework, where one baseline model is chosen as the level-2
model, and the other baseline models are level-1 models, whose outputs are fed
into the level-2 model as atomic features. In our case, there are two baseline
models, thus we have two choices to perform stacked learning, one using the
baseline discrete model as the layer-2 model and the other using the baseline
neural model as the layer-2 model.

When the baseline discrete model is exploited as the layer-2 model, we simply
add some new discrete features from the outputs of the baseline neural model.
While When the baseline neural model is exploited as the layer-2 model, we sim-
ply extend the word representation at each position i by an additional embedding
of the output label from the baseline discrete model.

4 Incorporating Cluster Features

In the baseline neural model, the word representation exploits the pre-trained
word embeddings learnt from large-scale unlabeled corpus, thus it can encode
certain latent syntactic and semantic information [14]. While for the baseline
discrete model, no extra information is exploited except the bare training corpus,
thus direct comparisons may be unfair.

In this work, we exploit word clusters, which can also include latent syntac-
tic and semantic information to certain extend, to make the comparison fairer.
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For the discrete model, we incorporate the information of word clusters sim-
ply by adding some new features that encode the word clusters. Assuming the
input word sequence is w1 · · · wn and the corresponding cluster label sequence is
l1 · · · ln, we add four different features for each position i, respectively li, li−1li,
lili+1 and li−1lili+1.

For the neural model, we incorporate the word clusters by extending the
word representation with cluster embedding. Based on the same above sentence
w1 · · · wn, we append the embedding of e(li) to the baseline word representation
of word wi, thus xi = hc

i ⊕ e(wi) ⊕ e(li), where the embedding is obtained by a
look-up matrix El, which is a model parameter.

For the combinations, no matter the feature combination or the stacked learn-
ing, there are no big changes after incorporating cluster features.

5 Experiments

5.1 Experimental Settings

Data and Evaluation. We follow [8], exploiting the CTB 5.1 to conduct exper-
iments. We adopt the same dividing method as theirs to split the data into
training, development and test corpus. Totally, there are 16,091 training sen-
tences, 803 development sentences and 1,910 test corpus, respectively. We use
the standard tagging accuracy as the main metric to evaluate different models.

Table 1. The hyper-parameter values in our proposed discrete and neural models,
where d

( · ) denotes the dimension size of a vector.

Type Hyper-parameters

Network structure d
(
e(w)

)
= d
(
e(c)
)

= d
(
e(t)
)

= d
(
e(l)
)

= 50, d
(
hc
)

= 50,

d
(
hct
)

= 200, d
(
hr
)

= d
(
hl
)

= 100, d
(
h
)

= 100

Training λ = 10−8, α = 0.01, η = 0.2

Hyper-Parameters. There are a number of hyper-parameters in our models,
especially for the neural network models we need to define the dimension size
of all neural layers. We show all the hyper-parameter values in Table 1. These
value are tuned according to the developmental performances.

Word Embeddings. The pre-trained word embeddings used in the neural mod-
els are trained on Chinese Gigaword corpus (LDC2011T13). We use ZPar1 to
segment the raw corpus, in order to obtain the segmented corpus, and further
we exploit the tool word2vec2 to train word embeddings. Different with other
embeddings such as Ec, El and Et, word embeddings are kept fixed during
neural network training.
1 https://sourceforge.net/projects/zpar, version 0.7.
2 http://word2vec.googlecode.com/.

https://sourceforge.net/projects/zpar
http://word2vec.googlecode.com/
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5.2 Development Results

In this section, we conduct several experiments based on the development corpus,
to comprehensively understand the baseline models and their combinations, as
well as the effectiveness of word clusters.

Baseline Results. Table 2 shows the performances of our baseline discrete
ad neural models. We find that the baseline neural model can get significantly
better accuracies than the baseline discrete model. The result is reasonable,
just as some researchers argue that, the neural models with pre-trained word
embeddings should be categorized into a semi-supervised setting, because their
word representations encode latent semantic and syntactic information, similar
to the condition that word cluster features are used in the discrete models.

Besides, we compare the error distributions of the two models to look into
their differences in detail. We achieve this goal by a scatter graph, observing
their tagging accuracies with respect to sentences. Figure 2 shows the comparison
results, where each point in the graph denotes an accuracy contrast of the two
models, with the x-axis value being the accuracy of the discrete model, and the y-
axis value being the accuracy of the neural model. We can see that all points are
distributed without any obvious rules between the two models, demonstrating
their different error distributions.

Combination. Our first motivation is to verify whether a combination of the
baseline discrete and neural models could result in better Chinese POS tagging
accuracies, and further we compare two different combination methods. Table 2
shows the combination results as well as the comparisons of the two combina-
tion methods. The results show that the combination of the two models does
bring better accuracies for Chinese POS tagging. In addition, we find that the
simple feature combination method can obtain the best improvements, resulting
increases of over 0.5%. Stacked learning with the neural model as the layer-2
model is better than the discrete as the layer-2 model. According to the results,
we exploit feature combination as the final combination method. All the later
experiments of combination exploit the feature combination mechanism.

Cluster Enhanced Models. In order to make a fair comparison of the dis-
crete and neural models, we incorporate word clusters into the baseline discrete
model. The word clusters are trained by brown cluster3 with the predefined clus-
ter number being 1,000, according to [17,20]. As shown in Table 2, the results
demonstrate that with the clustering features, the discrete model is still a little
worse than the neural model. In particular, we incorporate the word clusters into
the neural model and the feature combination model as well. Table 2 shows the
results. We find that small improvements can be achieved by word clusters in the
neural model, while for the combination model the improvements is insignificant.
3 We use the tool available at https://github.com/percyliang/brown-cluster to pro-

duce word clusters, using the same corpus as the training of word embeddings.

https://github.com/percyliang/brown-cluster
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Table 2. Development results.

Model Discrete Neural

Baseline 94.04 94.79

Stacked learning 94.94 94.98

Feature combination 95.33

+ Word clusters

Baseline 94.69 95.16

Feature combination 95.44

0.88 0.92 0.96 1
0.88

0.92

0.96

1

discrete

n
e
u
ra

l

Fig. 2. Comparisons by error distributions.

5.3 Final Results

Table 3 shows our final results on the test dataset. We list the results of the
baseline discrete and neural models and their combination. In addition, we show
the performances when the three models are enhanced with word clusters as
well. Overall, the performances are in consistent with developmental results. The
baseline neural model is better than the baseline discrete model, and also slightly
better than the discrete model with clustering features. The combination of
discrete and neural model can bring significant improvements, reaching 95.12%.
When word clusters are exploited, both the baseline discrete and neural models
can have improvements, while the neural models is relatively small. For the
combination model, there is no change by adding word cluster features.

We compare our results with other state-of-the-art models as well, as shown
in Table 4, where [8] uses the additional heterogonous POS tagging annotations
for Chinese POS tagging, and [6,11,22] are joint models for Chinese POS tagging
and dependency parsing. The results show that our combination method gives
the top performance on Chinese POS tagging.

Table 3. Final results on the test dataset.

Model Without word clusters With word clusters

Discrete Neural Combination Discrete Neural Combination

Acc 93.89 94.52 95.12 94.43 94.70 95.12

Table 4. Comparisons with other work.

Model Our best [8] [22] [11] [6]

Acc 95.12 95.00 94.95 94.60 94.01

6 Related Work

POS tagging has been a fundamental task of NLP. A number of work has been pro-
posed for this task [2,19], which can be applied for both Chinese and English lan-
guages. Early studies focus on the traditional discrete models, which are based on
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the manually-designed one-hot features. State-of-the-art methods exploit whether
a classification framework [1,5] or a sequence labeling framework [2,7]. In this
work, we choose the latter based on CRF to perform Chinese POS tagging.

Recently, neural models for POS tagging have received much attention as
well, due to the competitive performances achieved by neural networks. [3] pro-
posed a simple feed-forward neural network. [15] incorporated character repre-
sentation to improve neural POS tagging. [12,23] suggested bidirectional LSTMs
to enhance neural feature representations for POS tagging. All above methods
exploit the CRF framework similar with our baselines.

Combination of different models has also been a hot research topic, because
it can always bring better performances in general. Stacked learning has been
studied for model combinations in several other NLP tasks. For example, [10]
have exploited this method for dependency parsing. Besides stacked learning,
there exists several work using other methods such as bagging and voting [16,
18]. For combination of discrete and neural models, the majority work exploits
feature combination [24,26].

7 Conclusion

We built a discrete model and a neural model for Chinese POS tagging, and com-
pared them in detail. We interpreted their differences in feature engineering, and
showed their different error distributions. Further, we combined the two kinds
models, finding that improved accuracies can achieved. We also incorporated
word clusters as one semi-supervised feature source, which is similar to pre-
trained word embeddings, in order to make a fair comparison between discrete
and neural models. Our experimental results show that even with word clusters,
the discrete model cannot outperform the neural model without word clusters,
and the performance of the neural model can be boosted a little by word clusters.
We make our codes together with the pre-trained word embeddings and clusters
publicly available at https://github.com/zhangmeishan/NNPOSTagging.

Acknowledgments. This work is supported by National Natural Science Foundation
of China (NSFC) under grant 61602160 and 61672211, Natural Science Foundation of
Heilongjiang Province (China) under grant No. F2016036.
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Abstract. Using low dimensional vector space to represent words has been
very effective in many NLP tasks. However, it doesn’t work well when faced
with the problem of rare and unseen words. In this paper, we propose to leverage
the knowledge in semantic dictionary in combination with some morphological
information to build an enhanced vector space. We get an improvement of 2.3%
over the state-of-the-art Heidel Time system in temporal expression recognition,
and obtain a large gain in other name entity recognition (NER) tasks. The
semantic dictionary Hownet alone also shows promising results in computing
lexical similarity.

Keywords: Rare words � Semantic dictionary � Morphological information �
Word embedding

1 Introduction

To get a good representation of words has been a fundamental task for many natural
language processing (NLP) tasks. The bag of words model (BOW) has been a practical
and handy way. However, it cannot encode any information within the representation
itself. With the help of neural networks, researchers are now able to represent words
with distributed low dimensional vectors. Mikolov et al. (2013) proposed continuous
bag of words model (CBOW) and continuous skip gram model to learn the word
vectors, which have been very successful. However, it still suffers from the sparsity
problem, because this kind of model learns word embeddings entirely on the basis of
contexts, leading to unreliable representations for rare words.

To deal with the sparsity problem, Luong et al. (2013) and Qiu et al. (2014)
proposed to consider the words and their morphemes together when building the vector
space. Cui et al. (2015) tried to seek morphological information to revise the vectors of
rare words in English. Chen et al. (2015) proposed Character-enhanced word embed-
ding model (CWE) to combine words and multiple prototype character embedding
together. Sun et al. (2014) and Li et al. (2015) proposed to leverage the component (or
radical) information to learn Chinese character embedding. Peng and Dredze (2015)
proposed a joint training objective for NER tasks in social media corpus with character
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embedding. These kinds of models all try to introduce the information of inner
structure of a word to supplement the word level embedding.

In this paper, we propose to apply the sememes in Hownet (Dong and Dong 2006)
together with morphological information to deal with the sparsity problem. In our
opinion, sematic dictionaries like Hownet are very valuable resources. To utilize the
knowledge of the dictionary, we calculate the embedding of each sememe whose target
words appear in training corpus and then for each word, we sum the sememes of the
word according to the semantic dictionary to form an approximate embedding of the
word. Experiments show that this produces a highly correlated description with human
judgment. As far as we know, this is the first time that the knowledge from a semantic
dictionary like Hownet sememes been introduced to word vector space.

We apply our new word embeddings to tackle the problem of recognizing temporal
expressions, person names and locations. Compared with the state-of-the-art F value of
87.3 from Heidel Time (Li et al. 2014), We got an F value of 89.6 on temeval-2 data
concerning temporal expression recognition, improving the F value by 2.3 without any
hand crafted feature. We also achieve competitive results on recognizing person names
and locations.

2 Our Approach

Our approach is shown in Fig. 1. First, we get the original word vector space produced
by word2vec. Then, we use the morphological information to find the similar words for
a target word, the rare and unseen words. After that, we get the similar word vector
space based on the word embeddings of the similar words. Then we update the vector
space by combining the original vector and the similar words’ vectors with weights
tuned by term frequency. We concatenate this new vector with a context window of 2,
along with Hownet vector and Character vector which we will come to later, and get
the final complete vector space. The complete vectors are then used as real-number
features to predict the tag of the word with multi-class logistic regression.

Fig. 1. Word embedding for rare words

2.1 Hownet Semantic Knowledge

Hownet is an influential semantic dictionary in Chinese. It describes the meaning of a
word by a series of concepts. The concepts are further explained by a finite set of 1,500
sememes from ten classes and the relationship between them. An example is shown in
Table 1.
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In this example, “房租” (House rent) is the target word, “费用 (expenditure), 借入

(borrow), 房屋 (house)” are the corresponding sememes. The symbols “*,#” indicate
the relations between the sememes, which we omit for now. On one hand this type of
representation loses some details and can only give a rough description, on the other
hand we believe it brings generality to the space.

1. Ideally, we want to use existing embeddings of sememes trained from real corpus.
However, many of the sememes are rare or unseen. For instance, the second
sememe in our example, “借入”. Though its meaning is very clear, it can be rarely
seen in real life corpus as it is too formal. So we need to get a good sememe
embedding first.

2. To learn sensible sememe embeddings, we replace the words with their first
sememe into the training corpus, and train the embedding using word2vec. For
instance in our example, all occurrences of “房租” in the corpus would all be
replaced by “费用”, and thus we can get the embedding of the sememe “费用”,
θ(“费用”). In the dictionary, the sememe “费用” appears not only in “房租”, but
also in a lot of other words like “安家费” (settlement allowance), so θ(“费
用”) ≠ θ(“房租”). The first sememes are all basic sememes, containing most of the
meaning.

3. We do the same thing for the second and the third sememes of each word. For
instance, “借入”, “房屋” will be put back to the corpus and replace the original
word “房租” separately and get their according embeddings θ(“借入”) and θ(“房
屋”). Because these sememes appear in different words, they would have different
word embeddings, that is to say, θ(“费用”), θ(“借入”) and θ(“房屋”) are different.
By getting the Hownet embeddings this way, we only hold the basic sememes of
each word. This trick is handy and pragmatic, but it also makes the Hownet
embedding lose some detail, which can cause ambiguity.

4. Inspired by the attribute of word vectors observed in Mikolov et al. (2013) that
simple algebraic addition can lead to very interesting results, for example,
θ(“Germany”) + θ(“capital”) ≈ θ(“Berlin”). We sum the embeddings of all
sememes of a word to get a new embedding, and we call it the Hownet embedding.
Concretely, in our example, we use θ(“费用”) + θ(“借入”) + θ(“房屋”) as an
approximation to θ(“房租”).

With the method above, we can produce word embeddings out of the sememe
embeddings and we call this the Hownet vector space in Fig. 1.

2.2 Similar Words

In Chinese, the vocabulary size of characters is much smaller than that of words, which
means it is much rarer to meet new characters than new words. Apart from that, most of

Table 1. Example of Hownet description

Chinese POS English Description

房租 N House rent Expenditure |费用,*borrow |借入, # house |房屋

Improving Word Vector with Prior Knowledge in Semantic Dictionary 463



the words consist of only two to three characters, especially in nouns. Based on these
observations and the assumption that morphologically similar words tend to be
semantically similar, we want to find the morphologically similar words of rare and
unseen words to help learn or revise their embeddings.

We applied longest common substring (LCS), edit distance, cosine similarity to
measure the morphological similarity between words. After we get the similarity scores
from these three measurements, we use a simple perceptron to tune their weights.

1. We use another semantic dictionary in Chinese called “tong yi ci ci lin” to build the
training set. This dictionary contains the categorical information about the syn-
onymous sets of words. The pairs of words in the training set are selected either
from the same category or randomly from different categories. If two words belong
to the same category, which means they are synonyms, we set the similarity to be 1.
If they belong to different categories, we set the similarity score to be 0.

2. We use the method aforementioned to find the similarity scores between the rare or
unseen words in the new coming corpus and the words in the existing vocabulary
(words from the training set). We put the top five words that have the highest
similarity scores into the candidate set.

3. We use term frequency of words in the training set as weights to calculate a
weighted average of these candidate word embeddings. We then set this new
embedding to be the embedding of the rare or unseen words.

As the frequency of some words can be very large, giving them too much signif-
icance, we use a function f consists of five buckets to separate these words with
different weights rather than use their term frequency (tf) directly as is shown below.

f tfð Þ ¼

4 if tf [ 100
3 if tf [ 20 and tf\ ¼ 100
2 if tf [ 5 and tf\ ¼ 20
1 if tf [ 2 and tf\ ¼ 5
0 if tf\ ¼ 2

8
>>>><

>>>>:

After the revision, we get a new version of the embedding space of rare and unseen
words which is the Similar word vector space in Fig. 1. We can then combine this
space with the original vector space produced by word2vec as a complement to form a
new combined vector space (Fig. 1). When we combine these two vector spaces, we
also use two weights C1 and C2 in Fig. 1 to weighted sum the two embeddings. The
weights here also depend on term frequency.

2.3 Character Embedding

Besides the fact that similar words should have similar meanings and similar embed-
dings, the inner structure of a word also provides valuable information. It is observed
that the last character of a word holds most part of the meaning for most of nouns. This
characteristic is very useful in the problem of recognizing temporal expressions and
name entity words. For instance, in the temporal expression “4月5日”, “日” is a very
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clear sign indicating that the word should be a date. To get the character level
embedding, we feed the separate characters instead of the original words in the same
training corpus to word2vec. We call this space of character level embedding the
character vector space.

3 Experiment

3.1 Correlation with Human Judgement

Word embedding has been proven to be successful in measuring the similarity or
relatedness between words. In this experiment, we show that the cosine similarity
calculated with the Hownet embedding show a good correlation with human judge-
ment. We design a questionnaire of forty pairs of words. The words are all selected
from Hownet, and at least one of the words in each pair is not observed in our training
data. We use the corpus of three-month People Daily to be the training data.

In the experiment, we ask ten students to mark the similarity between words,
ranging from 1 to 10. We average the ten scores, and set the mean as the human
judgement. Then we calculate the cosine similarity within the word pairs based on
Hownet embedding we get, and use Spearman to measure the correlation between
Hownet embedding similarity and human judgement, obtaining a Spearman of 56.6.
We also implement the similarity computing method of Liu and Li (2002) (also based
on Hownet) with all default settings in the same data, and get a Spearman of only 38.0.
Some examples are shown in Table 2, where Word 1 is the rare word.

This result shows that the embedding learnt from Hownet has a fairly strong
correlation with human judgement. While most of the cosine similarity between our
Hownet embedding and human judgement result correlate with each other, some of the
words failed. We think this is partly due to the fact that we dropped the last sememes of
the words, and this way of representing words loses the details of the words.

One point should be stated is that although Hownet contains only a limited number
of words, our main purpose is not using any specific dictionary, but to introduce this
new way of constructing embeddings or to bring the information into the vector space.

Table 2. Examples of Hownet experiment

Word 1 Word 2 Human Hownet Liu and Li (2002)

殃及 到达 2.3 0.021 0.138
伤残人 敌人 2.6 0.02 0.722
六月份 时间 5.6 0.451 0.6
薪水 工资 9.2 1 1
活该 应该 3.2 0.332 0.074
次序 秩序 4.7 1 1
衣料 材料 5.3 0.143 1
阿拉伯人 阿拉伯 7.2 0.106 0.149
妥当 合适 7.8 0.168 1
找出 发现 7.4 0.268 0.55
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3.2 Temporal Tagging

We focus on the recognition part of Chinese temporal expressions in Tempeval-2
(Verhagen et al. 2010). This part of the data consists of 931 sentences in the train set,
345 sentences in the test set, which were all newspaper texts and correctly segmented.
There are four tags, namely, Time, Date, Duration, Set, following the timex3 standard.
There are 936 temporal expressions in total. In our experiment, we tag the words with
“BI” system. Because of the shortage of data, the distribution of the tags in the data is
highly skewed and can be seen in Fig. 2.

For a long time, researchers have been in favor of rule-based methods to do the job,
and got a fairly good result. Li et al. (2014) created a rule-based Heidel Time system
adapted from English and got the art-of-the-art F value of 87.3. We train the embedding
with word2vec on the corpus of three-month People Daily News together with the train
data provided in Temevel-2, revise it to get an enhanced embedding with the method
aforementioned.

Considering the fact that the training data in temeval-2 is rather small, we feed the
vectors into a log-linear classifier (Fan et al. 2008) with L2 regularization to do the
work to avoid overfitting. We deal with the problem as a multi-class classification
(logistic regression) problem, and the vectors learnt from our models can be put for-
ward to the log-linear classifier directly as real number features. We choose a context
window of 2 concatenated with our modified vector.

The settings of our baselines are listed below.

• Word2vec: This method feeds the embedding learnt with word2vec (original
vector space) with a context window of 2 directly to the log-linear classifier.

• Character: This method concatenates the embedding from the original vector
space in a window of 2 and the embedding of the last character of the word
(character vector space), then feeds this new embedding to the classifier.

• Morphological: This method feeds the embedding from combined vector space
with a context window of 2 to the classifier.
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Fig. 2. Tag distribution in Tempeval2 task
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• Hownet: This method concatenates the embedding from the original vector space
in a window of 2 with the embedding from Hownet vector space, and feeds this new
embedding to the classifier.

• Final model: This method feeds the embedding from the complete vector space,
which is the concatenation of embeddings from combined vector space, character
vector space and Hownet vector space, to the classifier.

The results are shown in Table 3. It shows that our proposed Hownet embedding
brings a big improvement compared to the original word2vec space in F value (79.8 to
83.1). And with the help of other methods, the overall result beats the Heidel Time
baseline. It can also be seen that the overall method gives a big improvement to the
original word2vec method, which indicates that the revised vector space captures the
information better than the original one. Still, the lack of tagged data and the skewness
of the tags strongly hold the performance back.

3.3 People Daily NER

Person names and locations have been a central part in name entity recognition
problem. In this paper, we use an open corpus of 10 days of People Daily (1998) as our
train and test data, and test data is extracted with five-fold fashion. This data was
segmented and tagged with part of speech information by the institute of Computa-
tional Linguistics of Peking University, and can be freely downloaded. We build the
test set using the POS tags of “ns” and “nr”, and so when training the classifier, POS
tags are omitted. We predict ns and nr tags with our enhanced embedding, based only
on the segmented words. The results are shown in Table 4. We also treat this NER
problem as a multi-class logistic regression problem with the vectors as real-number
features. The settings of the baselines are the same as in tempeval2 task.

Table 3. Temp2eval results

Method P R F

Heidel time 93.4 82 87.3
Word2vec 86.5 74.1 79.8
Character 85.0 81.4 83.2
Morphological 86.6 74.7 80.2
Hownet 87.0 79.6 83.1
Final model 93.7 86.0 89.6

Table 4. NER results on people daily news

Method NR NS
P R F P R F

Word2vec 92.6 83.4 87.8 82.6 65.3 72.9
Character 92.0 86.1 88.9 83.6 73.3 78.1
Similar words 90.9 85.8 88.3 80.4 67.3 73.3
Hownet 93.4 86.3 89.8 85.1 71.7 77.8
Final model 93.5 89.6 91.5 85.8 78.9 82.2
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In both these two tasks, our enhanced embedding performs much better than the
original version of word2vec. And Hownet embedding gives big improvement over the
original word2vec vector space by an F score of almost 5%. We think this improve-
ment comes not only from the Hownet and character embedding for the rare and unseen
words, but also from the generality these two embeddings bring to the original
embeddings. This phenomenon is true especially when one cannot get a big enough
training data.

4 Conclusion

Although the deep neural network alone seems very promising in capturing the
semantics of words, we believe that the prior knowledge that experts have been
working on for decades should not be ignored. In this paper, we propose a method of
introducing the knowledge of semantic dictionary Hownet together with some mor-
phological information into the vector space. Experiments show that this method is
very effective in capturing semantic information, especially when we don’t have the
access to big training data. As should be pointed out, our way of using semantic
dictionary Hownet aims to provide a new perspective of utilizing semantic dictionary
information, which should not be limited to this particular dictionary. In the future, we
hope to find more efficient and suitable ways to automatically construct these sememe
embeddings, and combine them with more sophisticated neural networks.
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Abstract. Neural machine translation (NMT) has shown very promising results
for some resourceful languages like En-Fr and En-De. The success partly relies
on the availability of large scale and high quality parallel corpora. We research
on how to adapt NMT to very low-resource Mongolian-Chinese machine
translation by introducing attention mechanism, sub-words translation, mono-
lingual data and a NMT correction model. We proposed a sub-words model to
address the out-of-vocabulary (OOV) problem in attention-based NMT model.
Monolingual data help alleviate the low-resource problem. Besides, we explore
a Chinese NMT correction model to enhance the translation performance. The
experiments show that the adapted Mongolian-Chinese attention-based NMT
machine translation obtains an improvement of 1.70 BLEU points over the
phrased-based statistical machine translation baseline and 3.86 BLEU points
over normal NMT baseline on an open training set.

Keywords: Low-resource � Mongolian-Chinese � Machine translation � SMT �
NMT

1 Introduction

NMT has been proposed in recent years and shows promising results [1–4].
Many NMT models follow the encoder and decoder framework proposed by [3] which
consists of one encoder RNN (Recurrent Neural Network) and one decoder RNN. The
encoder converts source sentences into vectors and the decoder generates target sen-
tences based on the vectors of source sentence representation. Attention mechanism
was first introduced in NMT by [4] to learn a soft alignment between the source and
target words. We apply an attention-based NMT [3, 4] to adapt the Mongolian-Chinese
machine translation.

Mongolian language has been used by millions of people in different countries and
regions in the world. The translation between Mongolian and Chinese is important and
necessary. However, the small scale of Mongolian-Chinese parallel corpus is not
sufficient to build a decent translation model. We have accumulated some experiences
of tackling with these problems in the SMT training. However, how to adapt the new
approach of NMT to the low-resource Mongolian-Chinese task is still a challenge.
Based on the attention-based NMT, we apply three methods of sub-words training,
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monolingual data and a NMT correction model to boost the low-resource
Mongolian-Chinese NMT model to a better performance. The methods mainly focus
on the low-resource of the parallel corpus, the out-of-vocabulary (OOV) words, the
complex Mongolian morphology and the better utilizing of the attention mechanism.

Sub-words are used in NMT model and show potential advantages [5]. A signifi-
cant weakness in conventional NMT systems is their inability to successfully translate
OOV words. The target vocabulary size must be limited for the complexity of NMT
training increases as the number of target words increases. Any words not included in
the target vocabulary is mapped to a special token of unknown word (UNK) [6, 7].
Chinese words are in a huge number while the commonly used Chinese characters are
no more than 5000. Hence, using Chinese characters rather than words as basic units
can basically solve the OOV problem. Mongolian vocabulary is often filled with many
similar words that share the same lexeme but have different morphology [8]. Therefore,
we also use Mongolian sub-words as stem+case suffix to address this problem. One of
the major factors behind the success of neural network for machine translation is the
capable of high quality and large scale parallel corpora [9]. We believe it is important to
utilize monolingual corpora in low-resource Mongolian-Chinese NMT task because the
parallel corpora are in very small scale and insufficient to train a decent NMT model.
We also train a Chinese NMT correction model to act as a re-translation correction
system.

Rests of the paper are organized as follows: Sect. 2 describes the model of
attention-based NMT; Sect. 3 describes the sub-words Mongolian-Chinese NMT
model; Sect. 4 introduces the monolingual data and Sect. 5 applies correction model to
attention-based NMT; Sect. 6 is the evaluation while Sect. 7 is the conclusion and
future work.

2 Attention-Based Neural Network Machine Translation

This syntax difference between Chinese and Mongolian leads to bad word order. The
soft-alignment can capture more partly relations and be good at the big constituent
order difference. The attention-based Neural Network model we followed is [3, 4]
which is a bidirectional recurrent neural network (BiRNN) [12] and consists of one
encoder RNN with attention mechanism and one decoder RNN. The usual encoder
RNN, described as Eq. (1),

ht ¼ f xt; ht�1ð Þ ð1Þ

where ht 2 Rn is a hidden state at time t, f is a kind of nonlinear functions. This RNN
encoder model reads input sentences X ¼ x1; � � � ; xTxð Þ in order from x1 to xTx and stops

at the ending symbol (<eos>). The forward network of BiRNN f
!

reads the input

sentences in order to the hidden states h1
!
; � � � ; hTx

�!� �
and the backward RNN f

 
reads

the input sentences in the reverse order (from x1 to xTxÞ to the backward hidden states

h1
 
; � � � ; hTx

 �� �
. At each location in the input sentence, we concatenate the hidden states

Adapting Attention-Based Neural Network 471



from the forward and reverse RNNs together to summarize the whole input sentence
in c (Eq. (2)),

zi ¼ ;h ui�1; zi�1; cð Þ ð2Þ

where zi is the hidden state of the decoder RNN, ;h is a recurrent active function. c is
the summary vector of the source sentence which is a fixed-length vector, ui�1 is the
previous word and zi�1 is the previous internal state. Then the decoder computes the
conditional distribution as Eq. (3) displays over all possible translations by assigning a
probability pi on each word.

p yð Þ ¼
YT

t¼1 p ytj y1; � � � ; yt�1f g; cð Þ ¼ g yt�1; st; cð Þ ð3Þ

The normal RNN model we described above attempts to encode a whole input
sentence into a single fixed-length vector c, which is unnecessary and increases the
computation complexity. The attention mechanism frees the decoder from the
fixed-length vector and makes neural machine translation system more robust to long
relations. The attention mechanism is implemented as a neural network with a single
hidden layer and a single scalar output ej 2 R: The weight of each annotation hj is
computed through an alignment model aij is in Eq. (4), which models the probability
that yi is aligned to xj. c in Eq. (2) is replaced by c = {c1, c2, ���, cM} in Eq. (5). Then
the conditional probability in Eq. (3) is redefined as Eq. (6).

aij ¼
exp ej

� �
P

j0 exp ej0
� � ð4Þ

ci ¼
XT

j¼1 ajhj ð5Þ

p yð Þ ¼
YT

t¼1 p ytj y1; � � � ; yt�1f g; cið Þ ¼ g yt�1; st; cið Þ ð6Þ

The whole model, consisting of the encoder, decoder and soft-alignment mecha-
nism, is then tuned to minimize the negative log-likelihood using stochastic gradient
descent. The attention mechanism provides a soft alignment aij to make the RNN
model focus more attention on different parts of the source sentences. More detail
description can be found in [2–4].

3 Sub-words Mongolian-Chinese NMT

Many previous researches on machine translation have considered Chinese words as
basic units. However, using Chinese character can significantly reduce the OOV words
in NMT. Hence, Chinese characters allow the NMT model to provide a sufficient
training with a very small target vocabulary.
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Mongolian is an agglutinative language where words are made by concatenating
morphemes. An example of stem concatenating morphemes to become different words
has been shown in Table 1. The kinds of suffixes are countless and suffixes can be
added to either stems or normal words multiply. Mongolian word UILED (Latin
alphabet) theoretically has at least 1710 deformations by adding suffixes constantly
[14]. Case suffix normally is the last suffix adding to the stem. They play important
roles to the sentence structure but have minimum influence to the lexeme of Mongolian
words which makes different Mongolian words share the same lexeme.

Lemmatization by cutting off the suffixes and removing them from the sentences
can alleviate the data sparsity and improves the translation in SMT, leads to bad
performance in NMT. The reason we believe is that one of the strength of NMT lies in
that the semantic and structure information of the sentences are learned by taking the
global or local context into consideration, which is quite different from SMT to provide
translation by count-based estimator of probabilities [15, 16]. Simply removing the
suffixes may lose many features and broke the reasonable sentence structure that might
be useful for the NMT model to learn the features. So in our work, we cut the case
suffix off but leave the stems and case suffixes as sub-words in the sentences. The
algorithm we use to do lemmatization is rule-based as the work of [17].

Because of the low-resource of parallel corpora, the information represented by the
small amount of Chinese words is very limited while Chinese characters can represent
much more by different combination. Hence, sub-words sequences allow the NMT
model to obtain more various manifestation of the source language and provide more
possible translations for the decoder to generate translations.

4 Applying Monolingual Data to NMT

One of the major factors behind the success of neural network for machine translation
is the capable of high quality and large scale parallel corpora. For the low-resource
Mongolian-Chinese machine translation task, the parallel corpora are in very small
scale and limits the NMT performance. [11, 18] introduce monolingual corpora into
attention-based encoder-decoder NMT and achieve improvements both in high
resource and low resource language. In SMT, Monolingual data in target side can help
boost fluency of the target language [18]. However, Mongolian-Chinese parallel data
(around 65 K pairs of sentences) is even smaller than the other low-resource data like

Table 1. Example of Mongolian morphology
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Turkish-English in [11, 18] and insufficient for training a decent SMT or NMT
translation system. How to use the monolingual data properly in the attention-based
NMT but not introduce too much noises is important.

Hence, we directly add monolingual data in the target side of the encoder-decoder
training process. We apply 200 K Chinese monolingual language sentences getting
from Chinese-English multilingual corpora (from Computational Linguistics Institute
of Peking University) to the target training set. To fill the absence in the source side, we
translate the Chinese sentences to Monolingual by a SMT system and add the trans-
lations to the source training set. We also use a NMT correct system which we will
describe in Sect. 5 to correct the translated Mongolian sentences to improve its quality.
After mixing the monolingual data and the filled data with the training set, we get a
new training set of 265 k parallel training corpora to conduct the attention-based NMT
training.

5 Applying Correction Model to NMT

Different from the work of [19, 20] who added correction patterns and rules to correct
the grammars, we simply build this correction system by regarding the process of
correction as a translation task from the “wrong” target language to “right” target
language. We expect the system to learn how to translate a bad representation to its
correct representation in a translation mode. It acts as a re-translation. The correction
system is built as Fig. 1 shows, we use the 65 K pairs of Mongolian-Chinese parallel
corpora to train a NMT system and translate the very 65 K Mongolian sentences to
Chinese. We use the Chinese translation results as source language and the true Chi-
nese sentences of Mongolian-Chinese parallel as target sentences to train the correction

Fig. 1. The framework of the SMT-based correction
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system. The built correction system can improve the translation results produced by
normal SMT and NMT translation systems. We use the SMT-based correction to
further improve our attention-based NMT.

6 Evaluation

6.1 Setting

A public Mongolian-Chinese parallel corpora CWMT’2009 [21] is used for the
training. The CWMT corpus is the only public Mongolian-Chinese training set as well
as a very small training set which remains 65 K sentences after we limit the length of
sentences to 50. The develop set and test set selected from the training set are both
1000 pairs of sentences.

We build a PBSMT system which is a re-implementation of state-of-the-art work
like [22] with Moses toolkits [23] as Baseline 1. The alignment is performed by
GIZA++ toolkit [24]. A phrase-based MT decoder similar to [22] is implemented with
the decoding weights optimized by MERT [25]. We use the open-source NMT system
GroundHog [4] with default settings as Baseline 2. We train Baseline 1 and Baseline 2
several times and apply the best BLEU scores, which is character-level, as the baselines
as Table 2 shows.

6.2 Evaluation of Attention-Based NMT

We train the attention-based NMT with 1024 dimensional for word embedding and
1024 hidden units per layer for both encoder and decoder. We limit the source
vocabulary to 50 K and target vocabulary to 10 K. A mini-batch stochastic gradient
decent (SGD) together with Adadelta is used to train the network. In the training, we
also use early stopping to prevent overfitting. A beam search of 10 is used to find the
most likely translation. We also randomly shuffle the training set and develop set
during the training. We ran the model on GPU of NVIDIA Tesla K80. All the
experiments on attention-based NMT in the following share the same settings.

As Table 3 shows, the word-level attention-based based NMT is 28.04 which is
0.72 points higher than the normal NMT GroundHog but lower than the best PBSMT.

Table 2. Baseline of PBSMT and GroundHog

System Chinese & Mongolian BLEU

PBSMT (baseline 1) Words 29.48
GroundHog (baseline 2) Words 27.32

Table 3. BLEU of the attention-based NMT and baselines

System Chinese & Mongolian BLEU

Attention-based NMT Words 28.04
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6.3 Evaluation of Sub-words NMT

We evaluate a words to sub-words model and a sub-words model as shown in Table 4.
The words to sub-words model applies Chinese character in target language while the
sub-words model applies character to Chinses and stem+case suffix to source language
of Mongolian.

The sub-words of Chinese character improves the attention-based NMT to 29.42,
which is 1.38 point higher than the word-based model. We believe that the improve-
ment mainly due to the significantly decrease of OOV words. Observing from the
training process, we find that there are almost no UNK words in target language while
there are 4.5% in the translation results of words level attention-based NMT.

When we use sub-words for both ends, the BLEU score reaches to 30.52 which is
higher than the words level attention-based NMT for 2.48 BLEU points. During the
training of the sub-words model, very few UNK in source language are found for the
source vocabulary.

The sub-words model exceeds two baselines for 1.04 and 3.20 points respectively.
The experiments show that using sub-words to conduct the NMT model can improve
the translation performance significantly. Besides, we can see that compared with
words level translation result, the structure and translation options of the sub-words
model are more flexible.

6.4 Evaluation of Monolingual

We evaluate the Monolingual data based on the sub-words attention-based NMT model
as Sect. 6.3 implemented. A Chinese-Mongolian PBSMT system as Sect. 6.1 described
trained by CWMT’9 was used to translate the Chinese monolingual data to Mongolian.
The BLEU score of the Chinese-Mongolian PBSMT system is 29.96. Then we fill the
translation in the source side of the sub-words attention-based NMT.

From the experiment result as Table 5 shows, the BLEU score increase to 31.00.
The improvements of 0.48 BLEU points show that reasonable use of monolingual can
enhance the low-resource Mongolian-Chinese translation.

Table 4. BLEU of the sub-words attention-based NMT

System Chinese/Mongolian BLEU

Attention-based NMT Words/words 28.04
Sub-words to words attention-based NMT Characters/words 29.42 (+1.38)
Sub-words attention-based NMT Characters/stem+case 30.52 (+2.48)

Table 5. BLEU of the sub-level attention-based NMT + monolingual system

System BLEU

Sub-level attention-based NMT + monolingual 31.00
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6.5 Evaluation of NMT Correction

We apply the NMT correction system to several different SMT and NMT translation
tasks to test its effectiveness. These experiments show that the correction can enhance
the BLEU score for 0.21 points in average. We do correction to the result of sub-words
attention-based NMT+monolingual model and enhance the BLEU score for 0.18 points
as Table 6 shows. From the comparison between the results before and after the
correction, we find that the model learns the inappropriate representations and the
corresponding appropriate representations from the Chinese to Chinese training and
uses them to correct the input translation. As some examples shown in Table 7, some
unnecessary words are eliminated like row 1 and row 2 while some words are added to
the sentences like rows 3, 4 and 5 show. Some inappropriate representations are cor-
rected such as unit or article words in 5 and 6.

6.6 Comparison

We compare all the experiments of our methods with baselines in Table 8. Our four
methods in total enhance 1.69 BLEU points over the PBSMT system and 3.86 points
over the normal RNN system. Sub-words method individually contributes 2.48 BLEU
points, monolingual individually contributes 0.48 and NMT correction contributes 0.18
BLEU points. At last, we enhance the Mongolian-Chinese attention-based NMT to
31.18 BLEU score.

Table 6. BLEU of the sub-words attention-based NMT + monolingual + correction system

System BLEU

Sub-level attention-based NMT + monolingual + NMT correction 31.18

Table 7. Examples of the results in NMT correction model
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7 Conclusion

We utilize attention mechanism, sub-words method, monolingual data and a NMT
correction model to adapt NMT model to low-resource Mongolian-Chinese translation
task. The experiments show that the four methods are effective to improve the Mon-
golian-Chinese NMT model. The attention mechanism implements a soft-alignment
between the source and the target language and performs better in the long-term
distance contributes to cope with the structure difference and the length increase for
using sub-words. Based on this attention-based NMT model, we proposed sub-words
as basic units for translation. The attention-based NMT model provides a good con-
ditions for the sub-words to play a role in the translation task. We introduce mono-
lingual data to the target side and fill the source side with its SMT translation. At last,
we utilize a NMT correction model to further correct and enhance the BLEU of the
attention-based NMT system for BLEU points. As adapting attention-based NMT for
low-resource task, we believe the methods are instructive and might be effective for
other low-resource translation tasks.

As a new approach, the NMT still has more potential. How to improve
low-resource translation task of NMT model to a leapfrog program is still a big
challenge. In the future, we plan to do more work at combing the different NMT
models and SMT models to capture better translation ability. We believe that the SMT
model and the NMT model are both powerful translation models, so to boost them to
their best works is a very interesting and promising work. Moreover, the improvement
of using monolingual is not very significant as we expected, so we will try other ways
to adding the source and target monolingual data to NMT model.

Acknowledgements. This work is supported by the National Natural Science Foundation of
China (No. 61362028).
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Abstract. Most previous approaches used various kinds of plain similarity
features to represent the similarity of a sentence pair, and one of its limitations is
its weak representation ability. This paper introduces the relational structures
representation (shallow syntactic tree, dependency tree) to compute sentence
similarity. Experimental results manifest that our approach achieves higher
performance than that only uses plain features.

Keywords: Sentence similarity � Structural representations � Shallow
syntactic tree � Dependency tree

1 Introduction

Most of the sentence similarity approaches treat the input sentences as feature vectors. But
these approaches usually have their limitations due to the fact that the plain feature vector is
weak to represent the sentences and their relation. Since the kernel method can make full
use of structured features to get more information, many researchers used kernel method
currently (e.g., Culotta [1], Bunescu [2] and Zhang [3]). In this paper, we use structural
features to represent the syntax, semantic and dependency relation information of a sen-
tence or a sentence pair. And apply the tree kernel to compute sentence similarity.

We first process these sentences into a variety of basic structural representations, and
then optimize each basic structure to make it more suitable for this task. Finally, we
combine the structural features and plain features to unify a feature vector, and use the
kernel function of a support vector regression (SVR)model to compute sentence similarity.

The rest of this paper is organized as follows: Sect. 2 reviews the related work of
sentence similarity computation. Section 3 describes the structural features used in this
paper. Section 4 introduces the baseline, experimental results and performance anal-
ysis. Finally, Sect. 5 concludes our work.

2 Related Work

In general, there are four kinds of sentence similarity computation approaches: (1) word
overlap based method, (2) corpus statistics based method, (3) linguistics based method,
and (4) hybrid method which combine the above methods.
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The word overlap-based method use words which appear in both sentences to
compute sentence similarity. Jacob [4] computed similarity by the ratio of the size of
the intersection of words and union of words in two sentences. Metzler [5] used inverse
document frequency (IDF) as the weight of words appeared in both sentences to
improve performance of similarity computation.

The corpus-based method uses words in sentences pair as the feature set, and then
compute the similarity by using the cosine value of vectors. Based on the analysis on a
large text corpus, Landauer [6] computed the TF-IDF values of the keywords to get
similarity. Lund [7] extracted the contextual-usage meaning of words by statistical
computations applied to a large corpus of text to compute sentence similarity.

The linguistic method took use of the semantic relations between words and their
grammatical components. Kashyap [8] used word semantic similarity, Malik [9] got the
maximum of the sum of the similarity as the sentence similarity.

Mix method tried to integrate two or more methods above. For example, Chukfong
[10] combined several methods to compute sentence similarity.

In recent years, only a few works focus on using structural representation to
compute sentence similarity. For example, Aliaksei [11] put forward a method based on
simple structured representation.

3 Structural Representations

In this paper, we use shallow syntactic tree and dependency tree as basic structural
representation. And then we modify these two kinds of structures respectively to make
the structural features to represent sentence syntax, semantics better.

3.1 Motivation

Some of the latest similarity computation methods dependent on collocation of words
and gaining knowledge from large data (such as wikipedia) for similarity computation,
regardless of the sentence syntactic structured information, etc.

Suppose there are two sentences S1 and S2, these methods tend to do the following
processing: As a first step, each word in s1 will match the most similar word in s2. In
the second step, similar scores of all the match words are summed. And the similarity
of sentences S1 to S2 is obtained.

Given a pair of sentences: S1: Tigers hit lions S2: Lions hit tigers. By using the
method mentioned above, each word in S1 will find the most similar word in S2(in this
case, the two words are same) to match. Thus similarity computation result will show
that the meanings of these two sentences are same. As showed in Fig. 1, agent and

Fig. 1. Dependency trees of “Tigers hit lions” and “Lions hit tigers”
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patient of the sentence pair are swapped. Even though these two sentences consist of
the same words, their meanings are different.

Syntactic and other structural information is very important in the application of
Natural Language Processing. However, how to use structural information in various
tasks is a common problem. When a plain feature is used to represent a structural
feature, some useful information might be lost. By using the tree kernel, we direct
calculate the same substructure number of two structural features to determine the
similarity. The method based on tree kernel function does not need to construct
high dimension feature vector space. The method based on tree kernel can explore high
dimensional feature space implicitly, which can utilize the structural information such
as syntactic tree effectively.

3.2 Shallow Syntactic Tree

Shallow syntactic tree is a simple structural representation. The basic form of the
shallow syntactic tree is a tree with a depth of 3, the bottom (leaf node) is the word
itself, the middle layer is the part of speech of the word, upper layer (root node) is a
combination of these words.

Firstly, this paper adds a layer of syntactic information to the shallow syntactic tree.
The word nodes and their part of speech nodes which share the same syntactic con-
stituent are organized into the same node (chunker) and then the chunker nodes are
organized by the root node. Chunker nodes organize the words in a sentence into a
number of syntactic components, and ignore their internal syntactic structure.

Secondly, we add semantic information, i.e., named entity recognition (NER) and
WordNet (WNSS) label, to the shallow syntactic tree. NER can detect whether the

Fig. 2. Shallow tree of a sentence “the girl sing into a microphone” (1) the original shallow
syntactic tree (2) + chunker nodes (3) + semantic information (4) – unimportant information
from tee
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phrase belongs to a predefined category and WNSS can make words to be assigned into
41 broad semantic categories WordNet. If a word has NER or WNSS information, we
change the syntactic information of the chunker node into NER or WNSS information.
Figure 2 shows an example of a modified shallow tree.

Finally, we delete all definite article nodes, conjunctions nodes and their father
nodes (POS node) since they cannot impact the computation results.

3.3 Dependency Tree

Dependency tree is a tree structure that can represent the relationship between words in
a sentence. We use the dependency analysis tool to get the relations between the words
in the sentence, and then organize these relations into a tree structure. The node in tree
either is word node or dependent relation node. Related words in the dependency tree
are connected by the dependency relation node, so the related words have shorter
distance in tree that tree kernel can extract effective subtree structure.

Dependency tree and constituency tree have their own advantages: First of all,
compared to constituency tree, dependency tree gives more information about the
relations between words. From the theoretical analysis, the syntactic and semantic
information given by a dependency tree is more intuitive, simple and direct. Secondly,
constituency tree contains more syntactic and lexical information (such as words, part
of speech). To combine the advantages of dependency tree and constituency tree, Wu
[22] proposed a phrase-based dependency tree, the dependency relation belongs to the
same phrase will be compressed into a node. Different from Wu, the compressed nodes
are stored as a shallow subtree rooted at the unified node in this paper.

We tag related structures with label REL and use the following method: for the
word appear in both sentences, we get their father nodes (part of speech) and grand-
father node(not root node) to label REL. By adding REL tag in corresponding structure,
Fig. 3 gives an example.

Fig. 3. Related tree fragments linked with a REL tag
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4 Experiment

4.1 Baseline

In this paper, the baseline uses features in UKP [12] and Takelab [13], which are two
best systems in the SemEval conference 2012 text semantic similarity (STS) task.

UKP provides a total of 18 features, such as matching of character, word n-grams
and common subsequences, Explicit Semantic Analysis (Gabrilovich [14]) feature and
aggregation of word similarity (such as WordNet) based on lexical-semantic resources.

Takelab provides a total of 21 features, including n-gram matching of varying size,
weighted word matching, length difference, WordNet similarity and vector space
similarity where pairs of input sentences are mapped into Latent Semantic Analysis
(LSA) space.

Therefore, our baseline consists of these 39 features from the above systems.

4.2 Experimental Setup

To compare with the baseline system, this paper uses the training and test sets provided
in STS-2012, including SMTeuroparl (1500 sentences which do not conform to the
rules of grammar, Training vs Test: 750 vs 750), MSRvid (1500 short sentences,
training vs Test: 750 vs 750), and MSRpar (1183 long sentences, Training vs Test: 734
vs 459). The performance of the experiment is evaluated by the Pearson correlation
coefficient following STS-2012. Besides, Stanford syntactic analysis tools are used to
obtain complete syntax and dependent relationship.

To combine the plain feature vector with the structural feature, a pair of sentences is
defined as a set of trees t and a vector v, i.e., <t, v> and the kernel function is as
follows:

K x 1ð Þ; x 2ð Þ
� �

¼ KTK t 1ð Þ; t 2ð Þ
� �

þKfvec v 1ð Þ; v 2ð Þ
� �

ð1Þ

Where KTK is a kernel function to compute structural feature, while Kfvec is a kernel
function of plain features. This paper uses the support vector regression
(SVR) framework in the SVM-Light-TK1 toolkit. We use the following parameter
settings: -t 5 -F 1 -W A –C +, where (–C +) specifies a combination of trees and feature
vectors, (-F 1) specifies the tree kernel function, (-W A) specifies all-vs-all mode and
polynomial kernel of degree 3 for the feature vector (active by default).

4.3 Experimental Results and Analysis

Table 1 lists the experimental results of UKP, TakeLab, the baseline, ST and DT. DT is
our system to combine the baseline and our shallow tree, while ST is our system to
combine the baseline and our dependency tree. The result in Table 1 shows that the
performance of UKP is slightly worse than Takelab on two data sets (MSRvid and
MSRpar), and the performance of TakeLab is much better than UKP on the rest data set
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(SMTeuroparl). The experimental result also shows that the performance of our
baseline is more stable with the combination of the two systems.

Table 1 shows, the performance of our ST and DT is much better than the baseline,
except DT on SMTeuroparl. Besides, it also illustrates that the performances of our ST
and DT on short sentence (MSRvid) are better than that on long sentence (MSRpar,
SMTeuroparl).

Table 2 shows the experimental performance of our shallow tree.‘+’ means add
additional information on the basis of the last structural feature. Table 2 shows that the
unmodified shallow tree can improve the performance of the three data sets signifi-
cantly. The chunker node also improves the performance both of MSRpar and
SMTeuroparl. This results show that the deeper layer in the syntactic structure of long
sentences is beneficial to sentence similarity. Syntactic structures of short sentences are
similar to those adding the chunker node, so the deeper syntactic structure cannot
provide syntactic information effectively. For example, sentences “A man is dancing.”
and “A man is drinking.” have the same syntactic structures, but their meanings are
different.

Table 2 also shows that WNSS, NER information can improve the performance on
MSRvid, while harm the performance both on MSRpar and SMTeuroparl. It shows that
in short sentences sometimes only semantics of a word will affect the similarity.
Finally, we delete the definite articles and conjunctions and other unimportant infor-
mation, which make the performance to be improved.

Table 1. Performance of shallow tree and phrase-dependency tree

MSRvid MSRpar SMTeuroparl

UKP 0.853 0.667 0.542
Takelab 0.887 0.742 0.337
Baseline 0.853 0.697 0.538
ST(Baseline + our shallow tree) 0.908 0.732 0.571
DT(Baseline + our dependency tree) 0.886 0.776 0.528

Table 2. Performance of shallow tree

MSRvid MSRpar SMTeuroparl Mean

Baseline 0.853 0.697 0.538 0.719
+Shallow tree 0.888(+0.035) 0.712(+0.015) 0.570(+0.032) 0.743(+0.024)
+Chunker 0.887 (–0.001) 0.746(+0.034) 0.581(+0.011) 0.761(+0.018)
+NER 0.887 (+0.000) 0.745(–0.001) 0.566 (–0.015) 0.757(–0.004)
+WNSS 0.897(+0.010) 0.745(+0.000) 0.557(–0.009) 0.759(+0.002)
– Unimportant information 0.908(+0.011) 0.732(–0.013) 0.571(+0.014) 0.761(+0.002)
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Table 3 presents the experimental performance of the dependency tree and phrase
based dependency tree. The result in Table 3 shows the dependency tree can improve
the performance on the three data sets. As for the phrase based dependency tree, the
performance can be improved both on MSRvid and MSRpar while it is decreased on
SMTeuroparl. Since the dependency structures of long sentences are complex, the
phrase based syntactic structures will lead to less similar structure and then harm the
performance. For example, a pair of sentences which contain time adverbial “recently”
and “a period of time”, which have the same meaning. Due to their different syntactic
structures, their similarity score is low.

5 Summary

In this paper, we use shallow syntactic tree and dependency tree as basic structural
representation. And then we modify these two kinds of structures respectively to make
the structural features to represent sentence syntax, semantics better. The experimental
result shows that the system performance can be improved by structural representa-
tions. Further research will be made on structural features. We will consider make
semantic information of a sentence as a structural feature.
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Abstract. Word Sense Disambiguation (WSD) is one of the key issues in
natural language processing. Currently, supervised WSD methods are effective
ways to solve the ambiguity problem. However, due to lacking of large-scale
training data, they cannot achieve satisfactory results. In this paper, we present a
WSD method based on context translation. The method is based on the
assumption that translation under the same context expresses similar meanings.
The method treats context words consisting of translation as the pseudo training
data, and then derives the meaning of ambiguous words by utilizing the
knowledge from both training and pseudo training data. Experimental results
show that the proposed method can significantly improve traditional WSD
accuracy by 3.17%, and outperformed the best participating system in the
SemEval-2007: task #5 evaluation.

Keywords: Data sparseness � Context translation � Bayesian model �
Translation � Parameter estimation

1 Introduction

Word Sense Disambiguation (WSD), the task of identifying the intended meaning
(sense) of words in a given context is one of the most important problem in natural
language processing. Various approaches have been proposed to deal with the WSD
problem. Hwee et al. [1], found that the supervised machine learning methods are the
most successful approach to WSD when contextual features have been used to dis-
tinguish ambiguous words in these methods. However, word occurrences in the context
are too diverse to capture the correct pattern, which means that the dimension of
contextual words will be very large when all words are used in robust WSD system. It
has been proved that expanding context window size around the target ambiguous
word can help to enhance the WSD performance. However, expanding window size
unboundedly will bring not only useful information but also some noise which may
deteriorate the WSD performance. Can we find another way to expand context words
without bringing too much noise?

In this paper, we propose to conduct WSD based on context translation, which
acquires WSD knowledge by using machine translation system. The assumption of our
approach is that contextual words around ambiguous word can be substituted by
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translation, and the new context represented by translation expresses the same meaning,
thus the sense of the ambiguous word in new context remains unchanged. Therefore,
the new context can provide more knowledge for us to improving WSD performance.
Under this assumption, we propose two methods to integrate the contribution of
translation into supervised WSD model. The first method directly considers translation
as contextual feature, and exploit translation feature to train supervised WSD model.
The second method treats the new context represented by translation as pseudo training
data. In the method, the pseudo and authentic training data are both utilized to train
supervised model. Consequently, the sense of ambiguous word is not only determined
by authentic training data, but also pseudo training data. Experiments are carried out on
dataset and the results confirm the effectiveness of our approach. The translation for
context word can significantly improve the performance of WSD.

The rest of paper is organized as follows: The proposed method is described in
detail in Sect. 2, and experimental results are presented in Sect. 3. Lastly we conclude
this paper.

2 Proposed Approach

2.1 The Bayesian Classifier

Naïve Bayesian model have been widely used in most classification task, and was first
used in WSD by Gale et al. [9]. The classifier works under the assumption that all the
feature variables are conditionally independent given the classes. For word sense
disambiguation, the context in which an ambiguous word occurs is represented by a
vector of feature variables F ¼ ff1; f2; . . .; fng. The sense of ambiguous word is rep-
resented by variables S ¼ fs1; s2; . . .; sng. Finding the right sense of the ambiguous
word equal to choosing the sense s0 that maximizes the conditional probability as
follow:

s0 ¼ argmax
si2S

Y

fj2F
PðfjjsiÞPðsiÞ ð1Þ

The probability of sense PðsiÞ and the conditional probability of feature fj with
observation of sense PðfjjsiÞ are computed via Maximum-Likelihood Estimation:

PðsiÞ ¼ CðsiÞP
si2S

CðsiÞ ð2Þ

PðfjjsiÞ ¼ Cðfj; siÞ
CðsiÞ ð3Þ

where CðsiÞ is the number of sense si that appears in training corpus. Cðfj; siÞ is the
number of occurrences of feature fj in context with sense si in the training corpus. We
use “add one” data smooth strategies to avoid data sparse problem when estimating the
conditional probabilities of the model.
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2.2 WSD Methods Based on Context Translation

Machine translation is the automatic translation process from one natural language into
anther using computers. In recent years, with the continuous development of statistical
machine translation technology, translation quality has also gradually improved. At
present, several well-known machine translation systems around the world include
Google, Baidu, Bing and YouDao Translation1, etc.

In this paper, we expand the context around ambiguous words into a larger
dimension using translation output by machine translation system, which could provide
more knowledge and clues for WSD task. In the previous study of WSD, the most
widely used assumption is that words of the same meaning usually play the same role
in the language. The assumption can be further extended as words of the same meaning
often occur in similar context.

Base on the above assumptions, we propose basic assumption in this study,
translation of context express similar meaning to that of original context, thus the sense
of ambiguous word appear in the two similar contexts remains unchanged. For
example, in Chinese sentence “稳妥地推进中医医疗体制改革” (steadily push for-
ward the reform of traditional Chinese medicine system), the target ambiguous word
is“中医”, it has two meanings as a noun in HowNet2 which are “medical science” and
“doctor”. We can easily infer the meaning of ambiguous word as “medical science”
based on the context. After word segmentation, the context around ambiguous word
can be expanded into translation set as Fig. 1. Since the context nearby ambiguous
word has the largest impact to the sense of ambiguous word, only four contextual word
“稳妥地, 推进, 医疗体制, 改革” are listed and expanded with translations in the
figure. We simply expand each contextual word with four translation output by Google,

Fig. 1. WSD method base on context translation

1 http://translate.google.cn/, http://fanyi.baidu.com/, http://www.bing.com/translator/, http://fanyi.
youdao.com/.

2 http://www.keenage.com/.
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Baidu, Bing and YouDao system, actually more translation could be added into the
translation set. Given ambiguous word and translation set for each contextual word,
some reliable training data could be generated. For example, “Steadily push forward
Medical institution reform”, “Advance steadily Medical institution reform”, “And
steadily push forward Reform of medical institutions”, etc. The ambiguous word “中
医” express the same meaning “medical science” in all of these training examples. It is
obvious that translations provide additional knowledge for training model, and the
knowledge can be exploited to improve the WSD performance.

The first method we proposed is that treating these expanded translations as topic
feature. Then, we use these features together with other features to train the classifier.
The method is quite straightforward. If contextual words near ambiguous word appear
once in training data, translations of these contextual words are supposed to appear
once in the corpus at the same time. Trained WSD model first translate the new
instance into another language, then if the new instance contains context of the
translation, the meaning of ambiguous word could be decided according to the training
corpus. For example, in the previous example, if the testing instance contain contextual
word “Medical institution reform” or “Steadily push forward”, it is likely that the sense
of ambiguous word “中医” could be inferred as “medical science” by Bayesian clas-
sifier. But it should be noted that the method has its own shortcomings. The authentic
training data is labeled by human while the training data which consists of translations
is generated automatically by machine. Thus the latter training data contain some noise
compared to former training data, and should not play the same role when deducing the
sense of the ambiguous word.

In order to overcome the disadvantage of method 1, we proposed method 2. The
data which consist of translation are regarded as pseudo training data in method 2. The
pseudo and authentic training data are both utilized to train the classifier. Instead of
using formula (3) to compute the conditional probability of feature with sense, we
apply follow formula to compute PðfjjsiÞ:

PðfjjsiÞ ¼ Caðfj; siÞ
CaðsiÞ þ k

Cpðfj; siÞ
CpðsiÞ ð4Þ

Here, CaðsiÞ and CpðsiÞ are the number of sense si that appears in authentic and
pseudo training corpus respectively. Caðfj; siÞ and Cpðfj; siÞ are the number of occur-
rences of feature fj with sense si in authentic and pseudo training corpus respectively.
Parameter k adjusts the influence of two different kinds of training data. We can set k to
a larger value to let the pseudo training data play a stronger role, and vice versa. In the
model, pseudo training data always play a lesser role to determine the sense of
ambiguous word. Furthermore, we can set different value to k for different kinds of
ambiguous word.

We encounter one problem when expanding the contextual word with translations.
The problem is that not all translations are suitable for generating training data. For
example, translation in Fig. 1 contains some noises such as ‘A’, ‘And’, etc. It is
obvious that these noises should not be added into the expanded translation set. In order
to solve the problem, we exploit voting method to remove the noise of the machine
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translation system. Specifically, the context is translated by multiple translation systems
simultaneously. Then count the number of occurrences of co-occurrence, only the
frequency of translation which exceeds a certain number will be trained to classifier.
This strategy can solve the problem of noise greatly caused by translation system. The
collocation parameter threshold threshold cooc will be adjusted in the experiment.

3 Experiment

3.1 Experimental Setup

Training and testing data: In SemEval-2007, the 4th international workshop on
semantic evaluations under conference of ACL-2007 [10], we used task#5 multilingual
Chinese English lexical sample to test our methods. Macro-average precision (Liu et al.
2007) was used to evaluate word sense disambiguation performance.

Since we aim to evaluate discriminating power of translation feature, in the
experiment, only some basic features such as topic words, collocations, and words
assigned with their positions were used. We compare two baseline methods with our
methods, the two baseline methods are as follows:

(1) Original: WSD method based on traditional Bayesian Classifier.
(2) SRCP_WSD [11]: The system participated in semeval-2007 and won the first

place in multilingual Chinese English lexical sample task. (pmar ¼ 74:9%)

Our methods:

(1) Method_1: The first method we proposed. This method was based on traditional
Bayesian classifiers, which use translation feature and basic features to train
model.

(2) Method_2: The second method we proposed. This method was also based on
Bayesian classifiers, which use Basic features to train model. But this method
computed the conditional probability using formula (4).

3.2 Evaluation Results

Because not all words in the sentence are useful for WSD, the contextual words are
restricted by syntactic filters, i.e., only the words with a certain part of speech are
added.

(1) In order to compare the performances of various methods, Table 1 gives the
average precision of four methods. It can be seen that method_1 and method_2

Table 1. Experimental result of 4 methods

Original Method_1 SRCP_WSD Method_2

Average precision (pmar) 0.7336 0.7447 0.7490 0.7597
Improving performance (%) 3.17 1.50 1.07 0
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obtain improvement over original method, which shows that the methods we
propose are effective. Moreover, method_2 also outperforms the best system
participated in SemEval-2007.

(2) In order to investigate how the window sizes around the ambiguous word influ-
ences WSD performance, we conduct experiment with different window size for 3
methods. Figure 2 shows the curves for 3 methods with different window sizes. In
both figures, window size ranges from 1 to 5. It can be seen from both figures that
almost all curves decline as the window size increasing which means that the
context words near ambiguous word have the best disambiguation capacity and
enlarging window size will bring noisy information. The best WSD performance
was achieved when window sizes are fixed at 1.

(3) In order to investigate how the threshold of co-occurrences number influence the
performance, experiment on different threshold cooc was conducted, and the
results are shown in Fig. 3. The figure shows the curves for two methods when
threshold cooc ranges from 0 to 4. We can see that the performance of the two
methods first increases and then decreases with the increase of threshold cooc.

Fig. 2. Comparison result of different window size

Fig. 3. Comparison result of different threshold cooc
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The trend demonstrates that extremely small or large co-occurrences number will
deteriorate the results. Because a small number means that too many translations
are used to train the classifier, which introduce noisy knowledge. On the other
hand, a large number means very few translations are used to train the classifier
and cannot provide sufficient knowledge. The best performance was achieved
when set threshold cooc to 2.

(4) In order to investigate how the k parameter in formula (4) influences the per-
formance, we conduct experiment with different value of k as shown in Fig. 4. In
this experiment, we set k from 0.1 to 1. We can see from the Fig. 4 that the value
of k cannot achieve the best effect of disambiguation when k set to 0 or 1 (means
pseudo training corpus does not play a role or play a larger role respectively). On
one hand, it proves that the pseudo training instance can provide some disam-
biguation knowledge; on the other hand, pseudo training instance also has a
certain amount of noise. The pseudo training instance should not play the same
role as authentic training corpus when conduct WSD task. The best experimental
result is achieved when k is set to 0.7.

Conclusion and perspectives. In this paper, we proposed two novel methods for
supervised word sense disambiguation by leveraging translation for context around
ambiguous word. The experimental results on dataset demonstrate the effectiveness of
our methods. In current study, we obtain English translation by machine translation
system. In future work, we will retrieve other languages from machine translation
system to expand context nearby ambiguous word, attempting to further improve the
performance of WSD.

Acknowledgments. This work is supported by the National Natural Science Foundation of
China (61502287, 61673248, 61403238, 61502288), National High Technology Research and
Development Program of China (863 Program) (No. 2015AA015407) and Shanxi Province
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Fig. 4. Comparison result of different value of k
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Abstract. In this paper, we first create a Cyrillic Mongolian named entity
manually annotated corpus. The annotation types contain person names, location
names, organization names and other proper names. Then, we use Condition
Random Field as classifier and design few categories features of Mongolian,
including orthographic feature, morphological feature, gazetteer feature, syllable
feature, word clusters feature etc. Experimental results show that all the pro-
posed features improve the overall system performance and stem features
improve the most among them. Finally, with a combination of all the features
our model obtains the optimal performance.

Keywords: Cyrillic Mongolian � Named entity recognition � Morphological
features � Conditional random field

1 Introduction

Named entity recognition (NER) is a challenging problem in natural language pro-
cessing (NLP) community. It defined as identifying and classifying names in an open
domain text. The predefined categories include person, organization and location [1]. It
is an important tool for developing almost all NLP applications, such as question
answering, machine translation, social media analysis, semantic search and automatic
summarization.

NER system in many languages have been developed as the basic tools, such as,
English and Arabic. The methods for NER categorize into rule based [1] and machine
learning based. The rule based approaches always heavily rely on the knowledge of
linguist and can not apply across different language. Due to these weaknesses, many
systems tend to choose machine learning methods. The machine learning methods
include Hidden Markov Model [2], Maximum Entropy Model [3], Support Vector
Machine [4] and Conditional Random Field (CRF) [5]. Among all these classifiers,
CRF can use features more efficiently and reach the global optimum.

However, the Cyrillic Mongolian NER has not been explored. There is no public
corpus available and no related linguistic resource for Cyrillic Mongolian NER.
Cyrillic Mongolian, its user mainly spear over Mongolia and Russia. Its script different
from the Classical Mongolian which uses in China.

In this paper, we build a Cyrillic Mongolian corpus that annotated by Mongolian
native person. By analyzing the characteristics of Cyrillic Mongolian, we proposed
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several kinds of features. These features include capitalization feature, abbreviation
feature, Mongolian person name spelling feature, stem feature, suffix features, gazetteer
feature, mix vowel polarity feature and word clusters feature. These features effects are
compared in experiment and stem feature improves most. Through the combination of
feature, the system obtains F1 = 78.29.

2 Construction of Cyrillic Mongolian

2.1 Characteristics of Mongolian

A Mongolian word can be decomposed into one stem and several inflectional suffixes.
Among all inflectional suffixes, case suffixes, reflexive suffix and mood suffixes always
place in the end of words and occur only once in a word [6]. In this work, we will split
these suffixes to get the stems. As shown in Table 1, the same stems can add different
inflectional suffixes to change the word.

According to spelling rules of Mongolian, there might occur syllable insert, drop
and replace when suffix coupling the stem. We establish a database for Cyrillic
Mongolian stems, suffixes and connection rules. For example, “a” will be inserted
when suffix “x” adds to the stem “Яв”.

In addition, Mongolian vowels are divided into three groups: strong vowel, weak
vowel and neutral vowel. In compliance with the rules of vowel harmony, only strong
vowels or only weak vowels can appear in one Mongolian word. The vowel “и” can
occur with either set of vowels.

2.2 Collection of Corpus

The raw corpus mainly gathered from Cyrillic Mongolian news web site, including
www.montsame.mn, www.assa.mn, www.gonews.mn etc. The content of this corpus
cover politics, economy, culture, entertainment etc. After analyzing the HTML tags of
each web page, we extract the key information about content, title, date, author to form
the raw data. These information will be stored as XML format to use easily. The raw
data shows in Fig. 1.

Table 1. Example of Cyrillic Mongolian stems when adding different suffixes

Stems Suffixes Word English translation

Пapиc aac Пapиcaac from Paris
ын Пapиcын Paris’
т Пapиcт in Paris

Яв x явax go
жaa явжaa went
нa явнa going
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2.3 Annotation of Corpus

After cleaning useless tags and splitting sentences, we extract 15000 sentences from the
raw corpus. The length of sentences will be restricted to between 15 and 25. Then, we
make rules about the named entity annotation range and rules referring to CoNLL [7]
and MUC [8].

The annotation scope has four groups: person name, location name, organization
name and other proper name. The person entities contain names of Mongolian nation,
names of Chinese and names of foreigner. The location entities contains natural
locations, public places, commercial places, assorted buildings etc. The organization
entities mainly contain bank, school, publication, companies etc. The other type entities
contain events, songs, movies, games etc.

The annotation guidelines are as follows: (1) title of people will be not annotate.
(2) each type can not be nest in other named entity. (3) a named entity engaging with
other names will be annotated separately.

The annotation task carries out under the open source platform BRAT [9], show in
Fig. 2. The annotation takes about half a year with a Mongolian native person. As the
annotation carries on, the accuracy is improved.

During training, the annotated corpus will convert into the BIO format, which “B”
denote the begin of current named entity, “I” represent inside of named entity and “O”
means outside the named entity. In this setting, there will be night tags to classify. These
night tags are: “B” of each type have 4 tags, “I” of each type have 4 tags and one tag “O”.

Fig. 1. Raw data fragment of Cyrillic Mongolian in XML format

Fig. 2. The annotation platform for Cyrillic Mongolian named entity
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Table 2 indicates the statistics of entity number and entity average length. As
shown in Table 2, location entities account for 41.91% of total entities, while other
type has the least number. The average length of both organization names and other
type names are greater than 2, while the average length of person names is shortest. The
longer named entities are, the harder recognize them.

Table 3 suggests the occurrence of our corpus. As shown in Table 3, more than half
named entities occur only once. That because of the agglutinative structure of Mon-
golian, that is, the same stems adding different suffixes can build different named
entities.

3 The Model

3.1 CRF Framework

CRF is a probabilistic framework suitable for labeling input sequence data [5]. For an
input sequence X = x1,x2…xn, CRF model aims to find the named entity label
sequence Y = y1,y2…yn, which maximizes the conditional probability p(y|x) among all
possible tag sequences.

~y ¼ arg max
~y2Y

p y xjð Þð Þ

The probability p(y|x) can be expressed as:

p y xjð Þ ¼ 1
Z xð Þ exp

X
t

X
k

kkfk yt; yt�i; xtð Þ
 !

Table 2. Statistics of our named entity annotated corpus

Type Number Ratio (%) Average length

Person 7509 30.78 1.29
Location 10224 41.91 1.40
Organization 5661 23.21 2.06
Other 1000 4.10 2.24

Table 3. Occurrence frequency of our named entity corpus

Frequency Vocabulary Ratio (%)

1 8296 74.50
2 2109 18.60
3 378 3.33
Over 3 552 4.87
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where kk represent the weight assigned to different features. Z(x) is the normalizing
function, it can be defined as:

Z xð Þ ¼
X
y2Y

exp kkfk yt; yt�1; xtð Þð Þ

fkðyt; yt�1; xtÞ is the binary feature function, it can be expressed as:

fk yt; yt�1; xtð Þ ¼ 1; if yt�1 = u and yt ¼ v
0; other

�

3.2 Features

By analyzing the characteristic and grammar of Cyrillic Mongolian, we design several
features for NER system.

1. Capitalization feature (CAP): proper names write in Cyrillic script will be capi-
talized. If a word is capitalized, this feature will be “1”, otherwise “0”. For example,
the feature of “Moнгoл”, means “Mongolia”, will be “1”.

2. Abbreviation feature (ABB): if the current word is an abbreviation, this feature will
be “1” otherwise “0”. For example, “HYБ”, means “UN”, its abbreviation feature
will be “1”.

3. Mongolian person name spell feature (MPN): the Mongolian person name will be
often inserted “.” between last name and first name. Moreover, the first name and
last name will be also capitalized. For example, “Б.Бaтмөнx” is a Mongolian person
name, its MPH will be “1”.

4. Stem feature and Suffix feature: this two features are obtained from the Mongolian
morphological analyzing. We summarize 35452 noun class stems, 29838 verb
stems, 335 noun class suffixes and 495 verb suffixes. We split the stems and suffixes
by maximum match with reverse order.

5. Mix vowel polarity feature (MVP): some loan word do not obey vowel harmony
rule. For example, “Чaвecтaй”, is a foreigner name, the vowel “a” is strong, but the
vowel “e” is weak, so the MVP feature of “Чaвecтaй” is “0”.

6. Gazetteer feature (GAZ): we extract location manually from Mongolian-Chinese
dictionary. This gazetteer contains 1309 world and Mongolian location names. This
feature define by the position in the gazetteer entry. For example, “Бaян Xoнгop
aймaг” is a Mongolian location name in this gazetteer, the tag of each word in
search dictionary will be “Бaян”: “BG”, “Xoнгop”: “IG”, “aймaг”: “EG”, other
word outside gazetteer will assign “OG”.

7. Language type feature (LAT): for some loan word from English, Cyrillic Mongo-
lian often use them directly without transliterating. If the word compose with
English stem and Mongolian suffix, this feature will define by the English stem. For
example, “Apple-ийн”, means “Apple’s”, its language type feature will be “En”.

8. Word cluster IDs: this feature learn from massive unlabeled corpus through LDA
and word2vec [10]. LDA cluster IDs are obtained from tools describing in [11].
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Word2vec cluster id obtain from skip-gram with minimum count 3, context window
10 and embedding dimension 200, This cluster ID train corpus also crawled from
web sites in a wider range. It contains 2451403 sentences, 38273452 tokens and
263555 vocabularies.

4 Experiment

4.1 Setting up

We divided the whole corpus into train and test with the proportion 80% and 20%,
respectively. We conduct our experiment under 5-fold cross validation. The feature
window of all our experiment fix at 3, that is, put the previous feature, current feature
and next feature into consideration. We also convert all digit expression into “<num>”.
The average sentences number and vocabulary in train and test set show in Table 4.

We evaluated the results by the metrics of precision, recall and F1. Precision, means
the percentage of corrected named entities (NEs) found by the classifier. It can be
expressed as:

precsion ¼ Numðcorrect NEs predictedÞ
NumðNEs predictedÞ

Recall is the percentage of NEs existing in the corpus and which were found by the
system. It can be expressed as:

recall ¼ Numðcorrect NEs predictedÞ
Numðall NEsÞ

F1 is the harmonic mean of precision and recall. It can be express as:

F1¼ 2 � precision � recall
precisionþ recall

4.2 Results and Analysis

Firstly, in order to assess the effect of each feature, we add only one feature to the
baseline system. The baseline system uses context feature under CRF framework.
Results show in Table 5.

Table 4. Statistics of train and test data in experiment

Sentence number Vocabulary Out-of-vocabulary

Train set 12000 41264 –

Test set 3000 17186 6485
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Among all features, the stem features improve performance the most. It indicates
that the stems can decrease the rate of unseen word. The decreased rate benefits the
classifier. The suffixes improve the F1 mainly due to improving the recall.

Other features play their unique role to the whole system. The CAP features
improve the recall distinctly, and the MPN features improve the precision a lot. The
effect of MPN suggests that a large proportion of Mongolian person names. However,
the abbreviation words are often labelled as other type, so the improvement is small for
the whole system. Since the scale of gazetteer is small, the effect of GAZ is limited.
The MVP and LAT feature improve overall performance in some degree.

Secondly, we compare different impact on cluster method and cluster number. We
will only add word cluster id feature with baseline system. The results show in Table 6.
The more cluster dimension the better performance. When dimension fixed at 200, the
performance reach best with both two methods. In addition, the performance of
“word2vec” is higher than “LDA” in all condition.

Finally, in order to reach best performance, we select LDA200, LDA500, W2V200
and W2V500 to combine other features respectively. We also add the “stem/cluster id”
into the feature set because the significant influence of stem. “TFC” means all feature
except word cluster feature. As shown in Table 7, the combination with word2vec
perform better than LDA. With all proposed features the system reach best
performance.

Among the four type of named entity, the other type perform the lowest, while the
person names perform best. It is because that there are many English phrase that unseen
word in other type named entities. Mongolian person names spell with obvious feature

Table 5. System performance with different features

Features P R F

Baseline 77.51 53.75 63.45
Baseline + CAP 73.00 63.88 68.10
Baseline + ABB 77.64 55.32 64.57
Baseline + MPN 83.34 59.84 69.29
Baseline + Stem 78.58 67.62 72.66
Baseline + Suffix 74.72 59.27 66.08
Baseline + MVP 77.10 54.74 64.00
Baseline + GAZ 77.58 54.66 64.11
Baseline + LAT 78.18 54.14 63.95

Table 6. System performance (in F1) with word cluster id feature

Cluster ID number LDA Word2Vec

50 66.79 66.71
100 66.74 67.20
200 66.82 68.03
500 66.78 67.99
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and account for a large proportion of person names, so the F1 highest among all the
four types. The performance of Cyrillic Mongolian NER can not compare with other
language, because the supported resource is relative lack, such as part-of-speech tagger,
large scale gazetteer and so on.

5 Conclusion

In this paper, we propose Cyrillic Mongolian named entity corpus and compare with
different features on this corpus. All features paly their important role on the whole
system. We implement the NER system based on features combination under CRF, and
the result achieves F1 = 78.29. This work provides the benchmark result for future
Cyrillic Mongolian NER research.

In the future, we will extend our work on annotating this corpus and building
related resources. In addition, we will try to use deep learning to solve the NER for
agglutinative language [12].
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Abstract. In this paper, we propose a machine learning approach to
solve the purchase prediction task launched by the Alibaba Group. In
detail, we treat this task as a binary classification problem and explore
five kinds of features to learn potential model of the influence of historical
behaviors. These features include user quality, item quality, category
quality, user-item interaction and user-category interaction. Due to the
nature of mobile platform, time factor and spacial factor are considered
specially. Our approach ranks the 26th place among 7186 teams in this
task.

Keywords: Purchase prediction · Machine learning

1 Introduction

Recently, the Alibaba Group launched a purchase prediction task known as Ali
Mobile Recommendation Algorithm1. This purchase prediction task provides
the historical behaviors data of users in the mobile platform during a period
of one month to help predict purchase behaviors will happen in the following
one day. The historical behaviors include click, collect, add-to-cart and payment.
Conventional methods in recommender system [6], such as collaborative filtering
and matrix factorization, don’t obtain a good performance in this task.

In this paper, we propose a machine learning approach to solve this pur-
chase prediction task, instead of CF-based methods. This task is treated as a
binary classification problem, and five kinds of features are explored from dif-
ferent aspects to learn potential model of the historical browsing behaviors,
including user quality, item quality, category quality, user-item interaction and
user-category interaction. Those features could reflect the willingness of users
to buy items. In particular, we concentrate on the time and spacial factor. The
time factor is incorporated into the feature families and features are extracted in
different time dimension. The spacial factor is employed in the filtering module.
For any purchase behaviors we predict, if the location of item is far away from
the user, we will remove it from our prediction results.

1 http://tianchi.aliyun.com.
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2 Related Work

The most prominent technique in recommender system is Collaborative Filtering
(CF) [8]. The basic insight for this technique is a sort of continuity in the realm
of taste. If users Alice and Bob have the same utility for items 1 through k,
then the chances are good that they will have the same utility for item k + 1.
Usually, these utilities are based on ratings that users have applied for items with
which they are already familiar. CF is roughly classified into two categories, i.e.
memory-based approachs [5,9] and model-based approachs [1,3].

The Netflix million-dollar challenge boosted interest in CF and yielded the
publication of a number of new methods. Several matrix factorization tech-
niques have been successfully applied to CF, including Singular Value Decom-
position (SVD) [7] and Non-negative Matrix Factorization (NMF) [4]. A joint
non-nagative matrix factorization method proposed in [2] trys to solve the pur-
chase prediction task launched by the Alibaba Group in 2014. The goal of that
task in 2014 is to predict purchase behaviors in the following one month based
on historical behaviors data in a period of four months.

3 Problem Definition

Notations: U stands for the set of users, I stands for the whole set of items, P
stands for the subset of items, P ⊆ I, D stands for the user behaviors data set
in all the set of all items. Our objective is to develop a recommendation model
for users in U on the business domain P using the data D. In detail, our goal
is to predict purchase behaviors over P in the following one day based on the
behaviors data during one month in D.

4 Method

We treat the target problem as a binary classification problem, i.e. any (user,
item) pairs will be divided into two classes: “buy” and “not buy”. The framework
of which is showed in Fig. 1.

First, we would like to learn a model from the behaviors data over the whole
set of items in the training module, which can reflect why users will buy items
in the following one day and how their historical behaviors influence their future
purchase behaviors. In detail, if a user is going to buy an item in the following
one day, this (user, item) pair will be labeled as a positive instance while other
pairs that doesn’t be bought are going to be labeled as a negative instance. In
addition, this trained model is applied to the behaviors data over the subset of
items in the prediction module and positive instances in the prediction results
will be seen as purchase behaviors will happen in the following one day. Then, we
take spacial factor into consideration and remove pairs with too long distance
in those positive instances via the filtering module. In the last, the filtered
predicted purchase behaviors are compared with the real purchase behaviors to
evaluate the performance of our approach in the evaluation module.
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Fig. 1. The machine learning diagram for purchase prediction

4.1 Training Module and Prediction Module

Training set is a basic component in the training module just like test set in
the prediction module, but there is little difference between the generation of
them. Because we can’t use the future infomation, i.e. we don’t know purchase
behaviors on the whole set of items in the following one day, we split bahaviors
data in the last day of the month and use them to label (user, item) pairs that
appear in the remainder of the month. This process is illustrated in Fig. 2.

Fig. 2. Training set and test set
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4.2 Feature Project

Feature project is an important component in our machine learning approach
and we will discuss feature families detailly in this section.

For a certain (user, item) pair, the item belongs to a category, we consider
the following five feature families, i.e. user quality, item quality, category quality,
user-item interaction and user-category interaction.

User Quality estimates the purchasing power and vitality of users. In the
mobile commerce, some users are active and have strong purchase desire while
others are inactive and not willing to buy items frequently.

– Last Login Day represents the last login day of a user.
– Conversion Ratio represents the ratio of purchase behaviors of a user in his

total behaviors.
– Behaviors Statistics stands for the count of a user’s behaviors. The more this

user browses, the higher possibility he will buy. There is an example in the
left of Fig. 3 to explain the definition. In this example, a user click for 3 times
in the first day, 1 time in the second day and 2 times in the fourth day, so the
count of his total behaviors in the last four days equals 3 + 1 + 0 + 2 = 6.

– Active Days means the count of active days of a user. This feature could
represent the positivity of a user directly. There is an example in the right of
Fig. 3 to explain the definition. In this example, a user login in the first day,
the second day and the fourth day, so the count of his active days in the last
four days equals 1 + 1 + 0 + 1 = 3.

Item Quality reflects the popularity of an item. Obviously, more popular
items have bigger tendency to be sold.

– Last Browsed Day represents the last day an item is browsed.
– Conversion Ratio represents the ratio of purchase behaviors of an item in its

total browsed behaviors.
– Behaviors Statistics stands for the count of an item’s browsed behaviors. The

more this item is browsed, the higher possibility it will be sold.
– Active Days means the count of days an item is browsed. This feature could

represent the popularity of an item.

Fig. 3. An example of behaviors statistics
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Category Quality describes the popularity of a category. The definition of
Last Browsed Day, Conversion Ratio, Behaviors Statistics and Active Days in
it is similar with those in Item Quality.

User-Item Interaction describes the interaction between the user and
item. it is a direct aspect to reflect the willing that the user want to buy the
item.

– Behaviors Statistics represents the count of a user’s browsing behaviors on
one item.

– Active Days means the count of days in which the user browses the item.

User-Category Interaction represents the interaction between the user
and the category. It is similar with User-Item Interaction, and behaviors
Statistics and Active Days will be generated in the same way.

4.3 Filtering Module

This purchase prediction task is based on a typical O2O business model, in which
users pay online and consume offline. This means that users are not willing to buy
items which are far away from them because they have to go there to consume.
Based on the fact, we propose Filter Module to remove those pairs with too long
distance. In detail, in a (user, item) pair, if the distance between the location
of the item and the user is bigger than L, any purchase behaviors will happen
on this pair. We set L = 100 km from experience in this paper.

4.4 Reduced Data

Because the volume of our data set is too large, it will spend unacceptable time
for training process in the machine learning approach. Hence, we use a reduced
data set to solve this problem and keep prediction performance at the same time,
which is showed in Fig. 4.

Instead of using all the (user, item) pairs happened in the one month, we
use pairs show up in the last N days to train and predict. N = 1 means that we
use data in the last day while N = 30 means that we use all data over the whole
one month.

Fig. 4. Definition of the reduced data set
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5 Experiments

5.1 Data Description

The data contains two parts. The first part is the dataset D, the mobile behav-
iors data of users in the set of all items, with the following columns: user id,
item id, behaviors type, user geohash, item category and time. The second
part is the dataset P , the subset of items data, with the following columns:
item id, item geohash and item category. The training data contains the mobile
behaviors data of certain quantity of sampled users (D) from November 18, 2014
to December 18, 2014. The evaluation data is the purchase data of these same
users of the items in P in December 19, 2014. Summary statistics of the data
are listed in Table 1.

Table 1. The statistics of the data set

#table D #table P #user set #total item set #sub item set #category set

5,822,532,780 14,397,493 5,000,000 156,226,243 13,435,163 13,128

5.2 Two Rule-Based Baselines

CartRule is the first strategy of most participants, and we select it as our first
baseline. In detail, CartRule thinks that if a user adds an item into his cart
and doesn’t buy it in that day, it’s likely that he will buy it in the next day. In
addition, we propose CartRuleTime which adds time factor into consideration
based on CartRule. CartRuleTime thinks that if a user adds an item into his
cart and doesn’t buy it after m o’clock (m ∈ {0, 1, ..., 23}) in that day, it’s likely
that he will buy it in the next day. When m is set to 15, the performance is the
best according to our experiments.

5.3 Result

We set N ∈ {1, 2, 3, 4} in the reduced data in this paper and apply three clas-
sifiers: LR (Linear Regression), RF (Random Forest) and GBDT (Gradient
Boosting Decision Tree). Table 2 shows the prediction performance of differ-
ent approachs in this purchase prediction task. N1 LR means that N = 1 and
classifier = LR, N4 GBDT means that N = 4 and classifier = GBDT , oth-
ers could be explained in the same way. CartRuleT ime has little improvement
compared to CartRule because CartRuleT ime takes the time factor into con-
sideration. Those machine learning approachs we proposed have a much better
performance than two rule-based methods, which could proves the effectiveness
of our approachs to some extent. Compare the performance of different classi-
fiers, we could see easily that GBDT is the best choice. With the increase of N ,
the F1 score changes littlely. This phenomenon proves that reduced data could
accelerate the process of machine learning and keeps the performance at the
same time (Table 3).
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Table 2. Performance of different approachs

Approach F1(%) Precision(%) Recall(%)

CartRule 5.5480 4.1824 8.2377

CartRuleTime 5.8007 5.3018 6.4033

N1 LR 6.8985 7.8298 6.1652

N1 RF 8.0064 8.3249 7.7114

N1 GBDT 8.3841 8.2591 8.5129

N2 LR 6.3266 6.5820 6.0902

N2 RF 7.9830 8.5378 7.4959

N2 GBDT 8.4264 8.2036 8.6617

N3 LR 6.5542 7.4360 5.8593

N3 RF 7.9152 8.9481 7.0960

N3 GBDT 8.4719 8.6591 8.2926

N4 LR 6.5015 7.1628 5.9520

N4 RF 7.9152 8.8237 7.1764

N4 GBDT 8.4410 8.4336 8.4485

Table 3. Performance of different features

Approach F1(%) Precision(%) Recall(%)

U+I+C 2.8068 7.3183 1.7364

UI+UC 7.4938 8.2366 6.8740

All 8.4719 8.6591 8.2926

To prove the effectiveness and robustness of feature families explored, we test
a series of combination of feature families on N3 GBDT, which is the best result
mentioned above. U+I+C means we use quality features only and UI+UC means
we use interaction features only. The performance of U+I+C is poorer than
UI+UC, which explains the importance of interaction features. The performance
of All is better than UI+UC, which reflects the supporting role of the quality
features.

6 Conclusion

We present a machine learning approach to solve the purchase prediction task
launched by the Alibaba Group. Five kinds of features are explored to describe
the willingness of users’ purchase desires on items. In particular, we take the time
and spacial factor into consideration. Experimental results prove the effectiveness
of our proposed approach.
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Abstract. Distant supervision is an efficient approach for various tasks,
such as relation extraction. Most of the recent literature on distantly
supervised relation extraction generates labeled data by heuristically
aligning knowledge bases with text corpora and then trains supervised
relation classification models based on statistical learning. However,
extracting long tail relations from the automatically labeled data is still
a challenging problem even in big data. Inspired by explanation-based
learning (EBL), this paper proposes an EBL-based approach to tackle
this problem. The proposed approach can learn relation extraction rules
effectively using unlabeled data. Experiments on the New York Times
corpus demonstrate that our approach outperforms the baseline approach
especially on long tail data.

Keywords: Distant supervision · Explanation-based learning · Relation
extraction

1 Introduction

Relation extraction aims to extract relational facts in unstructured text to popu-
late knowledge bases. Various supervised machine learning approaches have been
developed to explore this task, however, these approaches have limitations due
to lack of labeled data. One of the most promising approaches to address this
problem is based on distant supervision, which employs existing knowledge bases
as the source of supervision. A sentence is heuristically labeled with a relation if
it contains the same entity pair as in a relation instance. Then the heuristically
labeled sentences are employed to train supervised relation classification models
based on statistical learning [4,12,18,20].

Most of the previous work in distant supervision mainly focused on reducing
noise in training data by modeling entity pairs in the text and their relation
labels in graphical models with latent variables [6,15,18]. Upon that, researchers
further improved the performance by adding preprocessing steps [17,19,21] or
c© Springer International Publishing AG 2016
C.-Y. Lin et al. (Eds.): NLPCC-ICCPOL 2016, LNAI 10102, pp. 514–522, 2016.
DOI: 10.1007/978-3-319-50496-4 44
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additional information [8,11,16]. These approaches are effective for data-rich
relations, however, they did not seriously study data-scarce long tail relations.

In fact, long tail relations are important and cannot be ignored. Riedel et al.
[15] observed that there are only a small number of cases in which two related
Freebase entities are mentioned in the same sentence of the New York Times
corpus. By analyzing 480 Freebase relations we find that only 87 relations have
at least one instance whose entities are mentioned in the New York Times corpus.

One of the challenges in dealing with long tails is that very few training
examples can be used to build an effective extractor. To tackle this problem,
we propose an approach to explore long tail data in distantly supervised rela-
tion extraction, which can learn relation extraction rules effectively using unla-
beled data and produce interpretable results. It is inspired by explanation-based
learning (EBL) [13]. Unlike statistical learning, EBL does not limited in the
theoretical bounds of training examples and does well on limited data.

We propose to combine EBL with distant supervision to make EBL workable
with unlabeled data, and improve the quality of distant supervision with the
guidance of the domain theory. Our work makes the following contributions:

• To explore long tail relations, we combine EBL with distant supervision, which
can learn relation extraction rules effectively from unlabeled data under the
supervision of existing knowledge bases.

• Our approach can produce accurate and interpretable results. Experiments
on both long tail and standard data show that our approach outperforms the
baseline approach especially in dealing with long tail relations.

2 Related Work

Distant supervision, also known as knowledge-based weak supervision, was first
introduced by Craven and Kumlien [3] and Mintz et al. [12]. Most of the previous
work focused on the issue of noise in training data generated by distant super-
vision. Riedel et al. [15], Hoffmann et al. [6] and Surdeanu et al. [18] proposed a
series of graphical models to solve the problem. A variety of strategies have been
proposed for correcting wrong labels, e.g., Takamatsu et al. [19], Intxaurrondo
et al. [7], Xu et al. [21], Augenstein et al. [1], and Roller et al. [17].

Recent work has begun to explore additional information to augment the
distantly supervised relation extraction, such as the prior of positive bags [11],
the side information about rare entities [16], the fine-grained entity types [8,10],
the human labeled data [14], the indirect supervision knowledge [5], and the
document structure [2].

Our work is most related to Krause et al. [9]. They proposed a rule-based
relation extraction system to tackle the long tail problem, which learned large
scale grammar-based rules (about 40 k rules per relation) from the Web using
distant supervision. Then they used the information from parallel learning of
multiple relations to filter out invalid rules.

The proposed approach is different from Krause et al. [9] in two-fold. (1) We
can learn generalized rules from unlabeled data based on domain theory, and
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the number of learnt rules for each relation can be greatly reduced (about 400
rules per relation). (2) We can leverage domain theory to avoid invalid rules.

3 Problem Definition

The definition of the EBL-based distantly supervised relation extraction problem
involves specifying three kinds of information.

The text corpus S contains a set of sentences that each sentence contains at
least two entities. S is divided into training set and testing set.

The relation instances I are initially extracted from the given knowledge
bases. In this paper, we restrict our attention to binary relations, i.e., relations
that involve two entities.

The domain theory T includes two parts. One is a set of pre-defined relation
extraction rules that explain why sentences are members of the relations. The
rules are mainly entity type constraints of the relations which can be obtained
from the schema of the knowledge bases. The other is a set of relation keywords,
denoted as K, which is a set of words that semantically represent the relations,
and defines the multiple-to-multiple correspondence from words to relations.

Our task is to first build an extractor based on the training data, and then
apply the extractor to the testing data to output a set of relation instances.

4 Rule Learning Using EBL-Based Distant Supervision

We first detail the algorithm DistantEBL, short for EBL-based distantly super-
vised relation extraction. Then introduce the extraction of relation keywords.

4.1 Algorithm DistantEBL

As shown in Algorithm 1, DistantEBL consists of four main steps, i.e., extract
uncovered relation instances, explain, verify and analyze.

Step 1 (extract uncovered relation instances, lines 3–6): This step
obtains relation instances that cannot be covered by current rules for the
given sentence. For each sentence s in Strain, we first employ function
ExtractRelations(s, T ,R) to extract all relation instances that can be
deduced from s, denoted as As (lines 3–4). Then for each relation instance
r(e1, e2) in I, r(e1, e2) is inserted into Is if the entities e1 and e2 appear in
s (line 5). All the relation instances in As are covered by current rules in R.
We learn new rules from the remaining uncovered relation instance set, i.e.,
I ′
s = Is − As (line 6).

Step 2 (explain, line 7–8): This step generates candidate explanations based
on the supervision of the uncovered relation instances. Let G = (N , E) be the
dependency graph of a sentence, where N is the node set containing words and
named entities, E is the edge set containing dependency relations between nodes.
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Algorithm 1. DistantEBL(Strain, T , I)
input: Strain, a set of sentences for training; T , domain theory, i.e., pre-defined rules

and relation keywords for each relation; I, a set of relation instances in the given
knowledge base.

output: R, a set of syntactic extraction rules learned from the training data.
1: R ← {} // initialize an empty rule set R
2: for each sentence s ∈ Strain do
3: As ← ExtractRelations(s, T ,R)
4: Is ← {r(e1, e2)|r(e1, e2) ∈ I, and sentence s mentions the entities e1, e2}
5: I′

s ← Is − As

6: if I′
s �= ∅ then

7: L+
s ← Explain(s, I′

s)
8: Ls ← Verify(L+

s , T )
9: Rs ← Analyze(Ls)

10: R ← R ∪ Rs

11: end if
12: end for
13: return R

Let N e be the entity set and N k be the relation keyword set, an explanation is
an induced subgraph G[N e∪N k] of G, which contains the nodes in N e∪N k and
the edges connecting them. By choosing different sets of entities and keywords,
we can generate a set of candidate explanations. If there is at least one instance
in I ′

s, i.e., I ′
s �= ∅ (line 7), the function Explain(s, I ′

s) generates a set E+
s of

candidate explanations from s and I ′
s (line 8).

Step 3 (verify, line 9): This step verifies the candidate explanations. Given a set
L+
s of candidate explanations and domain theory T , the function Verify(L+

s , T )
selects a set Ls of explanations from L+

s that can satisfy T . An explanation l is
said to satisfy T if it satisfies the following constraints: (1) entity types in l agree
with those defined in T , (2) POS tags of keywords in l agree with those defined in
T , (3) keywords in l correspond to at least one relation in T .

Step 4 (analyze, lines 10–14): This step analyzes the verified explanations to
construct syntactic extraction rules. Given the set Ls of verified explanations, the
function Analyze(Ls) first generalizes the explanations in Ls, then constructs a
set Rs of syntactic extraction rules from the generalized explanations (line 10).
An explanation can be generalized by substituting the nodes and edges in its
induced subgraph with more general categories when necessary. The new rules
are then added into R, i.e., R = R ∪ Rs (line 11). The algorithm continues
until all the sentences in Strain are processed, the set R contains all syntactic
extraction rules learnt from Strain (lines 12–14).

4.2 Relation Keyword Extraction

We first collect a small set of seed keywords for each relation, and each keyword is
assigned to at least one relation manually. The quantity of seed relation keywords
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is expanded after rule-based keyword extraction. However, there may be errors in
the expanded set. We propose to filter the expanded keywords using pre-trained
word vectors based on cosine similarities. In this work, word vectors are trained
on New York Times corpus using word2vec1, a threshold is used to filter unlikely
relation keywords.

5 Experiments

We evaluate the proposed approach on both long tail data and standard data
using two tasks. (1) Sentential extraction is the task to label each sentence by the
relation it expresses, or by a None label if it does not express any. (2) Aggregate
extraction is the task to extract a set of relation instances from text corpus, such
that each extracted relation instance is expressed at least once in the corpus.

We compare the proposed approach with MultiR, which was introduced by
Hoffmann et al. [6]. It uses the perceptron algorithm for learning and a greedy
search algorithm for inference. We implemented this model using the publicly
available code provided by the authors2.

5.1 Data Generation

We use the same approach as Riedel et al. [15] to generate data for distant super-
vision. The New York Times corpus and Freebase are used in our experiments.
Stanford CoreNLP3 is used for POS tagging, NER and dependency parsing.

Standard Data. Ten most frequent relations of four domains (i.e., People,
Organization, Location and Business) from the latest version of Freebase4 are
studied, they are also used in [6]. Relation instances are divided into two parts,
the set Itrain is for training, and the set Itest is for testing. The New York
Times corpus is also divided into two parts, the set Strain is for training, which is
extracted from the years 2005–2006, the set Stest is for testing, which is extracted
from the year 2007. There are 7,731,008 relation instances in Itest and 1,446,367
sentences in Stest. These datasets are regarded as standard data.

Long Tail Data. Long tail training sets are constructed based on Strain and
ten most frequent relations in Freebase. We restrict that the training set uses at
most n instances for each of the ten relations and n sentences for each instance.
In our experiments, we choose two small numbers, i.e., n = 10 and n = 50 to
generate two simulated long tail training sets Strain

10 and Strain
50 .

1 https://code.google.com/archive/p/word2vec/.
2 www.cs.washington.edu/ai/raphaelh/mr/.
3 http://stanfordnlp.github.io/CoreNLP/.
4 The selected domains are not the same as in [15] due to different versions of Freebase.

https://code.google.com/archive/p/word2vec/
www.cs.washington.edu/ai/raphaelh/mr/
http://stanfordnlp.github.io/CoreNLP/
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Fig. 1. Precision and recall curves of MultiR and DistantEBL on the simulated long
tail data in the (a) sentential extraction task, and (b) aggregate extraction task. LM10

(LM50) means that the approach uses Strain
10 (Strain

50 ) for training.

5.2 Evaluation on Long Tail Data

We evaluate both sentential extraction task and aggregate extraction task on the
on long tail data. For sentential extraction task, we first learn relation extraction
rules from Strain

10 (Strain
50 ) under the supervision of Itrain, and then evaluate the

learnt rules on the set Stest
1000, which contains about 1000 sentences that were

manually annotated by Hoffmann et al. [6]. For aggregate extraction task, we
learn relation extraction rules on the same setting as in the sentential extraction
task, and evaluate on the set Itest.

Figure 1 shows the precision and recall curves of MultiR and DistantEBL
on the simulated long tail data. We can see that our approach significantly
outperforms MultiR in both sentential and aggregate extraction tasks. Specifi-
cally, in sub-figures (a) and (b), DistantEBL-LM10 (DistantEBL-LM50) achieves
higher precision over most ranges of recall than MultiR-LM10 (MultiR-LM50),
and DistantEBL-LM50 is also better than DistantEBL-LM10. LMn means that
the approach uses Strain

n for training. The results further prove that DistantEBL
is promising in tackling the long tail relations in Freebase.

5.3 Evaluation on Standard Data

For both sentential and aggregate extraction tasks, we learn relation extraction
rules from Strain under the supervision of Itrain. For sentential extraction task,
we evaluate using Stest

1000. For aggregate extraction task, we evaluate using Itest.
Two sets of relation keywords are used in DistantEBL to train the rule learner,
i.e., DistantEBL-E used the expanded keywords obtained using keyword extrac-
tion rules, and DistantEBL-S used the keywords selected from the expanded set
based on word vector similarities (see Sect. 4.2).
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Fig. 2. Precision and recall curves of MultiR and DistantEBL on standard data in
the (a) sentential extraction task, and (b) aggregate extraction task. DistantEBL-E
(DistantEBL-S) means that DistantEBL uses expanded (selected) relation keywords
for training.

We observe from Fig. 2 that our approach extends the highest recall, thus
reaches better final F1-score than the baseline approach. Figure 2(a) shows the
precision and recall curves in the sentential extraction task on the standard
data. DistantEBL models (i.e., DistantEBL-E and DistantEBL-S) achieve com-
petitive overall results compared with MultiR. The precisions of DistantEBL
are higher than MultiR before the recalls reach 0.12. According to the overall
curves, DistantEBL models achieve higher recall than MultiR. DistantEBL-S
reaches higher precision than DistantEBL-E. Figure 2(b) shows the precision
and recall curves in the aggregate extraction task on the standard data. Dis-
tantEBL models achieve better performance than MultiR. When the recalls are
lower than 0.08, the precisions of two DistantEBL models are higher than 0.9
and also higher than MultiR. However, the precisions of DistantEBL models are
lower than MultiR when the recalls are higher than 0.11. According to the over-
all curves, DistantEBL models achieve higher recalls than MultiR. DistantEBL
achieves higher precision when using selected keywords and higher recall when
using expanded keywords.

6 Conclusion

In this paper, we proposed the algorithm DistantEBL to explore the long tail
problem in distantly supervised relation extraction. DistantEBL combines EBL
with distant supervision, which enables the algorithm to learn relation extrac-
tion rules effectively from long tail data. DistantEBL can produce accurate and
interpretable predictions on two tasks of relation extraction. Experiments on the
New York Times corpus demonstrate that our approach outperforms the base-
line approach especially on long tail data. In future work, we plan to explore
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other approaches to generate relation keywords and approaches to select accu-
rate extraction rules from the learnt rule set.
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Abstract. In recent years, adverse drug reactions have drawn more and more
attention from the public, which may lead to great damage to the public health
and cause massive economic losses to our society. As a result, it becomes a great
challenge to detect the potential adverse drug reactions before and after putting
drugs into the market. With the development of the Internet, health-related social
networks have accumulated large amounts of users’ comments on drugs, which
may contribute to detect the adverse drug reactions. To this end, we propose a
novel framework to detect potential adverse drug reactions based on health-
related social networks. In our framework, we first extract mentions of diseases
and adverse drug reactions from users’ comments using conditional random
fields with different levels of features, and then filter the indications of drugs and
known adverse drug reactions by external biomedical resources to obtain the
potential adverse drug reactions. On the basis, we propose a modified Skip-gram
model to discover associated proteins of potential adverse drug reactions, which
will facilitate the biomedical experts to determine the authenticity of the
potential adverse reactions. Extensive experiments based on DailyStrength show
that our framework is effective for detecting potential adverse drug reactions
from users’ comments.

Keywords: Adverse drug reactions � Health-related social network � ADRs

1 Introduction

Adverse drug reactions (ADRs) have drawn more and more attention from the public,
which may not only lead to serious physical injuries, but also cause great economic
losses. It is estimated that each year about 2 million patients in the United States
experience serious ADRs by using marketed drugs, resulting in more than 100,000
deaths. ADRs are considered to be the fourth leading cause of death [1], and about
$136 billion is spent on treating ADRs in the United State every year [2]. Therefore,
research on detecting adverse drug reactions has been studies for years. For example,
Rahmani et al. [3] proposed a novel network-based approach to predict the ADRs by
modeling the interactions among different drugs. Casillas et al. [4] present a hybrid
system utilizing a self-developed morpho-syntactic and semantic analyzer for medical
texts in Spanish. These studies detect ADRs mainly based on extracting drug-drug
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interactions or drug reaction events from existing literatures. However, it remains a
great challenge to automatically detect potential ADRs, which have not been verified.

In recent years, health-related social networks have attracted much attention from
the public, which accumulate large amounts of users’ comments about drugs. These
comments contain a great deal of information related to potential ADRs. To capture the
information, Leaman et al. [2] use dictionary-based method to recognize the mentions
of ADRs, and achieve promising results, which is one of the earliest researches to mine
the relationships between drugs and adverse reactions from health-related social net-
works. Dai et al. [5] focus on the recognition of ADRs from twitter in terms of feature
engineering by extracting various features and examining the performance of different
combinations of features. Since tweets are short texts and contain many colloquial
expressions, there exist lots of noises in the corpus, producing negative impact on their
results. To deal with the problem, Yates and Goharian [6] annotate 2500 pieces of
users’ comments on five drugs on breast cancer to find the patterns of the mentions of
ADRs in social networks. These studies show that comments on social networks are
potentially useful for detecting ADRs.

In this paper, we propose a novel framework to detect potential ADRs from
health-related social networks. In the framework, we adopt the conditional random
fields with different combinations of features to recognize the mentions of diseases and
ADRs. After that, we filter the indications of drugs and known ADRs to obtain the
potential ADRs. On the basis, we also seek to find the associated proteins for the
potential ADRs, which can link the drugs to the potential adverse reactions, and give
adequate evidence for ADR verifications.

2 Detecting Potential ADRs on Health-Related Social
Networks

Our framework is designed to detect potential adverse drug reactions from
health-related social networks, and discover the associated proteins on ADRs to pro-
vide the most likely evidence chains for practitioners to verify the ADRs. Overall, there
are three modules in our framework, including the data acquisition module, potential
ADRs detecting module and the associated protein recognition modules. We will
introduce each module in details in the following subsections.

2.1 Data Acquisition Module

To obtain the data from the DailyStrength, we use Scrapy (http://scrapy.org/) program
to crawl the comments of drug takers. Scrapy, implemented in Python, is an open
source and collaborative framework for acquiring the data from the Internet. We obtain
the comments mainly on the boards of drugs with most posts for further processing.
After obtaining the drug posts, we preprocess the data by removing special characters
and noisy posts with only a few words. It should be noted that since our method is
general, it can also be applied for other health-related social networks, such as Med-
Help or Ask a Patient.
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2.2 Potential ADRs Detecting Module

There are three steps in detecting potential ADRs based on the users’ comments,
including named entity recognition for disease and ADRs, filtering the indications and
filtering the known ADRs. We introduce the steps in details as follows.

As the first step, we recognize named entities for diseases and ADRs. Users’
comments from health-related social network contain both ADR names and disease
names, we recognize both names in the phase of named entity recognition.

We take the problem of extracting the names from users’ comments as a sequence
labeling problem, solved using conditional random field (CRF) model. To apply the
CRF model for extracting names of diseases and ADRs, we first define some features to
discriminate the mentions of drugs and diseases from other elements. Overall, we
define two kinds of features, word-level features and dictionary-based features.

For word-level features, we define three features, the original word feature (OW),
the stemmed word feature (SW) and part-of-speech word feature (POS). We use
Stanford POS Tagger [7] to generate the POS for words. For dictionary-based features,
we extract domain-specific features to improve the performance of CRF by selecting
the indications and ADRs to generate a disease and ADR name dictionary from SIDER
[8], which is a standard drug adverse reactions database. We define four features in this
set, namely SIDER-based feature (SF), first-word feature (FF), last-word feature
(LF) and single-word feature (SinF). SIDER-based feature can be extracted based on
whether a word exists in the disease and ADR name dictionary SIDER. First-word
feature measures whether a word is at the first position of some disease names or ADR
names in the dictionary. Last-word feature measures whether a word is at the last
position of names in the dictionary. Single-word feature is determined by considering
whether a word is a disease name or ADR name. We train CRF model with all the
defined features to extract the mentions of disease names and ADR names.

As the second step, we filter drug indications. In users’ comments, there exists a
mixture of adverse reactions and drug indications. Indications refer to the corre-
sponding symptoms of disease a drug treats, which would be of less use for detecting
the potential ADRs. Therefore, we seek to filter indications of drugs. Since the users’
comments are organized by drug names from DailyStrength, we can easily learn which
drug some users’ comments belong to, and use external resources to filter the
indications.

To find the indications of drugs, we resort to the DrugBank [9] database and the
Semantic MEDLINE database (SemMedDB) [10] to filter the indications. We first
adopt DrugBank to obtain indications with respect to certain drugs, and then use
SemMedDB to filter other indications. SemMedDB contains a large amounts of triples
in the style of (subject, predicate, object) extracted from MEDLINE by SemRep [11], a
semantic interpreter of biomedical text. If a triple <drug_i, TREATS, symptom_j> exists
in the SemMedDB, we know symptom_j is one indication of drug_i.

As the third step, we filter known ADRs. After filtering the indications, we obtain
the mentions of ADRs, some of which have been recorded in official instructions. We
take the recorded ADRs as known ADRs. We filter the known ADRs using SIDER
database, which is an official released adverse drug reaction database.
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2.3 Associated Protein Recognition Modules

In the field of clinical medicine, verifying ADRs require much time and efforts by large
amounts of clinical trials and observations. Therefore, to facilitate the verifications, we
adopt text mining techniques to discover the associated proteins, which refer to the
effected proteins by taking a certain drug, and may cause some adverse reactions.
Generally, associated protein can be taken as an evidence of adverse drug reactions,
and provide much help for medical experts to verify the potential ADRs.

To recognize associated proteins, we propose a modified Skip-gram model to
generate distributed representations of drugs, proteins and potential ADRs, and mea-
suring the similarity degrees among them. The Skip-gram model is proposed by Google
[12, 13], which generates distributed representations for words in the training corpus,
capturing the syntactic and semantic relationships among them [13].

We use citations in MEDLINE with annotated Medical Subject Headings (MeSH)
terms to train the distributed representations. The MeSH terms can reflect the topics of
each article, and the co-occurrences of the MeSH terms in one article indicate the
correlations among the entities. Therefore, we train the Skip-gram model based on the
MeSH term sets of the articles about certain drugs. Since the original Skip-gram model
is trained on corpus using slide windows and the MeSH term sets are out-of-order, we
modify the Skip-gram model by transforming the sliding window to document win-
dow, taking every MeSH term as a single word.

After generating distributed vectors for every MeSH term, we define the association
function for each triple of the drug, one associated protein and one potential ADR (d, p,
a) as follow.

f ðd; p; aÞ ¼ simðd; pÞþ simðp; aÞ
1þ simðd; pÞ � simðp; aÞj j ð1Þ

where d is the drug, a is one potential adverse reaction, p is associated protein. sim(x,
y) measures the similarity between entity x and entity y. intuitively, if sim(d, p) + sim
(p, a) is larger, the protein p is more likely to be the associated protein between drug
d and the potential ADR a. To avoid that sim(d, p) or sim(p, a) is too large to impact the
result, we normalize the function using the smoothing factor as the denominator of
Eq. (1). The function f can be used to measure the association degree among the items
in the triple (d, p, a). For all the potential ADRs of the drug d, we sort the associated
proteins based on the association function f(d, p, a) and take the top-k proteins as the
final associated proteins.

3 Experiments and Result Analysis

3.1 Datasets

In our experiments, we crawl users’ comments before June 2, 2014 from health-related
social network DailyStrength with respect to 50 most focused drugs. There are totally
600,237 pieces of comments in 1075 health-related topics. We also use the annotated
MeSH sets of article citations on certain drugs, containing more than 22 million

526 B. Xu et al.



MEDLINE citations before the year of 2013 and extract the MeSH sets from them as
the train data for training the modified Skip-gram model. We set the dimension of the
vectors to be 100 for relatively good performance. We conduct three groups of
experiments to evaluate the performance of our framework. The first experiment is
conducted to examine the performance of CRF based named entity recognition with
different subsets of features. The second experiment is designed to verify the detected
ADRs based on the literatures. The third experiment is to find the associated proteins
with respect the potential ADRs.

3.2 Performance on Recognizing Mentions of Diseases and ADRs

To train the CRF model for recognizing names of diseases and ADRs, we annotated
2000 pieces of users’ comments in our experiments. For every combination of features,
we evaluate the performance of the CRF model on accuracy, recall and F1 scores using
10-fold cross evaluation. Table 1 shows the results for CRF with different feature
combinations. Compared with the original word features, the set with all of the defined
features achieves the best performance, which achieves the best F1 score 83%, while
the F1 score is 82% when using only the word-level feature set. The performance is
improved by adding the dictionary-based feature set.

3.3 Performance on Potential ADRs Detection

In this section, we take three drugs as examples to compare the detected top-10 ADRs
by our method with those by Leaman’s Method [2] in Table 2. In the table, “-” stands
for the indication of drugs, “+” stands for the known ADRs and “*” stands for the
potential ADRs. The Sim. scores measure the confidence degree to verify the potential
ADRs with respect to the corresponding drug by each method. From the table, we can
find that the detected ADRs by these two methods are highly correlated, which indi-
cates our method is as effective as the state-of-the-art work.

On this basis, we filter the indications and ADRs using some domain-specific
resources. We totally extract 993 item mentions, 231 of which can be verified as
indications using semantic MEDLINE and 34 of which can be verified as indications
using DrugBank. For the recognized potential ADRs, 240 of which can be verified
using the SIDER database and 488 of which can be taken as potential ADRs. From the

Table 1. Performance on recognizing mentions by the CRF model

Feature combinations Recall Accuracy F1

SW + POS 0.76 0.87 0.81
OW + POS 0.74 0.88 0.80
OW + POS + SW 0.76 0.88 0.82
OW + POS + SW + SF 0.77 0.88 0.82
OW + POS + SW + SF + FF 0.77 0.87 0.82
OW + POS + SW + SF + FF + LF 0.77 0.87 0.82
ALL 0.78 0.87 0.83
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table, we also find that drug takers are likely to comment on the ADRs not presented in
the instructions. That is to say, if the drug instruction already tells that the drug may
cause some kinds of ADRs, the takers would consider the presented ADRs as normal
reactions before taking the drug. Otherwise, the drug takers tend to resort to the
health-related social network for help.

After the extraction, we filter the indications and known ADRs. In the known
ADRs, 71 of them can be verified by Semantic MEDLINE, which have not been
recorded in SIDER.

3.4 Associated Proteins for Potential ADRs

We consider ADRs not existed in the SIDER and without evidences from semantic
MEDLINE as potential ADRs, and attempt to find associated proteins using the

Table 2. Comparison with Leaman’s results

Drug names Leaman’s results [2] Our results
Mentions Sim. Mentions Sim.

Carbamazepine somnolence or fatigue
allergy
weight gain
rash
depression
dizziness
tremor/spasm
headache
appetite increased
nausea

12.3%
5.2%
4.1%
3.5%
3.2%
2.4%
1.7%
1.7%
1.5%
1.5%

seizures-
not as effective*
pain-
rash-
sleepy*
effect increased*
weight gain abnormal*
dizziness+
headache-
nausea+

29.6%
23.8%
17.0%
10.2%
4.4%
3.9%
3.2%
2.7%
2.7%
2.7%

Trazodone somnolence or fatigue
nightmares
insomnia
addiction
headache
depression
hangover
anxiety attack
panic reaction
dizziness

48.2%
4.6%
2.7%
1.7%
1.6%
1.3%
1.2%
1.2%
1.1%
0.9%

insomnia-
anxiety*
not as effective*
wakefulness*
sleepy*
nightmare-
hangover effect*
feeling high*
drowsiness-
headache+

18.1%
12.8%
10.9%
10.4%
7.6%
7.3%
4.8%
4.4%
3.9%
3.4%

Ziprasidone somnolence or fatigue
dyskinesia
mania
anxiety attack
weight gain
depression
allergic reaction
dizziness
panic reaction

20.3%
6.0%
3.7%
3.5%
3.2%
2.4%
1.9%
1.2%
1.2%

not as effective*
sleepy*
anxiety+
mania-
weight gain abnormal*
hallucination*
suicide*
feeling high*
effect increased*

33.7%
15.2%
9.6%
6.3%
4.5%
4.3%
3.9%
2.9%
2.5%
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distributed entity representations. We list the associated proteins between trazodone
and anxiety in Table 3, and try to verify their association from existing literatures.
From Gingrich’s work [14], we can find that serotonin receptors are related to anxiety.
Goldman et al. [15] indicate serotonin transporter is related to anxiety. As a special
serotonin transporter, we can infer that serotonin plasma membrane transport proteins
are related to anxiety. Shishkina et al. [16] indicate that adrenergic receptors are related
to anxiety. On the other hand, trazodone is an antidepressant of the serotonin antagonist
and reuptake inhibitor class and it has the alpha-adrenergic blocking property. So in the
five detected associated proteins, we can obtain three triples, <trazodone, serotonin
receptors, anxiety>, <trazodone, serotonin plasma membrane transport proteins,
anxiety> and <trazodone, adrenergic receptors, anxiety>, which will help the
biomedical experts determine the relationships between trazodone and anxiety.

4 Conclusion and Future Work

In this paper, we propose a novel framework to detect potential adverse drug reactions
from health-related social networks. In the framework, we first extract mentions of
diseases and ADRs using CRF with different features. Then, we filter indications of
drugs and known ADRs with the help of biomedical databases, including SIDER,
DrugBank and Semantic MEDLINE, to obtain the potential ADRs. Finally, to facilitate
verifications of potential ADRs, we propose a modified Skip-gram model to discover
the associated proteins between a certain drug and its corresponding potential ADRs by
generating distributed representations of biomedical entities. Experimental results show
the effectiveness of our framework to detect the potential ADRs from social network
DailyStrength. In our future work, we will attempt to generate representations for other
biomedical entities, not limited to MeSH, and develop other effective method to find
associations for potential ADRs beyond associated proteins.
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Table 3. The associated proteins of trazodone and anxiety

Associated proteins f(d,p,a)

receptors, serotonin 0.83
5-hydroxytryptophan 0.76
serotonin plasma membrane transport proteins 0.75
receptors, adrenergic 0.75
receptor, serotonin, 5-ht1a 0.74
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Abstract. Since Chinese dependency parsing is lack of a large amount of
manually annotated dependency treebank. Some unsupervised methods of using
large-scale unannotated data are proposed and inevitably introduce too much
noise from automatic annotation. In order to solve this problem, this paper
proposes an approach of iteratively integrating unsupervised features for training
Chinese dependency parsing model. Considering that more errors occurred in
parsing longer sentences, this paper divide raw data according to sentence length
and then iteratively train model. The model trained on shorter sentences will be
used in the next iteration to analyze longer sentences. This paper adopts a
character-based dependency model for joint word segmentation, POS tagging
and dependency parsing in Chinese. The advantage of the joint model is that one
task can be promoted by other tasks during processing by exploring the avail-
able internal results from the other tasks. The higher accuracy of the three tasks
on shorter sentences can bring about higher accuracy of the whole model. This
paper verified the proposed approach on the Penn Chinese Treebank and two
raw corpora. The experimental results show that F1-scores of the three tasks
were improved at each iteration, and F1-score of the dependency parsing was
increased by 0.33%, compared with the conventional method.

Keywords: Chinese dependency parsing � Iteration � Unsupervised learning �
Joint model

1 Introduction

Dependency parsing, which attempts to build dependency arcs between words in a
sentence, is widely used in Machine Translation and automatic question answering
system. Many methods of Chinese dependency parsing are proposed recently. Whether
graph-based method [1, 2] or transition-based method [3, 4] are belong to supervised
learning method, therefore, the model accuracy is limited by the scale and quality of the
manual annotated treebank. Due to the difficulty of manual annotation of dependency
treebank, there are almost no large-scale Chinese dependency treebank, and most of the
dependency treebank used in research are automatically converted from the phrase
treebank. On the other hand, large-scale raw corpus are relatively easy to obtain, and
many researchers have proposed some unsupervised learning methods [5–9] using raw
corpus to improve the accuracy of dependency parsing.
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Unsupervised learning methods usually extract the feature from the results of auto-
matic annotation [8, 10]. The main problem is that the errors in automatic annotation
resulted in a large amount of noise in the feature extraction. There are less errors in the
short sentences than the long sentences owning to the simple structure. Conventional
methods do not pay attention to this difference and use the raw corpus without any
discrimination on sentence length. Considering the less errors in automatic annotation for
short sentences, we propose an approach of iteratively exploring unsupervised features
for training Chinese dependency parsingmodel.We prefer to use shorter sentences of raw
data to train model firstly, and then the trained model will be used in the next iteration to
analyze longer sentences. Particularly, we adopt a character-based dependencymodel for
joint word segmentation, POS tagging and dependency parsing in Chinese. The advan-
tage of the joint model is that one task can be promoted by other tasks during processing
by exploring the available internal results from the other tasks. The higher accuracy of
each task on short sentences can bring about higher accuracy of the whole model.

2 Previous Work

There are usually two ways using raw corpus in unsupervised learning method. The
one is to directly use the automatic annotation as training data. Zhu [5] applied a
high-accuracy parser (such as the Berkeley parser) to automatically analyze raw corpus,
and then the new annotated treebank was applied as additional training data to build a
shift-reduce parser.

Another one is to extract statistical features from raw corpus. Zhou exploited the
feature of web-data to improve the supervised statistical dependency parsing [6]. Chen
extracted the short dependency relations from the results of automatic annotation, and
then map to different categories based on their frequency. Finally, they train the
dependency parser by using the information as features [7]. Chen calculated the scores
of dependency language model from the results of automatic annotation, and then map
the scores to different categories, and integrate them in the decoding algorithm directly
using beam-search [9].

Although the two ways improved the accuracy of the dependency parsing by
large-scale raw corpus, lots of noise from automatic annotation remained because of
long sentences. In this paper, we focus on the more effective unsupervised learning
method by preferring the short sentences.

3 Joint Word Segmentation, POS Tagging and Dependency
Parsing Model

In this paper, we adopt the shift-reduce frame, combine the three task, word seg-
mentation, POS tagging and dependency parsing, into a joint model [10–13]. We use
the online perceptron algorithm with early-update [14] for global learning and beam
search algorithm for decoding [15]. The advantage of the joint model is that one task
can be promoted by other tasks during processing by exploring the available internal
results from the other tasks.
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3.1 Character-Based Joint Model

Word-based dependency tree is for build dependency arcs between words in a sentence.
Because a sentence can be divided into different numbers of words in word segmen-
tation, the number of dependency arc is also different. Character-based dependency tree
is for build dependency arcs between characters in a sentence. For a sentence with L
characters, the number of dependency arcs is N-1 for character-based dependency tree.

The analysis of a sentence is divided into several transition actions in shift-reduce
joint model. In order to improve the search efficiency, for candidate results with the
same number of transition actions, we only keep the top N results. Therefore, the model
requires the candidate with the same number of transition actions is comparable, which
requires all candidate results just experience the same number of transition actions from
the initial state to the ending state. Thus, character-based dependency tree meets the
requirements. Zhang [10] manually annotate the structures of words that occur in
CTB5. We transform the word-based dependency tree into the character-based
dependency tree by this way.

In a shift-reduce parser, an input sentence is processed in a linear left-to-right pass,
and the output is constructed by a state-transition process. Every transition state
includes a stack and a queue, where stack contains a sequence of partially-parsed
dependency trees, and the queue consists of unprocessed input characters. There are
two transition actions, shift and reduce, in word-based joint model. In this paper, we
adjust the two transition actions in character-based joint model. The shift action is
divided into four types, which are shift_S (the character is a single word), shift_B (the
character is the first character of a word), shift_M (the character is the middle character
of a word) and shirt_E (the character is the tail character of a word). The reduce action
is divided into two types, which are the construction of inter-word dependency arc and
intra-word dependency arc. Based on the above transfer strategy, a sentence with L
characters requires 2L-1 transition actions from the initial state to the terminal state. In
this paper, we use the same feature template with Guo [12] and Zhang [13].

3.2 Unsupervised Feature Using in Joint Model

In this paper, we extract two kinds of unsupervised feature, 2-gram string feature [16]
and 2-gram dependency subtree feature [8], from large-scale raw corpus.

2-gram string feature is added to the joint model in the following way. In a
sentence, each character ci is labeled with a tag ti after automatically word segmen-
tation. In other word, the output of automatically word segmentation is a sequence
fðci; tiÞgLi¼1, L is the length of the sentence. Then, we can extract all two consecutive
characters and its label ðg, segÞ from the segmented data, g is ciciþ 1, and seg is titiþ 1.
Next, we can extract a list of fg, seg, f(g, seg)g from the segmented data. Here,
f(g, seg) is the frequency of the cases where 2-gram g is segmented with the seg-
mentation profile seg. In order to alleviate the sparseness of the data, we group all the
ðg, segÞ into three sets: high-frequency(HF), middle-frequency(MF), and
low-frequency(LF). The grouping way are defined as follows: if the f(g, seg) is one of
the top 10% of all the f(g, seg), the label of ðg, segÞ is represented as HF; if it is
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between top 10% and 30%, it is represented as MF, otherwise it is represented as LF.
Finally 2-gram fg; seg; labelg lists are produced. When transition actions for word
segmentation and POS tagging are being formed, we extract the 2-gram string about the
character and get label from the fg; seg; labelg lists. We combine the 2-gram string and
the label as the 2-gram string feature of the character.

2-gram dependency subtree feature is added to the joint model in the following
way. We extract subtrees containing two words from the automatically parsed
dependency trees express as st ¼ w1 w2 R/L. Here, w1 and w2 are words, and the
order of w1 and w2 corresponds to the sequence of them in the original sentence, R and
L is right dependency arc and left dependency arc respectively. Then, we can extract a
list of st; f stð Þð Þf g from the parsed data. Here, f stð Þ is the frequency of st appeared in
the whole corpus. Next, we group all the f stð Þ into three sets: high-frequency(HF),
middle-frequency(MF), and low-frequency(LF). The grouping way is same with the
previous paragraph. Finally we get the subtree lists st; labelf g. When we judge whether
the top two nodes S1 and S0 on stack have dependency relationship, we get labels for
all kinds of subtree between S1 and S0 as features using the subtree lists.

4 Iterative Exploring of Unsupervised Features for Chinese
Dependency Parsing

In word segmentation, POS tagging and dependency parsing joint model, we propose a
more effective unsupervised learning method in which the shorter sentences of raw
corpus are preferred and iterative training is conducted. In this way, less noise will be
introduced in the feature extraction. At first, we investigate the relationship between the
accuracy of the dependency parsing and the length of sentences.

4.1 Preliminary Investigation

Given the sentence of length L, the number of possible dependency tree can be cal-
culated by the following formula (1) [17].

1
L 2ðL�1ÞCðL�1Þ ð1Þ

The number of possible dependency trees grows rapidly as the length becomes
larger. The longer the sentence, the higher the complexity of the dependency parsing.
The accuracy will be decreased unavoidably.

We conducted the following preliminary experiment related to the sentence length.
First, we trained a joint model using CTB5 and then conducted a closed test. We
calculated the average F1-score on different sentence length for word segmentation,
POS tagging and dependency parsing. The average numbers of sentences of different
length are about 200. The longest sentence consists of 418 characters and 240 words.
The relationship between the length of sentence and F1-score of the three tasks on the
sentences is shown in Fig. 1. From Fig. 1, we can see that with the increase of the
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length of sentence, the F1-score of the three tasks got decreased. Particularly, the
decrease on the accuracy of dependency parsing is obvious. In POS tagging, F1-score
at sentence length of 11 and 17 have greatly decreased. This is because that the word
“新华社” appears several times, but is annotated POS with “NN” here and “NR” there.

The investigation result further prove the above expectation we obtained based on
the formula (1) and provide the support for our proposed method.

4.2 Iterative Exploring of Unsupervised Feature

We propose an approach of iterative exploring of unsupervised features for training
Chinese dependency parsing model. The framework is shown in Fig. 2.

0.95 
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6 9 12 15 18 21 24 27 30 33 36 39 42 45 48 51 54 57 60F1
-s
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Statistics of data
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Fig. 1. The relationship between the sentence length and F1-score on the three tasks

Fig. 2. Framework of iterative training of dependency parsing
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The steps of iterative training model are as follows:

I. Obtain the initial dependency parser Parser0 by using annotated treebank, set
current parser Parser = Parser0, start iteration.

II. Extract shorter sentences from raw corpus.
III. Use the current parser to analyze the shorter sentences and extract unsupervised

feature according to the method of the 2.2 section.
IV. Re-train the model using the unsupervised feature and replace the current parser

with the new parser, jump to II.

In Fig. 2, the process of II, III and IV are shown in one box to emphasize the
iterative updating of model based on unsupervised feature.

Owning to using shorter sentences of raw corpus, the higher accuracy of automatic
annotation of three tasks, word segmentation, POS tagging and dependency parsing,
are expected to obtain. Since in the adopted joint model, one task can be promoted by
exploring the available internal results from the other tasks during processing, the
higher accuracy of three tasks on short sentences can bring about higher accuracy to the
whole model. As a result, the higher accuracy of automatic annotation will be achieved.

5 Experiments

5.1 Experimental Settings

We use Chinese Tree Bank (CTB5) as annotated corpus, and it was separated into
several parts: Training data set (chapter: 1–270, 400–931 and 1001–1151), develop-
ment data set (chapter: 301–325) and test data set (chapter 271–300) [10]. As the names
described, training data used for training joint model, development data was used for
tuning parameters, and test data used for evaluation. We adopted Penn2Malt to transfer
phrase structure tree to dependency tree. The People’s Daily corpus (the first half of
1998 year) and Sogou Web News corpus were regard as large-scale raw corpus, which
the People’s Daily corpus belongs to a more standardized corpus. Statistics of datasets
are shown in Table 1.

In order to compare the accuracy in each iteration, and compare with the con-
ventional method. The experimental setting is as follow, we have four experiments on
The People’s Daily corpus and Sogou Web News corpus respectively. (1) We extract
the sentences with length of 1 to 10 from the raw corpus, and then extract unsupervised
feature using Parser0. Finally, we get Parser1 through the first iteration. (2) We extract
the sentences with length of 11 to 20 from the raw corpus, and then extract unsuper-
vised feature using Parser1. Finally, we get Parser2 through the second iteration. (3) We

Table 1. Statistics of datasets

Training Development Test People’s daily Sogou web news

Number of sentences 18 K 350 348 295 K 18 M
Average length 44.4 38.2 39.5 40.5 51.3
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extract the sentences with length of 21 to 30 from the raw corpus, and then extract
unsupervised feature using Parser2. Finally, we get Parser3 through the third iteration.
(4) We merge the raw corpus extracted in (1), (2) and (3), and we get Parsermix by using
the mix raw corpus to train with conventional method. The beam size of joint model is
set as 64 in this paper.

In this paper, we used F1-score as the accuracy metric to measure the performance
of word segmentation, POS tagging and dependency parsing. Note that a dependency
relationship is correct only when the two related words are all recalled in word seg-
mentation and the head direction is correct. Following conventions, the relationships
containing and punctuation are ignored.

5.2 Experimental Result and Analyses

The F1-score of four models’ evaluation results on The People’s Daily corpus are
shown in Table 2. From Table 2, we can see that Parser3 achieved higher F1-score than
Parser2 and Parser2 achieved higher F1-score than Parser1 in word segmentation, POS
tagging and dependency parsing respectively, demonstrating the effectiveness of iter-
ative training the model. We speculate that with the increase of the number of itera-
tions, the accuracy of the three tasks will continue to improve. Parsermix achieved
higher F1-score than Parser1 in the three tasks, demonstrating the increase of the scale
of raw corpus will increase the accuracy of the model. Parsermix achieved the same
F1-score with Parser2 in word segmentation, slightly lower F1-score than Parser2 in
POS tagging, and slightly higher F1-score than Parser2 in dependency parsing. How-
ever, the corpus’ scale of Parser2 is smaller than Parsermix, which indicates that the
iterative method is significant in the three tasks. With the same scale of raw corpus,
Parser3 achieved higher F1-score than Parsermix, demonstrating iteratively using raw
corpus is better than conventional method. The F1-score of four models’ evaluation
results on Sogou Web News corpus are shown in Table 2. The difference in accuracy
between the three models is similar to Table 3, which further proves the effectiveness
of our method.

The accuracy of iterative exploring of unsupervised feature in three tasks is better
than the conventional method. By comparing the results of the two methods, we find
some errors in conventional method is correct in our method. This situation includes
the following three types:

Table 2. The people’s daily corpus

Model SEG POS DEP

Parser1 97.71 94.19 80.10
Parser2 97.80 94.40 80.36
Parser3 97.95 94.53 80.71
Parsermix 97.80 94.36 80.38

Table 3. Sogou web news corpus

Model SEG POS DEP

Parser1 97.87 94.26 80.05
Parser2 97.90 94.40 80.21
Parser3 97.98 94.49 80.51
Parsermix 97.92 94.38 80.25
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The first one is the dependency error caused by the word segmentation error. For
example: (1) 在会见乌拉圭客人时, 钱其琛对加米奥副外长来访和进行政治磋商

表示欢迎。
The partial result of conventional method and our method are shown in Fig. 3(a)

and 3(b). Figure 3(a) incorrectly divided the “来访(visit)” into two words “来(come)”
and “访(visit)”, shown by the underline. “来(come)” become a verb, resulting in “钱其

琛(Qian Qichen)” and “对(treat)” modified “访(visit)”. As our method get the less
noise of 2-gram string feature from the shorter sentences, it correct the word seg-
mentation of “来访(visit)”, and the three tasks is promoted by each other, and the
dependency error is also corrected.

The second one is the dependency error caused by the POS tagging error. For
example: (2) 中方主张应通过有关各方的协商和对话解决朝鲜半岛的有关问题。

The partial result of conventional method and our method are shown in Fig. 4(a)
and 4(b) (Because the sentence is too long to display all, the incomplete part of line
indicates that the modified word is not in the figure). Figure 4(a) incorrectly labeled the
POS tagging of “有关(concerned)” as preposition (P), leading the dependency rela-
tionship error of “有关(concerned)”, “方(parties)” and “的(of)”. As our method get the
less noise of 2-gram subtree feature from the short sentences, it correct the POS tagging
error, and the three tasks is promoted by each other, the dependency error is also
corrected.

Fig. 3. Dependency results of example (1)

Fig. 4. Dependency results of example (2)
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The third one is the dependency error with the correct word segmentation and POS
tagging. For example: (3) 尼克松先生是一位具有战略远见和政治勇气的政治家。

The partial result of conventional method and our method are shown in Fig. 5(a)
and 5(b). Figure 5(a) shows “战略(strategic)”, “远见(vision)” and “和(and)” all
incorrectly modified “政治(political)”. As our method get the less noise 2-gram subtree
feature from the short sentences, it correct the dependency error directly.

6 Conclusions

This paper proposes an approach of iterative exploring of unsupervised features for
training Chinese dependency parsing model. Considering more errors are resulted in
long sentence, we prefer to use shorter sentences as raw data first. The model trained on
short sentences will be used in the next iteration to analyze longer sentences, and so on.
We use a character-based dependency model for joint word segmentation, POS tagging
and dependency parsing in Chinese. The advantage of the joint model is that one task
can be promoted by other tasks during processing by exploring the available internal
results from the other tasks. The higher accuracy of three task on short sentences can
bring about higher accuracy of the whole model. We verified the approach on the Penn
Chinese Treebank. The experimental results show that F1-scores of three tasks were
improved at each iteration, and F1-score of dependency parsing was increased by
0.33%, compared with the conventional method.
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Abstract. Distributed representation is the most popular way to capture
semantic and syntactic features recently, and it has been widely used in various
natural language processing tasks. Function words express a grammatical or
structural relationship with other words in a sentence. However, previous works
merely considered that function words are equal to content words or neglected
function words, there is no experimental analyses about function words. In this
paper, we explored the effect of function words on word embedding with a word
analogy reasoning task and a paraphrase identification task. The results show
that neglecting function words has different effects on syntactic and semantic
related tasks, with an increase or a decrease in accuracy, moreover, the model of
training word embeddings does also matter.

Keywords: Word embedding � Function words

1 Introduction

Word embedding is the most popular representation for various natural language pro-
cessing (NLP) tasks recently, which can capture both syntactic and semantic features of
words from a large unlabeled corpus. Most word embedding models are based on
Harris’s distributional hypothesis that words occur in similar contexts tend to have
similar meanings [1]. These vectors are used as an end in itself or a representational basis
for NLP tasks, such as computing the similarity of terms [2], text classification [3], text
clustering [4], named entity recognition [5], paraphrase identification [6], word sense
disambiguation [7], POS tagging [8], parsing [9], sentiment analysis [10], machine
translation [11], and information retrieval [12], etc. Obviously, word embedding is not
only used in semantic related tasks, but also in syntactic related tasks, and even in
sentiment related tasks.

Many different models and training skills are proposed to generate a better word
embedding, which are used to improve the results of various NLP tasks, such as
exploring the best training corpus (domain and size) [13] and training parameters
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(including vector dimension, context window size, iterations, etc.) [13, 14], training
several vectors for a polysemy word [7, 15], giving different attentions to context words
and function words [16], using external relations [17], etc.

Function words are words that express a grammatical or structural relationship with
other words in a sentence [18]. Some most common words, or words useless to a
specific task are always filtered out when we process natural language data, and these
words are called stop words. Stop words are always removed to improve the perfor-
mance of information retrieval. In contrast to content words, a function word has little
or no meaningful content, therefore, most NLP tasks view function words as stop
words, and neglect them when processing a specific task.

Although we have mentioned that function words are removed in many tasks, many
scholars still insist that function words are important in linguistic structure, and these
words should be reserved. In addition, previous works on word embedding do not take
account of the effect of neglecting function words. To explore whether neglecting
function words has an effect on word embedding, this paper focuses on comparing the
performance of word embeddings trained by different models with or without function
words. We used predict-based and count-based models, which are including continuous
bag-of-word (CBOW), Skip-gram and GloVe models [2, 14, 19], to train word
embeddings on two corpora, one is pre-processed English Wikipedia, and the other is
Wikipedia without function words. In addition, we used these word embeddings to do a
paraphrase identification task to explore effects on sentence representation. To the best
of our knowledge, no such study has previously been performed.

The rest of this paper is organized as follows: Sect. 2 describes functionwords and three
models for word embedding training; then Sect. 3 gives the experiment details, results and
discussions; Sect. 4 reviews related works; and finally, Sect. 5 concludes this paper.

2 Word Embedding Models

Word embedding models can be classified into two categories, predict-based models
and count-based models. The key idea of predict-based models is to predict target
words with context words with the help of conditional probability. While count-based
models use a matrix which is relevant to the co-occurrence times of the corresponding
word and context. The most popular word embedding training models are CBOW and
Skip-gram (predict-based), and GloVe (count-based), they are simple but effective.

CBOW. It is a simplification of neural net language model, which the hidden layer is
removed and the projection layer is shared for all words. It use the representations of
context words w t-c …, w t-1, wt+1 …, wt+c to predict the current word wt.

Skip-Gram. This model is similar to CBOW model, while its objective function is to
maximize the likelihood of the prediction of context words given the center word.

GloVe. The author shows that ratios of word co-occurrence probabilities have the
potential for encoding some forms of the meaning. The training objective is to learn
word embeddings that their dot product equals the logarithm of the words’ probability
of co-occurrence.

542 G. Tang et al.



As mentioned before, function words are related to grammar and structure parts of a
sentence. Even though researchers usually neglect function words empirically, no one
has made an experiment to verify the validity. Therefore, we want to explore whether
function words have an effect on the performance of word embedding, so, we need a
vector space that without function words which can compared with a normal vector
space. The function words are words with POS tags in Table 1, and the POS tags are
from Penn Treebank Project1.

Fortunately, it is easy to train such vector spaces by those three models, what we
just need is to replace all function words in training corpus with a special token. Hence,
we choose these three models to train word embeddings for our experiment.

3 Experiments

3.1 Dataset and Settings

In this experiment, we download the training corpus for word embedding from the
latest English Wikipedia dump2, and the size is about 12.3 G after pre-processing
(removed all punctuations, and lowercased all letters). Then we used Stanford
POS-tagger3 to tag the corpus, to generate another corpus that function words are
replaced by a specific token. There are about 2.1 billion tokens in each corpus and the
vocabulary size is about 1.9 million.

We used the word2vec4 and GloVe5 tools (including CBOW, Skip-gram and
GloVe models) to train word embeddings with these two corpora. And the dimension is
set to 50, 100, 200, 300 and 500. For CBOW and Skip-gram, we use Hierarchical
Softmax method. To compare the results between predict-based and count-based
models, both window size are set to 5 and 15 in CBOW, Skip-gram and GloVe models.

Table 1. POS tags of processed function words

CC (Coordinating conjunction) CD (Cardinal number)
DT (Determiner) EX (Existential there)
IN (Preposition or subordinating conjunction) MD (Modal)
PRP (Personal pronoun) PRP$ (Possessive pronoun)
RP (Particle) TO (to)
WDT (Wh-determiner) WP (Wh-pronoun)
WP$ (Possessive wh-pronoun) WRB (Wh-adverb)

1 https://www.ling.upenn.edu/courses/Fall_2003/ling001/penn_treebank_pos.html.
2 https://dumps.wikimedia.org/enwiki/.
3 http://nlp.stanford.edu/software/tagger.html.
4 https://code.google.com/archive/p/word2vec/.
5 http://nlp.stanford.edu/projects/glove/.
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3.2 Tasks

To explore whether neglecting function words has any effects on word embedding, we
evaluated our word embeddings on a word analogy reasoning task [2]. And the word
analogy task was divided into a syntactic subset and a semantic subset. In addition, we
did a semantic related paraphrase identification task to explore further effect on sen-
tence representation. Since function words cannot be neglected in some syntactic tasks,
such as POS tagging and dependency parsing, we do not do syntactic related experi-
ments further.

Word Analogy. There are about 10.5 K syntactic analogy questions, like “eat is to
eats as go is to (goes)”, and 9 K semantic analogy questions, like “Moscow is to Russia
as Beijing is to (China)” in this task. We answered the question “a is to b as c is to _?”
by finding the word whose vector vd is closest to vb – va + vc according to the cosine
similarity.

Paraphrase Identification. In this experiment, we did a classification on Microsoft
Research Paraphrase Corpus [20], with 4076 sentence pairs in training set and 1725
sentence pairs in testing set.

We used the cosine similarity between two sentence vectors, which are accumu-
lated by word vectors in corresponding sentence, to represent each sentence pair [21],
in addition, words out of vocabulary will not be considered. If the cosine similarity
exceeds a certain threshold, the sentence pair will be classified as a paraphrase,
otherwise as not a paraphrase. Then we use LIBSVM [22] to fulfill this classification.

3.3 Results and Discussion

We present results of word analogy and paraphrase identification tasks in Table 2. It is
obvious to see that neglecting function words has different effects on different types of
tasks, moreover, the model of training word embeddings also matters.

Word Analogy. Firstly, let us have a look at the predict-based models. For semantic
subset, the performances of all vector spaces trained by CBOW and Skip-gram models
have an obvious increase after neglecting function words with only one exception.
Since function words which have a lot syntactic features in sentences have been
replaced, and the vocabulary reduces in size, the model can focus on capturing more
semantic features in a smaller vector space. For syntactic subset, the result is just on the
contrary to the semantic analogy task. There is an evident decrease of accuracy for all
the vector spaces trained by CBOW and Skip-gram models, it can be explained by the
loss of function words, which means that sentence structures and grammatical
knowledge are losing because of replacing function words. The less function words, the
less syntactic features are captured. Secondly, the result of count-based models seems
different from that of predict-based models. We can see that neglecting function words
has little effect on both semantic and syntactic analogy, all the scores have a change
less than 1% after replacing function words.
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Figure 1 shows the effects on accuracy after neglecting function words. It tells us
that neglecting function words has an obvious influence on predict-based models
compared with count-based model. In addition, as for predict-based models, neglecting
function words make a greater change in semantic sub-task for CBOW model, and a
more evident change in syntactic sub-task for Skip-gram model.

Table 2. The results of word analogy and paraphrase identification tasks, given as percent
accuracy. With-FW means training corpus with function words, while Non-FW means training
corpus with no function words. Bold scores mean that there is an increase over 1% after
neglecting function words, while underlined scores present a decrease over 1%, and the rest italic
scores show changes under 1%. SG is short for Skip-gram, and the window size of these three
models are all set to 5.

Model Dim. Analogy Paraphrase

Sem. Syn.
FW Non-FW FW Non-FW FW Non-FW

CBOW 50 35.38 38.45 29.26 27.24 68.52 68.88
100 44.33 48.8 38.2 37.49 69.57 69.57
200 49.59 56.21 48.08 47.63 70.2 71.19
300 53.84 56.31 51.69 49.62 70.71 71.42
500 53.68 55.28 53.11 51.52 71.03 71.75

SG 50 40.87 42.09 27.01 25.14 67.88 68.17
100 53.03 56.68 38.65 36.22 68.23 69.86
200 64.67 65.78 45.69 43.31 69.04 70.55
300 67.81 68.54 49.84 47.23 69.33 72
500 69.75 69.31 52.06 50.04 69.86 72.06

GloVe 50 49.2 49.61 35.97 35.62 66.49 66.49
100 64.21 64.02 47.82 47.43 66.49 66.49
200 72.87 72.24 55.64 55.09 66.49 66.55
300 76.07 75.36 56.91 56.38 66.49 66.96
500 77.74 76.97 56.44 55.91 66.55 67.13

Fig. 1. Changes caused by neglecting function words in word analogy task
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Paraphrase Identification. This task is a semantic related classification at sentence
level, and sentences are represented by word vectors. Even though a sentence contains
some structural and grammatical information, semantic section dominates in paraphrase
identification tasks. Nearly all the vector spaces trained by predict-based models have a
growth, which confirms that neglecting function words can improve embedding quality
trained by predict-based models in semantic vector space once again. While the scores
of models trained by GloVe nearly have no change, similar to the results in word
analogy task.

4 Related Work

Function words are always neglected in some NLP tasks. Huang used the sentences
around target word to disambiguate, which sentences are represented by verbs and
nouns, without any function words [23]. Tang used content words in an entity
description for candidate entity re-ranking [24]. However, some people insist that
content words and function words work as a whole and they should treated equally. All
the words in a sentence, including content words and functions words, are used to
represent the corresponding sentence [6]. Let alone tasks like POS tagging and
dependency parsing, function words are not negligible obviously. Moreover, some
researchers do not process function words so absolutely. Since function words has
generally less predictive power in the CBOW model, they are tend to be attributed very
low attention, and they are given lower weights, while content words are attributed
higher weights [15]. Although there are various processing ways for function words, no
one has designed an experiment about function words. Therefore we want to explore
what is the role of function words played in distributed representation.

5 Conclusion

In this paper, we did a word analogy reasoning task and a paraphrase identification task
to explore the effect on word embeddings when we neglect function words. The result
shows that the accuracy has an obvious decrease and an evident increase in syntactic
tasks and semantic tasks respectively after replacing function words for predict-based
models (CBOW and Skip-gram). While the accuracy of word embeddings trained by
count-based models (GloVe) nearly keeps still, either in syntactic or semantic related
tasks. The result gives an advice on whether there is a need of neglecting function
words when we are training word embeddings in a specific NLP task.
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Abstract. “HowNet” is a popular platform of Chinese text similarity calcula-
tion. The study has found that there is still some short-comings about the effect
of “HowNet” architecture, the organization of vocabulary, concept description
on word similarity measurement. In hence, on the basis of analyzing the gen-
erality and individuality of words in “HowNet”, a similarity algorithm based on
the generality and individuality of words is proposed. Furthermore, experimental
data is from NLPCC-ICCPOL 2016 Chinese words similarity evaluation task
data set. Experimental results show that the algorithm is more feasible and
stable, and better than some of the other classic algorithms. Moreover, the size
of experimental data sets has a little influence on experimental results. In all
experiments, the Pearson correlation coefficient and the Spearman’s coefficient
have stably reached 0.460 and 0.440.

Keywords: Words similarity � HowNet � Pearson correlation coefficient
Spearman’s coefficient

1 Introduction

Word similarity calculation is a basic research in the field of natural language pro-
cessing, which is widely used in information extraction, text classification, word sense
disambiguation, automatic question answering and other fields. These studies focus on
quantitative analysis of the complicated semantic similarity between words, which used
a simple numerical value to measure the semantic similarity [1].

Recently, word similarity algorithm can be divided into two categories. The one is
based on statistical word similarity calculation which is represented by the method
based on traditional corpus and the method based on Web corpus. Both these methods
have characters of simple calculation and higher performance, and they also can reflect
objectively the differences and similarities of words in semantic and pragmatic aspects.
However, most of these methods ignore lexical semantic information so that the
accuracy of the experimental results is reduced. In addition, these methods depend on
the corpus too much, which lead to unstable experimental results. Another type of
method is the similarity calculation based on the semantic of words, including simi-
larity calculation based on traditional semantic dictionary or the online encyclopedia
dictionary. These methods are more stable, and close to the subjective judgment of the
human. But the words of the traditional semantic dictionaries are finite and updated
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slowly, which causes difficult to the similarity calculation of unknown words. What’s
more, the online encyclopedia dictionary is mainly finished by non-experts. As a result,
the content of dictionary lacks of professional and is not fixed. In addition, some
researchers have studied on word similarity calculation based on the fusion of the
above methods. Although the fusion method can adopt both advantages of different
methods, the technology of fusion is worthy to make further studies.

According to the above analysis, word similarity calculation methods based on the
traditional semantic dictionaries have certain advantages both in the completeness and
the stability of calculation. However, these existing methods have shortcomings in
considering and analyzing the semantic dictionaries, such as the architecture of the
traditional semantic dictionary, the organization mode and the form of concept
description, so this paper proposes a similarity algorithm based on the generality and
individuality of words.

2 Related Works

“HowNet” has become a typical platform of Chinese words similarity calculation,
because of the rich semantic knowledge and scientific form of knowledge description.
The semantic description of concepts in “HowNet” has been summarized into several
abstract data structures (basic sememe description, relational sememe description,
symbol sememe description and specific words) [2]. The similarity of concept is
composed of the summation of each abstract data structure similarity. Currently, most
of word similarity calculation research based on ‘HowNet’ tends to improve the
algorithm of word similarity calculation on the basis of understanding in the literature
[2]. The research focus on two ways: proposing new algorithm of sememes similarity
or improving the concept similarity calculation. Some researchers analyze the effect of
sememes’ tree structure on word similarity calculation from different perspectives and
provide a new kind of algorithm of sememes similarity calculation [3, 4]. The research
of improving the algorithm of concept similarity calculation focuses on the function of
the first independent sememes on the concept similarity calculation [4, 5] and the
adjustment of weight parameters in the process of calculating the similarity of words [6,
7]. SunJing proposed a method about dynamic weighted reverse word similarity cal-
culation using TDIDF algorithm [7]. Moreover, some studies have used the new ver-
sion of “HowNet” for words similarity calculation [8, 9].

Most of the above solutions about word similarity calculation mainly focus on the
analysis and discussion of a single concept description item of words in “HowNet”, and
they have no consideration about the design that a single word is described by multiple
concepts in “HowNet”.

3 Word Similarity Calculation

The solution of word similarity calculation based on “HowNet” can be divided into
three steps: sememes similarity calculation, concepts similarity calculation, and words
similarity calculation. An improved word similarity calculation is proposed only
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computing the words included in “HowNet”. Considering the effect of ‘specific words’
on the concept similarity calculation is the major improvements.

3.1 Sememe Similarity Calculation

The sememes similarity computation method based on the “HowNet” mainly depends
on the “tree structure” of sememe. Calculating and analyzing the distance of two nodes
in the tree structure gets the solution of sememes similarity calculation. This similarity
calculation method is mature, and many scholars have given their own calculation
formula [2, 4]. This paper adopts three formula (1), (2) and (3) from [2, 4, 5].

SimðS1; S2Þ ¼ a
aþ distðS1; S2Þ ð1Þ

Here, S1, S2 is two sememes, dist(S1, S2) is the path length between S1and S2, α is an
adjustment parameter which suggests path length when the similarity is 0.5

SimðS1; S2Þ ¼ j� ½depthðS1Þþ depthðS2Þ�=½j� ðdepthðS1Þþ depthðS2ÞÞ
þ distðS1; S2Þþ depthðS1Þ � depthðS2Þj j� ð2Þ

The depth (S1) represents the depth of sememe S1, κ is an adjustment parameter which
suggests the effect of depth on similarity

SimðS1; S2Þ ¼ 2� SpdðS1; S2Þ=½DsdðS1; S2Þþ SpdðS1; S2Þ�
¼ 2� SpdðS1; S2Þ=½depthðS1Þþ depthðS2Þ�

ð3Þ

The Spd(S1, S2) is the path length of the same parent node between S1 and S2 in
the hierarchy of sememes, Dsd(S1, S2) is the shortest path summation of S1 and S2
reaching the nearest same parent node.

As the sememes in “HowNet” are not all in the same tree, so the paper set a smaller
parameter η as the sememe similarity while the two sememes are in the difference
sememe trees.

3.2 Concepts Similarity Calculation

The words in “HowNet” are composed of content words and function words. There is a
great difference between content words and function words, so the similarity of content
words and function words could be ignored and set to 0. The concept description item
of content words in “HowNet” is complex. It is divided into four abstract data struc-
tures, including “basic sememe description”, “symbol sememe description”, “relational
sememe description” and “specific word”, to calculate concepts similarity. The cal-
culation method of function words similarity is same as the content words.

Existing researches overlook the function of the distribution of the specific words
on the process of concept similarity calculation. In most rules, the specific word
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similarity is stipulated to 1 when they are the same, and otherwise it is set to 0. This
operation simplifies the complexity of concept similarity calculation, but enlarges the
effect of the same specific words. This operation also ignores effect of the difference
between the specific words. Hence, this paper argues that when the specific words are
the same, the influence on generality of words could be ignored; when the specific
words are different, the differences of words represent individuality of words, so the
concept similarity calculation is modified as follows:

Rule 1: when the specific words are same, ignore its impact on the concept simi-
larity calculation and set the value of similarity to 0;

Rule 2: when specific words are different, the specific words are looked as common
words that could be restored the knowledge expression of concept of “HowNet”, then
restore the specific words, calculate the basic sememe similarity of the new word and
take it the negative as the final specific words similarity, which suggests the individ-
uality difference of concepts. For example, the expression of word “毛泽东” is “hu-
man|人, official|官, politics|政, ProperName|专, (China|中国)”, such as the structure
“human|人, official|官, politics|政, ProperName|专” is the “basic sememe description ”
and “(China|中国)” is “specific word”. When calculating the similarity of the specific
words “中国”, we need to deal with the word “中国” as the same as “毛泽东”, and
recalculate the similarity after querying the expression of “中国”.

Rule 3: the similarity calculation of concepts pair (C1, C2) is divided into four
parts: basis sememe description Sim1(C1,C2), relational sememe description Sim2
(C1, C2), symbol sememe description Sim3(C1, C2), specific word Sim4(C1, C2).
When relational sememe description or symbol sememe description is null, Sim2
(C1, C2) or Sim3(C1, C2) takes a smaller value λ. Assuming concept similarity is Sim
(C1, C2):

if Sim4ðC1;C2Þ� 0:

SimðC1;C2Þ ¼ b1 Sim1ðC1;C2Þþ Sim4ðC1;C2Þ½ � þ b2SimðC1;C2Þþ b3SimðC1;C2Þ
ð4Þ

else

SimðC1;C2Þ ¼ b1Sim1ðC1;C2Þþ b2Sim2ðC1;C2Þþ b3SimðC1;C2Þþ b4SimðC1;C2Þ
ð5Þ

Here bið1� i� 4Þ is adjustment parameter, and meets b1 þ b2 þ
b3 ¼ 1; b1 � b2 � b3 [ 0; 0\b4\1

According to the above rules, the specific calculation process is as follows:

Step1: Similarity calculation of base sememe description. The similarity of all
sememe and null takes a smaller parameter δ. Assuming the basic sememe sets of
concept C1 and C2 are as follows:
Set1 = {p1,p2,…pn}
Set2 = {p1,p2,…pm}
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Set Seti represents the amount of set Seti

maxSize=max{ Set1 , Set2 ,
minSize=min{ Set1 , Set2

}
},

score=0.0; 
while( Set1 >0 or Set2 >0){
Find the set of sememes that their similarity is biggest
in all sememes combination.

1P teSi ∈ and 2P teSj ∈ ; 

score=score+Sim(pi,pj) 
Set1= Set1-{ pi } 
Set2= Set2-{ pj } 
} 
Sim(C1,C2)=[score+(maxSize-minSize)*δ]/max

| | 
| | | | 
| | | | 

| | | | 

Step 2: Similarity calculation of relational sememes description. The matching of
relational sememes is very simple. The relational sememes that has same type of
relation are divided into a set to calculate sememe similarity. The similarity of
relational sememe and null takes a smaller parameter λ and the sememes similarity
calculation that has same relation is same as Step 1.
Step 3: Similarity calculation of symbol sememes description. It is similar to Step 2.
Step 4: Similarity calculation of specific word. When sememes are same, their
similarity is 0. Otherwise, the specific words will be restored as its semantic
expression in “HowNet”, then the base sememes similarity of the semantic
expression is calculated as similarity of the specific words. The similarity of specific
word and null takes a smaller parameter λ.

3.3 Word Similarity Calculation

At present, most of word similarity calculation research based on the “HowNet” focus
on the aspect of the DEF description of the concept considered as the main research
object. During word similarity calculation, the effect of the difference of words is rarely
considered. Therefore, Alignment of the generality and individuality of the words in
“HowNet”, the word similarity calculation rules are defined as follows:

Rule 3: The similarity of words is expressed by the partial similarity and the whole
similarity;

Rule 4: The whole similarity of words is equal to 1 - “the whole difference”;
Rule 5: When the similarity is less than 0, it suggests the difference between words.
A new formula for word similarity calculation is defined:

SimðWi;WjÞ ¼ partSimðWi;WjÞþ allSimðWi;WjÞ
2

ð6Þ
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Here, the Wi and Wj are two words, the partSim(Wi, Wj) is the partial similarity of
Wi and Wj. allSim(Wi, Wj) is the whole similarity of Wi and Wj. Assuming the CSet1
and CSet2 represent the concepts sets of W1 and W2, |CSet1| and |CSet2| represent the
size of concepts set of W1 and W2, DiffRate represents the whole difference of W1 and
W2, count(def) represents the total number of the specific concept description item
included in “HowNet”. The b4(0 < b4 < 1) is a weight adjustment parameter

partSimðW1;W2Þ ¼ Max SimðCi;CjÞjCi 2 W1;Cj 2 W2
� � ð7Þ

allSimðWi;WjÞ ¼ 1� DiffRateðWi;WjÞ ð8Þ

If the two words contain only one concept and the concepts description item is the
same

DiffRateðWi;WjÞ ¼ 1
count

ð9Þ

else,

DiffRateðWi;WjÞ ¼ CSetij j � CSetj
�� ���� ��

Maxf CSetij j; CSetj
�� ��g ð10Þ

The improved algorithm has taken the generality and individuality of the words into
account, and it highlights the importance of individuality in the process of word
similarity calculation. It also promotes the objectivity and accuracy of word similarity
calculation. The shortcoming of this algorithm is that it needs to restore the specific
words as the word semantic expression in “HowNet” and calculate the basic sememe
description similarity again, which increases extra computational cost, but it has little
effect on the overall performance.

4 Experiment and Result

4.1 Experimental Data

The experimental data set is composed of the NLPCC-ICCPOL 2016 Chinese word
similarity computing task evaluation data set and sample data set, excluding the
duplicate words and unknown words in “HowNet”. The final data set includes a total of
427 word pairs, and each word pair has an artificial judgment value which is from the
average value of artificial judgment gave by twenty post-graduate students mayor in
linguistics. The experimental parameters are set as shown in Table 1.

Table 1. Experimental parameter settings

α δ κ η λ β1 β2 β3 β4

0.5 0.05 0.5 0.5 0.3 0.55 0.25 0.20 0.3
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4.2 Evaluation Standard

In this experiment, the Pearson correlation coefficient and Spearman’s rank correlation
coefficient are used to evaluate the similarity between the target words and the results of
the artificial judgment. R represents the correlation coefficient, which suggests the
degree of linear correlation between the two variables and whose value is between −1
and +1. The greater the absolute value of R, the stronger the correlation. Pearson
correlation coefficient formula is formula (11) and Spearman’s rank correlation coef-
ficient formula is formula (12)

r ¼ 1
n� 1

Xn
i¼1

Xi � X
SX

� �
Yi � Y
SY

� �
ð11Þ

Here SX and SX is the variance of X and Y, X and Y is the mean value of X and
Y, n is size of sample

r ¼ 1�
6
Pn
i¼1

ðRXi � RYiÞ2

nðn2 � 1Þ ð12Þ

Here, RX is the rating parameters of X, RY is the rating parameters of Y.

4.3 Experimental Results and Analysis

In this experiment, three similarity calculation methods are designed except for the
method of Liu [2] and Xia [3]. There is only the algorithm of sememe similarity
calculation is different among the three methods. The Method One uses the formula (1),
the Method Two uses the formula (2) and the Method Three uses the formula (3).

Due to the imbalance of the distribution of words pair similarity in the experimental
data, a different number of word pairs set, such as 100, 150, 200, 250, 300, 350, 400,
are extracted from the experimental data set. This process is repeated 10 times to obtain
10 groups of experimental result set from each class of word pair set. The average value
of the Pearson coefficient and Spearman’s coefficient of each kind of words pair set is
used as final evaluation data. Figures 1 and 2 show the comparison of the methods
proposed by this paper and two classical methods about the Pearson coefficient and
Spearman’s coefficient.

It is shown in Figs. 1 and 2 that, the Pearson correlation coefficient and Spearman’s
rank correlation coefficient of our three methods are larger than both of LiuQun’s
Method and XiaTian’s Method. The Pearson correlation coefficient was improved by
6% and Spearman’s rank correlation coefficient increases by 3%. In addition, among
the three methods, Method Three gets the best result while the two correlation coef-
ficients of Method Three are largest and most stable. The main reason is that the
Method One and Method Two focus on the breadth or depth of sememes similarity
calculation respectively, but Method Three emphasize both of the two aspects of
sememes. In this paper, Method One and LiuQun’s Method take the same algorithms to
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calculate the sememe similarity, meanwhile, Method Three and XiaTian’s Method take
the another same algorithms to calculate the sememe similarity. It can be seen from
Figs. 1 and 2 that the experimental results of Method One and Method Three are better
than LiuQun’s and XiaTian’s method. The results have shown the high accuracy of the
improved word similarity algorithm in this paper.

Fig. 1. Comparison chart about Pearson correlation coefficient of the five methods

Fig. 2. Comparison chart about Spearman’s rank correlation coefficient of the five methods
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According to NLPCC-ICCPOL 2016 final evaluation results of Chinese word
similarity task, compared with the result of the team that got the first prize in the
evaluation contest (Pearson correlation coefficient is 0.519, Spearman’s rank coefficient
is 0.518), our results are close to the best result (Pearson correlation coefficient is 0.450,
Spearman’s rank coefficient is 0.450) and the algorithm is stable, so the method pro-
posed by this paper still can be improved deeply.

5 Conclusion

“HowNet” is a popular platform of Chinese words similarity calculation and has been
widely applied and studied in the relevant fields. While the existing solutions have
shortcomings in the aspect of the traditional semantic dictionary research, such as the
architecture of the traditional semantic dictionary, the organization mode and the form
of concept description, so a similarity algorithm based on the generality and individ-
uality of words is proposed. The method not only promotes the accuracy of word
similarity calculation, but also is stable. The results show our method keep a strong
consistency and correlation with people’s subjective judgment. In the following work,
we will do further researches on the other characteristics of concept description of
words in “HowNet”. We plan to take advantage of the existing words in “HowNet” to
calculate the semantic similarity of unknown words in “HowNet”. Furthermore, using
the new version of “HowNet” to perfect our method is the main work of next step.
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Abstract. Feature selection algorithm plays an important role in text catego-
rization. Considering some drawbacks proposed from traditional and recently
improved information gain (IG) approach, an improved IG feature selection
method based on relative document frequency distribution is proposed, which
combines reducing the impact of unbalanced data sets and low-frequency
characteristics, the frequency distribution of features within category and the
relative frequency document distribution of features among different categories.
The experimental results of NLPCC-ICCPOL 2016 stance detection in Chinese
microblogs show that the performance of the improved method is better than
traditional IG approach and another improved method in feature selection.

Keywords: Feature selection � Information gain � Relative document
frequency distribution � Low-frequency characteristic

1 Introduction

Texts are typically represented by the vector space model (VSM) in text categorization
systems. However the high dimensionality and scarcity of the vector space reduce the
performance of the classifier [1]. Therefore, it is necessary to use feature selection to
reduce the feature space in text categorization.

In the text categorization, there are several common feature selection methods like
document frequency thresholding (DF), mutual information (MI), expected cross
entropy (ECE), information gain (IG) and so on. Yang et al. [2] proposed that IG is one
of the most effective feature selection algorithms. Currently IG has become a com-
monly used algorithm, so it is significant to improve the efficiency of feature selection
by finding the deficiencies of IG method and making effective improvements.

In recent years, some research works have been finished to improve the efficiency
of the IG algorithms. Based on term frequency, the traditional IG method was improved
from three aspects: word frequency, within-class item distribution and between-class
item distribution [3]. However, the unbalanced data set was not considered. Guo et al.
[4] introduced the dispersion within the class, the concentration among categories and
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scale factor into the traditional IG method to improve the classification effect. However
impacts that different corpus set have on classification results were ignored. Xu et al.
[5] improved the conventional IG algorithm was by taking reducing the impact of
unbalanced data sets and low-frequency characteristics, the frequency distribution of
features within category and the frequency distribution of document with features
among different categories into account. However, the frequency distribution of doc-
ument with features among different categories reduced classification accuracy when
categories of the data set were unbalanced. Therefore, this paper proposed an improved
IG method based on relative document frequency distribution, which replaced the
frequency distribution of document with features among different categories with the
relative frequency distribution of document.

2 Information Gain

Information Gain (IG) is a text feature selection algorithm based on information
entropy, which refers to the difference between the information entropy produced by a
feature item in the text or not [6]. The greater the difference is, the stronger the
classification ability of the feature item is. Some significant words whose IG value is
greater are selected from every characteristic in training set [7]:

IG wð Þ ¼ �
X

i
P Cið ÞlogP Cið Þþ P wð Þ

X
i
P Cijwð ÞlogP Cijwð Þ

þ P �wð Þ
X

i
P Cij�wð ÞlogP Cij�wð Þ

ð1Þ

Where P(w) is the probability that word w occurs in formula (1), �w means that word
w does not occur, P(Ci) is the probability of the ith class value, P Cijwð Þ is the con-
ditional probability of the ith class value given that w occurs, while P Cij�wð Þ) is the
conditional probability of the ith class value given that word w does not occur.

3 An Improved Information Gain Algorithm Based
on Relative Document Frequency Distribution

Selecting suitable feature set will be able to increase the performance of the text
classifier [8]. According to the analysis of the first formula, the main problem of the
traditional IG is that it emphasizes on the contribution to the features on the clas-
sification of the whole system rather than being specific to a certain category. This
issue forces all the categories to use the same “global” collection of characteristics.
The frequency distribution of document with features among different categories
proposed by Xu et al. [5] reduced classification accuracy when categories of the data
set were unbalanced. To address the above problem, this paper tries to provide a
better solution.
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3.1 Feature Selection by Categories

According to the above analysis, the IG algorithm tends to select the feature of the
whole data set. In particular, the problem becomes more serious when the data set
category distribution is unbalanced. In order to solve this problem, first IG value of
each feature in each category is calculated. Then IG value of each category is sorted in
descending order and top-n words are selected. Finally top-n words of each category
are selected and combined to make the final feature vector.

In the merge feature, redundant features may appear in more than one class. In
order to solve this problem, an optimization method was put forward that the highest
threshold ratio of categories containing repeat feature was set [5]. In this paper the ratio
is set to be 100%. That is to say, there are three categories in a data set, if a feature
appears repeatedly in more than three categories, it should be deleted. This optimized
method makes feature vector have a high discrimination in the process of text
classification.

3.2 Reducing the Impact of Unbalanced Data Sets

According to the traditional IG method, when the data set is seriously unbalanced, the
IG value of the feature words will be significantly reduced, which has a negative impact
on the feature selection. Based on this issue, Professor Yang et al. [2] conducted deep
studies about feature selection algorithms of English text categorization. The improved
IG feature selection proposed by him is as follow:

IG wð Þ ¼ P wð Þ
X

i
P Cijwð Þlog P Cijwð Þ

PðCiÞ þ P �wð Þ
X

i
P Cij�wð Þlog P Cij�wð Þ

PðCiÞ ð2Þ

3.3 Reducing the Impact of the Low-Frequency Characteristics

Information gain feature selection method considers the presence or absence of a term
in a document, so the effect is significant in the removal of “useless words”. When the
feature does not appear, the contribution to text categorization is much less than
backdrop. Especially in the case of highly unequal distribution of categories and fea-
tures, the probability that the low-frequency words do not appear is much larger than
the that of emergence, that is to say P wð Þ[[ P �wð Þ. So it is very necessary to reduce
the proportion of the non appearance of the characteristic words. The improved formula
is as follow [9]:

IG wð Þ ¼ P wð Þð
X

i
P Cijwð Þlog P Cijwð Þ

P Cið Þ þ
X

i
P Cij�wð Þlog P Cij�wð Þ

P Cið Þ Þ ð3Þ

An Improved Information Gain Algorithm 561



3.4 Within-Class Word Frequency Distribution

In the same category, the more uniform distribution of the feature of each text is, the
stronger the classification ability of the feature becomes. Therefore, the concept of
sample variance is introduced, and the essence of sample variance in statistics is to
reflect the degree of dispersion among samples. It is supposed that the frequency that
feature wj(1 ≤ j ≤ m) appears in the document dik(1 ≤ k ≤ Ni) of category Ci(1 ≤
i ≤ n) is fik(wj). So that the variance of word frequency that a feature wj appears in all
the texts of the same category Ci is as follow:

aj ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1
Ni � 1

XNi

K¼1
fik wj
� �� 1

Ni � 1

XNi

K¼1
fik wj
� �� �2s

ð4Þ

As the variance of word frequency in every document has an inverse relationship
with the feature’s ability of classification. Normalization process and necessary cor-
rection is applied to the parameter aj:

a ¼ 1� ajffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiPm
j¼1 a

2
j

q ð5Þ

3.5 Between-Class Features Selection Based on Relative Document
Frequency Distribution

3.5.1 Limitations of Features Selection Based on Absolute Document
Frequency Distribution
Xu et al. [5] pointed out that the difference of between-class document frequency
distribution of the feature also reflects the ability to classify categories. The bigger the
sample variance of the number of the documents that the word appears, the better
classification results of the word is. Assume the number of texts of all categories
Ci(1 ≤ i ≤ n) in which word wj(1 ≤ j ≤ m) appears to be fCiðwjÞ, so that the variance
of document frequency of each category Ci that feature wj appears is as follow:

bj ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1

n� 1

Xn

i¼1
½fCi wj

� �� 1
n� 1

Xn

i¼1
fCi wj

� ��2
r

ð6Þ

Then, normalization process is applied to the parameter bj:

b ¼ bjffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiPm
j¼1 b

2
j

q ð7Þ

Assuming that there are, 4 categories. Feature, document and category information
distribution is shown in Table 1:
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The formula (6) is used to calculate the sample variance of the document frequency
of w1 or w2 each category. The result is that b1 ¼ 154:78[ b2 ¼ 49:22. It is con-
cluded that the classification ability of w1 is stronger than that of w2.

However, as is shown in the Table 1, distribution of the 4 categories is seriously
unbalanced. Although the document frequency of w1 in C4 is more than other three
categories, all the 4 categories contains the documents with w1 accounting for 50%,
that is to say, documents containing w1 are evenly distributed in 4 categories with the
same proportion, so the classification ability of w1 is not strong. However, in the 4
categories, documents containing w2 accounted for respectively 95%, 50%, 37.5%,
25%. Apparently, proportion of the document containing w2 in C1 is the highest,
accordingly, the classification ability of w2 is stronger. Therefore, the classification
ability of w2 is stronger than that of w1, that is to say, the conclusion drawn by Xu et al.
[5] is not very accurate in the case of uneven distribution of the data set, and even cause
serious disturbance to the classification. When the category distribution of data set is
seriously unbalanced, We tend to choose these features contained by documents whose
quantity instead of proportion is lager in a class. As a result, a text that does not belong
to a class is divided into the class by mistake.

3.5.2 Advantages of Features Selection Based on Relative Document
Frequency Distribution
In order to eliminate negative effects brought by between-class absolute document
frequency distribution of features, this paper proposed a method that the frequency
distribution of document with features among different categories is replaced with the
relative frequency distribution of document. Assume the proportion of texts of all
categories Ci(1 ≤ i ≤ n) in which word wj(1 ≤ j ≤ m) appears to be rdffCiðwjÞ. The
relative document frequency is as follow [10]:

rdffCi wj
� � ¼ fCi ðwjÞ

Ni

�Pn
i¼1

fCi ðwjÞ
Ni

ð8Þ

So that the variance of relative document frequency of each category Ci that feature
wj appears is as follow:

RDFbj ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1

n� 1

Xn

i¼1
½rdffCi wj

� �� 1
n� 1

Xn

i¼1
rdffCi wj

� ��2
r

ð9Þ

Table 1. Features and documents information

Category Number of
document in Ci

Number of document
with w1 in Ci

Number of document
with w2 in Ci

C1 100 50 95
C2 200 100 100
C3 400 200 150
C4 800 400 200
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Then, normalization process is applied to the parameter RDFbj:

RDFb ¼ RDFbjffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiPm
j¼1 RDFb

2
j

q ð10Þ

For Table 1, the formula (9) is used to calculate the sample variance of the relative
document frequency of w1 or w2 each category. The result is that RDFb1 ¼ 0\RDF
b2 ¼ 0:15. It is concluded that the classification ability of w2 is stronger than that of
w1. Thus, while the absolute document frequency distribution of the class is replaced,
the limitation of the absolute document frequency distribution of the characteristic
words is overcome.

In summary, on the basis of the improved formula (3), within-class word frequency
distribution and between-class relative document frequency distribution of features are
both joined to get the following improvements:

rdfnewIG wð Þ ¼ a� RDFb� P wð Þð
X

i
P Cijwð Þlog P Cijwð Þ

P Cið Þ
þ

X
i
P Cij�wð Þlog P Cij�wð Þ

P Cið Þ Þ ð11Þ

4 Experiment Results and Analysis

Three feature selection methods are verified and analyzed, including the traditional
information gain feature selection method, an improved methods in [5] and an
improved algorithm proposed in this paper. Java platform is used to implement the
comparison of three methods. The experimental data come from NLPCC-ICCPOL
2016 Chinese Microblogs stance detection corpus, which includes three categories:
Against (C1), Favor (C2) and None (C3).

4.1 Experimental Procedure

Firstly, 1200 Microblogs of C1, 800 Microblogs of C2, 600 Microblogs of C3 are
extracted from NLPCC-ICCPOL 2016 Chinese Microblogs stance detection Task_A
corpus being an unbalanced training set and 1000 Microblogs of Task_A_gold in
test_data_gold being the testing set. Secondly, ICTCLAS is used to do segmentation of
words [11]. After word segmentation, stop words will be removed and bag of words
model can be built. Thirdly, three methods are used respectively to calculate every
feature of the training set. Fourthly, top 2000 features respectively from four algorithms
are chosen to build 2000-dimensional feature vector space. Fifthly, map all the doc-
uments in the unbalanced training set and the testing set to the 2000-dimensional
feature vector space. Sixthly, TFIDF algorithm [12] is used to calculate the weight
value of each characteristic of vector space, and the calculation results are converted
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into libsvm corpus format [13]. In the end, support vector machine (SVM) is used to
perform classification experiments, where radial basis kernel function of libsvm is
adopted.

4.2 Evaluation Criterion

In this paper, the Favg (macro-average F value) of Fagainst and Ffavor is used as the
bottom-line evaluation metric. The calculation is as follow:

Fagainst ¼ 2� Pagainst � Ragainst

Pagainst þRagainst
ð12Þ

Ffavor ¼ 2� Pfavor � Rfavor

Pfavor þRfavor
ð13Þ

Favg ¼ Fagainst þ Ffavor
2

ð14Þ

Where Ragainst and Pagainst, are recall and precision of stance detection of category
Against, Rfavor and Pfavor, are recall and precision of stance detection of category Favor.

4.3 Experiments Results Analysis and Comparison

The experimental results of traditional IG algorithm, improved IG algorithm of [5] and
improved IG algorithm of this paper are shown in Table 2, and FAVG of these three
algorithms as shown in Fig. 1:

Fig. 1. Macro-average F value of three IG feature selection algorithms
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As is shown in Table 2, comparing with traditional IG, Favg of Improved IG
algorithm of [5] improves 0.11840, and Favg of Improved IG algorithm of this paper
improves 0.12219.

As the training set is unbalanced, it can be seen from Fig. 1 that for each category,
macro-average F value of our method is higher than the value of the other two
algorithms.

5 Conclusions and Future Work

Based on the analysis of the improved IG algorithm in recent years, this paper has
overcome the shortcomings of the traditional IG algorithm. What is more, considering
side effects brought by between-class absolute document frequency distribution of
features in [5], between-class relative document frequency distribution of features put
forward by this paper further reduce the disturbance caused by the unbalanced training
set and improve the performance of classification. It can be seen from the experimental
results, compared with the traditional algorithm and another improved algorithm, our
method has better performance on macro-average F value in the unbalanced training
set. The further work is to combine information gain algorithm and semantic under-
standing to get better classification results.
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Abstract. Nowadays users like to share their opinions towards a product/service
or policy in social media, which is important to the manufacturers and govern-
ments to collect feedbacks from the crowds. While in microblogs, information is
highly unbalanced that lots of posts are published and spread by ghost-writers/
spammers, sellers, official accounts, etc., but information provided by the true
crowds is overwhelmed frequently. Previous studies mostly concern on how to
find one specific type of users; but do not investigate how to filter multiple types of
specific users so as to keep only the true crowds, which is the main topic of this
work. In this paper, we first show the categorization on four different types of
users, namely ghost-writers, sellers, official accounts and end-users (the former
three are noted as a broad sense advertisers in the paper), and study their char-
acteristics. Thenwe propose a Topic-Specific Divergence basedmodel to filter out
advertisers so that end-users can be kept. Meta-information, content are investi-
gated in comparative analysis. Encouraging experimental results on real dataset
clearly verify that the proposed approach outperforms the state-of-art methods
significantly.

Keywords: User filtering � Topic-Specific Divergence

1 Introduction

Nowadays users like to share their opinions towards a product/service or policy in
social media, which is important to the manufacturers and governments to collect
feedbacks from the crowds. While in most work of finding users’ opinion via microblog
platform for market research or government policy feedback, voices from opinion
leaders, who have millions of followers, have been paid much attention to due to their
influences. But we believe that at any time, voices from the true crowds (leaders and
ordinary people) should be concerned carefully. Their feedback is definitely important
for business intelligence, for example, as real end-users.

It is not an easy task to capture the ordinary users’ information because in social
media platforms, information is greatly unbalanced in different aspects, such as the

© Springer International Publishing AG 2016
C.-Y. Lin et al. (Eds.): NLPCC-ICCPOL 2016, LNAI 10102, pp. 568–574, 2016.
DOI: 10.1007/978-3-319-50496-4_50



number of followers, counts of published posts, etc. There are lots of ghost-writers,
spammers, advertisers, and official accounts, who are more active compared with
common end-users, especially in business related topics. In previous work, researchers
focused on detecting spammers, finding experts, identifying lurkers, or discovering hot
spots in breaking events. While to the best of our knowledge, this is the first attempt to
filter out the multiple types of special users so as to find the true crowds.

In this paper, we first give a categorization on different users and study their char-
acteristics, based on which useful features and proper algorithms are possibly designed.
Then a Topic-SpecificDivergence based approach is proposed to filter out non-end-users.
To verify the effectiveness of the approach, comparative experiments have been made
with the state-of-arts user filtering and classification algorithms on a real microblog
dataset. Another contribution of this work is that we show it possible to filter multiple
types of special users by taking subtopic-level content information into consideration.

2 Related Work

Spammer detection in social network has been widely studied in recent years. Despite of
using single type features such as network attributes [2] and content information [8],
current major trend is to combine multiple features [5]. In [9], user behavior information
is also introduced. Furthermore, motivated by psychological findings, sentiments are also
incorporated [4]. The findings inspire us to find effective feature to preprocess our dataset.

On another point of view, some researchers try to find domain experts in social
networks. Link-based approaches such as PageRank-like algorithm achieves encour-
aging results. Community detection and topical authorities are also helpful on such
tasks. Interestingly Meta-information is put in, such as user tags [10], twitter list names
and descriptions [3], etc. Topic-specific notion is emphasized in some researches [6].
Another noticeable point is that many features used in expert finding are different with
those in spammer detection.

Research on finding lurkers has been made during these years. The reason Why
lurkers lurk is expounded [7]. Classification and link-based approach have been applied
to find lurkers in social network.

Microblog Hot Spot Mining is also partially related to our work. Keywords fre-
quency, patterns and topic models are the popular factors taken into account [1].
Context-sensitive information and sentiment information are also proposed to be
integrated.

3 Categorization of Users in Microblogs

3.1 Categorization of Microblog Users

We propose a four-type category for Microblog users as follows:

• Ghost-writer: the user whose purpose is to put forward some specific information,
such as product promotion, rubbishing the competitor, and in most cases, is paid for
the designated information sharing behavior. Spammer is also included in this class.
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• Seller: the user who takes social media as an advertising platform to attract others
for further purchase.

• Official account: the account that is maintained by an organization/institute/
company, etc.

• End-user: the common user of a given topic, who is a part of the true crowds, no
matter whether he/she is an expert on the domain, a big fan or abominator to a
product/company, or just a man in the street. In real scenarios, an end-user is easily
confused with skilled ghost-writer or seller.

The key idea of this paper is to identify and filter out the former three types of
specific users, so that only the true crowds will be retained for consequent analysis. To
simplify the representation, we would like to call the former three types of users in a
broad sense “advertisers” according to their different advertisement intention to a
specific topic. Sometimes they are also named as “non-end-users” for diverse repre-
sentation purpose in the paper.

4 Unified Filtering Model for Advertisers

4.1 Study on Non-content Features

To construct an effective unified model that can filtering all types of advertisers, a set
of useful features should be designed, which are able to separate end-users to the
others. Firstly, the characteristics of different features for the four types of users are
studied. Figure 1 shows the comparative analyses in terms of Meta information
including verification and years since registration, number of followers and followees
respectively, and average number of daily posts.

According to the figures, end-users act differently with part of advertisers in varies
conditions. For example, end-users and ghost-writers have significant difference in
terms of verification info and years since registration; on average number of daily

Fig. 1. Characteristics of different types of users on: (a) Meta info. (b) Avg. #dailyPosts
(c) #followers (d) #followees
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posts, end-users are not distinct from ghost-writers and sellers, but varies to official
accounts; according to features of #followers, official accounts can be clearly separated
from the others; while #followees helps detect ghost-writers. Generally speaking,
ghost-writers and official accounts are relatively easier to be detect by various features.

We also find that keywords in user name contains very important information,
especially for official accounts and sellers. For example, some sellers use “海淘”, “代
购” in their name, or the entities like “报”, “公司” give strong signals on the official
account of institute.

4.2 Topic-Specific Divergence (TSD)

Further, borrowing idea of how human beings identify end-users from others, content
information should also be taken into consideration. The basic intuition is that end-
users generally like to share diverse topics, while advertisers are more focused due to
specific intentions. While directly use content similarity within a user’s posts may
derive problems, because ghost-writers and official accounts likewise publish different
content with similar meanings. Therefore, identification based on posts-similarity in
user-level is not effective. We solve the problem on another viewpoint: the extension of
topic-level similarity, shown as follows:

1. Posts are organized as subtopics based on content similarity. Bag of words based
Cosine similarity is a good and fundamental choice. Hierarchical clustering is
performed to generate subtopics.

2. Then Subtopic entropy is calculated by:

Entropyi ¼
X

u2i
�pui log pui; pui ¼ Nui

,
X

u2i
Nui ð1Þ

Where u is a user whose post(s) have been assigned into the subtopic i. Note that one
user’s posts may belong to different subtopics. pui is calculated by maximum likelihood
estimation, and Nui is the number of posts in subtopic i that is published by the user
u. Lower Entropyi implies higher possibility of advertisements.

3. Furthermore, the value of subtopic entropy is naturally sensitive to the number of
users involved in the subtopic. Given two subtopics i and j, related users numbers
Mi and Mj, and numbers of posts in two subtopics Ni and Nj, respectively. If each
post is published by a different user in both subtopics (i.e. Mi = Ni and Mj = Nj),
both Entropyi and Entropyj will achieve their maximum values. However the two
scores would be totally different if Mi and Mj varies greatly. To reduce such sen-
sitivity, normalized subtopic entropy is proposed.

We define Topic-Specific Divergence (TSD) by normalized subtopic entropy,
shown as:
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TSDi ¼
Entropyi ð¼ 0Þ if Ni ¼ 1

Entropyi=IdealEntropyi otherwise

(
ð2Þ

Where IdealEntropyi is the ideal subtopic entropy that assume each post in the sub-
topic i is published by a different user, namely no matter whatever original Nui is, let
Nui’ = 1 and Mi’ = Ni, and then use the new Nui’ and Mi’ to calculate the subtopic
entropy.

According to the definition of IdealEntropyi:

IdealEntropyi ¼
X

� 1
Ni

log
1
Ni

ð3Þ

Adding Eqs. (1) and (3) into Eq. (2), we have

TSDi ¼
0 if Ni ¼ 1

� 1
Ni logNi

X

u2i
Nui log

NuiP
u2i

Nui
otherwise

8
>><

>>:
ð4Þ

Since
P
u2i

Nui ¼ Ni, Finally the TSD is given by:

TSDi ¼
0 if Ni ¼ 1

1�
X

u2i
Nui logNui

,
Ni logNi otherwise

8
>><

>>:
ð5Þ

After normalization, TSDi ranges from 0 to 1. Then different subtopics can be fairly
compared. Lower TSD implies higher possibility of the subtopic being generated by
advertisers in the viewpoint of content information.

4.3 Advertisers Filtering Model

As shown in Sect. 4.2, Topic-Specific Divergence (TSD) is calculated in topic-level.
Since different users can be connected to multiple topics according to their published
posts, it is nature to generate a topic-related advertiser score Sui for each user u in the
subtopic i, and then combine all the scores collected from different subtopics to gen-
erate a final advertising score of the user, Su.

A heuristic formulation is leveraged in this work, taking the impact factors into
consideration, based on their relationship of the advertising possibility, including
inverted TSDi score (the higher divergence for the subtopic, the less possible to be
advertisement/promotions), inner-subtopic similarity ITSi as weighting factor for the
subtopic, and the number of a users’ posts within a subtopic, Nui, as the weighting
factor for the user inside the subtopic. Hence final advertiser scoring equation is rep-
resented as:
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Su ¼
P

topic i
ITSi� ð1� TSDi

a Þ � logðNi � NuiÞ; if TSDi\a

0; otherwise

(
ð6Þ

where α is the threshold which is set to 0.85 in our experiments. Then users can be
ranked by their advertiser scores and top ranked ones could be filtered to keep the true
crowds.

5 Comparative Experimental Analysis

We random selected and labeled 4,554 users from the dataset crawled from Weibo
(30,389 users and). The post number of these users is 18,731. There are 2,522 end-
users and 2,032 non-end-users in this dataset.

In our experiment, we apply 5-fold cross validation to derive the average Precision,
Recall and F-score.

Then experiments are made on the dataset with different classification algorithms,
such as SVM, Decision Tree, Bayes Net, Native Bayes and Random Forest. Results
that only use the features in Sect. 4.1 (say, using non-TSD features) are taken as
baselines. Comparative analyses are made on these baselines and the corresponding
algorithms + TSD. The classification result for identify non-end-users is shown in
Table 1.

It is shown that TSD filtering method can effectively improve the performance on
the total sample dataset. It is because that TSD filtering method can effectively identify
Weibo users who published low quality Weibo posts.

Table 1. Classification results for identify non-end-users

Methods Precision Recall F-score
J48 0.860 0.785 0.821
BayesNet 0.836 0.783 0.809
NativeBayes 0.947 0.552 0.697
SVM 0.965 0.545 0.697
RandomForest 0.860 0.795 0.826
J48 + TSD 0.875 0.790 0.830
BayesNet + TSD 0.865 0.783 0.822
NativeBayes + TSD 0.951 0.596 0.733
SVM + TSD 0.971 0.591 0.735
RandomForest + TSD 0.936 0.798 0.862
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6 Conclusions and Future Work

In this paper we propose the problem of finding the true crowds in microblogs,
investigate the categorization and characteristics of different user types, and provide an
effective solution based on the novel Topic-Specific Divergence based unified model. It
is the first time to filter out mixed types of microblog users, including ghost-writers,
sellers and official accounts. In the future, more theoretical analyses will be made on
finding stronger models. Furthermore, the consequent common user profiling is also a
reasonable and interesting research direction.
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Abstract. De-identification in electronic health records is a prerequisite to
distribute medical records for further clinical data processing or mining. In this
paper, we introduce a framework based on recurrent neural network to solve
the de-identification problem, and compare state-of-the-art methods with our
framework. It is integrated, which includes records skeleton generation, chunk
representation and protected information labeling. We evaluate our framework
on three datasets involving two English datasets from i2b2 de-identification
challenge and a Chinese dataset we created. To the best of our knowledge, we
are the first to apply RNN model to the Chinese de-identification problem. The
experimental results indicate that our framework not only achieves high per-
formance but also has strong generalization ability.

Keywords: De-identification � Electronic Health Record � Recurrent Neural
Network

1 Introduction

Electronic Health Records (EHRs) are generated in hospitals every day. These records
are valuable research resources because of the abundant information they contain.
However, these data cannot be easily accessed by researchers or organizations for a large
amount of protected health information existed in EHRs. Therefore de-identification of
such data is a prerequisite for using EHRs out of hospitals.

Early in 1996, Sweeney proposed the first de-identification system by a rule-based
approach [1]. In the same year in United States, the Health Insurance Portability and
Accountability Act (HIPAA) was passed. The HIPAA defines 18 categories of protected
health information (PHI), which must be removed from clinical data before it can be
considered safely de-identified. These categories include patients’ names, ID numbers,
dates, locations, etc. Since then, many pattern-matching-based and data-driven systems
have been introduced [2]. These systems used complex heuristic rules and domain-
specific dictionaries to perform de-identification.
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To accelerate EHRs de-identification research, the 2006 i2b2 de-identification
challenge firstly provided a unified platform to evaluate different systems [3]. Eight PHI
categories were defined in this challenge to annotate the data from Partner Healthcare.
The competing systems include rule-based [4] and statistic-based methods. Some of the
submissions viewed the challenge as a problem of classification of tokens. Others
viewed it as a sequence labeling problem. These methods include Hidden Markov
Models, Conditional Random Fields [5], Support Vector Machines [6], and Decision
Trees [7]. The results showed that machine learning-based systems performed the
best [3].

Along with some recent studies [8], researchers reached an agreement that it is
necessary to build a stricter standard than HIPAA. To achieve the goal, the 2014 i2b2
de-identification challenge for longitudinal clinical narratives focused on 25 PHI types,
inclusive of 12 types as defined by HIPAA [9, 10]. Some well performed systems
which are submitted to 2014 i2b2 de-identification track, employed Conditional Ran-
dom Fields mixed with dictionaries and regular expressions [11, 12]. Dernoncourt et al.
[13] introduced the first de-identification based on ANN and achieved state-of-the-art
results on two English datasets.

In this paper, we propose a new framework to solve the de-identification challenge.
The framework uses Recurrent Neural Network (RNN) [14] to recognize protected
information in EHRs. Without any structure change, the framework works well on
2006 i2b2 de-identification dataset, 2014 i2b2 de-identification dataset and a Chi-
nese EHR dataset we annotated ourselves. Especially on the Chinese dataset, our
framework achieved a micro-averaged F1-score of 0.98.

2 De-Identification with Recurrent Neural Network

Our de-identification framework mainly consists of three parts—skeleton generation,
chunk representation and sequence labeling. Each part has strong generalization ability
as no dictionaries or hand-made rules are used.

2.1 Records Preprocessing and Skeleton Generation

Compared with common articles, EHRs have more short sentences and abbreviations.
Moreover, in some categories of EHRs, there are a great number of table-like texts and
special writing formats. Figure 1 presents a snippet of an EHR, the PHIs are mainly in the
first three lines of the snippet with short sentences. “BCH” is a location, “HESS,
CLARENCE” is a patient’s name, “643-65-59-5” is an ID, “2060-10-11” and “10/11/60”
are simulative dates.

In many traditional named entity recognition tasks, a named entity is recognized by
sentence. If we still use sentence scale context in EHRs de-identification, many sen-
tences will just consist of one or two words. Especially in some extreme cases, the
whole sentence is a PHI instance. To address this insufficient context problem, we
concatenate all sentences of a record to a long sentence, adding a “#RETURN” symbol
between each two sentences. After concatenation, the snippet in Fig. 1 is processed to
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“Record date: 2060-10-11 #RETURN BCH EMERGENCY DEPT VISIT #RETURN
HESS,CLARENCE 643-65-59-5 VISIT DATE: 10/11/60…”. Thus, the local structure
is presented in single line, which the line is sequentially scanned by context windows.

As the formats in EHRs are more special than traditional text, the skeleton of a
record, which is beneficial to protect information recognition, is extracted to help
RNNs learn. We propose a statistical approach to extract the skeletons of records,
which the skeletons reveal the different format and punctuation usage between cor-
puses. Specifically, only words occurring in training set over t times retain and the
others are marked as <UNK>. Different skeletons, that contain various amount of
information, can be obtained by tuning t. However, in practice, the range of t is
imponderable, thus we propose a way to establish the value of t as Eq. (1). Here
vocabSize is the size of vocabulary of the dataset, fi is the number of words which have
the frequency equal to i, maxFreq is the maximum frequency. r is a factor between 0
and 1, it determines the dictionary size of the skeleton approximately. Thus appropriate
value of t can be obtained by tuning r.

t ¼ argmin
n

jP
n

i¼1
fi � r � vocabSizej

s:t: 0\n\max Freq
0\r\1

ð1Þ

It avoid searching t in a large range by adopting Eq. (1) as the appropriate r often falls
in a small range. In different datasets, the best t could be smaller than 15 or larger than
100 but the corresponding r frequently fall in between 0.05 to 0.2.

2.2 Chunk Representation Schemes

De-identification challenge is viewed as a sequence labeling task in this work, there-
fore, transforming the original tags to another appropriate representation scheme is an
indispensable step. Five schemes are focused—multi-BIO, uni-BIO, multi-BILOU,
multi-PO and uni-PO (the latter two are proposed in the paper). The “multi” prefix
means that this type of token consists of multiple subtypes which correspond to
multiple categories. For example, multi-BIO has several B labels like B-hospital,
B-date, while the uni-BIO has only one B label. The PO scheme we introduce in this
paper is similar to BIO. Without distinguishing Begin and Inside tokens, our PO

Fig. 1. A snippet of an EHR
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scheme annotates all PHI words with Protected tokens. Figure 2 shows the comparison
of BIO and PO. This idea follows an intuition that in most cases the PHI will be
removed after being recognized, thus, the details are inconsequential.

2.3 Sequence Labeling Using RNNs

RNNs are the central portion of our framework and the model we propose in this paper
is summarized in Fig. 3. x0 is the skeleton of record we have extracted, x is the text after
it is preprocessed. Note that x and x0 have the same length, but they are input into
different branch of the network. The difference between forward RNN layer and
backward RNN layer lies in whether the input is received by RNN in forward direction
or backward direction. Finally, after the Softmax regression, each word in the sentence
yields a corresponding label yi in the output layer.

Once the word embeddings have been learned in an unsupervised fashion,
fine-tuning them during supervised training on the task of interest is possible and have
some advantages [17]. A dictionary, which is prepared for tuning embedding, should
be built automatically based on the training data. All words embeddings are initialized

Fig. 2. Comparison between BIO and PO

Fig. 3. Sequence labeling with RNNs
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randomly before being tuned. As some previous works [18], all words with only one
single occurrence in training set as well as unseen words in the test set are marked as
<UNK>. Numbers both in training data and in test data are converted into the string
DIGIT. For instance, the date “2060-10-11” we mentioned above will be converted to
“DIGITDIGITDIGITDIGIT-DIGITDIGIT-DIGITDIGIT”. This trick is adopted to
reduce the size of the dictionary for a mass of numbers exist in EHRs.

The RNN layers (include forward RNN and backward RNN) can be viewed as any
RNN architectures. We used standard RNN, LSTM [15] and GRU [16]. Finally, the
reason why the Softmax regression is stacked upon the RNN layer is that the output
labels are mutually exclusive. A label dictionary, which generative process can be
combined with the automatic generation of word dictionary, is also indispensable to
decide the output dimension of Softmax.

3 Experiments and Discussion

We evaluate the results at token-level and entity-level, which is the same as the
evaluation method in i2b2 de-identification challenge [3, 10]. We also evaluate at
binary token-level (PHI token versus non-PHI token) which is meaningful because it
can show the integrity of EHRs distinctly after de-identification. Retaining the non-PHI
is our primary target, and only integrated de-identified EHRs can be used for further
research.

3.1 Datasets

We evaluate our framework on three datasets, which two English datasets are 2006
i2b2 de-identification challenge dataset [3] and 2014 i2b2 de-identification dataset [10],
another one is a Chinese dataset we annotate ourselves. The Chinese EHRs come from
a maternal and child health-care hospital consisting of 9700 medical records of 485
gravidas. The sizes of the datasets and the distributions of primary PHI categories are
presented in Table 1.

3.2 Parameters of the Framework

Under subsets of i2b2 datasets, we obtained optimized parameters of the framework.
Each kind of RNN layers can be applied to the sequence labeling stage presented in
Fig. 3. Early-stopping is used to tune the parameters of RNNs on validation set (20% of
the training data). Here is the overview of optimized parameters:

• r: 0.1 (corresponding t of i2b2-2006, i2b2-2014 and Chinese dataset are 20, 14 and
101)

• Tagging scheme: multi-BIO
• RNN architecture: LSTM
• Hidden dimension and Embedding dimension: 128
• Early-stopping: 5 epochs
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3.3 Performance on i2b2 Datasets

We compare our framework with state-of-the-art frameworks and models, Table 2
presents the binary token-based precisions, recalls and F1-scores. Wellner et al. [5] was
the best system from the i2b2 2006 de-identification challenge. The Nottingham system
[12], which was the winner of i2b2 2014 de-identification challenge, has no results on
2006 i2b2 dataset as it is not publicly available. MIST [19] is an off-the-shelf program
for de-identification and CRF+ANN was proposed by Dernoncourt et al. [13]. CRF is
the model based on Conditional Random Field, Uni-RNN and Bi-RNN are classic
RNN-based models. RNN + Skeleton is the model we proposed in this work.

3.4 Performance on Chinese Dataset

We use 80% of the Chinese dataset for training and the other 20% are for testing. Our
framework achieves a micro-averaged F1-score of 0.98 at token-level and 0.96 at
entity-level. Table 3 compares classic models and frameworks with models introduced
in this work. The rule-based model was built by regular expressions and dictionaries in

Table 1. Overview of the datasets

i2b2-2006 i2b2-2014 Chinese

Number of records 669 1304 9700
Number of tokens 560852 1005582 3026944
Number of PHIs 19498 28862 48072
Number of PHI tokens 29917 38435 137496
Vocabulary Size 20254 41879 32265
Percentage of ID 24.6% 3.6% 8.8%
Percentage of DATE 36.4% 43.2% 38.9%
Percentage of HOSPITAL 12.3% 8.0% 2.2%
Percentage of DOCTOR 19.2% 16.6% 14.7%
Percentage of PATIENT 4.7% 7.6% 17.3%
Percentage of AGE 0.1% 6.9% 16.1%

Table 2. Comparison of state-of-the-art methods and our framework

Model 2006 i2b2 2014 i2b2
P R F1 P R F1

Wellner 0.9870 0.9750 0.9810 - - -
Nottingham - - - 0.9900 0.9640 0.9768
MIST - - - 0.9529 0.7569 0.84367
CRF 0.9640 0.9371 0.9504 0.9842 0.9663 0.9752
CRF + ANN - - - 0.9792 0.9784 0.9788
Uni-RNN 0.9207 0.9145 0.9175 0.9529 0.9336 0.9432
Bi-RNN 0.9723 0.9656 0.9689 0.9878 0.9389 0.9627
RNN + Skeleton 0.9870 0.9862 0.9866 0.9931 0.9676 0.9802
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the early stage of our de-identification work. The precisions, recalls and F1-values are
entity-level results, as the rule-based model has no token-level results.

Figure 4 shows the entity-level F1-scores for each PHI category on the Chinese
dataset. The recall of the PATIENT category is clear lower than other recalls. This is
due to many patient names appear in uncertain locations without much context in our
Chinese medical records. Moreover, almost all names occurred once in the dataset, thus
they were marked as <UNK> for reducing the size of the dictionary. The performance
of the LOCATION category is also lower than the average. The reason behind the
result is that the number of LOCATION (the percentage of LOCATION is about 2%) is
relatively small.

4 Conclusion

In order to solve the de-identification challenge, we proposed a universal framework
with generalization ability which is based on recurrent neural network. We evaluated
our framework on three datasets at entity-level, token-level and binary-token-level
respectively. The experimental results illustrate that the RNN framework performs well
in de-identification task. In Chinese dataset our framework achieved a micro-averaged
F1-score of 0.98 at token-level and 0.96 at entity-level. Further analysis shows that the
special context in EHR makes de-identification challenge different from traditional
NER task, therefore further research base on RNN can focus on the usage of context
and the architecture of RNN.

Table 3. Performance on the Chinese dataset

Model Precision Recall F1-score

Rule-based 0.8747 0.9276 0.9003
CRF 0.9815 0.8972 0.9375
Uni-RNN 0.9539 0.8866 0.9190
Bi-RNN 0.9701 0.9235 0.9462
RNN + Skeleton 0.9796 0.9431 0.9610

Fig. 4. Entity-level F1-scores for each PHI category
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Abstract. Social media texts pose a great challenge to sentiment clas-
sification. Existing classification methods focus on exploiting sophisti-
cated features or incorporating user interactions, such as following and
retweeting. Nevertheless, these methods ignore user attributes such as
age, gender and location, which is proved to be a very important prior in
determining sentiment polarity according to our analysis. In this paper,
we propose two algorithms to make full use of user attributes: (1) incorpo-
rate them as simple features, (2) design a graph-based method to model
relationship between tweets posted by users with similar attributes. The
extensive experiments on seven movie datasets in Sina Weibo show the
superior performance of our methods in handling these short and infor-
mal texts.

1 Introduction

With the rapid development of social media, more and more people express their
opinions in the web, such as Twitter, Sina Weibo, etc. To automatically mine
public opinions for business marketing or social studies, sentiment classification
has attracted much attention [7,11].

Following [12], lots of researches use machine learning algorithms to build
sentiment classifier and their approaches work well on formal texts. However,
these methods usually perform poorly when handling social media text. Because
these texts are often short and contain many informal words (like ‘coooool’). To
alleviate this problem, researchers focus on two kinds of methods. On one hand,
they try to employ sophisticated features, such as emoticons [8] and character
ngrams [9]. On the other hand, some studies [3,4,15] explore the effects of user
interactions (such as following and retweeting) on sentiment classification.

Despite the success of these approaches, they typically only consider user
interactions and ignore demographics information such as age, gender, location,
etc. (also called user attributes). After considering user attributes, we can not
only improve sentiment classification accuracy of these informal texts, but also
mine opinions about products by different attribute groups (such as male or age:
c© Springer International Publishing AG 2016
C.-Y. Lin et al. (Eds.): NLPCC-ICCPOL 2016, LNAI 10102, pp. 583–594, 2016.
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Fig. 1. An illustration to explain Prior Knowledge and Similar Opinions.

‘19–30’) of consumers. Specifically, we find these attributes can provide lots of
information to determine the polarity of social media text, which contains:

• Prior Knowledge: User attributes can provide some prior knowledge about the
polarity. For the same product, like iPhone 6s in Fig. 1, people with different
attributes may hold different opinions. Young people may like the product
since it is beautiful and runs smoothly, while old people may give negative
comments to it because it is hard to operate.

• Similar Opinions: People with similar attributes may have similar back-
grounds and possess similar opinions to the same product. Two young people
may give similar (positive) comments to iPhone 6s, while two old people may
both dislike it.

Therefore, it is feasible to leverage these attributes to build a smarter sen-
timent classifier and achieve better performance. To take Prior Knowledge and
Similar Opinions into consideration, we propose two strategies: (1) take them
as simple features, (2) design a graph-based model to encode relations between
tweets posted by users with similar attributes.

We evaluate our methods on seven movie datasets from Sina Weibo1, which
is the largest Chinese microblogging service. Compared with existing content-
based methods, the two strategies we proposed can improve average classification
accuracy by 1.9 percent and 1.0 percent respectively. When we combine them
together, we can get the best results which outperform the baseline by 2.2 percent
on average.

In sum, our contributions in this paper are twofold. First, we propose two
strategies to effectively capture Prior Knowledge and Similar Opinions and inte-
grate them into a graph-based model (Sect. 3). Second, in order to stimulate
further research on this direction, we make our datasets (Sect. 2) consisting of
6,498 movie reviews with reviewers’ attribute information publicly available.

1 http://weibo.com/.

http://weibo.com/
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2 Datasets

2.1 Data

Our datasets are made up of tweets from the movie special column2 of Sina
Weibo, in which users can post comments about movies. The statistics about
our datasets are given in Table 1. Not only we crawl tweets from Sina Weibo,
we have also crawled all available information about users who post the tweets,
including their following relationships and public profiles like age and gender.
Each tweet is rated by the users from Star-1 to Star-5. The tweets with Star-1
and Star-2 are labeled as Negative, and those with Star-4 and Star-5 are labeled
as Positive. From Table 1, we can find the average length of tweets is very short
(around 28 words), which accords with the characteristics of social media text.
All the data used in our experiments will be made available.

Table 1. Dataset statistics. Movie name: movie name of the dataset. (N+, N−): number
of positive and negative tweets. l : average number of words per tweet. Movie type:
different types of movie.

Dataset Movie name (N+, N−) l Movie type

MH Monster Hunt (292, 292) 28.94 Comedy, fantasy

TT4 Tiny Times 4.0 (397, 397) 31.95 Love

SS Silent Separation (596, 596) 22.82 Love

FY Forever Young (611, 611) 31.13 Love

FOT Fleet Of Time (479, 479) 25.48 Love

MCDTM Monk Comes Down The Mountain (505, 505) 29.27 Comedy, love

AHON A Hero Or Not (369, 369) 25.70 Comedy, fantasy

2.2 User Attributes

We collected four kinds of user information in Sina Weibo: gender, age, location
and fan, in which fan indicates whether the user is fan of the main actors or
actresses and can be obtained easily from users’ follow list. To quantitatively
measure these attributes, we have further discretized them into different bins and
the details of user attributes are shown in Table 2. Since we have four dimensions
in user attributes, we utilize a quadruple to represent attribute information of a
user and call it attribute quadruple. If we don’t collect any value in a dimension,
we use ‘NULL’ to represent it. For example, we can use a quadruple (male, 1–18,
abroad, true) to represent a 16 years old boy, who is the fan of the main actress
and lives abroad.

2 http://movie.weibo.com.

http://movie.weibo.com
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Table 2. List of user attributes and the overall percentage of each attribute-value in
all datasets.

Attribute Values (percentage)

Gender Male (29.75%), Female (70.25%)

Age 1–18 (19.26%), 19–30 (37.34%), 31–45 (3.09%), 45+ (0.27%), NULL
(40.04%)

Location Abroad (3.28%), first-tier citya (13.75%), second-tier city (24.25%), third-
tier city (27.73%), fourth-tier (17.82%), NULL (13.17%)

Fan True (40.58%), false (59.42%)
aWe divide all cities in China into different grades according to their economic level.
For example, the first-tier city contains Beijing, Shanghai, etc.

From Table 2, we can find that users always keep their age privacy and don’t
fill in age(the filling rate in age is about only 60%), while 100% users write
gender and about 87% users provide location. Among all users, female and young
account for a significant proportion (70.25% and 56.6%).

3 The Proposed Method

In this section, we propose two methods to model Prior Knowledge and Similar
Opinions and a combination strategy to merge them together. In the following,
we introduce these methods respectively.

3.1 Some Notations

For clear illustration, some notations are given. Suppose our dataset D has
n tweets. For each tweet ti, we collect its content di, attribute quadruple of
its owner ui and its sentiment label yi. So the dataset D can be formalized:
D = {(ti, di, ui, yi)}ni=1 · c ∈ {pos, neg} denotes the sentiment label that is to be
predicted by classification methods.

3.2 Content-Based Method

The content-based method only uses tweet content and it computes the proba-
bility of a label c being assigned to a tweet ti as follows:

p(c|ti) = p(c|di) (1)

in which p(c|di) can be computed by any generative or discriminative model with
content features.
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3.3 Feature-Based Method

In this subsection, we propose a feature-based method to consider Prior
Knowledge.

When computing the probability of c to ti, we not only consider tweet content
di, but also incorporate attribute quadruple of its owner ui. Its formulation is
as follows:

p(c|ti) = p(c|di, ui) (2)

in which p(c|di, ui) can also be computed by any generative or discriminative
model with the combination of content features and user attributes features. We
take all attribute-values in Table 2 as binary features and treat these features as
User Attributes Features (UAF).

Algorithm 1. Pruning
Input: old UAG(oUAG), pruning parameter λ, train dataset D;
Output: new UAG(nUAG)
1: allAGList = ConstructAllAttrGroups()
2: hcAGList ← ∅
3: for each group g ∈ allAGList do
4: posPer ← ComputePosPerForGroup(D, g)
5: negPer ← 1 - posPer
6: if |posPer - negPer| ≥ λ then
7: hcAGList ← hcAGList ∪ g
8: end if
9: end for

10: nUAG ← oUAG
11: for each edge e ∈ nUAG do
12: d1, d2 = getNodeAttributeInfo(e)
13: if d1 /∈ hcAGList or d2 /∈ hcAGList then
14: delete e from nUAG
15: end if
16: end for

3.4 Graph-Based Method

We design a graph-based method to incorporate Similar Opinions. First, a graph
called User Attributes Graph(UAG) is constructed according to user similarity,
in which we connected tweets posted by similar users. Then, we use an iterative
method to infer the graph.

Now, we present the details on constructing UAG:

1. Connecting tweets posted by similar users: The idea of constructing
UAG is to connect tweets posted by similar users, because similar users may
have similar opinions. We use a similarity score to measure the similarity of
any two users, which can be obtained by computing the number of same value
(except for ‘NULL’) in their attribute quadruple. If the similarity score of two
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users is higher than half of the number of all dimensions in user attributes
(the value is 2 since we collect 4 dimensions in Table 2), we call they are
similar users and connect tweets posted by them. For example, the similarity
score of two users, whose attribute quadruples are (male, 1–18, abroad, true)
and (female, 1–18, abroad, true), is 3. Because their age, location and fan are
same and are not ‘NULL’. Thus, we connect their tweets.

2. Pruning: In the construction of UAG, we connect all tweets posted by simi-
lar users. However, this may bring some noises into our graph because similar
users don’t have to hold the same sentiment exactly. Therefore, to improve
sentiment consistency of all edges in UAG, we propose a simple pruning strat-
egy. The detailed pruning process is shown in Algorithm1. Firstly we build all
attribute groups by traversing any combinations of attribute-value in Table 2
(line:1). Attribute groups can contain one dimension such as (Gender:male) or
the combination of different dimensions such as (Fan:true ∩ Gender:female ∩
Age: 1–18). Secondly, we need to mine some high consistency attribute groups
through pruning parameter λ, where users in these groups tend to express
the same opinions with high probability (line: 2–9). Thirdly, we remove the
edge in UAG, whose nodes’ owner (users) are not in these high consistency
attribute groups (line: 10–16). We also test the influences of different λ for
our method in Sect. 4.3, and we set λ to 0.7.

After UAG being constructed, we design a graph-based method for senti-
ment classification of tweets. In our model, G means UAG, N(ti) represents the
neighborhood of ti in G and l(ti) denotes the label of tweet ti. When computing
the probability of c to ti in G, we make the Markov assumption that the deter-
mination of sentiment polarity can only be influenced by either the content of
the tweet di or sentiment assignments of neighbor tweets tk ∈ N(ti). Thus we
get Eq. 3.

p(c|ti, G) = p
(
c|di, N(ti)

)
(3)

After applying the additional independence assumption that there is no direct
coupling between the content of a document and the labels of its neighbors
and using l(N(ti)) to represent a specific assignment of sentiment labels to all
immediate neighbors of the review ti, we get Eq. 4.

p(c|di, N(ti)) = p(c|di) ×
∑

l(N(ti))

p(c|l(N(ti)))p(l(N(ti))) (4)

We can convert the output scores of a review by the content-based method
into probabilistic form and use them to approximate p(c|di), which is a base clas-
sifier to the graph-based method. Then a relaxation labeling algorithm described
in [2] can be used on the graph to iteratively estimate p(c|ti, G) for all reviews.
After the iteration ends, for any review in the graph, the sentiment label that
has the maximum p(c|ti, G) is considered the final label.
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3.5 Combination Strategy

To merge Prior Knowledge and Similar Opinions together, we improve the
graph-based method by adding ui when computing c to ti:

p(c|di, N(ti)) = p(c|di, ui) ×
∑

l(N(ti))

p(c|l(N(ti)))p(l(N(ti))) (5)

The only difference between Eqs. 4 and 5 is the base classifier. In Eq. 4, the
base classifier is computed by p(c|di) and only takes content information to
decide the label. However in Eq. 5, we can add user demographics ui into the
content-based method and utilize p(c|di, ui) to build the base classifier.

4 Experiments

4.1 Experimental Settings

We evaluate the proposed methods on seven datasets introduced in Sect. 2. In
our experiments, tweets in each dataset are randomly split up into five folds
(with four folds serving as training data and the remaining one fold serving
as test data). All of the following results are reported in terms of an averaged
accuracy of five-fold cross validation. We compare our model with content-based
sentiment classification methods:

(1) NB: We implement the Näıve Bayes Classifier based on a multinomial event
model.

(2) ME: Maxent Entropy3 is a classic discriminative model and widely used in
sentiment classification.

(3) SVM: Support Vector Machine is a also widely used baseline method to
build sentiment classifier. LibSVM4 toolkit is chosen as the SVM classifier.
The penalty parameter is set as 0.1.

Following the standard experimental settings in sentiment classification, we
use term presence as the weight of feature, and evaluate two kinds of features,
(1) ui : unigrams, (2) bi : both unigrams and bigrams. The paired t-test [20] is
performed for significant testing with a default significant level of 0.05.

4.2 Performance Comparison

Table 3 reports the classification accuracy of baseline systems. On one hand, we
can find that NB gets the best results in our datasets. Some researchers [10,17]
showed that NB is better than SVM when the training set is small or texts are
short. Our datasets satisfy the two conditions, thus, it is not surprising that NB

3 http://homepages.inf.ed.ac.uk/lzhang10/maxent toolkit.html.
4 http://www.csie.ntu.edu.tw/∼cjlin/libsvm.

http://homepages.inf.ed.ac.uk/lzhang10/maxent_toolkit.html
http://www.csie.ntu.edu.tw/~cjlin/libsvm


590 J. Li et al.

Table 3. Classification accuracy of baseline systems. The best results are in bold.

Methods MH TT4 SS FY FOT MCDTM AHON Average

NB-ui 0.8750 0.8387 0.7961 0.8740 0.8507 0.7941 0.8495 0.8397

NB-bi 0.8904 0.8236 0.8071 0.8765 0.8508 0.7733 0.8617 0.8405

SVM-ui 0.8444 0.7682 0.7777 0.8265 0.8319 0.7495 0.8102 0.8012

SVM-bi 0.8410 0.7657 0.7819 0.8331 0.8246 0.7366 0.8129 0.7994

ME-ui 0.8358 0.7796 0.7819 0.8314 0.8319 0.7554 0.7899 0.8008

ME-bi 0.8409 0.7745 0.7802 0.8405 0.8226 0.7386 0.8130 0.8015

Table 4. Classification accuracy of our methods. Base: the baseline system (NB-bi in
Table 3). Base+UAF : Adding user attribute features into the baseline. Base+UAG:
Using Base as the base classifier to construct graph-based model. Base+UAF+UAG:
Using Baseline+UAF as the base classifier to construct graph-based model. The best
results are in bold.

Methods MH TT4 SS FY FOT MCDTM AHON Average

Base 0.8904 0.8236 0.8071 0.8765 0.8508 0.7733 0.8617 0.8405

Base+UAG 0.8990 0.8488 0.8138 0.8822 0.8601 0.7792 0.8699 0.8504

Base+UAF 0.9008 0.8690 0.8246 0.8854 0.8633 0.7921 0.8820 0.8596

Base+UAF+UAG 0.9059 0.8753 0.8255 0.8887 0.8664 0.7931 0.8848 0.8628

obtains better performance. On the other hand, adding bigram features always
improve the performance. Thus, we choose NB-bi as our baseline system.

The results of our methods are shown in Table 4. From the results, we can
get the following observations. Firstly, after user attribute as feature added into
the baseline system, we get 1.9 percent improvements on average, which indi-
cates that user attributes are very useful for sentiment classification and taking
user attribute as features can be a good supplement to content features. Sec-
ondly, after encoding relations between tweets in our graph-based method, we
can outperform the baseline system by 1.0 percent on average, which shows the
effectiveness of our graph-based method. Lastly, after the two strategies is inte-
grated, we achieve the best performance, which surpasses the baseline system by
2.2 percent on average and is significant according to the paired t-test.

4.3 Effects of Pruning

In the process of building UAG, we propose a pruning strategy and set pruning
parameter λ to 0.7. To further investigate the need of the pruning strategy and
the sensitivity of graph-based method to the pruning parameter λ, we give the
experiment results in Table 5 and plot the sentiment classification accuracy with
pruning parameter λ from 0.0 to 1.0 on our datasets in Fig. 2.
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Table 5. edgeNum, conProb and classification accuracy in UAG before and after
pruning.

UAG MH TT4 SS FY FOT MCDTM AHON Average

Before pruning edgeNum 31,636 65,926 136,141 171,950 102,513 85,506 45,151 91,260

conProb 0.8281 0.8728 0.7772 0.8173 0.7825 0.7623 0.7818 0.8031

accuracy 0.8871 0.8438 0.8121 0.8707 0.8528 0.7644 0.8780 0.8441

After pruning edgeNum 13,037 31,340 4,477 7,408 11,427 1,327 5,309 10,618

conProb 0.9558 0.9588 0.8635 0.9856 0.9985 0.9726 0.9849 0.9600

accuracy 0.8990 0.8488 0.8138 0.8822 0.8601 0.7792 0.8699 0.8504

Before Pruning vs. After Pruning

In theory, our graph-based method is influenced by two important factors: edge
number of the graph (edgeNum) and the probability of sentiment consistency
(conProb) of all edges in the graph. More edgeNum, and higher conProb will
result in better performance. Thus, we give statistics about the two factors of
graph before pruning and graph after pruning in Table 5.

From Table 5, we can find before pruning, the UAG graph contains 91,260
edges average and the average conProb is only 0.8031. After pruning, although
edgeNum drops to 10,618, conProb rises greatly to 0.96. Just as stated before, the
two factors (edgeNum and conProb) have great effects on the graph-based model.
But we think compared with edgeNum, conProb is more important because a lot
of inconsistent edges may cause many noises. Finally, after the pruning strategy,
our model improve the average accuracy by 0.6 percent.

Sensitivity to Different Pruning Parameter

From Fig. 2, we can find when λ equals to 0.0 (it means there is no pruning in
constructing UAG), edgeNum reaches the maximum, conProb gets the minimum
and the accuracy is worst, which means many inconsistent edges in UAG hurt the
performance. As λ increases, we add pruning in building UAG and delete many

Fig. 2. Average conProb, average edgeNum and average accuracy in our datasets when
varing λ.
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noisy edges in UAG, get higher conProb and better performance. The curves of
accuracy always reach the peak when λ is around 0.65. When we continue to
increase λ, the performance begin to decrease. In this case, conProb is at a high
value (average conProb is higher than 0.94) and can insure edges in UAG are
mostly consistent. As λ increases, we can get higher conProb. Meanwhile we also
lose too many consistent edges which results in the bad performance. Especially,
when λ equals to 1.0, edgeNum drops to less than 10,000 and the accuracy drops
to 0.8468.

4.4 Attribute Group Preference Analysis

Through considering user attributes, our model can not only boost sentiment
classification accuracy, but also learn which attribute group is more or less likely
to like a given movie, which is called attribute group preference analysis. Figure 3
shows the normalized weight of user attribute feature in Base+UAF.

For gender, we find that the average feature weight of male users is only 0.29
(less than 0.3), which shows male users always give negative comments. The
reason is that compared with plain movies, such as love movies, male users may
like adventure and excitement ones, while from Table 1 we can find this kind of
movies take up a large of proportion in our datasets. Female users may like love
movies, therefore the average feature weight of female users is about 0.6, which
shows they always write positive comments.

With increasing age (1–18, 19–30, 31–45, 45+), the average feature weight
(0.69, 0.49, 0.49, 0.41) decreases, which shows young users often give positive
comments and middle-aged ones always write negative comments. We think the
reason is that with increasing age, users are increasingly demanding.

Fig. 3. The normalized weight of user attribute feature in Base+UAF (Table 4). Value
(from 0.0 to 1.0) shows how possible a user with the attribute feature might like the
specific movie. We use different colors to fill in the box. High value with dark color and
low value with light color.
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For fan, we can find users following the main actor or actress of a movie will
get high average feature weight about 0.76 and always like the movie, while users
being not the fan always give negative comments, which is broadly in line with
what we expected.

5 Related Work

Sentiment classification has been studied for years. Lots of researches follow [12]
and use machine learning algorithms to build sentiment classifier from reviews
with sentiment labels [5,6,13,18,19].

[3,4,15] make use of user interactions (such as following, retweeting etc.) to
improve the performance. Their main idea is that sentiments of two messages
posted by friends are more likely to be similar than those of two randomly
selected messages. Incorporating this information into a graph-based model [4]
or a supervised method [3] gets good results in the task. Other studies [1,14,16]
also incorporate the user itself to improve sentiment classification accuracy.

6 Conclusion and Future Work

In this paper, we exploit user attributes to help sentiment classification on social
media text. We propose two methods to incorporate user attributes: (1) take
them as features; (2) use them to construct user attribute graph and design a
graph-based model to handle it. We conduct experiments on seven datasets from
Sina Weibo. Experimental results show that incorporating user attributes can
significantly boost sentiment classification accuracy.

Since many researchers have proven the effectiveness of user interactions in
social media on the sentiment classification task and we have also demonstrated
user attributes can be useful for the task. In the future, we would like to inves-
tigate how to combine these two kinds of information together.

Acknowledgments. We thank the three anonymous reviewers for their helpful com-
ments and suggestions. The research work has been funded by the Natural Science
Foundation of China under Grant No. 61333018.
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Abstract. Post-editing is the most popular approach to improve accu-
racy and speed of human translators by applying the machine trans-
lation (MT) technology. During the translation process, human trans-
lators generate the translation by correcting MT outputs in the post-
editing scenario. To avoid repeating the same MT errors, in this paper,
we propose an efficient framework to update MT in real-time by learning
from user feedback. This framework includes: (1) an anchor-based word
alignment model, being specially designed to get correct alignments for
unknown words and new translations of known words, for extracting the
latest translation knowledge from user feedback; (2) an online translation
model, being based on random forests (RFs), updating translation knowl-
edge in real-time for later predictions and having a strong adaptability
with temporal noise as well as context changes. The extensive experi-
ments demonstrate that our proposed framework significantly improves
translation quality as the number of feedback sentences increasing, and
the translation quality is comparable to that of the off-line baseline sys-
tem with all training data.

1 Introduction

Computer-aided translation (CAT) is a form of language translation in which
a human translator uses a software to perform and facilitate the translation
process. To further improve the translation efficiency, incorporating the tech-
nology of machine translation (MT), especially statistical machine translation
(SMT), into the CAT tools has drawn more and more attention. In practice, post-
editing is the most popular approach to apply the MT technology to upgrade
the CAT system.

In the post-editing scenario, translators generate the translation by correct-
ing the MT results during the translation process. If the raw MT output is
good enough, it will take translators little time to achieve the final acceptable
translation. Considerable evidence has shown that human translators are more
productive and the translation results are more accurate when post-editing is
adopted [6,13,15,36]. In the real world, there are a number of CAT tools sup-
porting post-editing, such as SDL Trados and MemoQ.
c© Springer International Publishing AG 2016
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However, post-editing is far from perfect in fact. So far, MT has focused
on providing rough translations for having a glance, rather than outputs that
minimize the effort of a translator. As a result, the biggest problem is that the
low-quality of MT results often makes a translator disheartened to edit. What’s
worse, the underlying MT system will repeat the same errors in the following
tasks, in spite of the fact that the translator has corrected them in many times.
Therefore, the promotion of machine translation and post-editing is not easy in
the human translation community.

Fortunately, the post-editing scenario fits well into an online learning protocol
[7], where a stream of human translations is revealed to the MT system one by
one as shown in Fig. 1. For each source sentence, the system will make an MT
output. And then, the automatic translation will be corrected by the translator.
As a result, before translating the next sentence, there is a learning loop can be
enhanced for the underlying MT system. In the learning loop, the system can
use the perfect human translation to upgrade itself to avoid repeating the same
translation errors in the following tasks. As we can see, this is an important and
challenging problem in the post-editing scenario.

In this paper, to avoid repeating the same MT errors, we present an efficient
framework to upgrade the MT system in real-time by learning from user feed-
back. This proposed framework includes: (1) an anchor-based word alignment
model based on Hidden Markov Model (HMM), being specially designed to get
correct alignments for unknown words and new translations of known words,
for extracting the latest translation knowledge from feedback sentences; (2) an
online translation model based on random forests (RFs), updating translation
knowledge in real-time for later predictions and having a strong adaptability
with temporal noise as well as context changes during translating.

For example, during the English-to-Chinese translation task as shown
in Fig. 1, the MT results of “publication chair” and “Hitoshi Isahara” are

Fig. 1. An overview of learning from users for machine translation in real-time.
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completely wrong. With the help of user feedback, the first step in the learning
loop is to successfully grasp the known word “chair” to its new correct transla-
tion “ (chairman)”, and align the unknown words “Hitoshi Isahara” (person
name) to the proper Chinese translation “ ”. The key to the solution is
integrating phrase segmentation into word alignment under the guidance of align-
ment anchors, e.g., “responsible ||| ” and “studies ||| ”. In this paper, we
employ mutual information (MI) to find correct alignment anchors with a much
higher accuracy rate. As a result, we can get the correct phrase pair candidates:
“publication chair ||| ” and “Hitoshi Isahara ||| ”. The
next step is to update the RFs-based online translation model in real-time using
the extracted phrase pair candidates with context information. As we can see,
the quality of the third sentence has been substantially improved by the updated
translation model.

In the experiments, our proposed novel framework significantly improves
translation quality with the number feedback sentences increasing, and the trans-
lation quality is comparable to that of the off-line baseline system with all train-
ing data. So far as we know, it is the first RFs-based translation model.

In summary, this paper makes the following contributions:

(1) The novel anchor-based HMM word alignment model gets more reliable
and accurate alignments for unknown words, new translations of known
words, and translation knowledge embedded in long sentences. It substan-
tially improves the extraction of the latest translation knowledge from user
feedback sentences.

(2) The well designed RFs-based online translation model continuously learns
extracted new translation knowledge in real-time. The proposed model sig-
nificantly outperforms the traditional translation model in terms of online
learning.

(3) The proposed online translation model has a strong adaptability with tem-
poral noise and context changes during translating. The algorithm discards
trees from forests and continuously grows new trees based on estimated
translation errors to promote the translation quality.

2 Related Work

To update SMT systems in a post-editing scenario where corrected MT out-
put is constantly being returned, previous works can be divided into four types:
(1) adapting word alignment model [2,9,11,19,35], (2) adding new rules to the
translation model from the post-edited content [1,8,11,20,23,26], (3) updating
the target language model [1,8], and (4) renewing the MT system’s discrimina-
tive parameters [1,8].

In this paper, we focus on incremental learning for word alignment model,
and online learning for translation model. We first pay attention to alignment
problems of unknown words, new translations of known words and long sen-
tences in the post-editing scenario. Second, differing from their work, in this
paper, in order to guarantee the comparable performance to the off-line mode,
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we design the RFs-based translation model, differing from the rule selection
model in [12,18], to implement online learning. What’s more, our model can
discard old translation knowledge based on estimated translation errors.

3 Online Learning Framework

In this work, we distinguish “online” from “incremental” learning. Online learn-
ing has to discard a sample after learning without memorization, and unlike
incremental learning allowing to store it. Another related concept is batch learn-
ing. If the training data grows, batch learning requires retraining with all previ-
ous data and the new data [17]. Our proposed online learning framework includes
an anchor-based incremental word alignment model and an online translation
model. We will give a detailed description of this framework in next subsections.

3.1 Anchor-Based Word Alignment Method

Let S = sJ
1 = s1s2 . . . sJ denote the source sentence, and T = tI1 = t1t2 . . . tI

denote the target sentence, where J and I are the numbers of words in source
sentence and target sentence, respectively. Word alignment can be defined as a
task to find the optimal sequence A = a1a2 . . . aJ , where the expression a(j) = i
denotes that the target word ti is connected to the source word sj . The standard
approach to word alignment makes use of various combinations of five generative
models “Model 1–5” [5], HMM-based model [30], and “Model 6” [22]. In machine
translation, word alignment plays a crucial role as the precondition.

However, in the learning loop of the post-editing scenario, there are two
main challenges for aligning words. The bigger one is the unexpected unknown
words and new low frequency translations of known words. That makes it hard
for correctly aligning words and further extracting the latest translation knowl-
edge based on only one sentence. For another challenge, long sentences greatly
decrease the performance of word alignment. But in the post-editing scenario,
we cannot simply filter them as preprocessing in the traditional MT pipeline
because of the data sparsity and the long tail theory.

In this paper, we propose a novel anchor-based word alignment method to
reduce the scope of alignments of unknown words and new low frequency trans-
lations, and meanwhile improve the alignment performance of long sentences.
The core idea of the proposed word alignment model is to segment the bilingual
sentence pair into bilingual phrases based on alignment anchors before searching
the best alignment sequence. In this paper, we employ mutual information (MI)
to find alignment anchors with a much higher accuracy rate (over 90%), being
similar to [34]:

MI[s, t] = log2
P (s, t)

P (s)P (t)
. (1)
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Fig. 2. The anchor-based word alignment model.

This model includes the following three steps as shown in Fig. 2:

(1) Find enough anchors based on MI scores as shown in Fig. 2(A). (a) For
each word pair, compute the corresponding MI score according to Eq. 1. (b)
Find the maximum score MI[s′, t′], and label the cell [s′, t′] as an anchor.
Meanwhile, set MI[s′, ·] and MI[·, t′] to the minimum MI score. (c) If the
current maximum distance d between adjacent anchors is bigger than the
limitation D, repeat Step b. We set D = 7 to cooperate the maximum phrase
length in translation model.

(2) Segment the sentence pair into bilingual phrases according to the anchors
as Zone A of Fig. 2(B). Generate anchor -centered bilingual phrase set {h}
with the restriction: ∀ d ∈ {h.s.end–anchor.s, h.t.end–anchor.t, anchor.
s–h.s.start, anchor.t–h.t.start}, d < D. To prevent the anchor error to prop-
agate into next steps, each anchor can be disabled with the restriction.

(3) Search the best word alignment using dynamic programming as shown in Zone
B of Fig. 2(B). In this paper, we employ the modified HMM word alignment
model with the anchor constant to align the words of the generated bilingual
segments. It should be noted that the initial position of the modified HMM
word alignment model is the anchor cell [anchor.s, anchor.t], rather than the
random position [1, ·] for the original HMM word alignment model. The cor-
rect alignment result in Fig. 2 is: “The Netherlands { } agrees { }
with the commission { } that { } domestic { } violence
{ } affect { } women { } disproportionately { }”.

In this paper, the step of incremental word alignment is set to 100 sentences.

3.2 Online Translation Model

3.2.1 RFs-Based Translation Model
There has been a recent interest in using random forests (RFs) [4] for natural
language processing problems [32]. It has been demonstrated that RFs are better
than or at least comparable to other state-of-the-art methods in classification
[3,4]. For MT, RFs provide the following advantages that make them suitable
for translation model: (1) decision trees are very fast in both training and classi-
fication; (2) they can be easily parallelized, because each tree in a forest is built
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and test independently from other trees; (3) they are inherently multi-class. In
addition, compared to boosting and other ensemble methods, RFs are also more
robust against noise [4].

In this paper, we first build up a RFs-based translation model, which com-
bines rich context information for selecting translation rules during decoding.
Inspired by [25], the proposed RFs-based translation model is the starting point
of online learning from user feedback.

We denote the entire forest for a source phrase as F = {f1, f2, . . . , fM},
where M is the number of decision trees in the forests. Let f(x, θm) : X → Y
denote the mth tree of the forest, where θm is a random vector capturing the
various stochastic elements of the tree, e.g., the randomly sub-sampled training
set and selected random tests at its decision nodes. As a result, given the source
phrase s, the estimated translation probability for the target phrase t can be
derived as:

p(t|s) =
1
M

M∑
m=1

pm(t|s). (2)

Each decision tree in a forest is built and tested independently from other
trees. During the training, each tree receives a new bootstrapped training set
generated by sub-sampling with replacement of the original training set. We
refer to those samples which are not included during the training of a tree as
the out-of-bag (OOB) samples, which can be used to compute the out-of-bag-
error (OOBE) of the tree. The tests, in form of g(x) > θ, at each decision node
of the tree usually contain two parts: (1) a randomly generated test function;
(2) a threshold θ which based on the random feature which decides the left/right
propagation of samples. The tests are selected by first creating a set of random
tests and then picking the best among them according to the entropy:

L(Rj) = −
T∑

t=1

pj

t
log(pj

t
) (3)

where pj

t
is the probability of target phrase t in node j, and T is the number of

target phrases.
More specifically, a set of N random tests S = {(g1(x), θ1), . . . , (gN (x), θN )}

will be created when the node j is created. This node then starts to collect the
statistics pj = [pj

1, . . . , p
j

T
] of the samples falling in it. For a random test d ∈ D, two

sets of statistics are also collected: pjld = [pjld
1 , . . . , pjld

T
] and pjrd = [pjrd

1 , . . . , pjrd

T
]

corresponding to the statistics of samples falling into left(l) and right(r) partitions
according to test d.

The information gain with respect to a test d can be measured as:

ΔL(Rj , d) = L(Rj) − |Rjld|
|Rj | L(Rjld) − |Rjrd|

|Rj | L(Rjrd) (4)

where Rjld and Rjrd are the left and right partitions made by the test s and
| · | denotes the number of samples in a partition. A test with higher gain,
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produces better splits of the data with respect to reducing the impurity of a
node. Therefore, when splitting a node, the test with the highest gain will be
chosen as the main decision test of that node.

Draw on the experience of the translation rule selection model introduced by
[12,18], we design the following kinds of features for an extracted phrase pair
〈s =“domestic violence” t = “ ”〉 from Fig. 2 according to [16]:

– Lexical features: the 6 words immediately to the left of the source phrase
WSs−6 = “Netherlands” , . . . ,WSs−1 = “that” ; the 6 words immediately
to the right of the source phrase WSs+1 = “affect” , . . . ,WSs+6 = “EOS”;
the first word of the source phrase WSLs = “domestic”; the last word of the
target phrase WSRs = “violence”; the first word immediately to the left of
the target phrase WTLt−1 = “ ”; the last word immediately to the right of
the target phrase WTLt+1 = “ ”; the current lexical weights Pw(t|s) and
Pw(s|t); post-editing support PS = 1.

– Length features: the length of the source phrase Lens = 2 and the length
of the target phrase Lent = 2.

We integrate the RFs-based translation model into the log-linear model used
by the SMT decoder during the translation of each source sentence. The log-
linear model combines features: the translation probabilities p(t|s) and p(s|t)
computed by the RFs-based translation model, the lexical weights pw(t|s) and
pw(s|t), the language model, the reordering model, the word penalty, and the
phrase penalty.

3.2.2 Online Learning for Translation Model
The original RFs-based translation model is designed to learn in batch or off-
line model, i.e., each tree is trained a full sub-set of bilingual phrase pairs. There
exist incremental methods for single decision trees but they are either memory
intensive, because every node sees and stores all the data [29], or have to discard
important information if parent nodes change.

To make the algorithm operate in online learning for translation model, there
are two main problems: (1) How to perform bagging in online translation model?
(2) How to grow random trees on-the-fly? RFs are ensembles of randomized deci-
sion trees combined using bagging. Accordingly, the online version has to com-
bine online bagging [24] and online decision trees with random feature-selection.

(1) Online Bagging

For the bagging part, in this paper, the sequential arrival of the bilingual phrase
pairs is modeled by a Poisson distribution. Each tree ft(x) is updated on each sam-
ple k times in a row where k is a random number generated by Poisson(λ) [24].

(2) Online Random Decision Trees

For the growing part, we employ extremely randomized forests [10]: the threshold
θ and the test function g(x) of the test g(x) < θ are chosen randomly. During
growing of an extremely randomized tree, each decision node randomly creates
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Algorithm 1. ORFs-based online translation model
Input: Sequential bilingual phrase pair 〈s, t〉, the size of the forest T .
Input: The minimum number of samples α, the minimum gain β, the knowledge wighting rate γ.
Output: The forest F .
1: //For all trees
2: for t = 1 → T do
3: k ← Poisson(λ)
4: if k > 0 then
5: //Update k times.
6: for u = 1 → k do
7: j = FindLeaf(s)
8: UpdateNode(j, 〈s, t〉)
9: if |Rj | > α and ∃s ∈ S: ΔL(Rj , s) > β then
10: //Find the best test.
11: sj = argmaxs∈S ΔL(Rj , s)

12: CreateLeftChild(pjls)
13: CreateRightChild(Pjrs)
14: end if
15: end for
16: else
17: OOBEt ← UpdateOOBE(〈s, t〉)
18: WeightingTree(ft, OOBEt, γ)
19: end if
20: end for
21:
22: function WeightingTree(ft, OOBEt, γ)
23: aget ← NumberOfSamples(ft)
24: if aget > 1

γ and OOBEt > Rand( ) then

25: //Discard the tree.
26: ft = NewTree( )
27: end if
28: end function

a set of tests and picks the best according to the test functions and thresholds.
When operating in the off-line mode, the decision node has access to all the data
falling to that node, and therefore has a more robust estimate of these statistics,
compared to node operating. However, in the online mode, the statistics are
gathered over time. Therefore, the decision when to split depends on: (1) if
there has been enough samples in a node to have a robust statistics; (2) whether
the splits are good enough for the classification purpose. Here, we introduce two
hyper-parameters: (1) the minimum number of samples α that a node has to
see before splitting; (2) the minimum gain a split β that has to achieve before
splitting. Thus a node splits if and only if Rj > α and ∃d ∈ D : ΔL(Rj , d) > β.

(3) Temporal Weighting

In post-editing scenario, it requires of the underlying translation model a strong
adaptability since the context changes during translating as time goes on. There-
fore, we allow our forest to discard the entire tree. To achieve the goal, we can
estimate the OOBEm of the mth tree online. Based on this estimate, we pro-
pose to discard trees randomly depending on its OOBE and its age, namely, the
number of phrase pairs it has seen so far. By doing this, we can continuously
ensure adaptivity throughout time.
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In summary, the entire online translation model is depicted in Algorithm1,
where we set α = 30, β = 0.1 and γ = 0.02.

4 Experiments

We conduct the experiments to test the performance of our proposed framework
on improving translation quality with the number of training sentences increasing
in the post-editing scenario.

4.1 Experimental Setup

All the experiments are conducted on our in-house developed SMT toolkit includ-
ing a typical phrase-based decoder and a series of tools, including word alignment
and phrase table extraction. All the MT systems are tuned by the development
set using ZMERT [33] with the objective to optimize TER [27]. The lower the
TER score, the better the translation. And the statistical significance test is
performed by the re-sampling approach [14].

We test our method on English-to-Chinese news translation. The training set
(1,997,900 sentences, 29,672,190 source words, 27,280,438 target words), devel-
opment set (1,000 sentences, 27,965 source words, 25,638 target words) and test
set (1,100 sentences, 29,570 source words, 26,985 target words) are taken from
bilingual news in time order. The histogram for the length of sentences is shown
in Fig. 3.

Compared to traditional SMT experiments, one big difference is that we
preserve the original order of the sentences to simulate post-editing scenario.
And additional data employed by this paper includes 10,000,000 Chinese news
sentences for training the language model using SRILM toolkit [28]. The maximal
entropy based reordering model [31] is trained by the whole training set. As our
goal is to test the performance of translation model and word alignment model,
we employ the same language model and reordering model for all experiments.

Fig. 3. A histogram for the length of sentences.
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4.2 Results and Analysis

Firstly, we will evaluate the performance of the anchor-based word alignment
model and HMM word alignment model on improving the translation quality in
the online learning scenario, being denoted as “AnchorAlign” and “HMMAlign”,
respectively.

Secondly, we evaluate the performance of our RFs- and ORFs-based trans-
lation model on improving the translation quality. The baseline system uses
precomputed phrase translation probabilities, independent of any other con-
text information. To train the translation model of the baseline system, we run
GIZA++ [21] to obtain word alignment in both translation directions, and the
word alignment is refined by performing “grow-diag-final” method [16]. The
maximum initial phrase length is set to 7. The baseline system, being denoted
as “Baseline”, contains a traditional off-line translation model. The full training
process will be operated each time, including word alignment, phrase extraction,
tuning with the development set, and testing with the test set.

Meanwhile, we gather context features based on the word alignment results
for training the RFs- and ORFs-based translation models, denoted as “RFs” and
“ORFs” respectively. In addition, we have re-implemented two other translation
online adaptation methods introduced by [1], i.e., translation adaptation with an
external cache, being denoted as “ExternalCache”, and an internal cache, being
denoted as “InternalCache”. Because the principal topic is online learning in this
paper, we do not compare among various discriminative translation models or
rule selection models.

To improve the clarity, we report all experimental results with respect to
the ratio of training sentences in Fig. 4. In Fig. 4, “RFs” refers to off-line train-
ing with respect to the ratio of training sentences. And “ORFs” refers to the
online training sentence by sentence, but we reports the results on the test set
corresponding to the above ratio.

As shown in Fig. 4, all methods will get better results as the training data
increasing. Though the cache-based online adaption methods (the dotted lines
without a symbol) cannot compare with the off-line baseline system (black solid
line without a symbol), it is very simple and easy to implement.

(1) Word Alignment Model: (A) If we fix the translation model, such as
“ORFs” (�), in terms of TER scores, the performance of the anchor-based word
alignment model (the solid lines with symbols, “AnchorAlign”) is significantly
better than that of GIZA++ (the dashed lines with symbols, “GIZA++”),
namely reducing 0.55 absolute TER scores, despite of the weak HMM-based
word alignment model (the dotted lines with symbols, “HMMAlign”). It means
that the anchor-based word alignment model successfully improves the perfor-
mance by segmenting sentences and achieves better translation results. (B) If
we focus on the anchor-based word alignment, we can find that it is more suit-
able for ORF-s based translation model, namely reducing 0.49 absolute TER
scores compared to GIZA++. If we were only looking at the TER scores, the
improvement is less pronounced. It should be noted that GIZA++ is a combina-
tion of various of alignment models (including the HMM word alignment model)
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and optimization techniques, while the anchor-based alignment model only use
the HMM word alignment model. In this perspective, the improvement of the
anchor-based word alignment model is remarkable.

(2) Translation Model: In Fig. 4, the TER scores of “RFs” and “ORFs” are
significantly better than that of other approaches (about 1.0 absolute TER
scores). If we fix the word alignment method, the overall performance of the
RFs-based translation model is superior to the traditional off-line translation
model labeled with “Baseline”. The results lay a good foundation for further
development of online learning methods. As a result, if we focus on the blue (�)
and red (�) lines, we can find that the performance of the ORFs-based model
are comparable with the RFs-based off-line learning model as the number of
feedback parallel sentences increasing, and better than that of the traditional
translation model (more than 0.9 absolute TER scores). The gap between RFs-
and ORFs-based translation model is very small (less than 0.2 TER scores) and
can be ignored in practical applications. This means that we have achieved our
goals of online learning from user feedback in real-time.

In summary, we can draw the conclusion that the proposed online frame-
work significantly improves the performance of MT outputs by learning from
user feedback as the number of training sentences increasing in the post-editing
scenario.

Fig. 4. TER scores with respect to the ratio of training data.

5 Conclusion

In this paper, we have presented an efficient framework for updating machine
translation by learning from user feedback in real-time. This framework includes
an online translation model based on the random forests, and an anchor-based
word alignment model which combines phrase segmentation and HMM-based
word alignment. It avoids repeating the same MT errors and significantly
improves the translation quality as the number of feedback sentences increasing.
The experimental results are promising.
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Abstract. Multilingual multi-document summarization is a task to gen-
erate the summary in target language from a collection of documents in
multiple source languages. A straightforward approach to this task is
automatically translating the non-target language documents into tar-
get language and then applying monolingual summarization methods,
but the summaries generated by this method is often poorly readable
due to the low quality of machine translation. To solve this problem, we
propose a novel graph model based on guided edge weighting method
in which both informativeness and readability of summaries are taken
into consideration fully. In methodology, our model attempts to choose
from the target language documents the sentences which contain impor-
tant shared information across languages, and also retains the salient
sentences which cannot be covered by documents in other language. The
experimental results on our manually labeled dataset (It will be released
to the public.) show that our method significantly outperforms other
baseline methods.

1 Introduction

The explosion of multilingual news in the Internet provides users with the oppor-
tunity to capture richer information about a specific topic but also increases the
difficulty to focus on the important information. Multilingual multi-document
summarization aims to provide users with the summary in their own language
from multilingual documents of the same topic, which will help users to obtain
clear and brief information in a short time.

In this work, English and Chinese documents are considered as the input, and
we perform extractive summarization experiments on two tasks: one is generating
English summaries and the other is generating Chinese summaries. As the models
for these two tasks are the same, we just introduce the model producing English
summaries from English and Chinese documents.

A simple approach to this task is first translating the Chinese documents into
English by machine translation (MT) and then regarding it as a general mono-
lingual multi-document summarization task. However, as MT is still far from
being perfect, translation errors are propagated to the summarization task and
c© Springer International Publishing AG 2016
C.-Y. Lin et al. (Eds.): NLPCC-ICCPOL 2016, LNAI 10102, pp. 608–620, 2016.
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can lead to less readable summaries. While in fact, the information of translated
documents is also necessary.

This paper proposes a guided edge weighting graph model for multilingual
multi-document summarization (GuideRank). An important component of our
method is edge weights which can be learned. Through controlling the weights
flow, we can guide the system to choose from target language documents more
sentences which contain important shared information of documents in both lan-
guages, without ignoring the translated sentences which cannot be covered by
target language documents. Our model is mostly inspired by CoRank model [16]
which was proposed for cross-lingual summarization and the edges in CoRank
model are equal in both the directions. Different from CoRank model, in our
model, the cross-lingual edges connecting the related sentences in different lan-
guages are unidirection which invalidate the direction from original English sen-
tences to translated sentences. In this way, the translated English sentences will
contribute the weights to their related original English sentences but the oppo-
site is not the case. This transformation brings two advantages: one is that the
sentences in original English documents which contain the shared information
expressed in both languages will tend to be chosen as the summary, the other
is that the important translated sentences which cannot be covered by the orig-
inal English documents also have the opportunity to appear in the summary.
Note that the original English sentences sharing little information with Chinese
sentences are not affected in our model. We also employ different measures to
re-weight these cross-lingual edges in different languages.

We use Fig. 1 to illuminate our GuideRank model furtherly. Sentence S1 is
extracted from English documents and the sentence T1 from Chinese documents.
S1 and T1 express the information about the plane crash site, but the quality of
T1 mt, the machine translation version of T1, is far from satisfactory. We tend
to extract original English sentence S1 rather than translated sentence T1 mt
considering the readability of the summary. Our GuideRank model attempts to

Fig. 1. The simplified illustration of our GuideRank model. The vertices denote sen-
tences and the edges reflect the relationships between sentences. The thickness of the
edges connecting two parts indicates the strength of the relationships in which the
strong connections are converted to unidirection.
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achieve this goal through modifying the direction of the weight propagation in
the process of random walk of graph model.

We make the following contributions:

– We propose GuideRank model which can generate the target language sum-
maries with more target language sentences which contain shared information
across language to enhance the readability.

– We employ several approaches to measure relevance between sentences across
language and to re-weight the edges connecting cross-lingual sentences.

– The experiments show that we can outperform baselines on our dataset.

2 Related Work

2.1 Multilingual Multi-document Summarization

The Multilingual Summarization Evaluation (MSE) 2005 and 2006 aimed to cre-
ate a 100-word English summary on documents consisting of English and Ara-
bic news. Many researchers [1,3,13,20,22] participated the evaluation and they
regarded the task as a general summarization from original English documents
along with English documents translated from Arabic. Daumé III and Marcu [3]
achieved the first place in MSE 2005 and they got the better performance when
never extracting sentences from the Arabic MT documents. Although MT sen-
tences are often largely incomprehensible, they failed to access effective means
to take advantage of the Arabic documents which can provide useful informa-
tion beyond English documents. Our GuideRank model can make full use of the
information in both language documents.

The Text Analysis Conference (TAC) 2011 MultiLing [6] posed a multilingual
summarization task which aimed to generate a summary from a set of documents
in seven languages. The MultiLing task required language-independent summa-
rization methods that the language of output summary is the same as input
documents, which is different from our task. Cross-lingual document summa-
rization [16,17,21] aims to produce a summary in a different target language for
a set of documents in a source language, which is also different from our task.

2.2 Graph-Based Extractive Summarization Models

Graph-based methods [2,4,11,12,16,18] have been widely used to rank sentences
for general document summarization. Documents are represented as a graph and
sentences are represented as nodes. The edges reflect relations between nodes.
The importance of the sentences are decided through random walk. Graph-based
methods have the advantage in that they do not require training data and can
be easily adapted to any languages, which is suitable for our task.

CoRank [16] is a graph model which is proposed to address cross-language
summarization, in which the different language sentences are ranked simultane-
ously using a unified graph-based algorithm.
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3 Methods

3.1 CoRank Model

The CoRank algorithm first needs to calculate three similarity matrices: Men

which denotes affinity matrix between the original English sentences, M c2e which
denotes affinity matrix between the translated English sentences from Chinese
and Men-c2e which denotes affinity matrix between the original and the trans-
lated English sentences. The similarity matrices are computed as follows:

Men
ij =

{
sim(seni , senj ), if i �= j
0 otherwise

where seni denotes English sentence which can be represented by TF-IDF vectors
or averaging the embeddings of words (except stop-words) contained in the sen-
tence. sim(·) denotes the similarity between two sentences, which is calculated
with cosine measure. M c2e and Men-c2e are computed in the same way. Note
that these matrices are normalized to make the sum of each row equal to 1.

Next, the salience scores for the original and the translated English sen-
tences, which are denoted by u(seni ) and v(sc2ej ), are calculated iteratively until
convergence using the following equations:

u(senj ) = α
∑

i Men
ij u(seni ) + (1 − α)

∑
i Men-c2e

ij v(sc2ei )
v(sc2ei ) = α

∑
j Mc2e

ji v(sc2ej ) + (1 − α)
∑

j Men-c2e
ji u(senj )

Finally, re-ranking is employed to remove the redundant information in the
summary as Wan et al. [19] did and summary is generated by the sentences with
highest scores.

3.2 GuideRank Model

The affinity matrices in CoRank model are symmetric, while for the task of mul-
tilingual document summarization, in consideration of the unsatisfactory quality
of the translated English sentences, the symmetric affinity matrices is inappro-
priate. Specifically, for a translated English sentence, if there are some original
English sentences which are related to it, we would prefer to choosing these orig-
inal English sentences instead of the translated English sentence. In other words,
the summarization system should be guided to control the direction of sentence
salience score updating: when an original sentence is related to a translated
sentence, the symmetric weighted edge between them should be transformed
into unidirection in which we invalidate the direction from original sentences to
translated sentences.

We use Men-c2e
ij to represent the weight pointing from the original English

sentences to the translated English sentences, and use M c2e-en
ij to represent the

weight pointing from the translated English sentences to the original English sen-
tences. The similarity matrices representing relations between sentences across
languages are changed in our GuideRank model as follows:
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Men-c2e
ij =

{
0, if seni is related to sc2ej

sim(seni ,sc2ej ), otherwise

M c2e-en
ij =

{
relevance(sc2ei ,senj ), if sc2ei is related to senj
sim(sc2ei ,senj ), otherwise

where relevance(·) denotes the semantic relevance between two sentences from
different languages. The motivation of our GuideRank model is that if there are
some English sentences which are related to a Chinese sentence, we should guide
the weight of this Chinese sentence to be transformed to its corresponding Eng-
lish sentences. Towards this objective, a requirement is to identify whether seni
is related to sc2ej and how to measure the semantic relevance between sentences
across the languages. We propose the following three methods to achieve this
goal.

Similarity (Sim) Evaluation. This method is a simple decision mechanism
where cosine similarity of two sentence is leveraged. We propose three heuristic
approaches to search for the related seni for sc2ej using similarity evaluation.

The Maximum Similarity (SimMax).

seni = argmax
sen

∗
i

sim(sen
∗

i , sc2ej )

The Top-Five Similarity (SimTop5).

seni ∈
{

sen
∗

i | arg top5
sen

∗
i

sim(sen
∗

i , sc2ej )

}

where top5 denotes five highest values.

Higher than the Average Similarity (SimAve).

seni ∈
{

sen
∗

i |sim(sen
∗

i , sc2ej ) >

∑
k sim(senk , sc2ei )

N

}

where senk denotes the original English sentences and N is the total number of
them.

relevance(·) in this method is equal to sim(·) which is introduced in Sect. 3.1.

Textual Entailment (TE) Evaluation. This method regards identifica-
tion of semantic relevance as recognizing textual entailment (RTE) task where
entailment and non-entailment relations are seen as judgments about semantic
relevance.

RTE is a task to recognize, given two text fragments, whether one can be
inferred by the other. For the following text-hypothesis pair:

Text: ... Obasanjo invited him to step down as president ... and accept polit-
ical asylum in Nigeria.
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Hypothesis: Charles G. Taylor was offered asylum in Nigeria.
After reading T we can infer that H is true, which means T entails H.
We use BiuTee [14], a transformation-based TE system using various types

of knowledge resources, to determine textual entailment. We train BiuTee with
800 entailment or non-entailment text-hypothesis pairs of the RTE-3 [5] dataset
for our task, and the possible inputs to BiuTee are pairs of sentences consisting
of any two sentences in which one is extracted from original English documents
and the other from translated English documents. Since the size of the inputs
is very large, in order to keep the whole summarization system efficient, we
eliminate the sentence pairs which have no token (except stop-words) overlap.
For the remaining pairs, the longer sentence is regarded as T and the other
as H.

relevance(·) in this method is represented by textual entailment score,
obtained by BiuTee, between pairs of sentences determined as TE relation.

Translation (Trans) Evaluation. This method regards identification of
semantic relevance as a translation evaluation where the probability of fully
or partially translating a sentence into the other is seen as judgments about
semantic relevance.

The translation probability is obtained based on the word alignment model.
We use TsinghuaAligner1 to perform word alignment. First, we train word align-
ment model on a large English-Chinese parallel corpus A which consists of two
million sentence pairs. Then, another corpus B consisting of fully or partially
translation English-Chinese pair run the word alignment model. Next, several
features based on the word alignment are extracted for sentence pairs in B. Tak-
ing the features as input, an SVM classifier for determining translation relations
is trained to fit the data B. The last step is to use the classifier to predict the
translation probability for the candidate sentence pairs in summarization dataset
in which the English sentence is from original English documents and the Chi-
nese sentence is from original Chinese documents. The candidate sentence pairs
are also obtained by the approach introduce in TE evaluation.

A preprocessing step to this method is to build the dataset to train the model
detecting fully or partially translation English-Chinese pair. We construct the
dataset in a straightforward way as follows:

We use an English-Chinese parallel corpus in FBIS corpus, which contains
around 236 thousand English and Chinese sentence pairs as primary data. They
come from the domain of news which is same as our summarization task. Then,
we parse all the English and Chinese sentences using Stanford parser [7,9], and
last, we randomly remove one of the verb phrases in the sentences except the
following conditions:

(1) There will be no verb phrases in the sentence after removing the selected
verb phrase;

1 http://nlp.csai.tsinghua.edu.cn/˜ly/systems/TsinghuaAligner/TsinghuaAligner.html.

http://nlp.csai.tsinghua.edu.cn/~ly/systems/TsinghuaAligner/TsinghuaAligner.html
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(2) The length of the verb phrase is 1;
(3) The length of the verb phrase is longer than the half of sentence.

The constraints described above are expected to guarantee the removing
operations effective and keep the generated sub-sentences meaningful. Note that
both of the sentences in a English-Chinese parallel sentence pair have the chances
to randomly remove a verb phrase or keep unchanged. We generate corrupted
sentence pairs by random sampling.

To train the model for detecting fully or partially translation relation between
the sentence pair (Si, Sj), we extract 6 features based on proportions of aligned
unigram and bigram as follows:

maxang = max

{
ang(Si)

L(Si)
,
ang(Sj)

L(Sj)

}

minang = min

{
ang(Si)

L(Si)
,
ang(Sj)

L(Sj)

}

aveang =
ang(Si) + ang(Sj)

L(Si) + L(Sj)

where ang(Si) and L(Si) denotes the number of the aligned n-gram (n = 1, 2)
and the number of the words (except stop-words) in the sentence Si, respectively.

We evaluate the effectiveness of these features on our fully or partially trans-
lation English-Chinese pair dataset through the 10-fold cross-validation, and find
that the F-scores using unigram and bigram features are 69% and 78%, respec-
tively. When we combine unigram and bigram features, the F-score reaches up to
96%, which proves the robustness of these simple features to detect whether one
text segment can be fully or partially translated by the other.

relevance(·) in this method is represented by the estimated probability of
mutual translation, obtained by the SVM classifier, between pair of sentences
determined as translation relation. Note that the relevance scores are normalized
to make the sum for each sentence equal to 1.

4 Experiment

4.1 Dataset

There is no benchmark dataset for multilingual multi-document summarization
(the datasets in MSE 2005 and 2006 were not released by the organizers), and
we construct a dataset as follows.

We first select 15 news topics in 2015, and collect 20 articles in Chinese and
20 in English about each topic within the same period using Google News2. The
statistics of the corpus is shown in Table 1.

We employ 9 graduate students to write the English and Chinese reference
summaries for the 15 topics after reading both English and Chinese documents

2 http://news.google.com/.

http://news.google.com/
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Table 1. Corpus statistics.

Topic number Article number Average sentence
number per topic

Average word num-
ber per article

English 15 300 513.3 590.5

Chinese 15 300 447.7 556.6

for each topic. There are 3 reference summaries for each topic. For English refer-
ence summaries, we set the length limit to 250 words, and for Chinese the limit
to 400 characters. The different length limits are set for considering the ratio
of the lengths of translation English and Chinese text. We perform sentences
and words tokenization and all the Chinese sentences are segmented by Stanford
Chinese Word Segmenter [15].

4.2 Baseline Models

We compare our GuideRank model with the following baseline CoRank models
without guidance.

Baseline-EN. This model generates summaries only using the original English
documents.

Baseline-CN. This model generates summaries only using the translated Eng-
lish documents.

Baseline-ENCN. This models generate summaries using all the multilingual
documents.

Replacement Models. Replacement strategy is adopted in the process of re-
ranking. If a translated English sentence is chosen as summary, we will replace it
with original English sentence with highest relevance score which is determined
by Sim, TE and Trans evaluations introduced in Sect. 3.2.

4.3 Experimental Results

We use the Rouge-1.5.5 [10] toolkit to evaluate the output summaries. Tables 2
and 3 show the averaged Rouge-2 and Rouge-SU4 scores regarding to the three
reference summaries for each topic. The value of α is set to 0.5.

To evaluate the effectiveness of proposed GuideRank model, we conduct
experiments using different sentence representations, i.e., TF-IDF vectors and
averaging word embeddings.

The Results for English Summaries. For the first three lines in Table 2,
Baseline-EN outperforms Baseline-CN and even Baseline-ENCN , which
may due to the translation errors. This phenomenon has been also verified by
Daumé III and Marcu [3].
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Table 2. Experimental results (F-score) for English summaries. * denotes statistically
significant better than the baselines, p <0.01, t-test.

TF-IDF Embeddings

Rouge-2 Rouge-SU4 Rouge-2 Rouge-SU4

Baselines EN 0.13477 0.18904 0.13326 0.18071

CN 0.10272 0.15812 0.09067 0.14504

ENCN 0.11325 0.16671 0.10709 0.16156

Replacement models Sim 0.12780 0.17977 0.14052* 0.18963*

TE 0.13883 0.18832 0.14457* 0.19411*

Trans 0.16471* 0.20798* 0.16805* 0.20813*

GuideRank models SimMax 0.11279 0.16688 0.10749 0.16105

SimTop5 0.11315 0.16699 0.11035 0.16304

SimAve 0.12757 0.18104 0.13814 0.18384

TE 0.13261 0.18357 0.14447 0.19477

Trans 0.16863* 0.21122* 0.18360* 0.22215*

For Replacement models, when we replace the translated English sentences
in summaries with original sentences using Sim evaluation, the system does
not achieve the desirable results. The reason is that this simple strategy cannot
accurately capture the sentences which are semantically related to the translated
sentences. The performances of the Replacement TE and Trans models are
much better which means better related English sentences to Chinese sentences
are obtained.

GuideRank Trans model achieves the highest Rouge score, and then
GuideRank TE model. GuideRank SimMax and GuideRank SimTop5 model
do not perform well. The reason is that the strengths of the guidance for these
two models are weak: for a certain topic document set which contains thousands
of sentences, only changing one or five edges for every translated sentence seems
to be negligible. By contrast, GuideRank SimAve model performs much bet-
ter than other GuideRank Sim models. We also conduct experiments regarding
different proportion of sentences with highest similarity score as related, and we
get the similar results when the proportion ranging from 10–50%.

The advantage of GuideRank models over Replacement models is that the
algorithms optimize the problem globally, which take the interactions between
sentences across languages into account during the process of calculating the
sentence weights. While Replacement models are post-processing methods which
will prevent some important translated sentences which cannot be covered by
English sentences.

The Results for Chinese Summaries. We evaluate the Chinese summaries on
word and character level, and the results are similar to English summaries that
GuideRank Trans model achieves the best performance. The performance using
averaging word embeddings as sentence representation is worse than TF-IDF
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Table 3. Experimental results (F-score) for Chinese summaries.

Models Word level evaluation Character level evaluation

TF-IDF Embeddings TF-IDF Embeddings

Rouge-2 Rouge-SU4 Rouge-2 Rouge-SU4 Rouge-2 Rouge-SU4 Rouge-2 Rouge-SU4

Baselines CN 0.12045 0.17581 0.11802 0.16145 0.23513 0.23314 0.22054 0.21797

EN 0.07542 0.13666 0.05800 0.11497 0.17205 0.17946 0.14885 0.15827

ENCN 0.09256 0.15273 0.08041 0.13528 0.19856 0.20189 0.18258 0.18388

Replacement models Sim 0.12015 0.17094 0.10453 0.15212 0.22473 0.22312 0.20700 0.20792

TE 0.11653 0.16634 0.09129 0.14234 0.22423 0.22369 0.19329 0.19694

Trans 0.11253 0.16435 0.10186 0.15023 0.21950 0.21906 0.20402 0.20596

GuideRank models SimMax 0.09386 0.15427 0.08094 0.13592 0.20110 0.20451 0.18256 0.18839

SimTop5 0.09665 0.15698 0.08229 0.13640 0.20491 0.20816 0.18356 0.18883

SimAve 0.12238 0.17680 0.10812 0.15664 0.22886 0.23175 0.21984 0.20182

TE 0.11180 0.15908 0.11778 0.16365 0.22542 0.22250 0.23189 0.22666

Trans 0.13958* 0.18999* 0.12323* 0.17349* 0.25332* 0.25148* 0.23507* 0.23343*

partially because we train the Chinese word embeddings with a relative small size
corpus compared to English. When we use TE evaluation as the sentence rele-
vance detection approach, the Rouge scores are lower than GuideRank SimAve
model for the reason that the input to BiuTee toolkit must be two English sen-
tences (Chinese sentences are translated into English), which will influence the
TE recognition for Chinese sentences.

The Influence of the Parameter α. We evaluate the influence of the parame-
ter α for GuideRank Trans model. The results are shown in Fig. 2. Note that
larger α means the model relies more on the information of the same side of
language. We can conclude that our model benefits from both sides of language
and relies more on cross-language information from the observation that Rouge
scores first increase with α, and after reach the peak value Rouge scores where
α is 0.4, decrease with α. This conclusion accords with the motivation of our
GuideRank model that we take advantage of the interaction between different
languages to guide the system to generate better summaries.

Fig. 2. Experimental results of GuideRank Trans models with different values of α.
(a) English summaries taking TF-IDF as sentence feature. (b) English summaries tak-
ing embedding as sentence feature. (c) Word level evaluation for Chinese summaries
taking TF-IDF as sentence feature. (d) Word level evaluation for Chinese summaries
taking embedding as sentence feature.
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5 Analysis

To explore the differences of the three methods in evaluating the relevance
between sentences across languages, we show two examples about the three
methods to search for the most related sentence in English documents for a
given Chinese sentence in Table 4. We can come into the following conclusions:

The results for similarity evaluation are the sentences with some words over-
lap with the translated English sentences, which suggests similarity is not suf-
ficient enough for evaluating the semantic relevance no matter what kind of
sentence representations.

TE evaluation obtains real related sentence, but the rigidity of TE may
restrain the further improvement upon the Sim evaluation. The partial TE [8]
may remedy this problem.

Translation evaluation performs much better than other methods. To some
degree, for Sim and TE evaluation, we need to translate the Chinese sentences
into English, which will influence the downstream relevance detection. While
there is no influence on this aspect for Translation evaluation.

For Trans, TE and SimAve evaluation, the proportion of target language
sentences in the summaries is around 68%, 73% and 91%, which suggests that
the more original target language sentences doesn’t stand for higher performance.
The best performance of Guide Trans model illuminates its ability to balance
the informativeness and readability of summaries.

Table 4. Examples for searching for the most related English sentence to the Chinese
sentences.

Example 1 Example 2
Original 1961 1 5
Translation It is unclear whether there are other Saturday

morning to the attackers go unpunished.
January 5, 1961, the United States announced
the severance of diplomatic relations with Cuba.

Sim Evaluation
(embeddings)

It was unclear whether that term meant the ter-
rorists were dead .

July 20 is the date when the United States and
Cuba officially restore diplomatic ties

Sim Evaluation (tf-
idf)

Paris terror attack: Everything we know on Sat-
urday afternoon.

Obama announces re-establishment of U.S. Cu-
ba diplomatic ties.

TE Evaluation Many questions remain unanswered, including
whether any accomplices are at large, who co-
ordinated the attacks, and whether counterter-
rorism efforts could have foiled the plot.

In January of 1961 , the year I was born , when
President Eisenhower announced the termina-
tion of our relations with Cuba , he said.

Trans It was not clear if all the attackers were account-
ed for.

The U.S. and Cuba broke ties in 1961.

Evaluation

6 Conclusion

In this paper, we constructed a multilingual summarization dataset and propose
GuideRank model by considering the interaction between sentences in different
languages. Our model is designed to generate the target language summaries
by selecting sentences from the target language documents which contain shared
information across languages, and also remaining the salient translated sentences
beyond the content of target language documents. The experimental results show
the effectiveness of our method.
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Abstract. Limited machine translation (LMT) is an unliterate automatic trans-
lation based on bilingual dictionary and sentence bank. This paper addresses the
Japanese-Chinese LMT problem, proposes two syntactic hypotheses about
Japanese texts, and designs a fast-syntax-matching-based Japanese-Chinese
(FSMJC) LMT algorithm. In which, the fast syntax matching function, a mod-
ified version of Levenshtein function, can predict an approximate similarity of
syntactic patterns between two Japanese sentences by a straightforward calcu-
lating of their formal occurrences. The experimental results show that the
FSMJC LMT algorithm can obtain desirable effects with greatly reduced time
costs, and prove that our two syntactic hypotheses are effective on Japanese
texts.

Keywords: Limited machine translation � Fast syntax matching � Hiratoken �
Syntactic pattern � Formal occurrence

1 Introduction

Limited machine translation (LMT) is a hybrid machine translation (MT) technique,
which combines the techniques of example-based MT [1], information retrieval (IR),
fast syntax matching (FSM), and supports the applications of skimming reading,
translingual IR or filtering, computer-aided translation based on translation memory [2],
statistical MT [3]. The effectiveness of the LMT technique is dependent on the efficient
FSM function and big data resources of bilingual dictionary and sentence bank.

According to the syntactic pattern [4], the FSM, an efficient approximate string
matching [5], aims to seek the most similar sentence from a big set of sentences for a
given one. The traditional Levenshtein algorithm calculates an edit distance of two
strings to estimate their formal similarity. Unfortunately, the calculating cost of the
Levenshtein algorithm is too high, which defeats it in FSM. Subsequently, some
index-based matching methods [6] can achieve the optimal result in approximate string
matching.
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The MT problem between Japanese and Chinese [7] has been widely investigated
since the early days of MT, and many effective algorithms have been proposed [8]. The
total number of hiragana characters is 75 only, but their function is special and pow-
erful. The hiragana characters are mainly used as accessory word, auxiliary verb,
okurigana, or transliteration of Chinese characters. Just because the functional symbols
are mainly made up of hiragana characters, the occurrence of sequential hiragana
characters implicates the syntactic pattern of a Japanese sentence. The important feature
allows readers to quickly understand Japanese texts by vision, and also allows a
computer to simplify the Japanese information processing.

In this paper, we investigate the LMT problem from Japanese to Chinese. Based on
statistical analysis from large-scale corpus, we propose two syntactic hypotheses to
support the efficient FSM function. The first is that the formal occurrence implicates the
similarity of syntactic pattern. The second is that the hiratoken, consisting of any
sequential hiragana characters separated by katakana characters, Chinese characters,
letters, Arabic numerals or punctuations, holds a post of syntactic identifier on Japanese
texts. According to above hypotheses, we present an architecture for Japanese-Chinese
LMT.

2 Architecture

Figure 1 shows our Japanese-Chinese LMT architecture, which mainly includes two
parts: data preprocessing and limited translating. In the data preprocessing part, the
SenIndexer receives Japanese-Chinese sentence pairs from JCSenBank, and indexes
each pair of key-value <JSen, CSens> into a hash table JCSenIndex; the HiraIndexer
receives the same sentence pairs, extracts hiratokens from each Japanese sentence, and
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Fig. 1. Japanese-Chinese LMT architecture.
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indexes each pair of key-value <Hiratoken, JSens> into a hash table Hirato-
kenSenIndex; the WordIndexer receives Japanese-Chinese word pairs from JCDict,
and indexes each pair of key-value <JWord, CWords> into a hash table JCWordIndex.

In the limited translating part, the SenRetriever receives an input Japanese sen-
tence (JSen), and retrieves it in the JCSenIndex. If the JCSenIndex contains the key of
JSen, the SenRetriever, supported by the JCSenBank, will output the value of CSens
corresponding to the JSen. If the JCSenIndex does not contain the JSen, a similar
Japanese sentence in the syntactic pattern and word-word translations as much as
possible will be very helpful. At this time, the Tokenizer is triggered, which receives
the input JSen, and extracts its Japanese words (JWords) and hiratokens (Hiratokens).
The WordRetriever retrieves the JWords in the JCWordIndex, and outputs the cor-
responding Chinese words (CWords). The HiraRetriever retrieves the Hiratokens in
the HiratokenSenIndex, and outputs Japanese sentences (JSens) supported by the
JCSenBank. For the input JSen, the FastSyntaxMatcher calculates one Levenshtein
distance to each sentence in the JSens, and outputs the most similar Japanese sentences
(SimilarJSens). The SimilarJSens is a set of sentences, because multiple sentences may
have the same shortest Levenshtein distance to the given JSen. The same SenRetriever
will output the Chinese sentences (SimilarCSens) related to the SimilarJSens.

The FastSyntaxMatcher is only a loop version of the traditional Levenshtein
function, which depends on the HiraRetriever to fast seek sentences with a similar
syntactic pattern. In the HiraRetriever, there is a preset Top-n value to truncate the
number of output Japanese sentences, which have a similar syntactic pattern for con-
taining the same syntactic identifiers.

3 Algorithm

Figure 2 gives the pseudo-code for our fast-syntax-matching-based Japanese-Chinese
(FSMJC) LMT algorithm consisting of two main functions: translate and preprocess.
And the translate function calls a key fastsyntaxmatch function. The FSMJC LMT
algorithm takes the translating as an index retrieving process and takes the prepro-
cessing as an indexing process.

If we use N and n to denote the number of sentences in the JCSenBank and the
preset Top-n value, respectively, the maximal complexity of the FSMJC LMT algo-
rithm will be O(n) and be independent of the N value. Usually, the n is a small integer
and is far smaller than the N value. Thus, the FSMJC LMT algorithm is acceptable in
practical applications.
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4 Experiment

In order to validate the effectiveness of our LMT technique, we do the following
experiment. Firstly, we test the preprocess function to explain that the data structure of
our indexes is space-time-efficient. Secondly, we implement a baseline syntax matcher
based on the traditional Levenshtein algorithm. Finally, we compare our LMT result with
the manual golden standard to discuss the performance of the FSMJC LMT algorithm.

4.1 Dataset

In the experiment, we use a public dataset of the Japanese-Chinese Sentence Bank
(JCSB)1 and our Japanese-Chinese dictionary. The JCSB dataset contains 371,712 pairs
of Japanese-Chinese sentences. The Japanese-Chinese dictionary contains 436,199 pairs

1. // FSMJC LMT Algorithm
2. JCSenBank jcsb;
3. JCDict jcd;
4. JCSenIndex jcsi;
5. HiratokenSenIndex hsi;
6. JCWordIndex jcwi;
7.
8. Function Result: translate(JSen js, Integer n)
9. Result r;
10. If (jcsi.contain(js))
11. Then r.add((CSen[]) jcsi.get(js, jcsb));
12. Else Hiratoken[] hs Tokenizer.htokenize(js);
13. JWord[] jws Tokenizer.wtokenize(js);
14. r.add((CWord[]) jcwi.get(jws));
15. JSen[] jss hsi.get(hs, jcsb, n);
16. JSen[] sjss fastsyntaxmatch(js, jss);
17. r.add((CSen[]) jcsi.get(sjss, jcsb));
18. End If
19. Return r.
20.
21. Function JSen[]: fastsyntaxmatch(JSen js, JSen[] jss)
22. JSen[] sjss;
23. Float min Float.max;
24. For Integer i 1 To jss.size Do
25. Float f levenshteindis(js, jss[i]);
26. If (f < min)
27. Then sjss.clear;
28. sjss.add(jss[i]);
29. min f;
30. Else If (f = min)
31. Then sjss.add(jss[i]);
32. End If
33. End For
34. Return sjss.
35.
36. Function void: preprocess()
37. jcsi senindex(jcsb);
38. hsi hiraindex(jcsb);
39. jcwi wordindex(jcd).

Fig. 2. FSMJC LMT algorithm.

1 http://cbd.nichesite.org/CBD2014D002.htm.

624 W. Liu and L. Wang

http://cbd.nichesite.org/CBD2014D002.htm


of Japanese-Chinese words, which can be used as the JCDict in Fig. 1. We run the
experiment on a computer with 4.00 GB RAM and Intel Core i5-2520 M CPU.

In order to construct the scientific test set (TSet) and the JCSenBank mentioned in
Sect. 2, we use a simple random sampling method to extract 1,000 pairs of sentences
from the JCSB dataset as a TSet, and the remaining 370,712 pairs as a JCSenBank. We
run the simple random sampling 10 times, and get 10 pairs of <JCSenBank, TSet>. We
do the experiment in each pair of <JCSenBank, TSet>, and will get 10 groups of
experimental results. In the following discussions, we will report the mean value of
performance among the 10 groups.

4.2 Preprocess Result and Discussion

We run the preprocess function to make three indexes. Table 1 shows the mean run-
time and file space. Averagely, the raw plain text file of the JCSenBank occupies
33 MB space, and it will cost 6 s to make the JCSenBank into a HiratokenSenIndex,
which will occupy 29 MB space.

Because there is not a repetitive item both in the JCSenBank and the JCDict, the
size of raw file is close to that of corresponding index. It is equivalent to converting the
file storage format, so the index structure is space-efficient. And each retrieving in an
index has a constant time complexity according to a string hash function, so the index
structure is also time-efficient.

4.3 FSM Result and Discussion

We focus more on the FSM issue, and ignore the exact-hit-based translation memory.
There is just not an intersection between the JCSenBank and the TSet, so the JCSe-
nIndex will not be hit during the experiment.

Supported by the above indexes, we run our translate function and output the
similar Japanese sentences (SimilarJSens) for each sentence in the TSet. We also
implement a baseline syntax matcher with no need for indexes. If the number of
Japanese sentences is m in the JCSenBank, the baseline will calculate m Levenshtein
distances and output the most similar Japanese sentences (MSimilarJSens) for a given
sentence. Using the same TSet, we run the baseline and regard its result as the pseudo
golden standard.

We report the runtime and the classical Precision, Recall, F1 measure to evaluate
the experimental result. The value of Precision, Recall, F1 belongs to [0, 1], where 1 is
optimal.

Table 1. Time and space.

Raw space (MB) Indexing time (sec) Index space (MB)

JCSenBank 33 1 35 JCSenIndex
JCSenBank 33 6 29 HiratokenSenIndex
JCDict 17 2 21 JCWordIndex
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As expected, the runtime of the baseline in the TSet is the horrible 3,088 s. It will
cost 3 s that the traditional Levenshtein function compares 370,712 times for a given
Japanese sentence. Figure 3 shows the experimental result of our translate function
under different Top-n value from 10 to 200. We find that the translate function can get
the 37% precision at the time cost of 40 s, and it can reduce the time cost from 3,088 s
to 40 s. On the situation of Top-n = 200, averagely each sentence costs
40/1,000 = 0.04 s. That is to say, in one second, the translate function can complete 25
FSM operations in a big set of 370,712 sentences.

Moreover, the 37% precision is dependent of the pseudo golden standard from full
formal occurrence. The actual precision of our FSM is higher than 37%, because the
full formal occurrence is stricter than the syntactic pattern. The result proves that
Japanese texts have explicit syntactic identifiers, and this feature helps the FSM method
to calculate part formal occurrence efficiently, which is the substantial clause of its
success.

4.4 LMT Result and Discussion

Among MT evaluation measures, the BLEU4 is an effective one [9], which is based on
the smoothed modified k-gram precision for multiple reference texts, and is computed
as Eq. (1). Where the c denotes the length of candidate text, the r denotes the length of
effective reference text, and the pk denotes the smoothed modified k-gram precision.

BLEU4 ¼ expðminð0; 1� r
c
Þþ 1

4

X4

k¼1

lnðpkÞÞ ð1Þ

Fig. 3. Precision, recall, F1 and time.
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Comparing with the golden standard, we calculate the BLEU4 value to evaluate our
LMT result. The values of BLEU4.JSens are calculated from our candidate source
SimilarJSens and the pseudo reference source MSimilarJSens. The values of BLEU4.
CSens are calculated from our candidate translation SimilarCSens and the manual
reference translation.

Table 2 shows the detailed experimental result. With the Top-n value from 10 to
200, the time cost only increases a little, while that of the baseline is 3,088 s. On the
situation of Top-n = 200, the FSMJC LMT algorithm can achieve the performance
(BLEU4.JSens = 0.4792, BLEU4.CSens = 0.1797).

We select two example sentences randomly in the experiment to further expatiate
the advantage of our algorithm. Table 3 shows the two Japanese sentences ([JSen]) and
the corresponding Chinese translation sentences ([CSen]) in the JCSB, the sentence
[MSimilarJSens] of pseudo golden standard, and the sentence recommended by our
FSMJC LMT algorithm.

Table 2. Time and BLEU4.

Top-n Time
(sec)

BLEU4.
JSens

BLEU4.
CSens

Top-n Time
(sec)

BLEU4.
JSens

BLEU4.
CSens

10 18 0.3248 0.1688 110 38 0.4455 0.1794
20 18 0.3627 0.1724 120 38 0.4492 0.1795
30 18 0.3835 0.1746 130 38 0.4549 0.1793
40 19 0.3956 0.1746 140 39 0.4562 0.1791
50 19 0.4075 0.1756 150 39 0.4619 0.1790
60 19 0.4198 0.1772 160 39 0.4652 0.1791
70 19 0.4278 0.1775 170 39 0.4704 0.1794
80 20 0.4348 0.1776 180 40 0.4713 0.1794
90 20 0.4408 0.1784 190 40 0.4756 0.1797
100 20 0.4422 0.1786 200 40 0.4792 0.1797

Table 3. Two example sentences.
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For the example sentence 1, we find that the baseline Levenshtein algorithm and
our algorithm can get the same result ([MSimilarJSens] and [SimilarJSens]), and there
is only a few difference between sentences ([JSen] and [SimilarJSens]). If a Chinese
person sends a Japanese sentence ([JSen]) of the example sentence 1 to a computer-
aided translation system, and can get a pair of Japanese-Chinese sentences ([Simi-
larJSens] and [SimilarCSens]). We believe that the person will guess well.

For the example sentence 2, the baseline Levenshtein algorithm recommends a
similar sentence ([MSimilarJSens]), while the FSMJC LMT algorithm recommends
three similar ones ([SimilarJSens.0], [SimilarJSens.1], and [SimilarJSens.2]). Judging
by the linguists, the three similar sentences have the most similar syntactic pattern to
the given Japanese sentence [JSen]. Though the FSMJC LMT algorithm does not hit
the pseudo golden standard for the sentence [JSen], the linguists believe that the
sentence [SimilarJSens.0] is a fine recommendation especially.

We will further explain the belief of linguists by calculating a hit rate manually.
Table 4 shows the token bitmap of the example sentence 2. There are three lines for
each sentence: the first line is the symbol bitmap, the second line is the hiratoken
bitmap, and the third line is the word bitmap segmented by linguists.

Table 4. Token bitmap of example sentence 2.
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According to the above token bitmap, we can easily calculate the hit rate for each
sentence. Table 5 shows the detailed hit rate of various tokens. We can find that the
sentence [MSimilarJSens] of pseudo golden standard has lower hit rates in three tokens
and the top hit rate belongs to the sentence [SimilarJSens.0]. Especially the word hit
rate of the sentence [SimilarJSens.0] is the top 0.714 among those of the four sen-
tences, which proves that the sentence recommended by our algorithm has a more
similar syntactic pattern to the given sentence [JSen].

The above experiment validates the effectiveness of our LMT technique: (I) the
data structure is space-time-efficient; (II) the two hypotheses are effective in the
Japanese FSM method; and (III) the FSMJC LMT algorithm can obtain desirable
effects with greatly reduced time costs.

5 Conclusion

This paper presents a novel bilingual LMT architecture, and validates that the two
syntactic hypotheses are effective on Japanese texts. Currently, more finding similar
sentence with manual translation and useful dictionary hints, than providing an
imperfect translation will help us to make a tripping translation.

Further research will add some rules of probabilistic syntax frame to assemble our
outputs of CWords and SimilarCSens into a fluent Chinese sentence. We also expect to
discover explicit formal syntactic identifiers for other languages, and to transfer above
research productions to the languages.

Acknowledgements. The research is supported by the Key Project of State Language Com-
mission of China (Resource Construction and Application of Low-Resource Languages for the
21st Century Maritime Silk Road) and the Featured Innovation Project of Guangdong Province
(No. 2015KTSCX035).

Table 5. Hit rate of various tokens.

Token Sentence Hit number Total number Hit rate

Symbol [MSimilarJSens] 15 28 15/28 = 0.536
[SimilarJSens.0] 14 26 14/26 = 0.538
[SimilarJSens.1] 12 23 12/23 = 0.522
[SimilarJSens.2] 14 31 14/31 = 0.452

Hiratoken [MSimilarJSens] 0 5 0/5 = 0.000
[SimilarJSens.0] 2 5 2/5 = 0.400
[SimilarJSens.1] 2 5 2/5 = 0.400
[SimilarJSens.2] 2 8 2/8 = 0.250

Word [MSimilarJSens] 9 16 9/16 = 0.563
[SimilarJSens.0] 10 14 10/14 = 0.714
[SimilarJSens.1] 9 15 9/15 = 0.600
[SimilarJSens.2] 9 17 9/17 = 0.529
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Abstract. In Information Retrieval (IR), evaluation metrics continu-
ously play an important role. Recently, some risk measures have been
proposed to evaluate the downside performance or the performance vari-
ance of an assumingly advanced IR method in comparison with a base-
line method. In this paper, we propose a novel risk metric, by applying
the Value at Risk theory (VaR, which has been widely used in finan-
cial investment) to IR risk evaluation. The proposed metric (VaR IR) is
implemented in the light of typical IR effectiveness metrics (e.g. AP)
and used to evaluate the participating systems submitted to Session
Tracks and compared with other risk metrics. The empirical evaluation
has shown that VaR IR is complementary to and can be integrated with
the effectiveness metrics to provide a more comprehensive evaluation
method.

Keywords: Risk · Evaluation · Value at Risk

1 Introduction

Risk is an important factor of uncertainties in both model design and sys-
tem evaluation in Information Retrieval (IR). The uncertainties in IR include
the uncertainty on document relevance, uncertainty on document ranking, and
uncertainty on system stability, etc. From the model design perspective, given
certain assumptions or loss functions, the probabilistic ranking principle (PRP)
[6,7] and a risk minimization framework [8] estimate the document relevance
precisely and obtain an optimal document ranking with minimal risks. From the
system evaluation point of view, the concept of risk is different. It refers to the
stability of the retrieval performance. In this paper, we focus on the evaluation
perspective of risks and aim to develop a new risk evaluation metric.

In the literature, a number of risk measures have been proposed to eval-
uate the downside performance or the performance variance of an assumingly
c© Springer International Publishing AG 2016
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advanced IR method compared with a baseline method. The downside perfor-
mance can be evaluated by the R − Loss [2]), or the <Init (the percentage
of queries for which the retrieval performance is worse than that of a baseline
method [1]). The robustness index (RI) [2] (reflecting the performance variance)
calculates the difference between the number of queries that has achieved an
improved performance and the number of queries whose performance gets hurt.
In addition, the variance of retrieval performance (e.g., Variance of Average
Precision, VAP) can be used as a risk metric to reflect the system stability [9].
More recently, Urisk was proposed by creating a win-loss distribution across all
queries [3].

These existing risk metrics measure various stability aspects of a retrieval
method. The design of these metrics, however, are mostly not based on a solid
mathematical foundation. In addition, the aforementioned risk measures have
some specific limitations. For instance, as shown in Table 1, the risk values are
reported for the systems A and B against the baseline. Although the AP value
of system A is equal to that of system B for each query, the document lists
retrieved by the two systems are very different. Thus, we still want to analyze
which system has the lower risk. However, based on the traditional risk metrics,
the risk value for system A is the same as the risk value for system B, which
means that the traditional risk metrics fail to test which system has a lower
risk. In addition, even one can change the AP value of system B from 0.4 to
0.5, still, some existing risk metrics can not distinguish two systems, since they
only take into account the number of improved queries and/or hurt queries and
these numbers remains unchanged, thus they can’t distinguish the risk between
systems when systems have the same AP value. We will show in the experiments
that the example in Table 1 is a common problem in Session search task.

In this paper, we propose a novel risk metric, by applying the Value at Risk
(VaR, which has been widely used in financial investment) to IR risk evaluation.
The proposed risk metric, namely VaR IR, is different from the existing risk in
the following aspects. First, VaR IR is a formal quantitative analysis approach
for risk estimation building upon a solid statistical basis, compared to existing
risk metrics. VaR IR can summarize potential risks at a given confidence level,
which guarantees the reliability. Second, VaR IR takes into account the variance
of ranking, where the covariance matrix among returned document plays an
important role (see Sect. 3.1). Third, VaR IR is an integrated approach which
naturally incorporates the effectiveness metrics and effectiveness improvements
in its formulation (see Sect. 3.2). It can give a specific value of risk for each query
(rather than across queries as in existing risk metrics) and mean of risk values
over all queries can be used to evaluate the risk of a retrieval system.

We carry out experiments to evaluate the risks of different query reformula-
tion methods in Session Track. We report the results for different query refor-
mulation features, and the relationship between the effectiveness improvements.
The formulation of VaR IR and the experiments in Session track demonstrate
the advantages of VaR IR for the risk evaluation in a more comprehensive way.
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Table 1. An example for different risk values

Model Baseline A B

Query q1 q2 q1 q2 q1 q2

AP 0.3 0.2 0.2 0.4 0.2 0.4

<Init 0 0.5 0.5

RI 0 0 0

Urisk 0 0.2 0.2

VAP 0.005 0.02 0.02

VaR IR 0.87 0.68 0.39

2 Value at Risk in Finance

2.1 Concept of Value at Risk

In Finance, Value at Risk (VaR) is a method to formulate the magnitude of
likely loss in a portfolio and measure the worst expected loss under normal
market conditions over a specific time interval at a given confidence level [4].

2.2 General Formula of Value at Risk

To compute VaR of a portfolio, according to [5], we have:

V aR = E(W ) − W ∗ (1)

where E(W ) is expected value of portfolio, W is the portfolio value at the end,
and W ∗ is the lowest portfolio value at a given confidence level.

Let W0 denotes the initial investment and R denotes the rate of return. W
can be defined as follows:

W = W0 ∗ (1 + R) (2)

Likewise, let R∗ denotes the lowest rate of return at given confidence level. We
have

W ∗ = W0 ∗ (1 + R∗) (3)

Based on the above equations, VaR can be calculated by:

V aR = E(W ) − W ∗

= E(W0 ∗ (1 + R)) − W0 ∗ (1 + R∗)
= W0(E(R) − R∗)

(4)

It implies that VaR can be computed by the identification of the lowest rate of
return at a given confidence level.



634 M. Wang et al.

2.3 Variance-Covariance Method

In Finance, VaR can be calculated by four methods which are modified from
general method, among which Variance-Covariance method is a widely used one
and can be naturally applied in the IR task. Variance-Covariance method can be
summarized into two steps: First, it calculates the variance, standard deviation,
and covariance, respectively, in order to get the matrix of variance-covariance
by historical data. Second, it computes the value of VaR at a fixed parameter of
confidence interval. Following these steps, we have:

V aR = −S(μ̂ + φ−1(α)σ̂) (5)

where S depicts an investment which is corresponding to W0 in Eq. 4, μ̂ is the
estimator of the expected value of portfolio which is corresponding to E(R) in
Eq. 4, φ−1(α) is the quantile set by banks themselves, and φ−1(α)σ̂ is used to
calculate the return R∗ in Eq. 4. In Eq. 5, the negative sign reflects that you get
the loss at the end.

3 Value at Risk in IR (VaR IR)

In this section, we apply VaR to IR and propose a new evaluation method called
VaR IR. VaR IR is used to measure the magnitude of risk in a IR system. A
specific value of VaR IR will be calculated for the document ranking list of a
given query, and the mean of VaR IR can be used to evaluate the overall risk of
a system.

3.1 Estimation of Variance of Ranking

In Finance, one can calculate the variance term σ̂ in Eq. 5, using variance-
covariance matrix. We calculate VaR IR based on the document ranking for
each query. The equation is given as:

V ar(an) =
n∑

i=1

w2
i ci,i +

n∑
i=1

n∑
j=i+1

wiwjci,j (6)

where wi denotes the weight of the position i in the document ranking, ci,i is the
variance of the individual document, ci,j means the covariance of the documents
at the position i and the document at the position j, and an means ranking of
top n documents.

3.2 Incorporation of Effectiveness Metric and Effectiveness
Improvement

In Finance, μ is the expected value of the portfolio in Eq. 5. We calculate μ
on the basis of ranking positions. Four steps to compute μ are summarized
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as follows: First, the calculation of the expected value μ begins by identifying
whether a document at each position in the rank list is relevant to the given
query. Second, we compute the weight of position in a given rank list. Note that
different effectiveness metrics result in different weight values as shown in the
Table 2. Third, we calculate the effectiveness score of documents ranking by using
aforementioned weights and relevance. Finally, we calculate the expected value
by exploiting this score. We give the general formula for such an effectiveness
score:

San
=

[
w1 w2 w3 ... wi ... wn

]

⎡
⎢⎢⎢⎢⎢⎢⎣

r1
r2
...
ri
...
rn

⎤
⎥⎥⎥⎥⎥⎥⎦

(7)

where wi is the weight of the position i in the document ranking, ri denotes the
state of relevance of the corresponding document at the position i, n is the num-
ber of documents returned, and San

denotes the result of matrix multiplication
which refers to the effectiveness score of top n documents in the ranking list.
Then, we calculate μ as:

μ = (San′ − San
)/San (8)

where San
is the effectiveness score of baseline, and San′ is the score of an

assumingly advanced method to test. The value of μ in Eq. 8 computes the
improvements of the retrieval effectiveness.

3.3 The Formula of VaR IR

According to Eq. 5 and the above descriptions, the formula of VaR IR is:

V aR IR = −S((San′ − San
)/San

+ φ−1(α)
√

V ar(an)) (9)

This is the final equation we proposed to calculate the risk in the information
retrieval. In the above equation, S denotes the initial performance (i.e., the
effectiveness score of the baseline), and φ−1(α) is the quantile which is decided
by the confidence interval which can be set by the user according to their risk
preference. (San′ − San

)/San
is the improved effectiveness, and V ar(an) is the

variance of document ranking list in Eq. 6.

Table 2. Effectiveness metrics and their weights

Metric AP P@M DCG RR

Weight 1
i

1 1
log(1+i)

1
i
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4 Empirical Evaluation

4.1 Evaluation Setup

Using VaR IR we have proposed, we carry out an empirical evaluation on Session
Track 2011, 2012. The goal of our experiments is to see the risk evaluation
compared with different risk metrics and the relationship between VaR IR and μ.
Table 3 shows that different query reformulations contain different information,
where RL1 is the baseline. We calculate VaR IR of RL2, RL3 for participating
systems based on effectiveness metric AP due to page limited.

Table 3. Different query formulation features

Types Reformulation

RL1 Current query

RL2 Current query, previous queries

RL3 Current query, previous queries, URL

RL4 Current query, previous queries, URL, dwell time

4.2 Risk Evaluation Results in Session Track

Analysing Different Risk Measures. Recall that our goal is to compare the
risk of different query reformulation features, by observing the risk values of
different risk metrics. In this set of experiments, we actually tested ten systems
participated in the Session Track 2011 and 2012, but only report the result of
PITTSHQMsdm in Session Track 2012. The test queries are Q1-Q50, and the risk
values of two query reformulation features (namely RL2 and RL3) are reported,
with various risk metrics, in Table 4.

As shown in Table 4, for the three existing risk metrics, the risk values of
RL2 are usually equal to the risk values of RL3. It shows the same problem as
we observe from Table 1. To have a more systematic observation, we randomly
choose a number of queries. This sampling process will repeat 30 times and the
mean risk values are reported. Table 4 shows that the three existing risk metrics
can not distinguish the risks between RL2 and RL3.

In order to explain this phenomenon in detail, we report the effectiveness
scores (i.e., AP values) for RL2 and RL3 over five individual queries Q1–Q5 on
the PITTSHQMsdm system. Table 5 shows that, for three out of five queries,
the AP values are the same between RL2 and RL3. However, we find that the
returned documents are different between RL2 and RL3. We also observe that
45 queries in 50 queries have the same cases, which lead to the fact that the risk
values of RL2 are equal to those of RL3 for RI, <Init and Urisk, like Table 4
shows.
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Table 4. The value of different risk metrics

Query number 10 20 30 40 50

Query type RL2 RL3 RL2 RL3 RL2 RL3 RL2 RL3 RL2 RL3

<Init 0.2 0.2 0.1 0.1 0.07 0.07 0.05 0.05 0.04 0.04

RI 0 0 0 0 0 0 0 0 0 0

Urisk 0.03 0.04 0.02 0.02 0.01 0.01 0.01 0.01 0.01 0.01

VaR IR 1.13 1.58 1.32 1.51 1.31 1.58 1.25 1.57 1.48 1.64

Table 5. AP of different query reformulations

Query Q1 Q2 Q3 Q4 Q5

RL1 0.28 0.16 0.29 0.29 0.22

RL2 0.27 0.18 0.26 0.29 0.28

RL3 0.27 0.22 0.27 0.29 0.28

Table 6. The significance test for different risk metrics

Risk metric <Init RI Urisk VaR IR

P value 1 1 0.92 0.01

We now observe the risk values evaluated by the proposed risk metric VaR IR.
Table 4 shows that using VaR IR, we can distinguish RL2 and RL3, and observe
that RL2 has the lower risk. VaR IR shows significantly different risk values for
RL2 and RL3 (see the significance test in Table 6). The reason is that VaR IR
does not only depend on the effectiveness score, but also takes into account
the covariance matrix among returned documents. In other words, although two
query formulation features (RL2 and RL3) have the same or close effectiveness
scores, the different document lists lead to the different covariance matrices and
hence the different risk values. Based on the above comparisons and discussions,
VaR IR can evaluate the risk more comprehensively, in the sense that VaR IR
can take into account the initial effectiveness, the effectiveness improvements
and the variance of the retrieved documents, in a single metric.

Relationship Between µ and VaR IR. We now analyze the correlation
between μ which is the improved effectiveness scores (see Eq. 8) and the risk
value of VaR IR (see Eq. 9). In Fig. 1, we choose five systems which performs well
in the Session Track 2012. From the Fig. 1, it shows that when the μ increases,
the VaR IR tends to decrease accordingly.
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Fig. 1. VaR IR and µ in Session Track 2012

5 Conclusions

In this paper, we propose a novel risk evaluation metric called VaR IR on the
basis of widely used Value at Risk theory in Finance. VaR IR is not only a formal
quantitative risk method but also integrates effectiveness metrics.
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Abstract. Conventional “pivot-based” approach of acquiring paraphrasing
from bilingual corpus has limitations, where only paraphrases within two steps
were considered. We propose a graph based model of acquiring paraphrases
from phrases translation table. This paper describes the way of constructing
graph model from phrases translation table, a random walk algorithm based on
N number of steps and a confidence metric for ranking the obtained results.
Furthermore, we augment the model to be able to integrate more language pairs,
for instance, exploiting English-Japanese phrases translation table for finding
more potential Chinese paraphrases. We performed experiments on NTCIR
Chinese-English and English-Japanese bilingual corpora and compared with the
conventional method. The experimental results showed that the proposed model
acquired more paraphrases, and performed more well after English-Japanese
phrases translation was added into the graph model.

Keywords: Paraphrases acquisition � Random walk � Graph model

1 Introduction

Paraphrases are the different expressions of the same meaning [1]. Paraphrasing phe-
nomena are common in natural language, which reflect the diversity and complexity of
language. Paraphrasing is getting more attention in natural language processing and is
used in many applications, including machine translation [2], automatic summarization
[3, 4], information retrieve [5], natural language generation [6], question answering [7].
The key issues of paraphrasing are paraphrase recognition and paraphrase generation,
which are all based on paraphrase knowledge. However, there are not enough resources
for paraphrasing, compared to other language resources constructed for parsing and
machine translation, such as lexical dictionary, Treebank and parallel corpora. Partic-
ularly, few paraphrase resources in Chinese have been constructed. The research on
Chinese paraphrases resources construction, therefore, is of significance.

Conventional “pivot-based” approach considered two phrases to be paraphraseswhen
the two phrases have the identical translation phrase [8]. For example, Chinese phrases
“自行车” and “单车” are paraphrases each other because each of them has English phrase
“bicycle” as translation. However, the conventional “pivot-based” approach has limita-
tion in discovering more paraphrases. This paper proposes a newmethod to acquire more
Chinese paraphrase phrases. The contributions of the work are as follows.

© Springer International Publishing AG 2016
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DOI: 10.1007/978-3-319-50496-4_57



(1) We design a graph based model for phrase translation table aiming at acquiring
potential paraphrase phrases over two steps.

(2) We implement a random walk algorithm by which a random walking, started from
a given node, is completed within the maximum step predefined.

(3) We propose a method of calculating confidence of the obtained paraphrases
phrases based on expected number steps, which is used as a metric of similarity in
meaning between the starting node and some node in the graph.

2 Background

Bannard and Callison Burch proposed the method based on large-scale bilingual
corpora for acquiring paraphrases phrases [9]. The basic idea is that two phrases are
paraphrases each other if they have the identical translation. The idea is demonstrated
in Fig. 1. E1 and E2 present English phrases “motorway” and “highway”, respectively,
and F1 presents the French translation “autoroute” of both E1 and E2. We can acquire
paraphrase phrases “motorway” and “highway” through their common French trans-
lation “autoroute”, which is called “pivot”. The “pivot-based” approach focuses on
acquiring English paraphrases by regarding other foreign languages as “pivot”.
However, the approach only consider English phrase pairs connected by one identical
French phrase, i.e. from E1 to F1 and then from F1 to E2, called as two steps in this
paper. The approach therefore has limitation on acquiring more paraphrase.

When we represent translation relations of all phrases using a graph, we can dis-
cover more potential paraphrase phrases. For instance, in Chinese-English translation
relations, Chinese phrases “自行车”, “单车”, and “脚踏车” are connected with each
other by English phrases “bicycle” and “bike”, illustrated in Fig. 2. Conventional
“pivot-based” approach considered the phrase “单车” as paraphrases for the phrase “自
行车”, but missed the phrase “脚踏车” that is far away from it over two steps. In this
paper, we propose a graph model based method of acquiring paraphrases in which
paraphrases are searched through random walk of N steps (N ≥ 2).

Fig. 1. “Pivot-based” approach for
paraphrase phrase acquisition

Fig. 2. Paraphrase phrases acquisition based on
random walk with maximum number of steps

640 J. Ma et al.



3 Paraphrases Acquisition Based on Graph Model

In this section, we introduce paraphrases acquisition method based on graph model and
describe implementation using Chinese-English parallel corpora as an example, aiming
at acquiring Chinese paraphrases. The proposed method can also be used for para-
phrases acquisition of other language.

Phrases translation table is a product of statistical machine translation and can be
extracted from bilingual parallel corpora using word alignment technology. Phrases
translation table consists of phrase pairs and corresponding translation probability,
hereafter referred as phrase table.

3.1 Graph Model Constructed for Phrase Table

Table 1 is an example of Chinese-English phrase table. As we can see, one Chinese
phrase, for example “用作 阳极”, may has more than one English translations. Also,
one English phrase, for example “acts as an anode”, may has more than one Chinese
translations. There are more than one translations both for each Chinese phrase and for
each English phrases, which enables random walk in a graph based model. We acquire
potential paraphrases by discovering the Chinese-English translation relationship
connected in the graph (Table 2).

Figure 3 is an example of a graph constructed for a Chinese-English phrase table.
In Fig. 3, there are three directed edges pointed out from C1, i.e. C1-> E1, C1-> E2,
C1-> E3. Also, there are directed edges pointed from C2 and C3, respectively. We can
see that C1 and C2 share the identical English translations E1, E2 and E3, and that C2

Table 1. Samples of a Chinese-English phrase table

Chinese English P(C-> E) P(E-> C)

充当 阳极 Acts as an anode 0.333333 0.25
用作 阳极 Acts as an anode 0.333333 1
用作 阳极 Serving as an anode 0.5 0.0416667
作为 阳极 Serving as an anode 1 0.03125

Table 2. Experiment evaluation result

Number of random
walk N

Average number of
candidate paraphrase

Average correct number
of paraphrase

Average
accuracy

N = 2 3.79 2.88 75.99 %
N = 12 11.56 7.18 62.11 %
N = 12
(Augmented
method)

15.32 9.04 59.01 %

Chinese Paraphrases Acquisition Based on Random Walk N Step 641



and C3 also share the identical English translations E4. In addition to C2, C3 can also
be considered as the potential paraphrases for C1. The method can also be used for
acquiring English paraphrases by using Chinese phrase as pivot.

3.2 Paraphrases Acquisition Based on Random Walk

Next, we present paraphrases acquisition method based on graph model. In Fig. 3, we
start from C1 and walk forward to arrive at E1. We call the walking C1-> E1 as
one-step-walk. Then we continue to walk from E1 to C2, E1-> C2. So, we call the
walking C1-> E1-> C2 as two-step-walk. C1 and C2 are considered as possible
paraphrases because they share the identical translation E1. Because the conventional
“pivot-based” method only considered phrases within this two-step-walk, only C2 was
obtained as paraphrase for C1.

Actually, C3 may be a potential paraphrase for C1, which is connected to C1
through four-step-walk, i.e. C1-> E1-> C2-> E4-> C3. If we continue to walk from C2
and then arrive at C3, we may acquire C3 as the paraphrase for C1. Through this
observation, we think that more potential paraphrases may be acquired if we walk more
than two steps. Because searching all possible walking over two steps is not practical,
we propose a paraphrase acquisition method based on random walk with N number of
steps to solve this problem.

We assume that an ant walks in a graph, starting from a given node, randomly
selects an adjacent node and then arrives at the node. Next, the ant takes the newly
arrived node as the starting node and repeats the above process. The ant stops walking
when some conditions are satisfied.

Figure 4 illustrates the process. We assume that there are M ants starting from the
same node and then each ant walks independently in the graph. After walking in
several steps, the node at which more ants arrive is considered to be related more
closely to the starting node [10].

Fig. 3. A graph-based model constructed for a Chinese-English phrase table
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3.3 Paraphrase Credibility Based on Expected Number Steps

After random walking N steps of M ants, the nodes at which the ants arrived are
considered as candidate paraphrases. Considering the hitting confidence of the candi-
date paraphrases can be measured by the correlation between the nodes and the starting
node, we propose a confidence metric based on expected number steps for ranking the
obtained candidate paraphrases.

The expected number steps, denoted as ĥ
N
ij , which is defined as the average walking

steps that M ants first arrived the node j starting from the node i after random walk N
steps. Formula (1) shows how to calculate the expected number steps. After random
walk N steps, if m ants arrived at node j, we record the number of steps by which m
ants first arrived at the node j. For the (M-m) ants that do not arrive at the node j, we
consider the walking steps taken as N.

ĥ
N
ij ¼

Pm
k¼1 t

k
j þ M�mð ÞN

M
ð1Þ

ĥ
N
ij : the expected number steps between node i and j

M: the total number of ants
N: the maximum number of step
m: the number of ants that arrived at the node j
tkj : the number of step by which ant k arrive at the node j for the first time

It is required that M� 1
2c2 logð2nd Þ and n is the number of nodes in the graph, d and e

is the parameter for adjusting ants number, 0� d; e� 1:
If more ants arrive at the node j with smaller steps, i.e. the value of tkj being smaller,

the ĥ
N
ij will be smaller, indicating the two nodes in graph are related more closely. In the

case of our task, the smaller ĥ
N
ij means that the two phrases are more closely in

semantics and they are more likely to be paraphrases of each other.

3.4 Augmented Graph Based Model for Multiple Language Pairs

In the above described graph based model, phrases are connected by translation relations
and paraphrases can be searched through random walk. We further consider that if more

(a) Set off from start node (b) Select next node arriving at second node

Fig. 4. The random walk process
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language pairs are integrated into the graph, more connections between phrases are set
up and the possibility of discovering more paraphrases becomes large. We therefore
augment the graph model to be able to integrate multiple language phrase table.

We illustrate the augmented graph model using the example of integrating
Chinese-English phrase table and English-Japanese phrases table, showed in Fig. 5. As
we can see from Fig. 5, the Chinese-English sub-graphs surrounded by solid lines are
separated with each other. After integrating the English-Japanese phrase table, the
English-Japanese sub-graphs are formed, showed by dotted lines. As a result, the
separated Chinese-English sub-graphs are connected. Finally, the Chinese phrases C1,
C3 and C4 are connected and the potential paraphrases between them may be possible
to be discovered.

4 Experiment

We present paraphrases acquisition method based on graph model and the confidence
metric for ranking result candidate paraphrases. We augment the graph model for more
language pairs. To compare with the conventional method and verify effectiveness of
the method described above, we conducted three experiment by modifying maximum
random walk step N and integrating English-Japanese phrase table into graph model.

(1) In experiment 1, we set maximum random walk steps as N = 2 (that is
“pivot-based” method);

(2) In experiment 2, we modify the maximum random walk steps N = 12;
(3) In experiment 3, we add English-Japanese phrase table into the graph model and

the maximum random walk steps N = 12 (same with experiment 2);

4.1 Experiment Data and Parameters

We conducted alignment using GIZA++ tool on NTCIR corpus, consisting of 1million
Chinese-English sentence pairs and 3 million English-Japanese sentence pairs, and then

Fig. 5. Augmented graph model for Chinese-English-Japanese
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extracted Chinese-English phrase table and English-Japanese phrase table by using
grow-diag-final heuristic. Then, we filtered out noise data, such as special characters
and stop words. We only used the phrases pairs whose translation probabilities are
within the top 15. The final phrase tables consist of 21610194 pairs for Chinese-
English and 34465517 pairs for English-Japanese.

Considering the restriction of the formula (1) and the computing feasibility, the
parameter used for experiment are as follows.

(1) The graph is built by extending connection step by step from the given Chinese
phrase by using the indexes. We allow the extension within 8 times, implying the
distance between the farthest node and the given Chinese phrase node d = 8;

(2) Maximum number of nodes in graph n = 50000;
(3) Number of ants M = 1000000;
(4) Maximum steps of random walk N = 12 (N � d);
(5) d = 0.05, e� 0.03 (for formula (1))

4.2 Experiment Result

We randomly select 100 Chinese phrases regarded as test set from Chinese English
phrase table. Then, we acquire the candidate paraphrases phrases for each Chinese
phrase in test set, judge manually the correctness of the candidate paraphrases, and
calculate the accuracy of the paraphrases phrases. The result is shown in Table 3.

Table 3. Example of paraphrase phrase and expected number of steps

No Query phrases Paraphrase expected number of steps
1 传送 给 远程 (send to the remote) 发送 给 远端 9.44202

发送 到 远端 10.1433
传送 到 远处 10.6529
传输 到 远端 10.8738
传送 到 远端 11.3424
传输 给 远端 11.452
朝向 该 远程 11.8415
传输 到 远程 11.8629
传递 到 远端 11.9333
传递 给 远程 11.9999

2 微不足道 (not worth mentioning) 运输 至 遥远 11.9999
无足轻重 11.9998
无关紧要 11.9998
忽略不计 11.9999

3 发送 图像 (send images) 传输 图像 11.3969
图像 传输 11.9899
传送 图像 11.9999
医疗 材料 11.5707
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From Table 3, we concluded that the paraphrases acquisition method based on
random walk N step acquired more paraphrase phrases compared to the convolutional
“pivot-based” method. Furthermore, the augmented graph model performed more well
after English-Japanese phrases translation was added into the graph model. Although
some noise caused lower accuracy, we think that it is more meaningful to discover
greater number of paraphrases phrases in the paraphrase acquisition task.

Table 3 shows some examples of the Chinese paraphrases phrases and its expected
number of steps acquired using the method presented in this paper. The smaller
expected number of steps means the obtained phrases have higher probability to be the
paraphrase for the given Chinese phrases.

Figure 6 is an instance of augmented graph model by adding English-Japanese
phrase table. The sub-graph of Chinese-English phrases are surrounded by solid lines.
The sub-graph of English-Japanese phrase are surrounded by dotted lines. The two
sub-graphs in solid line are connected with each other by the help of the sub-graph
dotted line. If we construct graph model only based on Chinese-English phrase table,
we could not acquire the potential paraphrases phrases “对准” and “校正” for Chinese
phrase “匹配”. By adding more language pairs, i.e. English-Japanese phrase table, the
Japanese phrase “整合” have translation relation with three English phrases “the
matching”, “matching” and “alignment” in Chinese-English sub-graph, which connects
the two separated sub-graph. As a result, for the Chinese phrase “匹配”, we acquired
the potential paraphrase phrases “对准” and “校正”.

5 Conclusion

This paper proposed a paraphrases acquisition method based on graph model for
resolving the problems of limitations in conventional “pivot-based” approach. We
designed a random walk algorithm for searching candidate paraphrases and a confi-
dence metric for ranking the obtained results. Furthermore, we augmented the graph
model for integrating more language pairs. We performed experiments on NTCIR

Fig. 6. Acquiring paraphrases instances by adding English phrase table
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Chinese-English and English-Japanese corpora and compared with the conventional
method. The experimental results showed that the proposed model acquired more
paraphrases, and achieved a more productive performance in discovering paraphrases
after the English-Japanese phrases table was added into the graph model.

Acknowledgments. The research work has been partially funded by the International Science
and Technology Cooperation Program of China under grant No. 2014DFA11350, National
Nature Science Foundation of China (Contract 61370130 and 61473294), and the Fundamental
Research Funds for the Central Universities (2015JBM033).

References

1. Barzilay, R., McKeown, K.R.: Extracting paraphrases from a parallel corpus. In:
Proceedings of ACL/EACL, pp. 50–57 (2001)

2. Callison-Burch, C., Koehn, P’., Osborne, M.: Improved statistical machine translation using
paraphrases. In: Proceedings of the HLT-NAACL, vol. 1, pp. 7–24. Association for
Computational Linguistics, Morristown (2006)

3. Barzilay, R.: Information fusion for multi-document summarization: paraphrasing and
generation. Ph.D. thesis, Columbia University (2003)

4. Zhou, L., Lin, C.Y., Munteanu, D.S., Hovy, E.: ParaEval: using paraphrases to evaluate
summaries automatically. In: Proceedings of the HLT-NAACL, pp. 447–454. Association
for Computational Linguistics, Morristown (2006)

5. Zukerman, I., Raskutti, B.: Lexical query paraphrasing for document retrieval. In:
Proceedings of COLING, pp. 1–7. Association for Computational Linguistics, Morristown
(2002)

6. Iordanskaja, L., Kittredge, R., Polguere, A.: Lexical selection and paraphrase in a meaning—
text generation model. In: Paris, C.L., Swartout, W.R., Mann, W.C. (eds.) Natural Language
Generation in Artificial Intelligence and Computational Linguistics, pp. 293–312. Springer,
Heidelberg (1991)

7. McKeown, K.R.: Paraphrasing using given and new information in a question-answer
system. In: Proceedings of the ACL, pp. 67–72. Association for Computational Linguistics,
Morristown (1979)

8. 赵世奇.基于统计的复述获取与生成技术研究[学位论文].哈尔滨.哈尔滨工业大学,
pp. 1–9 (2009)

9. Kok, S., Brockett, C.: Hitting the Right Paraphrases in Good Time, pp. 45–153. ACM
(2010)

10. 徐晓华.图上的随机游走学习[学位论文].南京.南京航空航天大学 (2008)

Chinese Paraphrases Acquisition Based on Random Walk N Step 647



A Micro-topic Model for Coreference Resolution
Based on Theme-Rheme Structure

Xue-feng Xi1,2 and Guodong Zhou1(B)

1 School of Computer Science and Technology, Soochow University, Suzhou, China
20114027008@suda.edu.cn, gdzhou@suda.edu.cn

2 School of Electronic and Information Engineering,

Suzhou University of Science and Technology, Suzhou, China

Abstract. Coreference resolution is a major task of natural language
processing. Although the mention-pair model is one of the most influ-
ential learning-based coreference models, it is hard to make any fur-
ther improvements of the performance because of its inherent defects.
From the perspective of discourse analysis, a micro-topic model based
on the theme-rheme structure is proposed for coreference resolution in
this paper. Compared with the traditional mention object recognition
in text space, this model reduces problem space and complexity. The
effectiveness of this model was evaluated by preliminary experimental
in CoNLL-2012 shared task datasets and discourse topic corpus (DTC)
tagged by us.

Keywords: Coreference resolution · Discourse topic · Theme-rheme
theory

1 Introduction

The mention-pair model is a classifier that determines whether two NPs are
coreferent. It was first proposed by [1,2], and is one of the most influential
learning-based coreference models. Despite its popularity, this binary classifi-
cation approach to coreference has two commonly cited defects to hinder the
performance of these systems.

On the one hand, each anaphor must be combined with all candidate
antecedents and constitute mention-pair instance, which leads to excessive
mention-pair instance space. We name it FRS (Fully Referented Mention-pair
Space), as shown in Fig. 1. Although there are various mentions [3–5] trying to
reduce the number of mention-pair instance, these methods do not solve the
problem in essence.

On the other hand, a skewed class distribution problem that surrounds the
acquisition of the mention-pair is created. Specifically, a natural way to assemble
a training set is to create one instance from each pair of NPs appearing in a
training document. However, this instance creation method is rarely employed:
as most NP pairs in a text are not coreferent, this method yields a training
c© Springer International Publishing AG 2016
C.-Y. Lin et al. (Eds.): NLPCC-ICCPOL 2016, LNAI 10102, pp. 648–656, 2016.
DOI: 10.1007/978-3-319-50496-4 58
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Fig. 1. Space(a) VS. Space(b). Fig. 2. MTS representation of Example (1).

set with a skewed class distribution, where the negative instances significantly
outnumber the positives.

To address these problems, we propose a new model to coreference resolu-
tion according to the Micro-Topic Scheme defined by us (see Sect. 2). According
to some theories, coreference is a kind of discourse cohesion [6]. Firstly, the
discourse can be split into Elementary Discourse Units (EDUs) via Rhetorical
Structure Theory (RST) [7]. Secondly, each EDU can be represented as the
theme and rheme structure based on theme-rheme theory [8]. Moreover, the
theory of thematic progression [9] is proposed that there may be some kind of
semantic association between the themes/rhemes in the upper and lower EDU,
which can be represented by thematic progression. Furthermore, we find that
semantic association is equivalent to discourse cohesion in a certain concept. In
this case, discourse cohesions can be represented as these patterns of thematic
progression. As mentioned before, coreference relationship is a kind of discourse
cohesion, obviously, coreference are implied in these patterns. Therefore, it is
easy to consider that mention-pair is likely to be included in the two theme-
rheme object space, which is associated with one thematic progression pattern.
In other words, we have found the reduced space (b). We named it Local Refer-
ented Mention-Pair Space (LRS).

Below we would discuss how to build this reduced space by our model.
Section 2 presents the micro-topic scheme according to the theme-rheme the-
ory. Section 3 describes this proposed model. Section 4 provides the preliminary
experiment description and evaluate our model. Finally, Sect. 5 concludes our
paper.

2 Micro-topic Scheme

In order to explore the discourse relationship, we propose a micro-topic scheme
(MTS) to represent the discourse cohesion structure according to the theme-
rheme theory [8].

Example 1. (a) In spite of the fact that of the regulatory documents that
the Pudong new region [T1] has formulated[R1], (b) some[T2=T1] are relatively
“crude”[R2], and (c) some[T3=T2] are still only provisional regulations awaiting
step - by - step completion as they are put into practice[R3], (d) nevertheless,
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this kind of approach, with the legal system tightly coupled with economic
and social activities[T4], has received positive comments from domestic and foreign
investors[R4]. (e) They [T5=R4] believe that in coming to the Pudong new region to
invest there is methodicalness[R5]....

Figure 2 gives an example of MTS representation, corresponding to Exam-
ple (1) shown above, which consists of 5 clauses. Here, a clause is constituted by
a theme and a rheme (see Subsect. 2.2), denoted by Tx and Rx, respectively.

According to the theme-rheme theory (see Subsect. 2.2), there is a reference
relationship between the theme or rheme of current EDU and previous EDU. As
shown in Fig. 2, an arrow is employed to indicate this reference by pointing to
the theme or rheme in the EDU, such as T2 = T1, T3 = T2 and T5 = R4.

2.1 Elementary Discourse Units

As the basic unit of discourse analysis, EDUs are limited to clauses based on
Rhetorical Structure Theory. In order to meet the requirements of our proposed
model, we give the definition of EDU from three perspectives explicitly. Firstly,
from the syntactic structure perspective, an EDU should contain at least one
predicate and express at least one proposition. Secondly, from the functional
perspective, an EDU should be related to other EDUs with some propositional
function. Thirdly, from the morphological perspective, an EDU should be punc-
tuated. Normally, it is easy to handle complex sentences and special sentence
patterns (e.g. serial predicate sentences). For Example (2), (a) is a single sentence
with serial predicate; (b) is a complex sentence with two EDUs (clauses).

Example 2. (a) She started the car. (single sentence, serial predicate, one EDU)
(b) She started the car, and drove off. (complex sentence, two EDUs).

2.2 Theme-Rheme Structure

Derived mainly from the systemic-functional grammar [8], theme and rheme are
two terms representing the way in which information is distributed in a clause.
While theme indicates the given information serving as the departure point of
a message, which has already been mentioned somewhere in text or shared as
mutual knowledge from the immediate context, rheme is the remainder of the
message in a clause in which theme is developed. That is to say, rheme typically
contains unfamiliar or new information.

In order to improve the computational performance, we define that Theme
Structure is the left part of the predicate in the EDU, and the remainder is
Rheme Structure.

From the view point of discourse analysis, we are more interested in the
developing sequences of thematic and rhematic choices creating certain kinds of
thematic patterns instead of the actual individual choices of themes or rhemes.
Subsect. 2.3 describes this development process.
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Fig. 3. Four major patterns of
thematic progression.

Table 1. Inter-annotator consistency

Items Agreement% Kappa

EDU identification 96.0 0.91

TRS identification 92.0 0.83

MTL identification 90.5 0.88

2.3 Patterns of Thematic Progression

Previous studies [9,10] have claimed that the way in which lexical strings and
reference chains interact with theme/rheme is not random; rather the patterns
of interaction realize what they refer to as a texts thematic progression. Figure 3
shows four major patterns of thematic progression proposed in the literature:

(I) Constant Progression, where the theme of the subsequent clause is
semantically equivalent to the theme of the first clause.

(II) Centralized Progression, where the rheme of the subsequent clause
is semantically equivalent to the rheme of the first clause.

(III) Simple Linear Progression, where the theme of the subsequent
clause is semantically equivalent to the rheme of the first clause.

(IV)Crossed Progression, where the rheme of the subsequent clause is
semantically equivalent to the theme of the first clause.

As shown in Example (1), pattern(I) is suitable for the referent relationships
among clauses 1–3, and pattern(III) is suitable for the referent relationship
between clause 4 and clause 5.

2.4 Model Representation

Motivated by the theme-rheme theory, we propose MTS to represent our model’s
basic unit for coreference resolution, which can be formalized as a triple as below:

MTS = (Sn, Sn+1, δn)

Where Sn ∈ T ∪ R, Sn+1 ∈ T ∪ R, T represent the set of themes and R is the
set of rhemes in the whole discourse. δn ∈ L, L is a set of cohesion relationships
between EDUs.

Based on this MTS model, we annotated a Discourse Topic Corpus (DTC)
with 300 discourses from OntoNotes corpus English datasets (chtb 0001-
chtb 0300). Table 1 illustrates a high consistency of inter-annotator specifically,
which justifies the appropriateness of our tag items and their validation. The
DTC corpus is also used for the experiment of Sect. 4.

3 Proposed Model

Our model framework is summarized in Fig. 4. This system takes an input dis-
course and output the confidence score of the mention-pair. It primarily consists
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of the following four components: Identifying the EDUs, Identifying the Theme-
Rheme Structures (TRS), Recognizing the cohesion and Identifying mentions.
Take Example (1) as an example, we will describe each components in our model
as below.

3.1 Identifying the EDUs

According to the definition of Subsect. 2.1, the Example (1) has 5 EDUs, which
include Clause(a),(b),(c),(d) and (e).

For the automatic identification of EDU, inspired by Li [11], we consider this
as a binary classification for EDU’s boundary and use some machine learning
methods to solve this problem. We used various features adopted in [11,12].
Table 2 shows the performance of EDU identification on the DTC with 10-fold
cross validation.

Fig. 4. Micro-topic model frame-
work for coreference resolution.

Table 2. Performance of EDUs identification
on the DTC

Classifier Gold Automatic
Pre. Re. F. Pre. Re. F.

C45 90.6 90.9 90.5 89.3 90.3 88.6

NaiveBayes 90.3 89.6 89.4 88.5 89.2 87.8

MaxEnt. 91.2 90.3 91.9 90.2 90.7 89.9

Table 3. Performance of TRS identification on
the DTC

Classifier Gold Automatic

Pre. Re. F. Pre. Re. F.

C45 76.5 77.4 76.95 68.3 66.5 67.39

NaiveBayes 76.1 76.9 68.8 67.9 78.2 68.35

MaxEnt. 79.8 80.3 80.05 72.5 71.8 72.15

3.2 Identifying the TRS

According to the definition of Subsect. 2.2, the Example (1) has 5 themes and
5 rhemes, which are represented by T1-T5 and R1-R5, respectively.

For the automatic identification of TRS, according to our definition, predicate
is used as a division sign, so the identification of TRS is equivalent to the pred-
icate identification problem in a way. Besides those classical predicate features
in previous studies [13–15], more features are derived from nominal and verbal



A Micro-topic Model for Coreference Resolution 653

Table 4. Features of T-R structure identification

Name Description

Predicate A content word (lemma) of the predicate of each clause

Predicate class The verb class that the predicate belongs to

Head word String representation of head word of one clause

POS of Head word Part of Speech of head word

Phrase type Syntactic category of the constituent

Path of span The path from the span to the nominal predicate

Position The positional relationship of the span with the predicate,“left”
or “right”

Focus word First word and last word of the focus span

Focus span space Is the focus span adjacent to the predicate? Yes or No

IsBrothers Has the predicate brothers? Yes or No

IsRightBrother Has the predicate right brother? Yes or No

Head word of right brother The headword of the predicate’s nearest right brother

POS of right brother The POS of the predicate’s nearest right brother

IVerb Intervening verb itself

IVerb class The verb class that contains IVerb

Path of IVerb The path from the IVerb to the focus constituent

IsFocusSpArg Is the focus span an argument for IVerb? Yes or No

Sematic Role of focus The sematic role of the focus span for IVerb

IsHNPArg Is HNP (Hightest NP headed by the nominal predicate) an argu-
ment for IVerb? Yes or No

Sematic Role of HNP The semantic role of HNP for IVerb

SRL, such as the location to NP, the path features, intervening verb and the
arguments. Using the Mallet toolkit [16] with features listed in Table 4. Table 3
shows the performance of TRS identification on the DTC corpus with 10-fold
cross validation.

3.3 Recognizing Thematic Progression Patterns

According to the definition of Subsect. 2.3, the Example (1) has 3 cohesion rela-
tionships, which belong to two types of thematic progression pattern, Pattern (I)
and Pattern (III), respectively. For the automatic recognition of thematic pro-
gression pattern between the upper and lower adjacent EDUs, according to our
definition, this task can be considered as a sequence labeling problem. Therefore,
we try to use the Markov Model to solve it.

In Markov Model tagging, we look at the sequence of thematic progression
patterns in a text as a Markov chain. That is to say, we assume that a tag of
thematic progression pattern only depends on the previous tag (limited horizon)
and this dependency does not change over time (time invariance). Inspired by
Charniak [17], we use the notation in Table 5. How to train a Markov Model
tagger for recognition is not the focus of this paper, so we will discuss in detail
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Table 5. Notational conventions
for tagging

Notation Thematic progression pattern

T (I) Constant Progression

R (II) Centralized Progression

L (III) Simple Linear Progression

X (IV) Crossed Progression

O No relationship

Table 6. Performance of thematic progres-
sion pattern recognition

HMM Gold

(Benchmark) Precision Recall F-measure

Notation T 79.35 90.12 84.39

Notation R 66.68 80.16 72.80

Notation L 78.55 86.32 82.25

Notation X 76.68 90.37 82.96

Notation O 63.89 80.42 71.21

in another article. Table 6 shows the our benchmark systems performance of
preliminary experimentation for recognition of thematic progression pattern on
the DTC with 10-fold cross validation.

3.4 Identifying Mention-Pairs

As shown in the Example (1), when it reaches this step, we have been able to
find space narrowed (b). Therefore, by using the traditional mention recognition
method and classifier, we can get a good performance. Take the pronoun “They”
in clause (e) of Example (1) as an example.

Obviously, the pronoun “They” is contained Theme Structre T5. Accord-
ing to Fig. 2, we can find that T5 is referented to R4 via thematic progression
pattern. Here, R4 is “has received positive comments from domestic and foreign
investors”. In other words, the pronoun “They” is very likely to be in the R4
module to look for the possible candidate antecedent. This greatly reduces the
difficulty of the problem, which make it easy for us to find that “domestic and
foreign investors” is the best candidate for the pronoun “They”.

4 Experiments and Results

We evaluated the system on the English part of the corpus provided in the
CoNLL-2012 Shared Task and the DTC corpus tagged by ourselves (Sub-
sect. 2.4). The corpus of CoNLL-2012 Shared Task contains 7 categories of doc-
uments (over 2 K documents, 1.3 M words). However, we just use an intersection
of the official train/dev/test data sets and our DTC corpus data sets. In our
experiments, the gold mentions are only considered by us. This is a rather ideal-
ized setting but our focus is on comparing various pairwise models rather than
on building a full coreference resolution system.

To obtain the our model performance, we implemented three classic mention-
pair models as competitors to be compared with our method in Table 7. These
models are Soons Closest-First algorithm [3], Ngcardies Best-First algorithm [4]
and Lassalle-Deniss Closest-First algorithm [5].
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Table 7. Comparison baseline system on gold datasets

Models Datasets (Gold)

Precision Recall F-measure

Soon 82.28 75.74 78.87

Ngcardie 76.55 89.12 82.36

LassalleDenis 80.02 90.52 84.95

Our model 89.33 90.36 89.84

Table 7 illustrates the macro-averaged F1 measure results for these competing
methods along with the resources, features and classifier used by each method.
Based on these results, we make the following observations:

(1) Our model achieves the highest score on the Precision’s score and have a
little difference from Recall’s score, which showed that our model has a
more balanced performance. The reason may be that our model reduces the
problem space, which is a method to overcome the defects of traditional
model in essence.

(2) Our model has achieved the highest score of F-measure, which was 4 points
higher than the second model. This shows that our model has a prominent
advantage.

(3) On the one hand, whichever NP extraction method is employed, it is clear
that the use of gold NPs can considerably simplify the coreference task. This
is also the reason why our experiments using gold datasets. On the other
hand, although we only carry out the experiment on the basis of gold data
and have no further confirmed on the whole automatic platform, the good
results (see Sect. 3) from the independent experiments of each sub module
also show the potential advantages of the development of the integrated
system.

5 Conclusion and Further Work

The main contribution of this paper is to propose a new micro-topic model
for coreference resolution based on Theme-rheme theory, which is to reduce
the computational space to improve the performance of system. Different from
the traditional coreference resolution model based on the level of words with
the bottom-up approach, this system based on the discourse relationship have
expanded the coreference resolution process through the top-down approach. In
spite of building a model framework, we have just carried out a preliminary
experiment. In the future we will further integrate the various modules, to carry
out the optimization of the overall system for coreference resolution.

Acknowledgments. This work was supported by the National Natural Science Foun-
dation of China (61673290).
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Abstract. Bayesian models and neural models have demonstrated their
respective advantage in topic modeling. Motivated by the dark knowledge
transfer approach proposed by [3], we present a novel method that com-
bines the advantages of the two model families. Particularly, we present
a transfer learning method that uses LDA to supervise the training of a
deep neural network (DNN), so that the DNN can approximate the LDA
inference with less computation. Our experimental results show that by
transfer learning, a simple DNN can approximate the topic distribution
produced by LDA pretty well, and deliver competitive performance as
LDA on document classification, with much faster computation.

1 Introduction

Probabilistic topic models, for instance Latent Dirichlet Allocation (LDA) [2],
have been extensively studied and widely used in applications such as topic dis-
covery, document classification and information retrieval. Most of the successful
probabilistic topic models are based on Bayesian networks [7,12], where the ran-
dom variables and the dependence among them are carefully designed by people
and so hold clear meanings in physics and/or statistics.

A particular problem of Bayesian topic models, however, is that when the
model structure is complex, the inference for the latent topic distribution (topic
mixture weights) is often untractable. Various approximation methods have been
proposed, such as the variational approach and the sampling method, though
the inference is still slow.

Recently, [3] proposed a transfer learning approach. In this approach, a com-
plex model is used as a teacher model to supervise the training of a simpler
model. The original proposal used a complex deep neural network (DNN) to
train a simple shallow neural network and obtained performance very close to
the complex DNN. This motivated our current research that attempts to use a
Bayesian model to supervise the training of a neural model. By this approach,
we hope to transfer the knowledge learned by the Bayesian model to the neural
model, and combine the respective advantages of the two model families.

In this preliminary study, we use an LDA as the teacher model to guide
the training of a DNN, so that the DNN can approximate the behavior and
c© Springer International Publishing AG 2016
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performance of LDA. The dropout technique [6] is utilized on the input layer,
which endows the learned DNN with better generalizability. A big advantage of
this transfer learning from LDA to DNN is that inference with DNN is much
faster than with LDA. This solves a major difficulty of LDA on large-scale online
tasks, meanwhile retaining the advantage of LDA in topic learning.

We tested the proposed method on document classification. The results show
that a simple DNN model with dropout technique can approximate LDA pretty
well and the inference speeds up tens or hundreds of times. Interestingly, a
preliminary analysis shows that by the transfer learning, the DNN model seems
can discover topics similar to those learned by LDA, although this information
is not explicitly presented in the learning process.

2 Related Work

This work develops a neural model to approximate the function of LDA [2],
with a direct goal of a fast inference. LDA is a generative probabilistic model
and belongs to a large family of Bayesian topic models. LDA assumes that a
document involves a mixture of latent topics, and each topic is characterized by
a distribution over words. Compared with the early probabilistic models such as
pLSI [7], LDA is a full generative model that can deal with new documents, but
the inference is rather slow. The DNN-based LDA approximation presented in
this paper attempts to solve this problem.

Our work is also closely related to the deep learning research which was
largely initiated by [4]. DNN is a popular deep learning model and is capable of
learning complex functions and inferring layer-wise patterns. This work leverages
these advantages and uses DNNs to approximate LDA by learning its mapping
function from the primary input (i.e., term frequency) to the high-level output
(i.e., topic mixture). Interestingly, we find that topics can be discovered by DNN
automatically with this transfer learning, which in turn demonstrates the power
of DNN models. Note that deep learning has been employed in topic modeling,
e.g., the approach based on deep Boltzmann machines (DBM) [5,10]. The dif-
ference of our work is that we focus on approximating a well-trained Bayesian
model with a deep neural model, instead of learning the deep model from scratch.

Finally, this research is directly motivated by the dark knowledge distiller
model [3] that employs the knowledge learned by a complex DNN to guide the
training of a simpler DNN, or vice versa [13]. In this work, we extend this method
to learn a neural model with the supervision of a Bayesian model, which is more
ambitious and challenging.

3 Methods

For a particular document d, LDA takes the term frequency (TF) as the
input, denoted by v(d). The inference task is then to derive the topic mixture
θ(d), which is actually the posterior probability distribution that the document
belongs to the topics. In tasks such as document clustering or classification, θ(d)
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is a good representation for document d, with a low dimensionality and a clear
semantic interpretation.

Exact inference with LDA is untractable and so various approximation meth-
ods are usually used. This work chooses the variational inference method pro-
posed by [2], which involves iterative update of the document and word topic
mixtures and hence time-consuming. The basic idea of the LDA to DNN knowl-
edge transfer learning is to train a DNN model which can simulate the behavior
of LDA inference, but with much less computation. More precisely, the DNN
model learns a mapping function f(v(d);w) such that f(v(d);w) approaches to
θ(d), where w denotes the parameters of the DNN. Note that θ(d) is a probabil-
ity distribution. To approximate such normalized variables, a softmax function
is applied to the DNN output and the cross entropy is used as the training
criterion, given by:

L(w) = −
∑
d

K∑
i=1

θ(d)i log f(v(d);w)i (1)

where K denotes the number of topics and the subscript i indexes the dimension.
Once the DNN is trained, the mapping function f(v(d);w) learns the behavior of
the LDA model and can be used to predict θ(d) for new documents. Compared
to the LDA inference, f(v(d);w) can be computed very fast and hence amiable
to large-scale online tasks.

Here in the training process, we employ dropout technique [6] on the input
v(d) by randomly set each dimension of v(d) to zero with 0.5 probability. After
that, we re-normalize the input by dividing v(d) with

∑
i v(d)i.

We experimented with two DNN structures: a 2-layer DNN (DNN-2L) that
involves one hidden layer, and a 3-layer DNN (DNN-3L) that involves two hidden
layers. In DNN-2L, the number of hidden units is twice of the output units; in
DNN-3L, the number of hidden units are three and two times of the output
units for the first and second hidden layer, respectively. The hyperbolic function
is used as the activation function. The training employs the stochastic gradient
descent (SGD) method, and is implemented based on Theano [1]1.

4 Experiments

4.1 Database and Experimental Setup

The proposed methods are tested on the document classification task with two
datasets. The first dataset is Reuters-21578 and we follow the ‘LEWISSPLIT’
configure to define the training and test data. The documents are labelled in 55
classes.2

1 http://deeplearning.net/software/theano/.
2 https://kdd.ics.uci.edu/databases/reuters21578/reuters21578.html.

http://deeplearning.net/software/theano/
https://kdd.ics.uci.edu/databases/reuters21578/reuters21578.html
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The second dataset is 20 Newsgroups collected by Ken Lang, which contains
about 20,000 articles evenly distributed over 20 UseNet discussion groups. These
groups correspond to the classes in document classification.3

It has been known that LDA performs better with long documents [11]. To
establish a strong LDA baseline, only long documents are selected for training
and test in this study. Considering that 20 Newsgroups is much larger than
Reuters-21578, different selection criteria are used to choose documents for the
two datasets, as shown in Table 1. The table also shows the lexicon size in the
LDA and DNN modeling, which corresponds to the dimensionality of the TF
feature. Note that this seemingly tricky data selection is just for building a
strong LDA model for the DNN to learn, rather than intensively selecting a
working scenario for the proposed method. In fact, the DNN learning works well
with any LDA teacher model, and the performance of the resultant DNN largely
depends on the quality of the teacher LDA.

Table 1. Data profile of the experimental datasets.

Reuters 20 News

Document length threshold 100 300

Training documents 3622 6312

Test documents 1705 1542

Word frequency threshold 30 200

Lexicon size (words) 2388 1910

4.2 Results

To evaluate the proposed transfer learning, we compare the classification per-
formance with the document vectors inferred from the LDA-supervised DNN
and the original LDA. The support vector machine (SVM) with a linear kernel
is used as the classifier. Since LDA is the teacher model, its performance can
be regarded as a upper bound of the DNN learning. Additionally, we choose the
popular principle component analysis (PCA) [8] as another baseline and regard it
as a low bound of the learning. All these three methods generate low-dimensional
document vectors and are comparable in the sense of dimension reduction. Note
that in many cases LDA does not outperform PCA, though it is not the focus
of our study. What we are concerned with is that in the case where LDA is
superior to PCA, the learned DNN can keep this superiority, but with much less
computation cost.

Document Classification. The results in terms of classification accuracy on
the two datastes are reported in Fig. 1, where the number of topics varies from
3 http://www.cs.cmu.edu/afs/cs.cmu.edu/project/theo-20/www/data/news20.html.

http://www.cs.cmu.edu/afs/cs.cmu.edu/project/theo-20/www/data/news20.html
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Fig. 1. The classification accuracy of PCA, LDA, 2-layer DNN (DNN-2L) and 3-layer
DNN (DNN-3L).

10 to 70. We first observe that LDA obtains better performance than PCA on
both the two datasets. Again, this is partly attributed to the long documents
used in the study. The two DNN models obtain similar performance as LDA
and outperform PCA, particularly with a small number of topics. This indicates
that the DNNs indeed learned the behavior of LDA. If the number of topics is
large, the DNN models work not as well, particularly on the Reuters task. This
is probably because the limited amount of training data (just several thousands
of training samples) can not afford learning complex models.

Note that the 3-layer DNN outperforms the 2-layer DNN. This indicates that
deeper models can learn the LDA behavior more precisely. This is not surprising
and has been widely demonstrated by the recent success of deep learning. This
can be evaluated more directly in terms of KL divergence between the LDA
output θ(d) and the DNN prediction f(v(d);w), as shown in Fig. 2.
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Fig. 2. The averaged KL divergency between the DNN and LDA output calculated on
the test data of Reuters-21578 and 20 Newsgroups.
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Fig. 3. The ratio of inference time of LDA to DNN.

Inference Speed. The comparative results on inference time are shown in
Fig. 3. The experiments were conducted on a desktop with 43.4 GHz cores, and to
alleviate randomness the experiments were conducted 10 times and the averaged
numbers are reported. It can be seen that the DNN model is much faster (10 to
200 times) than the original LDA, and the superiority is more clear with a large
number of topics. Comparing the results on the two datasets, we observe that
DNN exhibits more advantages on 20 Newsgroups, because the long documents
of this dataset are more difficult to infer with LDA. Additionally, the 3-layer
DNN is not much slower than the 2-layer DNN, which means that using deeper
models does not cause much additional computation.

We emphasize that the results here should not be over-interpreted. What we
compared here is just the basic LDA implementation from [2]. There are quite
some faster implementations that we did not compare with, e.g., FastLDA [9].
We expect that the margin between DNN and FastLDA is not as significant as
reported here. Nevertheless, DNN inference involves only simple matrix manip-
ulations and so are naturally amiable to large-scale computation, e.g., by opti-
mized numerical math libraries (BLAS, MKL, etc.) or GPUs. We therefore argue
that speed is a intrinsic advantage of DNN models, particularly when compared
to more complex Bayesian models for which fast algorithms (like FastLDA) are
not available.

5 Topic Discovery by Transfer Learning

A known advantage of DNNs is that high-level representations can be learned
automatically layer by layer. This property may help DNN to discover topics
from the raw TF input. To verify this conjecture, a one-hot vector is given to
a DNN that has been trained by LDA supervision, and the activation on each
hidden neuron is recorded. The one-hot vector represents a particular word, and
the activation reflects how a particular neuron is related to this word. For each
neuron, we record the activations of all the words and select the top-10 words
that give the most significant activations, which forms the set of representative
words for the neuron.
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Fig. 4. Discovery for the topic ‘mining’ with DNN. The words in dark are topic related
words.

Interestingly, we find that for each neuron, the representative words are gener-
ally correlated, forming a local topic. Figure 4 shows an example, where the topic
‘mining’ at the second hidden layer is formed by aggregating the related topics
at the first hidden layer. This example shows clearly how words are clustered
layer by layer to form semantic meaningful topics. Interestingly, we find that the
topics derived from DNN and LDA are quite similar. As an example, the top-10
words for the topic ‘mining’ derived from LDA are {gold, said, mine, copper,
ounces, mining, tons, ton, silver, reuter}, while the DNN-derived top-10
words are {gold, copper, mine, mining, silver, zinc, minerals, metal,
mines, ton}.

This can be explained by the fact that the mixture weights generated by
LDA and used as the DNN supervision are based on the same latent topics. We
emphasize that the topic information is not transferred to DNN in the model
training; it is the learning power of DNN that discovers the topics by itself.

6 Conclusion and Future Work

We proposed a knowledge transfer learning method that uses deep neural net-
works to approximate LDA. Results on document classification tasks show that a
simple DNN can approximate LDA quite well, while the inference is significantly
speeded up. This preliminary research indicates that transferring knowledge from
Bayesian models to neural models is possible. The future work involves study-
ing knowledge transfer between more complex probabilistic models and other
neural models. Particularly, we are interested in how to use the knowledge of
probabilistic models to regularize neural models so that the neurons are more
interpretable.
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Abstract. Convolutional neural networks (CNN) have delivered com-
petitive performance on relation classification, without tedious feature
engineering. A particular shortcoming of CNN, however, is that it is less
powerful in modeling long-span relations. This paper presents a model
based on recurrent neural networks (RNN) and compares the capabili-
ties of CNN and RNN on the relation classification task. We conducted
a thorough comparative study on two databases: one is the popular
SemEval-2010 Task 8 dataset, and the other is the KBP37 dataset we
designed based on MIML-RE [1], with the goal of learning and testing
complex relations. The experimental results strongly indicate that even
with a simple RNN structure, the model can deliver much better perfor-
mance than CNN, particularly for long-span relations.

1 Introduction

This paper focuses on the task of sentence-level relation classification. Given a
sentence X which contains a pair of nominals 〈x, y〉, the goal of the task is to
predict relation r ∈ R between the two nominals x and y, where R is a set of
pre-defined relations [4]. Relation classification is a fundamental task in natural
language processing (NLP) and plays an important role in information extraction
and knowledge graph construction [9,11].

A multitude of studies have been conducted on deep neural models in relation
classification. Most representative progress was made by Zeng et al. [15], who
was motivated by the work of Collobert et al. [3] directly and used a CNN model
to extract local semantic patterns and applied them to classify relations. The
authors reported quite competitive results without utilizing any extra knowledge
resource and NLP modules. Following this success, several CNN-based variants
have been recently proposed, including multi-window CNN [5], CR-CNN [7] and
NS-depLCNN [13].

The success of CNN models in relation classification can be largely attributed
to its capability of learning local semantic patterns, thanks to the flexible con-
volutional structure of CNNs in multi-dimensional feature extraction. However,
CNN possesses a clear shortage in modeling distant dependencies among words,
due to the limited size of the convolution window. For the task of relation classi-
fication, the semantic meaning of a relation is often embedded in a long sequence
c© Springer International Publishing AG 2016
C.-Y. Lin et al. (Eds.): NLPCC-ICCPOL 2016, LNAI 10102, pp. 665–675, 2016.
DOI: 10.1007/978-3-319-50496-4 60
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of contextual words. With CNN models, the long-span relation has to be split
into local word fragments (the length equal to the size of the convolution win-
dow), and then the entire semantic is learned by merging the patterns learned
from these fragments, where the simple max or mean pooling are often used
as the merging algorithm. This splitting-and-pooling approach is certainly not
ideal: the learning is separated in two stages and the behavior of the learned
CNN is largely impacted by the size of the convolution window, i.e., whether the
convolution size matches the length of the local patterns. Additionally, the max
or mean pooling does not consider the order of the local patterns learned by the
convolution layer.

A number of approaches have been proposed to improve CNN models in
learning long-span relations. For example, Zeng et al. [15] proposed to use a
position feature that specifies the position of each contextual word relative to
the two target nominals. This position feature could provide order informa-
tion of the contextual words, and was reported to offer significant performance
improvement. Nguyen and Grishman [5] proposed a CNN structure with multiple
convolution windows, which allows learning patterns of multiple levels of granu-
larity. This approach, however, involves much more computation, and selecting
the sizes of the convolution windows is not trivial. Another approach is to find
the key path of the input sequence so that long-span relations can be learned on
just a few key words on the key path. For example, the shortest dependency path
approach presented in [9,13]. A shortcoming of this approach is that it depends
on a parser that requires much computation and is error-prone. Moreover, if the
dependency path is long, the problem associated with CNNs still exists.

In contrast to CNN-based methods, there are also a few work [11,14] using
RNNs with long-short term memory (LSTM) units. Verga et al. [11] show that
LSTMs outperforms CNNs in the knowledge base inferring task. But in the task
of sentence-level relation classification, CNN-based models and basic RNN-based
models have not been compared thoroughly with equal conditions.

Fig. 1. The structure of the proposed RNN-based model.
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In this paper, we analyse the capability of RNN on the relation classification
task. Compared with CNN, RNN can memorize a long history and so is good
at modeling sequential data [2]. To employ RNN in relation learning, a few
modifications are proposed in our study, including a bi-directional architecture
and a position indicator feature. The structure of the RNN-based model is shown
in Fig. 1 and some details will be described in Sect. 2. The main contributions of
this paper are as follows:

– Designed a new dataset based on the MIML-RE’s annotated data [1] that
involves more complex relations, and verified the advantage of RNN on the
new dataset.

– Empirically analyzed the advantage of the RNN-based approach in learning
long-span relations.

– Demonstrated that the position indicator feature proposed in this work is
more effective than the position feature proposed by Zeng et al. [15].

2 Model

As has been shown in Fig. 1, the RNN-based model used in this paper contains
three components: (1) a word embedding layer that maps each word in a sentence
into a low dimension word vector; (2) a bidirectional recurrent layer that models
the word sequence and produces word-level features (representations); (3) a max
pooling layer that merges the word-level features of all the time steps into a
sentence-level vector, by selecting the maximum value among all the word-level
features for each dimension. The sentence-level vector is finally used for relation
classification.

2.1 Model Training

The training objective is to let the produced sentence vectors maximize per-
formance on the task of relation classification. To keep consistency between our
model and CNN model proposed by Zeng et al. [15], here we use a simple softmax
regression as the classifier and objective function is the cross entropy between
the predictions and the labels. And we follow the training method proposed
by Collobert et al. [3], and utilizes the stochastic gradient descent (SGD) algo-
rithm. Specifically, the back propagation through time (BPTT) [12] is employed
to compute the gradients layer by layer, and the fan-in technique proposed by
Plaut and Hinton [6] is used to initialize the parameters.

2.2 Position Indicators

In relation learning, it is essential to let the algorithm know the target nominals.
In the CNN-based approach, Zeng et al. [15] augment each word vector a position
feature vector, i.e., the feature that indicates the distance from each word to the
two nominals. This technique has been found highly important to gain high
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classification accuracy and was followed by a number of studies [5,7]. For RNN,
since the model learns the entire word sequence, the relative position information
for each word can be obtained automatically in the forward or backward recursive
propagation. It is therefore sufficient to annotate the target nominals in the word
sequence, without necessity to change the feature vector.

We choose a simple method that uses four position indicators (PI) to specify
the starting and ending of the nominals. The following is an example: “<e1>
people </e1> have been moving back into <e2> downtown </e2>”. Note
that people and downtown are the two nominals with the relation ‘Entity-
Destination (e1,e2)’, and <e1>, </e1>, <e2>, </e2> are the four position
indicators which are regarded as single words in model training and test. The
position-augmented sentences are then used to train the RNN model as usual.
Compared with the position feature approach, the position indictor approach is
more straightforward. In Sect. 3.3, we will show that in most circumstances, the
position indictor approach leads to better performance.

3 Experiments

3.1 Database

We use two datasets to evaluate the proposed RNN model. The first one is the
dataset provided by SemEval-2010 Task 8. In this dataset, there are regular
9 relation types and an additional ‘other’ relation. Taking the direction into
account (the order of the two nominals in the relation), this dataset involves 19
relation classes in total. The dataset is publicly available1.

The second dataset is constructed by the authors based on the MIML-RE
annotation dataset provided by Angeli et al. [1]. The original MIML-RE dataset
involves the 2010 and 2013 KBP official document collections, plus a July 2013
dump of Wikipedia. There original data collection consists of 33811 annotated
sentences. To make the dataset more suitable for relation classification tasks, we
made several refinements:

1. First, we add two directions to each relation type, except the type
‘no relation’. For example, ‘per:employee of’ is split into two relations
‘per:employee of(e1,e2)’ and ‘per:employee of(e2,e1). To avoid incorrect
accounting of errors associated with the directional relations2, we
replace ‘org:parents(e1,e2)’ with ‘org:subsidiaries(e2,e1)’ and replace
‘org:member of(e1,e2)’ with ‘org:member(e2,e1)’. After this arrangement,
there are 76 relations in total.

2. Second, we compute the frequency of each relation type. Only the relation
types with a frequency higher than 100 in both directions are retained. This

1 http://docs.google.com/View?docid=dfvxd49s 36c28v9pmw.
2 This is mainly caused by some relations that have been directional already in

KBP. See the KBP manual at http://surdeanu.info/kbp2013/TAC 2013 KBP Slot
Descriptions 1.0.pdf.

http://docs.google.com/View?docid=dfvxd49s_36c28v9pmw
http://surdeanu.info/kbp2013/TAC_2013_KBP_Slot_Descriptions_1.0.pdf
http://surdeanu.info/kbp2013/TAC_2013_KBP_Slot_Descriptions_1.0.pdf
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Table 1. Statistics of KBP37.

Number of training data 15917

Number of development data 1724

Number of test data 3405

Number of relation types 37

per:alternate names org:alternate names

per:origin org:subsidiaries

per:spouse org:top members/employees

per:title org:founded

per:employee of org:founded by

per:countries of residence org:country of headquarters

per:stateorprovinces of residence org:stateorprovince of headquarters

per:cities of residence org:city of headquarters

per:country of birth org:members

no relation

results in 19 relation types, including the ‘no relation’ type. Each relation type
(except ‘no relation’) corresponds to two relation classes, by considering the
relation direction. This leads to 37 relation classes in total. To gain better
data balance, 80% of the sentences in the ‘no relation’ type are randomly
discarded.

3. Finally, the entire dataset is randomly split into three subsets: 70% for train-
ing, 10% for development, and 20% for testing. For a more strict test, sen-
tences in the development and test set are removed if the nominal pairs and
their relation have been both found in one training sentence.

In the rest of the paper, we will call the second dataset KBP37. Some statis-
tics of this dataset and all the relation types are shown in Table 1. Notice that
KBP37 is different from SemEval-2010 Task 8 in several aspects: First, there
are more relation types in KBP37, and the relations are more ‘specific’ com-
pared with those in SemEval-2010 task 8. For example, ‘Member Collection’ in
SemEval-2010 task 8 can represent any ‘member of’ relation, while ‘org:member’
in KBP specifically refers to the relation between mother and child companies.
Second, the nominal pairs in KBP37 are all entity names and so are more sparse
than SemEval-2010 task 8 in both the domain-independent and task-specific cor-
pus. Third, there are much more multi-word nominals in KBP37. Finally, the
average length of the sentences in KBP37 is much longer than Semeval-2010 task
8, which will be discussed in details in Sect. 4.2.

It can be seen that the relation classification task on KBP37 is more difficult
but also more realistic. We argue that SemEval-2010 Task 8 has been studied
for a long time and the performance has been over-tuned. Therefore to evaluate
a new algorithm, it would be more informative to test it on a new and more
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complex dataset. We design KBP37 to meet this request, particularly for learning
and test on long-span relations. This dataset can be downloaded publicly3.

3.2 Experimental Setup

In order to compare with the work by Socher et al. [8] and Zeng et al. [15],
we use the same 50-dimensional word vectors proposed by Turian et al. [10] to
initialize the embedding layer in the experiments.

Because there is no official development dataset in Semeval-2010 Task 8
dataset, we tune the hyper-parameters by 8-fold cross validation. Once the hyper-
parameters are optimized, all the 8000 training data are used to train the model
with the best configuration. With Turian’s 50-dimensional word vectors, the best
dimension of the sentence vector is 800. The number of iterations is set to 20.
For fast convergence, we set the learning rate to 0.1 in the first five iterations,
and then diminish it to 0.01.

For KBP37, the hyper-parameters are tuned based on the development set.
The development data is also used to choose the best model among different
iterations. With Turian’s 50-dimensional word vectors, the best dimension of
the sentence vector is 700. The training process is the same as the one used on
the Semeval-2010 Task 8 dataset.

3.3 Results

The performance is evaluated in terms of F1 score defined by SemEval-2010 Task
8 [4]. Note that given a sentence and two target nominals, a prediction is counted
as correct only when both the relation type and its direction are correct.

Table 2. F1 results with the proposed RNN model on SemEval-2010 Task 8 dataset,
‘+’ means adding a new modification.

Model RNN + max-pooling + position indicators + bidirection

F1 31.9 67.5 76.9 79.6

Table 2 presents the F1 results of the proposed RNN model on the SemEval-
2010 Task 8 dataset, with the contribution offered by each modification. It can
be seen that the basic RNN, which is single directional and with the output of
the last step as the sentence vector, performs poorly. This can be attributed
to the lack of the position information of target nominals and the difficulty in
RNN training. The max-pooling offers the most significant performance improve-
ment, indicating that local patterns learned from neighbouring words are highly
important for relation classification. The position indicators also produce highly

3 https://github.com/zhangdongxu/kbp37.

https://github.com/zhangdongxu/kbp37
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Table 3. Comparison of F1 scores with different neural models on different datasets.
The 50-dimensional word vectors provided by Turian et al. [10] are used for pre-training.
‘PF’ stands for position features and ‘PI’ stands for position indicators. The numbers
in the parentheses show the best dimensions of the hidden layer. Since Zeng et al. [15]
did not release the source code, we reproduced their method, denoted by ‘Our rep.’.

Model MV-RNN (Socher,

2012)

CNN+PF (Zeng,

2014)

CNN+PF

(Our rep.)

CNN+PI

(Our rep.)

RNN+PF RNN+PI

Semeval-

2010 task8

79.1 78.9 78.3 (300 →
300)

77.4 (400 →
400)

78.8 (400) 79.6 (800)

KBP37 - - 51.3 (500 →
500)

55.1 (500 →
500)

54.3 (400) 58.8 (700)

significant improvement, which is not surprising as without the position infor-
mation, the model would be puzzled by which pattern to learn. The contribution
of positional information has been demonstrated by Zeng et al. [15], where the
positional features lead to nearly 10 percentiles of F1 improvement, which is
similar as the gain obtained in our study.

The second experiment compares three representative neural models, espe-
cially CNN and RNN. The results are presented in Table 3, where the 50-
dimensional word vectors are employed in the experiments. Since Zeng et al. [15]
did not release the source code, we tried to reproduce their result and got a very
close number although not identical (78.3 vs. 78.9), as shown in the third row of
Table 3.

Comparing the results with different models and methods, it can be seen
that the RNN model outperforms both the MV-RNN model proposed by Socher
et al. [8] and the CNN model proposed by Zeng et al. [15]. This demonstrates
that an RNN model is more appropriate for the relation classification task. An
interesting observation is that the RNN model performs better than the MV-
RNN model which uses syntactic parsing as extra resources. This indicates that
relation patterns can be effectively learned by RNNs from raw text, without any
explicit linguistic modules and knowledge.

Comparing the results on the two datasets, it can be observed that the F1
scores are much lower on KBP37 than on Semeval-2010 Task 8. This indicates
that KBP37 is a more difficult dataset. Moreover, the RNN model beats the
CNN by a larger margin on KBP37. This indicates that RNN possesses more
advantage in learning more complex relations. More discussion will be given in
Sect. 4.2.

From Table 3, we also find that with RNN, position indicators (PI) is more
effective than position features (PF), and this is more evident on the KBP37 task.
A possible reason is that the recurrent process can remember the PI vectors but
may corrupt the PF information associated with each word. More discussion will
be presented in Sect. 4.1.



672 D. Zhang and D. Wang

4 Discussion

4.1 Impact of Long Context

We have argued that a particular advantage of the RNN model compared with
the CNN model is that it can learn long-distance patterns more effectively, and
so can better deal with long-span relations. To verify this argument, we split
each test dataset (Semeval-2010 Task8 and KBP37) into 5 subsets according to
the context length of the relations, i.e., the number of words between the two
nominals, plus 2 words prior to the first nominal and 2 words after the second
nominal, if they exist. The position indicators are not counted.

Fig. 2. F1 scores with different lengths of contexts on Semeval-2010 Task 8 and KBP37.

The F1 results on the 5 subsets are reported in Fig. 2. It can be seen that
on both test datasets, if the context length is small, the CNN and RNN models
perform similar with PI, whereas if the context length is large, the RNN model is
clearly superior. This confirms that RNN is more suitable to learn long-distance
patterns. If PF is used, this trend is not such clear. This seems to indicate that
PF is more suitable for CNN and PI is more suitable for RNN. Nevertheless, PI
performs much better than PF in KBP37 even with CNN (51.3 vs. 55.1 from
Table 3), which suggests that PI tends to be more robust.

Note that with both the two models, the best F1 results are obtained with a
moderate context length, no matter how the position information is used. This
is understandable, as too small contexts involve limited semantic information,
while too large contexts lead to difficulties in pattern learning.

4.2 Proportion of Long Context

Fig. 2 shows that the RNN model significantly outperforms the CNN model on
almost all the configurations. This is a little different from the results presented in
Table 3, where the discrepancy between the two models in SemEval-2010 dataset
is not so remarkable (78.8 vs. 78.3 with PF and 77.4 vs. 79.6 with PI). This can be
attributed to the small proportion of long contexts in test data of SemEval-2010
dataset.

To make it clear, the distribution of the context length is calculated on
the two datasets. The statistics are shown in Table 4. It can be observed that
long contexts exist in both datasets, but the proportion of long contexts in the
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Table 4. The distribution of context lengths with two datasets.

Dataset Context length Proportion of long context (≥11)

≤10 11–15 ≥16

SemEval-2010 task-8 6658 3725 334 0.379

KBP37 4719 7512 8815 0.776

SemEval-2010 task 8 dataset is much smaller than those in the KBP dataset.
This suggests that the strength of a method can not be fully demonstrated on
the SemEval-2010 task 8 dataset. This is the reason we release KBP37 and argue
that it is a major contribution of this paper.

4.3 Semantic Accumulation

Another interesting analysis is to show how the ‘semantic meaning’ of a sen-
tence is formed. First notice that with both the CNN and the RNN models, the
sentence-level vectors are produced from local features (word-level for CNN and
segment-level for RNN) by dimension-wise max-pooling.

0

0.05

0.1

0.15

0.2

Answer=Instrument-Agency(e2,e1)

RNN CNN

Fig. 3. Semantic distribution on words in the sentence “A <e1> witch </e1> is able
to change events by using <e2> magic </e2>.”

To measure the contribution of a particular word or segment to the sentence-
level semantic meaning, for each sentence, we count the number of dimensions
that the local feature at each word step contributes to the output of the max-
pooling. This number is divided by the number of total dimensions of the feature
vector, resulting in a ‘semantic distribution’ over the word sequence. Figure 3
shows an example of the semantic distribution with results from both the CNN
and RNN models.

From Fig. 3, the correct relation is ‘Instrument-Agency’, but CNN gives
wrong answer ‘Other’. It can be seen that CNN matches two patterns ‘is able to’
and ‘magic’, while the RNN matches the entire sequence between the two nomi-
nals witch and magic, with the peak at ‘by using’. Clearly, the pattern that the
RNN model matches is more reasonable than that matched by the CNN model.
We highlight that RNN is a temporal model which accumulates the semantic
meaning word by word, so the peak at ‘by using’ is actually the contribution of
all the words after ‘witch’. In contrast, CNN model learns only local patterns,
therefore it splits the semantic meaning into two separate word segments.
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An interesting observation is that the RNN-based semantic distribution tends
to be smoother than the one produced by the CNN model. In fact, we calculate
the average variance on the semantic contribution of neighbouring words with all
the sentences in the SemEval-2010 task 8 dataset, and find out that the variance
with the RNN model is 0.0017, while this number is 0.0025 with the CNN model.
The smoother semantic distribution is certainly due to the temporal nature of
the RNN model.

5 Conclusion

In this paper, we compare CNN-based and RNN-based approaches for relation
classification. Since the RNN model can deal with long-distance patterns, it is
particular suitable for learning long-span relations. Several important modifica-
tions were proposed to improve the basic RNN model, including a max-pooling
feature aggregation, a position indicator approach to specify target nominals,
and a bi-directional architecture to learn both forward and backward contexts.
Experimental results on two datasets demonstrated that the RNN-based app-
roach can achieve better results than CNN-based approach, and for sentences
with long-span relations, the RNN model exhibits clear advantage. Last but not
least, we released a new dataset KBP37 that contains more complex patterns and
long-span relations, therefore more suitable for evaluating models and methods
for relation classification.
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Abstract. Stance detection is the task of automatically determining
the author’s favorability towards a given target. However, the target
may not be explicitly mentioned in the text and even someone may
refer some positive opinions to against the target, which make the task
more difficult. In this paper, we describe an ensemble framework which
integrates various feature sets and classification methods, and does not
consist any handcrafted templates or rules to help stance detection. We
submit our solution to NLPCC 2016 shared task: Detecting Stance in
Chinese Weibo (Task A), which is a supervised task towards five targets.
The official results show that our solution of the team “CBrain” achieves
one 1st place and one 2nd place on these targets, and the overall ranking
is 4th out of 16 teams. Our code is available at https://github.com/
jacoxu/2016NLPCC Stance Detection.

Keywords: Stance detection · Ensemble framework · Text classifica-
tion · Chinese Weibo

1 Introduction

Stance detection is the task of automatically determining from text whether
the author of the text is in favor of, against, or neutral towards a given tar-
get [18], which has widespread applications in information retrieval, text sum-
marization [9], and textual entailment [14]. This task can be viewed as a subtask
of opinion mining and it stands next to the sentiment analysis [12].

Conventional techniques in stance detection generally follow topical text clas-
sification methods [11], where a text is regarded as a bag of words (BOW), and
then classified by machine learning techniques. However, the given target, for
stance detection, may not be explicitly presented in the text and even someone
may refer other people’s positive opinions to against the target, which has signifi-
cant difference from the topical text classification task. From another perspective
to detect stance, Hasan and Ng [19] employed additional linguistic features to
train a stance classifier, and Xia and Zong [22] learned patterns of opinion expres-
sion in the texts. However, social media data are often event-driven temporal

c© Springer International Publishing AG 2016
C.-Y. Lin et al. (Eds.): NLPCC-ICCPOL 2016, LNAI 10102, pp. 679–688, 2016.
DOI: 10.1007/978-3-319-50496-4 61
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information. Extracting the accurate linguistic features and learning practicable
patterns form these social media are also challenge tasks which may introduce
additional noises to the current task.

Considering that integrating different types of features and classifications
may overcome their individual drawbacks and benefit from each other’s mer-
its [22], we propose an ensemble framework to solve stance detection task. In
particular, we first generated various types of semantic features to describe the
stance representations, such as Paragraph Vector (Para2vec) [13], Latent Dirich-
let Allocation (LDA) [2], Latent Semantic Analysis (LSA) [5], Laplacian Eigen-
maps (LE) [1] and Locality Preserving Indexing (LPI) [8]. Then, these features
are ranked and selected to train various classification methods, including Ran-
dom Forest (RF) [3], Linear Support Vector Machines (SVM-Linear) [10], SVM
with RBF Kernel (SVM-RBF) [21] and AdaBoot [7]. Finally, we use ensemble
techniques to integrate multiple classification methods to further improve the
performance.

Our contributions are three-fold: (1) We explore an ensemble framework by
integrating various feature sets and classification methods to solve stance detec-
tion task. (2) Our framework can be successfully conducted without designing
any handcrafted templates or rules to detect the author’s stance. (3) Two feature
selection strategies are exploited to help choose the best feature groups, and we
further investigate the influence of these features.

2 Problem Description

The Detecting Stance in Chinese Weibo (Task A) at NLPCC 2016 is a super-
vised task to test stance towards five targets: #Firecracker (“ ”),
#Iphone (“IphoneSE”), #Terrorism (“ ”), #Child
(“ ”) and #Motorcycle (“ ”). Participants were provided
600 labeled training Weibo texts as well as some unlabeled Weibo texts and
3,000 test Weibo texts for each target. The statistics of these datasets are sum-
marized in Table 1, where the training Weibo texts are labeled with three stances:
FAVOR, AGAINST and NONE. It can be seen that the distribution is not uni-
form and there is always a preference towards a certain stance. For example,
51.2% of Weibo texts about #Motorcycle are labeled as AGAINST.

We further report the vocabulary size of the original datasets in Table 2. It
can be seen that the labeled data of each target dataset has a large vocabulary
but still has a huge gap to cover the vocabulary of the test data. For example,
for #Firecracker , the vocabulary sizes of labeled data and +Unlabeled are 5,543
and 8,220 respectively while the vocabulary size is rapidly extended to 19,268
by adding test data. In order to control the computational complexity and filter
some nonsense words, it is necessary to limit the vocabulary to contain a smaller
size of most meaningful words by using word selection methods, such as Mutual
Information (MI), Information Gain (IG) and Chi-square test (CHI) [23].
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Table 1. Statistics of the five target datasets. Note that we drop out 14 bad labeled
samples (lack of texts or labels) in #Motorcycle and 1 bad unlabeled sample (lack of
texts) in #Child from the raw datasets.

Dataset #Firecracker #Iphone #Terrorism #Child #Motorcycle

FAVOR 250 (41.7%) 245 (40.8%) 250 (41.7%) 260 (43.3%) 160 (27.3%)

AGAINST 250 (41.7%) 209 (34.8%) 250 (41.7%) 200 (33.3%) 300 (51.2%)

NONE 100 (16.7%) 146 (24.3%) 100 (16.7%) 140 (23.3%) 126 (21.5%)

Labeled 600 600 600 600 586

Unlabeled 600 600 600 599 600

Test 3,000 3,000 3,000 3,000 3,000

Table 2. Original vocabulary size of the five target datasets after preprocessing. +Test
means the vocabulary size of labeled data, unlabeled data and test data together.

Dataset #Firecracker #Iphone #Terrorism #Child #Motorcycle

Labeled 5,543 3,409 4,076 5,334 4,475

+Unlabeled 8,220 5,461 5,992 7,882 6,632

+Test 19,268 13,302 10,318 15,969 8,787

3 Feature Engineering

The BOW model for text representation is simple and quite efficient in classi-
fication task. However, the texts in social media is very short and have a large
vocabulary size which make the BOW based text representation, as a high dimen-
sionality of feature space, is very sparse. In order to compress the native feature
space, we use Chi-square test (CHI) to automatically remove the non-informative
words and form a refined feature space. Nonetheless, BOW based representation
has a semantic gap problem which fails to construct the latent semantic rele-
vance, thus we also use some latent semantic techniques, such as Para2vec, LDA,
LSA, LE and LPI, to capture the semantic representations of texts based on the
native feature space and the refined feature space respectively. Furthermore, we
extract some stance-lexicon features from two public subjectivity lexicons. More
details are described in the following sections.

3.1 Text Preprocessing

For the Chinese Weibo texts, we process the raw texts via the following steps:
(1) Removing all the hashtag #target by considering that the content in hash-
tag mostly just highlight the target and rarely contains the author’s stance;
(2) Removing all URLs and @tags, such as “http://t.cn/RqGPSED” and “@Chi-
naDaliy”; (3) Transferring the full-width characters into half-width characters
and converting letters into lower case; (4) Removing all the special symbols;
(5) Segmenting Chinese words using Ansj1.
1 https://github.com/NLPchina/ansj seg.

http://t.cn/RqGPSED
https://github.com/NLPchina/ansj_seg
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3.2 Word Selection

As the comparative study of feature selection methods in [23], the results show
that MI had relatively poor performance due to its bias towards favoring rare
terms while IG and CHI showed most effective in aggressive term removal with-
out losing categorization accuracy. In this paper, we choose CHI as the feature
selection to reduce the vocabulary size. CHI test measures the lack of indepen-
dence between the i-th word wi and the j-th class Cj [6].

After obtaining the CHI statistic values of the words toward to the stances,
the top 500 words in each stance of each target dataset are selected by ranking
their Chi-square values to form the refined vocabulary as shown in Table 3. In our
experiments, we use the refined vocabulary to construct BOW representations
of the Weibo texts which are respectively weighted with term frequency (TF)
and term frequency-inverse document frequency (TFIDF).

Table 3. Refined vocabulary size of the five target datasets, where the top 500 in
each stance is selected by CHI. Null/Test means that the number of Weibo texts with
empty content after word selection.

Dataset #Firecracker #Iphone #Terrorism #Child #Motorcycle

Vocab size 1,227 1,234 1,216 1,218 1,219

Null/Labeled 1/600 1/600 6/600 0/600 2/586

Null/Unlabeled 1/600 1/600 49/600 2/599 0/600

Null/Test 2/3,000 19/3,000 243/3,000 1/3,000 43/3,000

3.3 Latent Semantic Features

Para2vec features. Paragraph Vector (Para2vec) is an unsupervised method to
learn distributed representations of word and paragraphs [13]. The key idea is to
learn a compact vector by predicting nearby words in a fixed context window. In
our experiments, we use the open-source software released by Mesnil et al. [17].
The dimension of the embedding is set to 50, and the model is trained on the
original datasets of each target, including labeled, unlabeled and test datasets.

LDA features. Latent Dirichlet Allocation (LDA), first introduced by Blei
et al. [2], is a probabilistic generative model that can be used to estimate the
multinomial observations by unsupervised learning [20]. The number of topic is
set to 50 and the model is estimated on the original datasets of each target.

LSA features. Latent Semantic Analysis (LSA) [5] is the most popular global
matrix factorization method, which applies a dimension reducing linear projec-
tion, Singular Value Decomposition (SVD), of the corresponding BOW matrix.
For our task, we apply LSA on two matrices, one is constructed based on the
original vocabulary and another is constructed based on the refined vocabulary,
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to map the BOW representations into two 50-dimensional subspaces, denoted as
LSA features and LSA (CHI) features respectively in this paper.

LE and LPI features. Laplacian Eigenmaps (LE) [1] discover the manifold
structure of the BOW features by extracting the top eigenvectors of graph Lapla-
cian, that is the similarity matrix of texts. Locality Preserving Indexing (LPI) [8]
can be seen as an extended version of LE to deal with the unseen texts by approx-
imating a linear function. Here, we construct two local similarity matrices, using
heat kernel measure, based on the original text representation and the refined
text representation, which are all weighting with TFIDF. Finally, we get four
50-dimensional feature spaces, denoted as LE features, LE (CHI) features, LPI
features and LPI (CHI) features respectively.

3.4 Lexical Features

The lexical features are extracted from two public subjectivity lexicons, one is an
evaluation word set generated from HowNet and the other one is an emotion word
set released by Li and Sun [15]. Both of these lexicons organize the subjective
words into two groups: positive and negative. Take one Weibo text as an example,
let Pev be the number of the positive evaluation words in the text, Nev be the
number of the negative evaluation words, Pem be the number of the positive
emotion words, and Nem be the number of the negative emotion words. The
following four features are then generated:

(1) Positive evaluation feature: (Pev + 1)/(Pev + Nev
λ + 2);

(2) Negative evaluation feature: (Nev
λ + 1)/(Pev + Nev

λ + 2);
(3) Positive emotion feature: (Pem + 1)/(Pem + Nem

λ + 2);
(4) Negative emotion feature: (Nem

λ + 1)/(Pem + Nem
λ + 2).

In these features, the exponent λ is used to control the effect of the negative
words, and λ is set to 1.3 in our experiments.

4 Model Training

Here, we first rank and select the above features to train various classification
methods, including Random Forest (RF) [3], Linear Support Vector Machines
(SVM-Linear) [10], SVM with RBF Kernel (SVM-RBF) [21] and AdaBoot [7].
Then, an ensemble framework is applied to further improve the performance.

4.1 Feature Ranking and Selection

In Sect. 3, we get 11 feature vectors in total. It is crucial to identify important
features and remove the redundant features to reduce the train cost and noises [4,
23]. Inspired by [16], we exploit two feature selection strategies, one is top k based
selection and the other one is leave-out k based selection. Before conducting
the two selection methods, all features are ranked based on the results of each
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classification method on each target dataset. As an example, Table 4 shows the
ACC (Accuracy) scores of RF method on five target training datasets via cross
validation. It can be seen that the features based on the refined vocabulary
space, such as TF, TFIDF, LSA (CHI), LE (CHI) and LPI (CHI), can achieve a
better performance, and lexical feature perform a worst results on the five target
datasets. We also observe the similar results of the other classification methods.
But due to the limit of space, they are not presented in this paper.

For top k based selection, we simply select the k best features, based on the
feature ranking results, as the best feature groups. For example, we apply top
3 selection for RF method on #Terrorism, the best feature group is generated
as {TF, TFIDF, LSA (CHI)}. For leave-out k based selection, we iteratively
evaluate the importance of each feature by leaving it out from all the current
feature group and remove the most insignificant feature, until k features are
removed. The optimal selection strategy and parameter k are tuned by using
each classification on each target training dataset via cross validation.

Table 4. ACC results obtained via 4-fold cross validation by using RF method on five
target training datasets. The three highest scores on each target are shown in bold.

Feature #Firecracker #Iphone #Terrorism #Child #Motorcycle

Para2vec 66.83 48.50 47.33 60.83 61.26

LDA 63.83 42.00 47.83 49.67 57.85

LSA 68.67 51.83 49.33 61.33 66.21

LE 64.83 48.00 50.17 61.00 64.99

LPI 63.83 48.17 51.27 61.17 65.02

TF 71.00 52.50 57.17 61.83 64.69

TFIDF 71.50 53.16 57.33 61.33 64.34

LSA (CHI) 72.33 58.83 61.00 68.33 74.06

LE (CHI) 73.17 61.67 45.33 68.33 68.95

LPI (CHI) 73.17 61.33 54.50 67.33 68.94

Lex. Fea. 38.83 41.33 40.50 42.50 43.34

4.2 Model Ensemble

To further improve the performance, ensemble technique is utilized to integrate

the outputs of the various classification methods as p(C|x) =
m∑

i=1

wi · pi(C|x),

where p(C|x) is the final probability that the author of a Weibo text x toward
to the stance C, pi(C|x) is the probability predicted by the i-th classification
method, m is the number of classification methods, and w is the weight para-
meter learned by a linear model.
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5 A Performance Study

5.1 Importance of the Features

In this section, we evaluate the importance of all the features on each target
training dataset via cross validation. Two feature selection strategies are con-
ducted based on the ranked results of the features by using the classification
methods. Figure 1 shows the ACC results obtained via 4-fold cross validation by
using the classification method on five target training datasets. It can be seen
that RF and SVM-Linear show the best performances and SVM-RBF not well
deal with integrated features. The optimal feature selection strategies and the
best feature groups for each classification are selected and reported in Table 5.
Two feature selection strategies perform their respective advantages on different

Table 5. ACC results obtained via 4-fold cross validation on five target datasets.

Dataset Method Selection Features ACC

#Firecracker RF Top 3 LE (CHI), LPI (CHI), LSA (CHI) 74.17

SVM-Linear Top 2 LPI (CHI), LSA (CHI) 76.50

SVM-RBF Top 1 LPI (CHI) 76.00

AdaBoost Leave-out 3 TFIDF, LE (CHI), LSA 73.17

Ensemble – – 73.83

#Iphone RF Leave-out 4 LPI, LSA, Para2vec, TF 63.33

SVM-Linear Leave-out 3 TFIDF, Para2vec, LE 61.83

SVM-RBF Top 1 LE (CHI) 59.83

AdaBoost Leave-out 1 TFIDF 61.67

Ensemble – – 63.67

#Terrorism RF Top 4 LSA (CHI), TFIDF, TF, LPI (CHI) 62.00

SVM-Linear Leave-out 3 TFIDF, LPI (CHI), LE 61.50

SVM-RBF Top 1 LSA (CHI) 63.50

AdaBoost Leave-out 4 TFIDF, LPI (CHI), LSA, Para2vec 52.67

Ensemble – – 65.00

#Child RF Top 3 LE (CHI), LSA (CHI), LPI (CHI) 70.17

SVM-Linear Top 1 LPI (CHI) 70.67

SVM-RBF Top 1 LSA (CHI) 69.50

AdaBoost Leave-out 4 TFIDF, Para2vec, LSA, LPI (CHI) 66.33

Ensemble – – 71.33

#Motorcycle RF Top 1 LSA (CHI) 74.06

SVM-Linear Top 1 LSA (CHI) 72.87

SVM-RBF Top 1 LSA (CHI) 74.92

AdaBoost Top 2 LSA (CHI), LPI (CHI) 71.00

Ensemble – – 74.24
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Fig. 1. ACC curves on five target training datasets via 4-fold cross validation by varying
the parameter k of the two feature selection methods (top k selection and leave-out k
selection). Note that leave-out 0 means that all features are reserved.

target datasets and different classification methods, and our ensemble frame-
work improves upon the single models on 3 out of 5 target datasets. One inter-
esting result as shown in Table 5 is that the lexical features, showing the worst
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performances, are not dropped by the leave-out k selection on all target datasets.
An explanation maybe that leave-out k selection prefers to drop the redundant
features from all feature groups, such as LE (CHI) and LPI (CHI).

5.2 Performance on Test Data

Part of the official ranking results on test datasets are summarized in Table 6.
We can see that our solution of the team “CBrain” achieves one 1st place on
#Child and one 2nd place on #Motorcycle, and the overall ranking is 4 out of all
16 teams, where the official metric of our solution is very close to the above two
teams within 0.4%. Note that the official result of our solution on #Terrorism is
lower than the top team about 10%. The reason to explain this problem maybe
that, we empirically select top 500 words in each stance of each target dataset
via CHI to form the refined vocabulary which leads to lots of null samples, as
shown in Table 3, and lots of null samples may hurt the prediction of our system.

Table 6. Part of the official results (Official metric: (F FAVOR + F AGAINST)/2).

TeamID #Firecracker #Iphone #Terrorism #Child #Motorcycle Overall

RUC MMC 77.30 57.80 58.14 80.36 76.52 71.06

TopTeam 74.49 57.64 52.32 76.61 79.49 68.94

SDS 77.84 58.52 53.32 79.48 68.83 68.61

CBrain 76.04 55.28 47.87 81.35 78.55 68.56

. . . . . . . . . . . . . . . . . . . . .

SCHOOL 34.22 42.22 39.03 46.13 36.76 39.95

6 Conclusion

This paper presents an ensemble framework for stance detection in Chinese
Weibo hosted at NLPCC 2016 conference. In the framework, a lots of semantic
features are captured from Weibo text and two feature selection strategies are
exploited to generate the optimal feature groups. Moreover, we train various
classification methods based on the optimal feature groups and integrate the
results of these methods to further improve the performance. Our solution can
be successfully conducted without designing any handcrafted templates or rules
to detect the author’s stance which has good scalability for other related tasks.
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Abstract. Entity search has received abroad attentions and researches
that aim to retrieve entities matching the query. Conventional methods
focus on entity search task on local dataset, e.g. INEX Wikipedia test
collection, where the descriptions of entities are given and relationships
between entities are also known. In this paper, we propose an entity
search method to handle real-world queries, which need to crawl related
descriptions of entities and construct relations between entities manually.
By mining historical query records and offline data, our method builds
an entity relationship network to model the similarity of entities, and
converts the entity search problem to within-network classification prob-
lem, which can introduce many novel solutions. Then we use the entity
relationship based approach as an offline solution and external knowl-
edge based approach as an online solution to build an ensemble classifier
for handling entity search problem. Comprehensive experiments on real-
world dataset demonstrate that our method can deal with entity search
task effectively and obtain satisfactory performance.

Keywords: Entity search · External knowledge · Entity relationship

1 Introduction

With the rapid development of mobile and web applications, personalized recom-
mendation has received much attention. An intelligent recommendation system
should contain many components, and one of the core components is entity
search [1–3]. Entity search refers to: given a search query q and a set of candi-
date entities E, the participating system should automatically retrieve entities
that match the query q from E. For instance, people may search for “restaurants
with good environment suitable for kids’ birthday parties”. In order to meet the
user’s intent, the recommendation system needs to understand every restaurant,
check which of them can be tagged as “good environment” and “suitable for kids’
birthday parties” and index the restaurants with these tags for recommendation.

Conventional methods focus on entity search task on local dataset, e.g. INEX
Wikipedia test collection [3,4], where the descriptions of entities are given and

c© Springer International Publishing AG 2016
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690 L. Li et al.

well structured. The relationships between entities are also known as the pages
are interconnected. However, in order to handle real-world queries, it needs to
search related information of entities. Accurate descriptions of entities mainly
exist in external knowledge bases (e.g. search engines, Wikipedia, reviews on
shopping websites and so on), making these online-search methods rely heavily
on the quality of external knowledge and development of semantic query. More-
over, different knowledge sources are suitable for queries of different domains.
For example, searching movies on professional knowledge bases (Douban and
IMDB) will obtain more accurate information than common knowledge bases
(Wikipedia and Google). Therefore, these methods often require searching mul-
tiple knowledge sources to obtain better results. Furthermore, when network
condition is poor or we need to make rapid prediction, these online-search meth-
ods will become ineffective. It will be useful to store the information of related
entities in internal knowledge base. However, due to capacity constraints, we can
only store a small part of entities’ information. Furthermore, due to the high cost
of online search, it is not possible to update these contents frequently, making
such strategy only have limited effectiveness.

In addition, given an entity search query, the system tends to chooses m
candidate entities randomly from the internal entity library, which are submitted
to recommendation algorithm to calculate the similarities with query. Hence,
some practical tasks, such as how to find m candidates with higher similarity
from the entity library or how to make a fast and rough ranking of the m entities
based on available information, have become more important in the personalized
recommender system of big data era.

In this paper, we aim to handle above problems by proposing a method
that utilizes historical query records and offline data effectively. The accurate
descriptions of entities often exist in external knowledge bases, which cannot be
read in real time. While, with the recommendation system widely used, it will
accumulate large amounts of historical records that can also provide valuable
information. In historical records, if two entities often occur in the same query
results, it means that these entities have many of the same tags. Then we can
assume that these entities have higher similarity, and we can use the charac-
teristics of one entity to describe the other one. Based on this, we propose an
entity search method by exploiting external knowledge and entity relationship.
Inspired by the dependency of nodes in complex network, we use network to
model the similarity of entities. First, we use the historical records to build an
entity relationship network, in which the entities are represented as nodes, the
queries are represented as labels of nodes, and the nodes with same labels are
connected. Then given a specific query, the problem is converted to find nodes
with specific labels, which is a typical problem of within-network classification.
We use the entity relationship based approach as an offline solution and external
knowledge based approach as an online solution to build an ensemble classifier
for handling the entity search problem.

In summary, we make the following contributions:
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1. We propose an entity search method that makes use of historical records
and external knowledge effectively. Our method reduces the dependence on
external knowledge, so it is able to handle the entity search problem when
network condition is poor.

2. We convert the entity search problem to within-network classification prob-
lem, making many within-network classification algorithm can be applied for
entity search.

3. We conduct comprehensive experiments to verify the effectiveness of our
method on real-world entity search queries.

2 Related Works

Entity Search (also known as Entity Ranking) has received great concern in
recent years [2,3,5]. In order to evaluate the ranking algorithm performance,
INitiative for Evaluation of XML retrieval (INEX) setup an Entity Ranking
track with the goal of creating a test collection for entity ranking. Based on
this benchmark collection, many approaches have been proposed for handle the
problem [4,6]. Researchers also have paid attention on the impact of different
topics on the entity ranking performance [7,8], which distinguish easy and diffi-
cult queries. For example, Pehcevski et al. [2] used a combination of Wikipedia
categories knowledge, link structure and topic difficulty prediction to improve
the effectiveness of entity ranking.

However, above methods focus on different problem settings from ours. In
their solutions, the query is constraint in the local dataset (e.g. Wikipedia), so the
descriptions of entities are given and self-contained. The relationships between
entities are also known as the pages are interconnected. While our method aim
to handle the real-world queries. The related descriptions of entities are stored
in external knowledge bases, and searching will consume much time; there are no
obvious relations between entities, so we need to construct the network manually.
Therefore, the conventional methods are not suitable for handling our problem.

We convert the entity search problem to within-network classification [9,10]
problem in offline situation. Given a partially labeled network, in which the
labels of some nodes are known, within-network classification aims to predict
the labels of the rest nodes. wvRN [9,11] predicts the label of unknown nodes
via a weighted average of the estimated class membership of the node’s neigh-
bors. Gallagher et al. [12] design an even-step random walk with restart (Even-
step RWR) algorithm, which can mitigate the impact of network heterogene-
ity effectively. Heterogeneous networks often consist of various relations. Most
existing approaches, however, treat these relations as the same type. In order to
handle network heterogeneity, Tang and Liu [13] propose a novel classification
framework, SocioDim, to learn a classifier which is based on social dimensions
extracted from network structure.

Macskassy and Provost [9] provided an excellent review of within-network
classification, which divides the classifier into three parts: local classifier, rela-
tional classifier and collective inference classifier. Our method is similar to this
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framework, in which solutions based on entity relationship can be treated as
relational classifier and solutions based on external knowledge can be treated as
local classifier. In conventional framework, local classifier is used as preprocess
step and relational classifier makes the final prediction, while our method is dif-
ferent from this point of view. In entity search task, offline search operations are
mostly rely on the internal knowledge base, which can produce preliminary pre-
diction results quickly. However external knowledge bases store the latest entity
information, so online search operations are often more accurate. Therefore, our
method rely more on the online search component to make final prediction, and
the offline search component is used with lower weight in the ensemble classifier,
or as main classifier when network condition is poor.

3 Method

Internet data grow with remarkable speed while people focus on different points,
so the description of an entity must be incomplete. For example, given a restau-
rant, we can know its current characteristics from following comments: “the salad
is very good here”, “that waitress was so friendly”, “good environment”. How-
ever, as the restaurant just opened a couple weeks ago, the comments are much
fewer. Other characteristics, such as “a place best for lover” and “relaxed music”,
have not been reflected. Similar situations also appear in the movie recommen-
dation, for instance, a “comedy” starred by “Jackie Chan” is certainly “suitable
for the whole family to watch together”, while the last tag may be missing due
to fewer comments. We give the formal description of above phenomenon here,
given the known description of entity E1 as D′(E1) = {d1, ..., dm}, and the true
description of E1 as D(E1) = {d1, ..., dn}, then D′(E1) ⊂ D(E1).

Recommendation of item with fewer comments is a typical “cold start” phe-
nomenon [14]. When performing offline entity search, it is unable to get plenty
of information and the description of the entity will be almost zero in some
cases, making the offline search also encounter a cold start phenomenon. Our
method tries to handle this problem. In historical records, if two movies are
often described by same tags, or often appear in the same query results, then we
believe that the two movies are of high similarity. Thus, when querying infor-
mation of a movie with fewer tags, we can use the information of similar movie
to enrich it. An Intuition is that for the entity with few descriptions, we can use
the information of similar entities to make supplementary description.

We give the formal description here. Given descriptions of entity E1 and

E2 are D′(E1) = {d1, ..., dm1} and D′(E2) = {d1, ..., dm2}, if |D′(E1)∩D′(E2)|
|D′(E1)∪D′(E2)| is

large, then we assume that using supplementary description will make the result
is close to reality, i.e. D′(E1)∪D′(E2) → D(E1) and D′(E1)∪D′(E2) → D(E2).
Therefore, if D′(E1) is not enough to describe E1, using D′(E2) will be an
effective mean to make supplementary description of E1. For example, if two
hot pot restaurants E1 and E2 often co-occur in “hot pot”, “delicious soup”,
“many spices”, “spicy” and other queries, then the additional description of E1
“suitable for sichuan people” can also be applied to describe E2.
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Network is suitable for describing the relationship of nodes, e.g., if two nodes
are similar, we can use an edge to connect them. Inspired by this idea, we can
build an entity relationship network based on historical data, in which the nodes
are entities, the labels are queries and the nodes with same labels are intercon-
nected. Given a query and candidate entities, we can infer possible labels of each
entity based on the entity relationship network at first. And then, according to
the similarity between query and labels, we can predict the rank of each candi-
date. This strategy is the offline prediction component of our method. When the
network condition is poor, this strategy can still be able to yield ranking results
quickly.

We propose an entity search method based on external knowledge and entity
relationship, which consist of two core components:

1. Online Prediction Component. We search and crawl related information
of entities from the external knowledge base, and make prediction based on
text similarity.

2. Offline Prediction Component. We use historical query records and inter-
nal knowledge base to model similarity of entities, and making prediction
based on entity relationship network.

The framework is shown in Fig. 1.
As shown in Fig. 1, given a query q and candidate entities E = {e1, ...en}, our

method will calculate the similarity of each entity with q, and output a ranked
list of entities E that match q. In offline prediction component, we build an entity
relationship network through historical records. And for each entity e, we use
labels of similar nodes to describe e, and obtain offline descriptions; in online

Fig. 1. Framework of our entity search method
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prediction component, we search, crawl and extract related information of e.
Both offline prediction component and online prediction component will predict
the probability of e that match q: Poffline and Ponline respectively. Then the
final result is calculated by using different weight to the above result, which is
as shown in Eq. (1).

P(e,q) = α × Poffline + (1 − α) × Ponline (1)

Since the offline prediction component does not rely on external knowledge,
so it can either be used with online prediction component together to make
final prediction, or it can also be used as a pre-sorting approach for extracting
candidates from all entities library.

4 Implementation

4.1 Offline Prediction Component

According to the entity relationship network, we assume that nodes’ labels rely
on the similar nodes. The similarity can be measured from close range, e.g., the
direct neighbors; or from a far range, e.g. the community membership. In this
paper, we choose the two following methods to measure the similarity of nodes.

(1) Classification based on direct neighbors. Weighted-vote Relational Neighbor
(wvRN) [9,11] is a recommended baseline method for comparison as it has shown
surprisingly well performance in many real world dataset. Given an unknown
node u, wvRN calculates the probability of each class c for node u as:

P (C(u) = c|Nu) =
1
Z

∑
j∈Nu

wu,j · P (C(j) = c|Nj) (2)

where C(u) represents the class of node u, Nu is the set of nodes that are linked
to node u, wu,j is the weight of the edge between node u and node j, and Z is
a normalization factor.

As it can be seen, this method assumes that labels of node depend on its
directly neighbor nodes, which has a higher request to the network homophily.
Thus, in some networks with high homophily, this method is often able to yield
better prediction results.

(2) Classification based on community membership. Many within-network classi-
fication methods can obtain satisfactory result in single-label classification task.
However, in multi-label network, the interactions between nodes are driven by
various reasons. Many existing approaches ignore the different types of edges
and treat these relations homogeneously, leading to a lower classification perfor-
mance [13]. As each entity may have multiple tags, the ranking problem becomes
a multi-label classification problem.

To handle the network heterogeneity, instead of using explicit edges,
researchers try to mine the implicit relationships between nodes in various ways.
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SocioDim [13,15,16] is one of the representative classification frameworks. Given
a network in which some nodes to be labeled, SocioDim performs community
discovery algorithm on the network first, and uses vector-format representation
of nodes’ involvement in different communities as the latent social dimensions,
and then applies discriminative classifier to predict the unknown nodes. Spec-
tral clustering [13] is a representative method to handle network heterogeneity.
In SocioDim framework, spectral clustering is used to extract the latent social
dimensions based on the network structure. Then by using the social dimensions
as new features, it applies the SVM to classify the unknown nodes.

4.2 Online Prediction Component

Due to the rapid development of the Internet, accurate descriptions of entities are
mostly stored in external knowledge bases. For instance, Wikipedia and Baidu
Baike have contained large scale of entities with detailed descriptions. In addi-
tion, some professional descriptions often stored in multiple knowledge bases,
e.g. comments about movie mainly exist in Douban and IMDB, and descriptions
of restaurant can be found in Dianping. Different knowledge bases have differ-
ent value for entity search problem, so we need to retrieve specific knowledge
base according to the type of entity. The specific knowledge bases for searching
Chinese entity in our system are listed in Table 1.

Table 1. Specific knowledge base for searching Chinese entity

Entity type External knowledge base

Restaurants Dianping (http://www.dianping.com/)

Movies Douban (https://www.douban.com/)

TV shows Douban (https://www.douban.com/)

Celebrities Baidu Baike (http://baike.baidu.com/)

After extracting related descriptions from external knowledge base, we can
perform text similarity analysis to measure whether the entity match the query.
Commonly used approach for text similarity analysis are TFIDF, LSI, PLSA and
LDA. As the query is generally a short text, we don’t choose the latter methods,
and use TFIDF for similarity analysis. Several preprocessing steps are applied
for the related contents, such as making words segmentation, filtering noisy data
and removing lower frequency words etc. And then, TFIDF technique is used to
measure the importance of words and make prediction by cosine similarity.

In addition, in order to obtain more accurate result, we also extend the query
by synonyms and try to handle the semantic query to some extent.

5 Experiment

During the 2015 Baidu World Summit, Baidu has unveiled the new virtual assis-
tant “Duer” which is integrated into its latest mobile search app. Baidu Cup

http://www.dianping.com/
https://www.douban.com/
https://www.douban.com/
http://baike.baidu.com/
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2016 CCF nlp challenge (http://nlpcc.baidu.com/) asks participants to tackle
the problem of entity search in the scenario of Duer. Here we use the dataset of
this challenge to show the performance of our method.

5.1 Case Study

Here we will show the performance of our method when user conducts a specific
query. For instance, people may search for: “movie about vampires” in Chinese,
system provides 97 candidate entities for ranking. The top 20 ranking entities
predicted by our method are shown in Table 2.

Table 2. Top 20 ranking entities predicted by our method

Ranking Prediction result

1 2000(2000)

2 (2009)

3 (1989)

4 (2009)

5 (2002)

6 (2001)

7 (2009)

8 (2005)

9 D(2001)

10 (2003)

11 (2009)

12 (1998)

13 2000(2000)

14 (2011)

15 (2007)

16 (2012)

17 (2011)

18 (2013)

19 (2004)

20 (2007)

As can be seen, our method makes very accurate prediction, and the top
20 movies are of high correlation with the query, indicating our method can
effectively deal with entity search task. In addition, given ground truth dataset,
the precision-recall curve is plotted in Fig. 2.

As can be seen from Fig. 2, with the improvement of recall, precision has been
maintained at 1. This trend has been maintained for a long time and begins to
decline until retrieving about 70% target entities. In addition to better result of
top 20 recommendations, this curve indicates that our method can also make
very satisfactory ranking performance for all the 97 candidate entities.

http://nlpcc.baidu.com/
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Fig. 2. Precision-recall curve of the ranking performance

5.2 Performance on Large-Scale Dataset

We evaluate the performance of our method by using the dataset of Baidu Cup
2016 challenges. The dataset contains four specified types of entities including
restaurants, movies, TV shows and celebrities. For every type there are 1,000
entity queries along with 50–100 candidate entities for each query. All retrieved
candidate entities will be collected and manually annotated to construct the
gold-standard entity sets for each query. Right after the competition begins,
40% of data will be released as the development set for all participants. The
rest 60% of data will be released two days before the submission deadline. All
participants should finish processing the full dataset (including the development
set) and submit their final results to the evaluation platform.

The challenge also released a manually annotated data for training model.
For every type in the training set, there are 100 entity queries along with 50–100
candidate entities for each query.

We report the performance on development set by using different strategies,
and also show the final result on the full dataset. Here we first introduce four
strategies (S1–S4) used on the development set, and the strategy (S5) used on the
full dataset when submitting final result. The specific settings of each strategy
can be found in Table 3.

– S1. Using online prediction component and offline prediction component
together, and crawling related contents of 30% entities from the Internet.

– S2. Using online prediction component only, and crawling related contents of
30% entities from the Internet.

– S3. Using online prediction component and offline prediction component
together, and crawling related contents of 30% entities from the Internet. We
also tried to use synonyms to extend the query when performing similarity
analysis.
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– S4. Using online prediction component and offline prediction component
together, and crawling related contents of 50% entities from the Internet.

– S5. Using online prediction component and offline prediction component
together, and crawling related contents of 70% entities from the Internet.

Table 3. The specific settings of each strategy (S1–S5).

Offline prediction
component

Online prediction
component

Percent of entities
with online descriptions

Extend the query
with synonym

S1 Yes Yes 30% No

S2 No Yes 30% No

S3 Yes Yes 30% Yes

S4 Yes Yes 50% No

S5 Yes Yes 70% No

MAP (Mean Average Precision) based on the gold-standard entity set is used
to measure the performance of different strategies, which are reported in Fig. 3.

From above results, we can see the impact of different strategies clearly.
As shown in Fig. 3(a), when we discard offline prediction component, the

result decreases obviously (S2 yields lower performance than S1), indicating
that the offline prediction component has important role for prediction when

Fig. 3. Performance on real-world dataset
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there are fewer descriptions about entities (only crawling related information of
30% entities). Therefore, we should use offline and online prediction component
together to deal with the entity search task.

Then we want to verify whether semantic query can improve the results. We
use synonyms to extend the query, and apply the extended query to calculate
similarity with entity related descriptions. We find that in Fig. 3(b), contrary
to our expectation, the experiment result decreases (the performance of S3 is
lower than S1). After analyzing the error cases carefully, we find the reasons.
The dictionary we used recognizes all the location information as synonyms. For
some queries, such as “born in Hunan, Changsha”, it will expand the query as
“born, Hunan, Hubei, Guangdong, Shanxi, . . .”. This extended query will make
the wrong prediction definitely. Such error cases occur in celebrities dataset fre-
quently, resulting in significantly lower performance. Therefore, simply extend-
ing the query with synonyms won’t improve the entity search quality. When
performing semantic extension, it is necessary to use ontology or other semantic
technology to improve the performance.

Next, we try to expand the scope of online search. The proportion of the
entities crawled will be up to 50%. As shown in Fig. 3(c), descriptions on exter-
nal knowledge base have a very significant role for entity search problem (S4
outperformed S1). Getting more online information can obtain more accurate
prediction result.

It should be noted that, S5 is the strategy we adopted in the final submis-
sion. Compared to S1–S4, the performance of S5 is evaluated on the full dataset
(1,000 entity queries for each type). As shown in Fig. 3(d), S5 yields best per-
formance, and the result indicates that our method avoids over-fitting problem
and gets very stable performance. By exploiting external knowledge and entity
relationship together, our method obtains satisfactory performance in the final
result. We win the third prize of the challenge due to the excellent performance.

6 Conclusion

We propose an entity search method based on external knowledge and entity
relationship, which mainly consists of two components, online prediction com-
ponent and offline prediction component. The accurate descriptions of entities
are mainly stored on external knowledge bases, so in online prediction compo-
nent, we crawl related information from multiple external knowledge bases and
make prediction by text similarity analysis. Meanwhile, large amounts of histor-
ical records are utilized to build an entity relationship network, in which we can
make offline prediction by performing multi-label classification. Experiments on
real-world data set demonstrate that our method can handle the entity search
task effectively and obtain satisfactory performance.

When there is a large amount of historical data, prediction based on entity
relationship can obtain better results. In future studies, we also concern about
how to improve the within-network classifier performance with less historical
data. Moreover, due to the time limit of the competition, we have not crawled
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all entities’ related information in the final submission, and there are various
optimization strategies have not been applied either, which requires continued
attention in future studies.
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Abstract. As a sub-field of information retrieval, entity search which
answers users’ queries by entities, is very useful across various vertical
domains. In this paper we propose a flexible and sentiment-aware frame-
work for entity search. Our approach achieved the average MAP score
of 0.7044 in the competition of NLPCC Baidu Challenge 2016, obtained
the 3rd place among 174 teams.

1 Introduction

Search engine is arguably the most important and successful application in nat-
ural language processing. It has been studied and developed in academia and
industry for a long time, e.g., the famous SIGIR conference is nearly 40-year-old.
Although the general search technology is still an interesting topic of research,
nowadays, the holy grail is more than pure search, but to answer users’ queries
directly. Results should be semantically relevant to the queries instead of simply
keyword-based match.

It can be seen that in certain vertical domains, the answer to a given query is
a set of entities. Formally, this problem can be described as: given a pre-defined
entity set E where each entity e ∈ E is associated with certain related meta
data m ∈ M. Then, given a query q ∈ Q, we would like to compute a ranking
function: f : (q, e,m) �→ R, where (q, e,m) ∈ Q × E × M, so that a loss function
defined over f(q, S) is minimized, where S ⊂ E × M.

As a way towards semantically answers users’ entity-related queries, NLPCC
2016 Baidu Challenge address this problem over four vertical fields–restaurants,
movies, TV shows and celebrities, which requires ranking the entities of given
queries.

This task is challenging since:

– There are only 100 training queries provided for each domain by the compe-
tition. Therefore, data-hungry machine learning algorithms are unlikely to be
used in this scenario.

– In order to rank the given entities, we should not only know the entity names
but also other important meta data M, e.g., we could not determine whether
a restaurant is quiet or not from its name. Unfortunately, the competition
doesn’t provide the necessary meta data.

c© Springer International Publishing AG 2016
C.-Y. Lin et al. (Eds.): NLPCC-ICCPOL 2016, LNAI 10102, pp. 701–710, 2016.
DOI: 10.1007/978-3-319-50496-4 63
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– Certain queries are inherently ambiguous to answer. Again taking the “quiet
restaurant” as an example, if five people said a restaurant is noisy and two
people consider it very quiet, in whom should we trust?

In the following of this paper, we will decompose the problem into two stages:
in the offline stage, we enrich meta data of entities by web-crawlers, and map
the entities crawled from web to the entities provided by the competition; in the
online stage, we rewrite given queries (including removing unnecessary words,
query expansion, etc.) so that we can compute a similarity score between an
entity and a query more accurately in semantic space. The similarity score will
be used to rank the entities to produce the final result.

2 Related Work

Information Retrieval (IR) has been long studied and people have come up with
many different models along these years. After the age of manual indexing, the
first and simplest model used in search engine was Boolean Model (BM), which
is still used in library search systems. Based on boolean logic and set operations,
this model find documents satisfying boolean expressions. The terms and boolean
logical rules, though not very friendly, can be entered directly by users.

Another basic and widely used model is Vector Space Model (VSM) [1]. In
this model, words and documents are represented as vectors (e.g. tf-idf). Simi-
larity between a query and a document could be measured by cosine similarity
of two vectors. Compared with BM, it provides with more flexible partial match-
ing. VSM is easy to implement and performs well, however, one should notice
that it implicitly assumes the independence among terms, which is not the case
apparently.

Later, Latent Semantic Indexing (LSI) [2] is incorporated into ranking
process, which uses Singular Value Decomposition (SVD) to transform the vec-
tor space to generating latent semantic space and then defines relevance between
queries and documents in that new space. Supervised Semantic Indexing (SSI) [3]
pushes the direction further.

LSI tries to provide a solution to the fundamental problems in IR, namely,
synonymy and polysemy. Query Expansion (QE) is another way to deal with
those two fundamental problems, especially to the case of less-well-developed
queries [4]. Hand-collected resource could be used, like WordNet or knowledge-
base in general. Otegi et al. [5,6] modified specific words in queries as well as
documents (in which case it becomes document expansion), to bring in more
semantic richness, improved IR system’s recall and robustness.

Effect of Word Sense Disambiguation (WSD) is discussed in [7]. They draw
attention to reduce the negative impact of erroneous disambiguation. Pseudo
Relevance Feedback (PRF) [8] is much like a local way to do QE, compared to
the global aspect of previous methods.

As continuous space word embeddings such as word2vec or GloVe have shown
to grasp term relatedness well, recent work [9,10] has claimed superiority of
similarity based on global word embeddings to classic PRF techniques. Motivated
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by that, Diaz et al. [11] showed local-trained word embeddings would outperform
the global one.

Learning to rank [12] is popular used in document retrieval, collaborative
filtering and other tasks, which use a score or a scalar as a ranking problem. It
is widely employed in commercial web search engines to significantly improve
their search quality. Since more indices are considered as the indication of sim-
ilarity, the weight of each index could be learned by optimizing a loss function,
with which to minimize errors in ranking (e.g., measured by MAP or NDCG).
The specific learning algorithms could be categorized into three approaches: the
pointwise, pairwise and listwise approaches, based on their difference on training
data formats and evaluation methods. This learning machine’s feature vectors
include documents’ static features which are independent of queries, queries’
features independent of documents and dynamic features which depend on both
the documents and the queries.

Based on clickthrough data and deep learning methods, Huang et al. [13]
proposed Deep Structured Semantic Models (DSSM) which significantly outper-
forms other latent semantic models.

3 System Design

The overall system consists of four components: data collection, data alignment,
query rewriting and entity ranking.

As illustrated in Fig. 1, the offline system finds related meta information of
entities related to this competition, including restaurants, movies, TV shows
and celebrities. When a query is given, the online system tries to rewrite the
given query, and ranks entities based on the rewritten query to produce the final
ranking list. We will introduce each component in more details in the next few
sections.

3.1 Data Collection and Data Alignment

As we mentioned before, the training data provided by the competition doesn’t
contain necessary meta information M. Therefore, it is crucial that we can gather
those information from online resources. We identified the following important
sources for meta information:

– Restaurants: Dianping (http://www.dianping.com)
– Movies: Douban Movie (http://movie.douban.com)
– TV shows: Douban TV (http://movie.douban.com/tv)
– Celebrities: Baidu Baike (http://baike.baidu.com)

We use a Distributed Master-Slave Crawler Framework to collect data. The
framework mainly consists of a distributed job queue, a distributed lock mecha-
nism, a dedupe caching system, a backend storage system and around 100 crawler
nodes.

Each slave crawler does the following repeatedly, as shown in Fig. 2:

http://www.dianping.com
http://movie.douban.com
http://movie.douban.com/tv
http://baike.baidu.com
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Query Rewriting

Entity Ranking

Queries

Entity Database

Data Alignment

Data Collection

Online Resources

Online System

Ranking List

Fig. 1. User interaction flow diagram, the Entity Database contains meta information
that can be used by Entity Ranking module to produce final ranking list.

1. Acquire the distributed job lock with a reasonable timeout, hence we don’t
need to release it after the job is done;

2. Pull a job from the queue if lock acquired;
3. Analyze job meta and get the function to execute;
4. Download resources (mainly HTML) from the Internet;
5. Extract documents and links to follow;
6. Store documents to database;
7. Dedupe the jobs to follow by the caching system;
8. Enqueue additional jobs if any.

With the help of the distributed framework, we collected around 60 millions
information in 3 weeks, i.e. we collected all the relevant comments and reviews
from Dianping and Douban, as well given celebrity pages from Baidu Baike.

Since our data are collected externally, we should notice that it corresponds
to another entity set E ′. We need to find an alignment function g : E ′ �→ E ∪
{⊥} to either map e′ ∈ E ′ to our target entity set, or indicate that it doesn’t
exist, i.e. g(e′) = ⊥. Preliminary experiment showed that a simple Levenshtein
distance function performed reasonably well. Therefore, we choose it for entity
data alignment for all of the four domains.
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Fig. 2. The flowchart of the Distributed Master-Slave Crawler Framework

3.2 Query Rewriting

By observing the given training/development data, it is not difficult to find
that certain words in queries are highly redundant. For example, in query
“ ”, the suffix “ ” can be removed since this vertical
domain is all about finding restaurants. Similarly, degree adverbs can be removed
without changing the semantics, but improve the recall of the system signifi-
cantly. These rules can be designed once we pre-processed a query by obtain-
ing its word segmentation, part-of-speech tagging and named entity recognition
result using BosonNLP engine1. Finally, to further improve the recall, we expand
the resultant query with a synonyms dictionary.

To summarize, the following three steps are involved:

– word segmentation, POS tagging and named entity recognition
– remove query words
– query expansion using a synonyms dictionary.

3.3 Entity Ranking

Entity ranking is arguably the most important component in the system, since
it directly affects the ranking result.

Before getting into details, let us be more concrete about the meta data m
associated with each entity e. We find that users’ comments and reviews are
the most useful information for restaurants, movies and TV shows domains, as
for celebrities, we simply treat each Baike page as a single review. Admittedly,

1 www.bosonnlp.com.

www.bosonnlp.com
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more information can be used, e.g., InfoBox information from Baike page, users’
rating information. Our framework is able to extend trivially to handle these
meta information.

As mentioned, each meta data m contains multiple comments {ci}, whereas
each comment ci contains multiple sentences {sj}. We further define span, which
is substring of words contained in a sentence s. In other words, if a sentence s
has n words, i.e. |s| = n, then

span(s) = {s[i..j] : 1 ≤ i ≤ j ≤ n}.
Each substring span2 s[i..j] lies in a variable-length vocabulary space S∗, i.e.,
s[i..j] ∈ S∗ ∀s, i, j.

Recall that our ranking function is defined as f : (q, e,m) �→ R where
(q, e,m) ∈ Q × E × M. Our algorithm defines the ranking function f based
on a span-level score function h:

f(q, e,m) = agg topc∈m max
s∈c,r∈span(s)

h(q, r)

It is a composition of four functions, which we explain as follows.

Operator Description Domain, range

agg Aggregation function, either sum or average R
k → R

top Get the top k values from a list R
l → R

k

max Conventional max operator R
d → R

h Span-level score function Q × S∗ → R

f Entity-level score function Q × E × M → R

With the above transformation, we reduce the problem to find an effective
span-level score function h. Specifically, we can define various features between
a span and a query to measure the score or similarity between them. We define
it as a linear model:

h(q, r) = w · fea(q, r),

where fea(q, r) is the feature vector defined on (q, r) and w is the corresponding
weight vector.

In this competition, we defined the following features

– the length of the given span r;
– punctuation score in span r, defined as 1/(1 + #num of punctuation);
– the word order in span r, measured by the number of pair of words in reverse

order between q and r;
– sentiment compatibility between q and r;
2 We slightly abuse the notation span to represent the set of all substring of s as well

a single substring, which should be clear from the context.
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– can must contain words be found in r;
– cosine similarity between q and r (with idf word weighting).

Intuitively, the first two rules are designed to choose shorter and simpler
spans, as the meaning is more clearly defined. Taking the query “ ”
as an example, a long span “

” is found in our database.
The score of h will be small, since it is a long span with many punctuation.
In this case, the cosine similarity will be very small as well.

The sentiment compatibility is useful in cases where r and q convey opposite
meaning, e.g. the span could be “ ”. Assume a sentiment classifier
return 1 for non-negative text and −1 for negative text, the compatibility can be
defined as Sentiment(r) · Sentiment(s). In our actual implementation, however,
we include two words before and after r as the contextual information together
to determine the sentiment of the span with higher accuracy.

In terms of those words who have dominated idf value in a given query, it is
reasonable that they should be always included in a target span r. For example,
if the query is (or it’s synonyms) must be included in
a matched span r. We say a word is a must contain word in q if the idf is at
least 0.6.

4 Experiments

We validate the effectiveness of our framework by evaluating it on four verti-
cal fields, as stated before, restaurants, movies, TV shows and celebrities. The
dataset is provided by the competition. For each field, there are 1,100 (100 for
training, 400 for development, and the remaining 600 for testing) queries along
with 50–100 short-listed candidate entities for each query. The training data also
contain ground-truth labels for each short-listed entity.

The competition consists of two stages. In the first stage, training data and
development data were released. Each team is not able to get the ground-truth
labels for development data directly, but can submit calculated result to an
online evaluation system to get the evaluation score. In the second stage, test
data was released but we can no longer calculate the evaluation score until the
end of the competition.

Mean Average Precision (MAP) is used as the official evaluation metric. The
final score is decided by the average MAP score of each query for all four domains
on both development and testing data.

We fix the top operator to return the top 3 values during the experiment.
Notice that the dimension of the weight w of the span-level score function h
defined in the previous section is only 5, which is not prone to over-fitting.
Therefore, instead of optimizing w using conventional convex optimization algo-
rithms, we simply apply a grid search over the training data to obtain the set of
weights in Fig. 3. It should be noted that the weight for must contain is infinity,
as we enforce it as a hard constraint. In terms of the aggregation, we found
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Fig. 3. Weights for each feature in the score function.

Fig. 4. The final score on each field, official release.

that the average operator worked better for restaurants and celebrities domains,
while the sum operator worked better for movies and TV shows domains.

By inspecting the feature weights in Fig. 3, the words order and cosine sim-
ilarity are the most important features, whereas the span length penalty only
mildly influence the final score. We conjecture that this is because the feature is
highly correlated with the cosine similarity.

We obtained the 3rd place among 174 teams in terms of the final average
MAP score, 0.8% below the best team. The performance on each domain is given
in Fig. 4.

There are several ideas which we believe could further improve the perfor-
mance of the framework, but did not finish it during the competition. The most
important one is probably the missing of meta data. Despite the effort we spent
on crawling online resources, we still find that some entities don’t contain any
meta data at all, see Fig. 5 for details. It can be improved by crawling more
resources, and using better data alignment algorithms.

We believe more meta data can improve the results significantly, especially in
Restaurants domain. We conducted a simple test on training data. By reducing
the missing data from 50% to 16%, the MAP of the system improved around
50%, from 0.392 to 0.593, demonstrating the importance of this issue.

Another general issue over all domains is caused by the lack of syntactical
information in the current feature functions. Two typical examples are given in

Fig. 5. Percentage of missing (meta) data of each domain.
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Fig. 6. Errors that caused by the lack of syntactical information in the current feature
functions.

Fig. 6. In the first example, it can be found that “ ” does not refers to
“ ” but her father, although the span “ ” is a perfect match
to the query. Similarly, in the second example, “ ” is not “ ” in
the sentence. It can be improved by cooperating syntactical information, e.g.,
extracting SVO information using a dependency parser.

5 Conclusion

We have developed a general and flexible framework for entity search, including
data collection, data alignment, query rewriting and entity ranking. In particular,
the entity ranking include a linear model which could incorporate various feature
functions.

The framework successfully demonstrated its effectiveness in the competi-
tion. Nevertheless, there is large room for improvement, e.g. using syntactical
information, which we believe is important if serving as a base for intelligent
question-answer system.
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Abstract. This paper describes our system designed for the NLPCC
2016 shared task on word segmentation on micro-blog texts (i.e., Weibo).
We treat word segmentation as a character-wise sequence labeling prob-
lem, and explore two directions to enhance our CRF-based baseline.
First, we employ a large-scale external lexicon for constructing extra
lexicon features in the model, which is proven to be extremely use-
ful. Second, we exploit two heterogeneous datasets, i.e., Penn Chinese
Treebank 7 (CTB7) and People Daily (PD) to help word segmentation
on Weibo. We adopt two mainstream approaches, i.e., the guide-feature
based approach and the recently proposed coupled sequence labeling app-
roach. We combine the above techniques in different ways and obtain four
well-performing models. Finally, we merge the outputs of the four mod-
els and obtain the final results via Viterbi-based re-decoding. On the
test data of Weibo, our proposed approach outperforms the baseline by
95.63 − 94.24 = 1.39% in terms of F1 score. Our final system rank the
first place among five participants in the open track in terms of F1 score,
and is also the best among all 28 submissions. All codes, experiment con-
figurations, and the external lexicon are released at http://hlt.suda.edu.
cn/∼zhli.

1 Introduction

Chinese word segmentation (WS) is the most fundamental task in Chinese lan-
guage processing. In the past decade, supervised approaches have gained exten-
sive progress on canonical texts, especially on texts from domains or genres simi-
lar to existing manually labeled data1. However, the upsurge of web data imposes
great challenges on existing techniques. The performance of the state-of-the-art
systems degrades dramatically on informal web texts, such as micro-blogs, prod-
uct comments, and so on. Driven by this challenge, NLPCC 2016 organizes a
shared task with an aim of promoting WS on Weibo (WB, Chinese pinyin of
micro-blogs) text [8].

This paper describes our system designed for the shared task in detail. We
treat WS as a character-wise sequence labeling problem, and build our model
1 Please refer to http://zhangkaixu.github.io/bibpage/cws.html for a long list of

related papers.
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based on the standard conditional random field (CRF) [4] with bigram features.
Our major contributions are three-fold. First, we employ a large-scale external
lexicon for constructing extra lexicon features in the model, which is proven to
be extremely useful.

Second, we exploit two mainstream approaches to exploit heterogeneous data,
i.e.,the guide-feature based approach and the recently proposed coupled sequence
labeling approach. The third-party heterogeneous resources used in the work are
Penn Chinese Treebank 7.0 (CTB7, 50K) and People’s Daily (PD, 100K). Since
CTB7 and PD have different annotation standards in word segmentation and
part-of-speech (POS) tagging, PD has been automatically converted into the
style of CTB7.

Third, we propose a merge-then-re-decode ensemble approach to combine the
outputs of different base models.

On the test data of Weibo, our proposed approach outperforms the baseline
by 95.63 − 94.24 = 1.39% in terms of F1 score. Our final system rank the first
place among five participants in the open track in terms of F1 score, and is also
the best among all 28 submissions.

This paper is organized as follows. Section 2 introduces the baseline CRF-
based word segmentation model. Section 3 describes how to employ external
lexicon features into baseline CRF model. Section 4 briefly illustrates the guide-
feature based approach while Sect. 5 briefly presents the coupled sequence label-
ing approach. Section 6 introduces the merge-then-re-decode ensemble approach.
Section 7 presents the experimental results. We discuss closely related works in
Sect. 8 and conclude this paper in Sect. 9.

2 The Baseline CRF-Based WSTagger

We treat WS as a sequence labeling problem and employ the standard CRF with
bigram features. We adopt the {B, I,E, S} tag set, indicating the beginning of
a word, the inside of a word, the end of a word and a single-character word [13].

Figure 1 shows the graphical structure of the CRF model. Given an input
sentence, which is a sequence of n characters, denoted by x = c1...cn, WS aims
to determine the best tag sequence y = y1...yn, where yi ∈ {B, I,E, S}. As a
log-linear model, CRF defines the probability of a tag sequence as:

Fig. 1. Graphical structure of the baseline CRF model.
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P (y|x; θ) =
eScore(x,y;θ)∑
y′ eScore(x,y′ ;θ)

Score(x,y; θ) =
∑

1≤i≤n+1

θ · fbs(x, i, yi−1, yi)
(1)

where Score(x,y; θ) is a scoring function; fbs(x, i, yi−1, yi) is the feature vector
at the ith character and θ is the feature weight vector. Please note that c0 and
cn+1 are two pseudo characters marking the beginning and end of the sentence.
We use the features described in Zhang et al. [16], as shown in Table 1.

Table 1. Feature templates for fbs(x, i, yi−1, yi) used in the baseline CRF model. T (ci)
returns the type of the character ci (time, number, punctuation, special symbols, else).
I(ci, cj) judges whether the two characters ci and cj are the same.

Unigram: fbs uni(x, i, yi) Bigram: fbs bi(x, i, yi−1, yi)

01: yi ◦ ck i − 2 ≤ k ≤ i+ 2 09: yi−1 ◦ yi

02: yi ◦ ck−1 ◦ ck i − 1 ≤ k ≤ i+ 2 10: yi−1 ◦ yi ◦ ci

03: yi ◦ ck−1 ◦ ck ◦ ck+1 i − 1 ≤ k ≤ i+ 1 11: yi−1 ◦ yi ◦ ci−1 ◦ ci

04: yi ◦ T (ck) i − 1 ≤ k ≤ i+ 1

05: yi ◦ T (ck−1) ◦ T (ck) i ≤ k ≤ i+ 1

06: yi ◦ T (ci−1) ◦ T (ci) ◦ T (ci+1)

07: yi ◦ I(ci, ck) i − 2 ≤ k ≤ i+ 2, k �= i

08: yi ◦ I(ci−1, ci+1)

3 Exploring External Lexicon Features

Inspired by the work of Yu et al. [14] who have participated last year’s shared
task, we try to enhance the baseline CRF by using a large-scale word dictionary
[15]. The dictionary we use is composed of two parts. The first part contains
about 210K words, and is directly borrowed from Yu et al. [14].2 The second
part contains 217K words, and is collected by ourselves from the lexicon sharing
website of Sogou (http://pinyin.sogou.com/dict/). In total, the external lexicon
consists of 428, 101 words, and is denoted as D in this work.

Apart from the features used in Table 1, denoted as fbs(x, i, yi−1, yi), the
enhanced model adds extra lexicon features to the feature vector, denoted as
flex(x, i, yi,D). Thus, the scoring function becomes:

2 We are very grateful for their kind sharing. Their dictionary is composed of several
word lists, the SogouW word dictionary (http://www.sogou.com/labs/resource/w.
php), and a few lists on different domains (finance, sports, and entertainment) from
the lexicon sharing website of Sogou (http://pinyin.sogou.com/dict/).

http://pinyin.sogou.com/dict/
http://www.sogou.com/labs/resource/w.php
http://www.sogou.com/labs/resource/w.php
http://pinyin.sogou.com/dict/
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Score(x,y; θ) =
∑

1≤i≤n+1

θ ·
[
fbs(x, i, yi−1, yi)
flex(x, i, yi,D)

]
(2)

where the first term of the extended feature vector is the same as the baseline
feature vector and the second term is the lexicon feature vector.

Table 2 lists the lexicon feature templates, which are mostly borrowed from
Zhang et al. [15]. FB(x, i, yi,D) considers words beginning with ci, and returns
the maximum length m, so that the span cici+1...ci+m−1 in x is a word in D.
“Maximum” means that there is no r > m so that cici+1...ci+r−1 in x is a word
in D. In contrast, FE(x, i, yi,D) considers words ending with ci, and returns
the maximum length m, so that the span ci−m+1...ci−1ci in x is a word in D.
Analogously, FI(x, i, yi,D) considers words containing ci (absolutely inside), and
returns the maximum length m, so that the span ci−(m−j−1)...ci...ci+j (where
m > 2 and 0 < j < m − 1) in x is a word in D.

Table 2. Lexicon feature templates flex(x, i, yi,D).

01: FB(x, i − 1, yi,D) 04: FB(x, i, yi,D) 07: FB(x, i + 1, yi,D)

02: FI(x, i − 1, yi,D) 05: FI(x, i, yi,D) 08: FI(x, i + 1, yi,D)

03: FE(x, i − 1, yi,D) 06: FE(x, i, yi,D) 09: FE(x, i + 1, yi,D)

4 The Guide-Feature Based Approach for Exploiting
CTB7 and PD

To use the heterogeneous data, we re-implement the guide feature baseline
method [3]. The basic idea is to use one resource to generate extra guide features
on another resource, as illustrated in Fig. 2. PD is converted into the style of
CTB, as discussed in Sect. 7.1. First, we use CTB7 and PD as the source data to
train a source model TaggerCTB7+PD. Then, TaggerCTB7+PD generates auto-
matic tags on the target data WB, called source annotations. Finally, a target
model TaggerWB←(CTB7+PD) is trained on WB, using source annotations as
extra guide features.

Table 3 lists the guide feature templates used in this work. Adding the guide
features into the model feature vector, the scoring function becomes:

Score(x,y; θ) =
∑

1≤i≤n+1

θ ·
[
fbs(x, i, yi−1, yi)
fguide(x,yS , i, yi)

]
(3)
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Fig. 2. Our model using guide feature Fig. 3. Graphical structure of the coupled
CRF

Table 3. Guide feature templates for fguide(x,y
S , i, yi). Where fbs uni(x, i, yi) ◦ yS

i

means that each feature template in fbs uni(x, i, yi) is concatenated with yS
i to produce

a new feature template.

Guide features: fguide(x,y
S , i, yi)

01: fbs uni(x, i, yi) ◦ yS
i 05: yi ◦ yS

i−1 ◦ yS
i

02: yi ◦ yS
i 06: yi ◦ yS

i ◦ yS
i+1

03: yi ◦ yS
i+1 07: yi ◦ yS

i−1 ◦ yS
i+1

04: yi ◦ yS
i−1 08: yi ◦ yS

i−1 ◦ yS
i ◦ yS

i+1

5 The Coupled Approach for Exploring CTB7 and PD

The coupled sequence labeling approach is proposed in our earlier work Li
et al. [6], and aims to learn and predict two heterogeneous annotations simultane-
ously. The key idea is to bundle two sets of tags together, and build a conditional
random field (CRF) based tagging model in the enlarged space of bundled tags
with the help of ambiguous labeling. To train our model on two non-overlapping
datasets that each has only one-side tags, we transform a one-side tag into a set
of bundled tags by concatenating the tag with every possible tag at the missing
side according to a predefined context-free tag-to-tag mapping function, thus
producing ambiguous labeling as weak supervision. The bundled tag space con-
tains 4 × 4 = 16 tags in our task of WS. Please refer to Chao et al. [2] for the
detailed description of the coupled WS tagging model (Fig. 3).

6 The Merge-then-re-decode Ensemble Approach

In this section, we propose a merge-then-re-decode ensemble approach to com-
bine the outputs of different base models, which is inspired by the work of Sagae
and Lavie [10]. First, given a sentence x = c1...cn, the outputs of several base
models are treated as votes of character-wise tags with equal weights. For exam-
ple, if three models assign B to the character ci, and only one model assigns
S to it, then the scores of tagging ci as {B, I,E, S} are {3, 0, 0, 1} respectively.
In such way, we can get all scores for all characters in x. Then, we find the
highest-scoring tag sequence using the Viterbi algorithm.
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To avoid that the re-decode procedure outputs a tag sequence containing
illegal transitions (B → S, B → B, I → B, I → S, E → I, E → E, S → I,
S → E), we make a slight modification to the standard Viterbi algorithm. The
basic idea is to throw away illegal transitions from ci−1 to ci when searching the
best partial tag sequences for c1...ci. Concretely, if we are searching the best tag
sequences for c1...ci with ci tagged as B, we only considers the results that tag
ci−1 as E or S (but neither B nor I).

7 Experiments

7.1 Datasets

Table 4 shows the datasets used in this work. “WB”, short for Weibo, refers to the
labeled data provided by the NLPCC 2016 shared task organizer. Actually, the
organizer also provides a large set of unlabeled WB text, which is not considered
in this work.

We adopt CTB7 as a third-party resource and follow the suggestion in the
data description guideline for data split.

We also use PD as another labeled resource. Since PD and CTB7 have differ-
ent word segmentation and POS tagging standards, we used a converted version
of PD following the style of CTB for the sake of simplicity in this work.

Annotation Conversion: PDCTB. We directly use the coupled WS&POS tag-
ging model trained on CTB5 and PD in Li et al. [5] for data conversion. As
pointed in Li et al. [6], the coupled model can be naturally used for annotation
conversion via constrained decoding with the PD-side tags being fixed. After
conversion, if a sentence in PD contains a character with a very low marginal
probability (<0.8), we throw away the sentence to guarantee the data quality.
Finally, we get the 100KPD dataset in the same style of CTB7, denoted as
PDCTB.

For evaluation metrics, we adopt character-level accuracy, and the stan-
dard Precision (P), Recall (R), and F1 score.

Table 4. Data statistics

Dataset Partition Sentences Words Characters

WB Train 20,135 421,166 688,734

Dev 2,052 43,697 73,244

Test 8,592 — 315,857

CTB7 Train 46,572 1,039,774 1,682,485

Dev 2,079 59,955 100,316

Test 2,796 81,578 134,149

PD Train 106,157 1,752,502 2,911,489
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Training with Multiple Training Datasets: For some models (such as
WSTaggerCTB7+PD and CoupledWSTaggerWB&CTB7+PD), we use two or three
training datasets simultaneously. To balance the contribution of different
datasets, we adopt the simple corpus-weighting strategy proposed in Li et al.
[6]. Before each iteration, we randomly select 5000 sentences from each training
datasets. Then, we merge and shuffle the selected sentences, and use them for
one-iteration training.

7.2 Heterogeneity of WB and CTB7

To investigate the heterogeneity of WB and CTB7, we use the baseline model
trained on WB-train, denoted as WSTaggerWB, to process CTB7-dev/test, and
also use the baseline model trained on CTB7-train, denoted as WSTaggerCTB7,
to process WB-dev. Table 5 shows the results. It is obvious that CTB7 and WB
differs a lot in the definition of word boundaries. In contrast, in the shared task
of NLPCC 2015, we find that CTB7 and the provided WB are very similar in
the word boundary standard [2].

Based on this observation, we employ the guide-feature based approach and
the coupled approach to exploit CTB7, instead of directly adding CTB7 as extra
training data.

Table 5. WS accuracy: an investigation of the heterogeneity of WB and CTB7.

on CTB7 on WB

Dev Test Dev

WSTaggerCTB7 96.37 95.81 91.77

WSTaggerWB 90.86 90.82 94.66

7.3 Results on CTB7-dev/test

To investigate the performance on canonical texts of the models trained on
CTB7 (and PD), we evaluate the models on CTB7-dev/test. Table 6 shows the
results on the task of WS. We can get several reasonable yet interesting findings.
First, comparing the results in all four major rows, we can see that using PD as
extra labeled data consistently improves the F1 score by about 0.5%. Second,
comparing the results in the first two major rows, it is clear that jointly modeling
WS&POS outperforms the pure WS tagging model by about 0.3–0.5%. Third,
comparing the results in the bottom two major rows, we can see that lexicon
features are useful and improves F1 score by about 0.5%. Fourth, comparing the
results in the first and third major rows, we can see that using WB as extra
labeled data leads with the coupled approach to slight improvement in F1 score
(0.03–0.24%).
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Table 6. Results on CTB7-dev/test.

on Dev on Test

Acc P R F Acc P R F

WSTaggerCTB7 96.37 95.84 95.37 95.60 95.81 95.40 94.58 94.98

WSTaggerCTB7+PD 96.82 96.29 96.14 96.21 96.37 95.94 95.44 95.69

WS&POSTaggerCTB7 96.70 96.21 95.78 96.00 96.25 95.92 95.13 95.52

WS&POSTaggerCTB7+PD 97.04 96.62 96.34 96.48 96.61 96.30 95.66 95.98

CoupledWSTaggerWB&CTB7 96.54 96.03 95.55 95.79 96.02 95.59 94.86 95.22

CoupledWSTaggerWB&CTB7+PD 96.96 96.43 96.21 96.32 96.45 95.96 95.48 95.72

CoupledWSTaggerWB&CTB7 w/ lexicon 96.82 96.29 95.96 96.12 96.42 95.95 95.39 95.67

CoupledWSTaggerWB&CTB7+PD w/ lexicon 97.25 96.79 96.51 96.65 96.83 96.45 95.88 96.16

Table 7. Performance of joint WS&POS tagging on CTB7-dev/test.

on Dev on Test

P R F P R F

WS&POSTaggerCTB7 91.28 90.86 91.04 90.91 90.16 90.54

WS&POSTaggerCTB7+PD 92.19 91.92 92.06 91.80 91.19 91.49

Table 7 shows the results on the joint task of WS&POS. We can see that
using PD as extra labeled data dramatically improves the word-wise F1 score
by about 1%.

7.4 Results on WB-dev

In this part, we conduct extensive experiments to investigate the effectiveness
of different methods for WS on WB-dev. Table 8 shows the results. From the
results, we can obtain the following findings.

First, lexicon features are very useful. Comparing the first two major rows, we
can see that using lexicon features leads to a large improvement of 94.88−93.65 =
1.23% on F1 score over the baseline model. Comparing the third and fourth
major rows, lexicon features boost F1 score by 95.15 − 94.16 = 0.99% over the
models with guide features. Comparing the fifth and sixth major rows, lexicon
features boost F1 score by 95.30 − 94.64 = 0.66% over the coupled models.

Second, the coupled approach is much more effective than the guide-feature
based approach in exploiting multiple heterogeneous data. Comparing the third
and fifth major rows, the coupled approach outperforms the guide-feature based
approach by 94.64−94.16 = 0.48% on F1 score. Comparing the fourth and sixth
major rows, with the lexicon features, the coupled approach achieves higher F1
score by 95.30 − 95.15 = 0.15% over its counterpart.

Third, looking into the third major row, we also get a few interesting find-
ings: (1) using a joint WS&POS tagger to produce guide tags is better than
using a WS tagger, indicating that jointly modeling WS&POS leads to better
guide information, which is consistent with the results in Table 6; (2) PD is help-
ful by producing better guide tags, leading to higher F1 score on WB-dev by
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Table 8. Results on WB-dev

Approaches Acc P R F

Baseline 1. WSTaggerWB 94.66 93.30 93.99 93.65

w/ lexicon features 2. WSTaggerWB 95.74 94.45 95.31 94.88

w/ guide features 3. WS-tag from WSTaggerCTB7 94.52 93.21 93.93 93.58

4. WS-tag from WSTaggerCTB7+PD 94.80 93.41 94.40 93.90

5. WS-tag from WS&POSTaggerCTB7 94.86 93.64 94.27 93.95

6. WS-tag from WS&POSTaggerCTB7+PD 95.05 93.76 94.57 94.16

7. WS&POS-tag from WS&POSTaggerCTB7 94.88 94.33 93.64 93.98

8. WS&POS-tag from WS&POSTaggerCTB7+PD 95.03 93.83 94.50 94.16

w/ lexicon &guide 9. WS&POS-tag from WS&POSTaggerCTB7+PD 95.97 94.77 95.53 95.15

Coupled 10. CoupledWSTaggerWB&CTB7 95.38 94.12 94.91 94.51

11. CoupledWSTaggerWB&CTB7+PD 95.50 94.25 95.03 94.64

Coupled w/ lexicon 12. CoupledWSTaggerWB&CTB7 96.01 94.74 95.61 95.17

13. CoupledWSTaggerWB&CTB7+PD (submitted) 95.98 94.78 95.56 95.17

14. CoupledWSTaggerWB&CTB7+PD 96.11 94.80 95.82 95.30

Merge-then-re-decode On four models (2,9,12,13) (submitted) 96.14 95.03 95.72 95.37

On four models (2,9,12,14) 96.22 95.10 95.84 95.47

On all models (w/o 13) 95.88 94.76 95.48 95.12

about 0.2%; (3) using both WS&POS tags for guide achieves nearly the same
performance as using only WS tags.

Finally, the proposed merge-then-re-decode ensemble approach improves F1
score by 95.47 − 95.30 = 0.17% over the best single model. However, we find
that the performance drops when we use all model during ensemble, which may
be caused by the very bad performance of some models.

7.5 Reported Results on WB-test

Since we do not have the gold-standard labels for the test data, Table 9 shows the
results provided by the shared task organizers. Our effort leads to an improve-
ment on WS F1 score by 95.37 − 93.83 = 1.54%. And our results on test data
rank the first place among five participants, and is also the best among all 28
submissions.

Table 9. Results on WB-test

P R F

Baseline 93.53 94.14 93.83

Merge-then-re-decode (2,9.12,13) 95.05 (+1.52) 95.70 (+1.56) 95.37 (+1.54)

8 Related Work

Using external lexicon is first described in Pi-Chuan Chang et al. [1]. Zhang et
al. [15] find the lexicon features are also very helpful for domain adaptation of
WS models.
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Jiang et al. [3] first propose the simple yet effective guild-feature based
method, which is further extended in [7,11,12].

Qiu et al. [9] propose a model that performs heterogeneous Chinese word
segmentation and POS tagging and produces two sets of results following CTB
and PD styles respectively. Their model is based on linear perceptron, and uses
approximate inference.

Li et al. [6] first propose the coupled sequence labeling approach. Chao et
al. [2] make extensive use of the coupled approach in participating the NLPCC
2015 shared task of WS&POS for Webo texts. Li et al. [5] further improves
the coupled approach in terms of efficiency via context-aware pruning, and first
apply the coupled approach to the joint WS&POS task. In this work, we directly
use the coupled model built in Li et al. for converting the WS&POS annotations
in PD into the style of CTB.

9 Conclusion

We have participated in the NLPCC 2016 shared task on Chinese WS for Weibo
Text. Our main focus is to make full use of an external lexicon and two hetero-
geneous labeled data (i.e., CTB7 and PD). Moreover, we apply an merge-then-
re-decode ensemble approach to combine the outputs of different base models.
Extensive experiments are conducted in this work to fully investigate the effec-
tiveness of methods in study. Particularly, this work leads to several interest-
ing findings. First, lexicon features are very useful in improving performance on
both canonical texts and WB texts. Second, the coupled approach is consistently
more effective than the guide-feature based approach in exploiting multiple het-
erogeneous data. Third, using the same training data, a joint WS&POS model
produces better WS results than a pure WS model, indicating that the POS
tags are helpful for determining word boundaries. Our submitted results rank
the first place among five participants in the open track in terms of F1 score,
and is also the best among all 28 submissions.

For future work, we plan to work on word segmentation with different gran-
ularity levels. During this work, we carefully compared the outputs of different
base models, and found that in many error cases, the results of the statistical
models are actually correct from the human point view. Many results are consid-
ered as wrong answers simply because they are of different word granularity from
the gold-standard references. Therefore, we are very interested in build statisti-
cal models that can output WS results with different granularities. And perhaps,
we have to first construct some WS data with multiple-granularity annotations.
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Abstract. Aiming at the task of open domain question answering based
on knowledge base in NLP&CC 2016, we propose a SPE (subject pred-
icate extraction) algorithm which can automatically extract a subject-
predicate pair from a simple question and translate it to a KB query.
A novel method based on word vector similarity and predicate attention
is used to score the candidate predicate after a simple topic entity link-
ing method. Our approach achieved the F1-score of 82.47% on test data
which obtained the first place in the contest of NLP&CC 2016 Shared
Task 2 (KBQA sub-task). Furthermore, there are also a series of exper-
iments and comprehensive error analysis which can show the properties
and defects of the new data set.

Keywords: Chinese · Natural language question answering ·
Knowledge base · Information extraction

1 Introduction

Open-domain question answering (QA) is an important and yet challenging prob-
lem that remains largely unsolved. In recent years, a lot of works on QA in
English have been published. But, to the best of our knowledge, the KBQA
(question answering based on knowledge base) data set in NLP&CC 2016 evalu-
ation task is the first large scale Chinese KBQA data set. In this paper we focus
on answering single-relation factoid questions in Chinese, which is the main
component of this data set. A SPE algorithm is proposed to translate a Chinese
question to a KB querie. Logically, this algorithm can solve multiple-relation
questions which can be expressed as a topic entity with a chain of predicates
going from it. But limited by the data set, we did not carry out experiment
about that.

Candidate predicate evaluation is the most important part of this algorithm,
and a novel method based on word vector similarity and predicate attention

c© Springer International Publishing AG 2016
C.-Y. Lin et al. (Eds.): NLPCC-ICCPOL 2016, LNAI 10102, pp. 722–733, 2016.
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is applied. To a certain extent, this method looks like a neural network with
attention mechanisms but it is so shallow that no parameters need to be trained
except word vectors. As a result, it is more concise, efficient, interpretable and
can be combined with prior knowledge more flexibly but lost some advantages
of deep neural networks like the strong representational ability. There are also
attempts to deal with knowledge base error caused by spider, question classi-
fication and training data to improve performance. Our approach achieved the
F1-score of 82.47% on test data which obtained the first place in the evaluation
task.

In the rest of the paper, we first review related work in Sect. 2, and in
Sect. 3, we introduce the architecture of our method in detail. Experimental
setup, results and implementation tricks are discussed in Sect. 4. We conclude
the whole paper and look forward to the future research in Sect. 5.

2 Related Work

Open domain question answering is a perennial problem in the field of natural
language processing, which is known as an AI-complete problem. Traditional
method to solve this problem is basically based on information retrieval, such as
the Mulder system [1] and the AskMSR system [2,3]. Meeting with the require-
ment of answering questions more directly and accurately, some knowledge bases
were built to structure facts. Large-scale knowledge bases (KB) like DBPedia [4]
and Freebase [5] have become important resources for supporting open-domain
question answering. Most approaches to KBQA map a question to its seman-
tic representation (e.g. first-order logical form) based on some kinds of parsing
method such as: Semantic Parsing [6], dependency parsing [7], and CCG (Com-
binatory Categorial Gramma) [8]. But these works hardly use KBs to help with
parsing and they are bounded by the accuracy of the parsing method which is
particularly severe while dealing with Chinese. To avoid these disadvantages,
some approaches extract KB queries from questions with the help of knowledge
bases like the recent works on WebQuestions [9–11]. The Ye’s system [12], which
achieved the best performance in NLP&CC 2015 Chinese QA task, also had a
SPE algorithm, but it was only used as a supplement to their web knowledge
extraction algorithm.

3 Architecture

The architecture of our system is shown in Fig. 1. Several hand-written patterns
are used to find out the core of each question (See Appendix A). The inter-
rogative structures such as “ I want to know that” and “ (modal
particle)” are abandoned. There are some rules to reduce errors which are obvi-
ously caused by spider such as unexpected special symbols and heritage of html
tags in knowledge base (See Appendix B). For each question, we use a simple
topic entity linking method to extract possible KB entities. All the predicates
after these entities are evaluated based on word vector similarity and predicate
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Fig. 1. Architecture of our KBQA system

attention. A linear combination of entity length and predicate score is used to
rank the subject-predicate pairs as well as the answer patterns extracted from
question-answer pairs in training set and a prior rule to deal with alternative
questions.

3.1 Topic Entity Linking

Topic entities of questions are the core entities of the corresponding KB queries.
In our system, all entities in KB which is a substring of a question and not
overlapped by others are considered as potential topic entities. There is also
a stop word list that consists of high frequency entities to reduce the noise
entities (such as “ what” and some auxiliary word) and improve
efficiency. The length of entity is considered as a feature to use in the ranking
stage.

For example, the potential topic entities of the question
“ What sauce will be used when you make iron fish
(Chinese cuisine)?” are “ iron fish”, “ to” and “ sauce”. “
make”, “ will”, “ use”, and means “what”) are ignored
for they are high frequency entities.

3.2 Predicate Scoring

After topic entity linking, there are some potential entities and every entity has
a few predicates in KB. From our perspective, a good predicate can handle the
semantic of the rest of the question perfectly. Then the score of a candidate
predicate is:
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Sp =

∑
i

(lpi ∗ max
j

Sim(wpi, wqj))∑
i

lpi
(1)

Where wpi is the ith word in predicate, wqj is the jth word in the question.
lpi is the length of wpi. Sim is the semantic similarity of the two words, here the
cosine similarity of word vectors is adopted. This score will be used in ranking
stage.

The semantic similarity is considered to represent how much the words in
predicate care about words in question. If the similarity between pi and qj1
is higher than that between pi and qj2, then qj1 involves more semantic of pi.
Since only one question word is considered in evaluation for each predicate word,
the attention is similar to a weighted alignment procedure. The most concerned
question words constitute the attention of the whole predicate. The weighted
average of word similarities using the length of predicate words as the weight
measures whether the predicate is suitable to this question.

To get words from predicates and questions, we build a Chinese word seg-
menter which print all possible words based on a large word list. For example,
the sequence “ number of users” is separated to “ make”, “
use”, “ use”, “ choose a person for a job”, “ person”, “ num-
ber of person” and “ number”. Several segmentation tools such as hanLP
and NLPIR are attempted but the statements are so casual that these tools bring
more errors than benefits. The performance of omni-segmentation mode is better
than normal mode but still worse than our segmenter obviously. Furthermore,
auxiliary words and punctuation are ignored here since they are meaningless.

There are two reasons why this segmenter performs better. Firstly, in
Chinese, if one word covers another word, they usually have similar seman-
tic, especially in oral language. For example, “ How to use it”,
“ How to use it”, and “ How to use it”.
Secondly, there often exists a relation like “kind of” between covering words,
e.g. “ number of person” and “ number”, which is much useful when
sentence structure are changed. As a result, this segmenter can deal with high
flexible lexical in oral language. There are also a few word ambiguities such as
“ choose a person for a job” caused by this segmenter, some of them can
be solved in the predicate attention part for the greatly difference on semantic.
Anyway, some errors still remain but it is not so significant as the benefit.

Using word vector to calculate semantic similarity has trouble in dealing
with interrogative words. The cosine similarity between “ when” and
“ date”, “ where” and “ place” are much lower than expected.
So some hand-written pattern are used to finger out question types and some
symbol words are added to the segmenter result directly. Since the statements are
very flexible, only 3 types of questions are processed (Table 1), which cover about
10% among all questions. It is just a small attempt to combine the predicate
scoring with some prior rules, which has much room for improvement.
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Table 1. Question type rules

Fig. 2. Predicate attention example

An example of the predicate attention is shown in Fig. 2, and the cosine
similarity and mapping relations are shown in Table 2.

Table 2. Cosine similarity and mapping relations in Fig. 1

3.3 Answer Pattern

Answer patterns are rules extracted from labeled question-answer pairs which
can reveal the connection between problem statements and the KB structures
corresponding to true answers. For each question-answer pair, candidate triples
are SPO (subject-predicate-object) triples in KB whose subject is a substring of
the question and object is the same as the answer. Several simple rules are used
to filter high confidence triples (mainly based on the length of match). There
are also a few cases that no candidate triple left and these question-answer pairs
are ignored in order to ensure the high precision of best triples.

Generalizing the subject, answer patterns are extracted from question-answer
pairs and best triples. How many times a answer pattern generated from a test
question and a candidate subject-predicate pair occurs in training answer pat-
terns is used as a feature in ranking stage. An example of answer pattern extrac-
tion is shown in Table 3.
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Table 3. Answer pattern example

3.4 Ranking

In ranking stage, a linear combination of features including entity length, pred-
icate score and answer pattern occurrence is used to choose golden answers.

Some rules can be added here to deal with questions which are not suitable for
this architecture. For example, alternative questions hardly involve the meaning
of predicates and only have limited objects to choose. So rules make sure that
the answers of these questions must occur between “ either ... or ...”.
But the statements of questions are so flexible that the improvement is limited.

4 Experiment

4.1 Dataset

The dataset is published by NLP&CC2016 evaluation task including a knowledge
base and question-answer pairs for training and testing. There are about 43M
SPO pairs in the knowledge, where about 6 M subjects, 0.6 M predicates and
16 M objects are mentioned. The training set contains 14,609 question-answer
pairs and testing contains 9,870 question-answer pairs. The answers are labeled
by human and most of them are objects in the KB (the rest are caused by human
mistake or other unexpected reasons).

4.2 Experiment Settings

The entities which have occurred in both training and testing questions more
than 150 times are considered as stop words during topic entity linking. There
are 52,916 distinctive entities in 24,479 questions and only 496 high frequency
entities, which is less than 1% of all.

We use word2vec software of Tomas Mikolov and his colleagues1 to generate
word vectors. The CBOW model [13–15] are used. The window size is 5, the
desired vector dimensionality is 300 and threshold for downsampling the frequent
words is 20. Sentences in Baidu baike are used as training data and 155,837 word
vectors are generated, which is also the word list used in the segmenter.

1 https://code.google.com/archive/p/word2vec.

https://code.google.com/archive/p/word2vec


728 Y. Lai et al.

The weights of the linear combination in ranking stage are assigned as follow:
weight of entity length (an integer) is 1 (record as wel), weight of predicate score
(a float between 0 to 1) is 10 (record as wps), weight of answer pattern occurrence
(an integer) is 100 (record as wpo). The confidence of answer patterns is naturally
high to make sure the patterns will be followed as long as they matches. The
combination is mainly a balance between the other two features. Let r be the rate
of weights between predicate score and entity length. We tested the influence of
r (fixing wel = 1 and wpo = 100) alidation on training set. The results are shown
in Fig. 3. The performance was robust when r is from 10 to 16, so we set r = 10,
which means wps = 10.

Fig. 3. Influence of tuning weight rate

4.3 Benchmark Systems

There are three benchmark systems. The first of them is provided by Duan Nan,
which is basically based on the idea of two previous works [11,16] and is the
official benchmark system of this KBQA task. So we just call it “NLPCC”. The
second one is called “PatternMatch”, which only uses answer patterns extracted
from training data to answer questions. Core question extraction is retained to
improve hit rate. The precision of this benchmark system can be considered as
the performance of the labeled answers in training data, which is also a sort of
upper bound of this data set. The Third system is a naive SPE algorithm which
just finds the longest subject-predicate pair in questions and the corresponding
object is regarded as answers, the accuracy of which is the lower bound of all
SPE algorithm. We call it “NaiveSearch”.

4.4 Results

We compare our system with some benchmark systems, which is shown in
Table 4. “Answered” means the rate of questions that the system can answer.
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Table 4. Results compared with benchmarks

System F1 Score Pre@1 Pre@2 Pre@3 Pre@5 Pre@inf Answered

NLPCC 52.48% 52.48% 60.46% 64.15% 67.33% — 100%

PatternMatch 18.41% 88.59% — — 90.93% 90.93% 20.78%

NaiveSearch 47.39% 84.41% — — 88.19% — 56.13%

PatternMatch+
NaiveSearch

52.99% 85.18% — — — — 62.21%

Ours 82.47% 82.47% 88.82% 91.17% 92.71% 95.08% 100%

So accuracy@N is equal to precision@N multiplied by the answered rate. “Pat-
ternMatch+NaiveSearch” is the combination of those two systems by adding the
scores of candidate answers directly.

The F1 score of our system is much better than all baselines, which proves the
effect of our approach. The accuracy@1 of our system is close to the precision@1
of PatternMatch and NaiveSearch system which are systems based on strong
rules with high precision and poor recall, which means that our system is close
to the theoretically best system on this data set.

We also test the performance of the core of our system and the influence of
rule parts, which is shown in Table 5. Since all systems print ordered answers
instead of parallel answers, the best strategy is to select the first answer, thus
average F1 score is equal to accuracy@1. And because all of the “Answered”
rates of these tests are 100%, we use accuracy@N to replace precision@N here.

Table 5. Contributions of each part

System ACC@1 ACC@2 ACC@3 ACC@5 ACC@inf MRR

Core 81.64% 88.37% 90.75% 92.33% 95.06% 0.8616

Core+Tr 81.77% 88.46% 90.82% 92.41% 95.06% 0.8627

Core+QCore 81.83% 88.47% 90.89% 92.46% 95.06% 0.8631

Core+Tr+QCore 82.16% 88.64% 91.07% 92.66% 95.08% 0.8657

Full-QClassify 82.18% 88.67% 91.09% 92.68% 95.08% 0.8660

Full-AQ 82.45% 88.79% 91.14% 92.68% 95.08% 0.8676

Full-Tr 82.33% 88.67% 90.99% 92.55% 95.06% 0.8663

Full 82.47% 88.82% 91.17% 92.71% 95.08% 0.8678

In Table 5, “Tr” means using answer patterns extracted from training data.
“QCore” means using the core of questions instead of full questions. “QClassify”
means adding question classification method to predicate scoring. “AQ” means
posttreatment rules for alternative questions. “Full” equals to “Core + Tr +
QCore + QClassify + AQ”. The “Core” system is a unsupervised system using
the basic SPE algorithm.
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According to Table 5, the added methods improve the performance of the
core system a little. There are two reasons why the influence is not significant.
Firstly, all the added methods except “QCore” involve only few questions, and
“QCore” is just a data cleaning method. Secondly, these rules improve some
weakness which was found when making cross-validation in training data, but
the distribution of questions in testing data is a little different, which makes the
effect weaker. Details are shown in Table 6.

Table 6. Influence of each method

Method Train-Influence Test-Influence

Sphere Improvement Sphere Improvement

AQ 0.21% 46.7%–63.3% 0.11% 72.7%–90.9%

Tr 22.35% 82.5%–84.4% 20.78% 88.4%–89.0%

QClassify 10.51% 71.0%–77.5% 8.74% 77.5%–80.9%

The results of NLP&CC2016 evaluation task are shown in Table 7 (the top
5 results of 21 submissions in total). Our system achieve the best performance
in all teams. Compared with Table 5, even the core system is better than the
second team in this evaluation task.

Table 7. Evaluation results in this evaluation task

Team F1 score

Ours 82.47%

NUDT 81.59%

CCNU 79.57%

HIT-SCIR 79.14%

NEU (NLP Lab) 72.72%

4.5 Error Analysis

We randomly sampled 100 questions that our system did not generate the correct
answer in order to analyze the room for improvement. Near half of errors are
in fact due to label problems or question design which are not real mistakes.
This includes unclarified entity in question (31%, e.g. “
what is the postcode number of Xinglong Town”, there are a lot of Xinglong
Towns in China), contradictory in KB (5%) and questions whose intent are
unable to understand (2%) or with wrong labeled answer (5%). 30% of the
errors are because of the unsuccessful entity linking or predicate scoring, which
is the foremost part of the room for improvement. There are 27% of the errors
are caused by questions whose answer is not an object of a subject in question,
which can not be handled by our architecture. This will be discussed later in
Sect. 4.6.
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4.6 Dataset Analysis

Since this data set is the first large scale Chinese KBQA data set, we performed
a series of experiments to show properties and defects, which can be useful to
those who want to use this data set or to build another one.

This data set is a “simple-question” data set where every question can
be answered by only one SPO pair in KB. For most questions, there is a
SPO pair that the subject is a substring of the question and the object is
equal to the answer. But there are 788 exceptions (3.22%), 343 in train-
ing set (2.35%) and 445 in testing set (4.51%). We randomly sampled 100
of them and find that the reasons why their answers can not be repre-
sented as objects of their subjects. Reasons include format problems (26%, e.g.
“ What is the molecular weight of piperonyl chlo-
ride”, the labeled answer is “170.6”, while the answer in KB is “170.60”), wrong
answers (11%, e.g. “ what is the
molecular weight of Barium D-3-trifluoroacetylcamphorate”, the labeled answer
is “ , typos in entities (29%), aliases of entities (14%), incom-
prehensible questions (2%). There are still 18% of them we cannot classify. The
aliases of entities and some of the typos in entities can be solved in future works.

Some ambiguities are caused by entities with the same name and no clue in
questions can help to distinguish them. There are 4773 such questions (19.50%),
3189 in training set (21.83%) and 1584 in testing set (16.05%). The original
accuracy of our system on these questions is only 62.43%, 62.40% in training set
and 62.50% in testing set. If the accuracy of these is judged by finding correct
subject-predicate pair, the accuracy of our system on these questions in testing
set is 82.07%. So with this change, our system performance will be up to 85.61%.

5 Conclusion

In this paper, we present a KBQA system which can answer simple-relation
Chinese questions base on a SPE algorithm. We use this system to participate
in the contest of NLP&CC 2016 Shared Task 2 (KBQA sub-task) and obtained
the first place. Since this data set is the first large scale Chinese KBQA data
set, we perform a series of experiments and comprehensive error analysis which
can be useful to those who want to use this data set or to build another Chinese
KBQA data set. In the future, we would like to extend our system to answer
multi-relation questions and try some deeper models to improve the performance.
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Appendix A

The 8 regular expressions shown in Table 8 are used to capture the non-core
parts. They are executed in order.

Table 8. Regular expressions for core question extraction

Appendix B

The rules to clean KB are shown in Table 9.

Table 9. KB cleaning rules
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Abstract. In this paper, we present a Long Short-Term Memory
(LSTM) based model for the task of Chinese Weibo word segmentation.
The model adopts a LSTM layer to capture long-range dependencies in
sentence and learn the underlying patterns. In order to infer the optimal
tag path, we introduce a transition score matrix for jumping between
tags of successive characters. Integrated with some unsupervised fea-
tures, the performance of the model is further improved. Finally, our
model achieves a weighted F1-score of 0.8044 on close track, 0.8298 on
the semi-open track.

Keywords: Chinese Word Segmentation · LSTM · Weibo

1 Introduction

Word segmentation is a preliminary yet non-trivial procedure for Chinese nat-
ural language processing. Many tasks such as POS-tagging, syntax paring and
sentiment analysis could be expected to benefit by correctly treating a piece of
character sequence together as one Chinese word. Lots of researches have been
done to address this problem. The state-of-the-art segmentation systems can
perform well on formal text. However, the ability of those systems is restricted
by lots of finely engineered features and they perform poorly on informal text
such as micro-blog and forums. The problem of informal text segmentation has
gained more and more interests recently.

The NLPCC 2016 word segmentation shared task1 [1] focuses on Chinese
word segmentation in informal text domain. The task is difficult due to the high
rate of Out-Of-Vocabulary (OOV) and conversational nature of the text. Most
previous systems address this problem by employing Conditional Random Fields
(CRFs) [2,3]. Usually, bootstrap aggregating is also used to further improve the
system performance.

Recently, neural network models have been investigated for Chinese word
segmentation. Pei et al. [4] presented a Max-Margin Tensor Neural Network

1 Conference on Natural Language Processing and Chinese Computing. http://tcci.
ccf.org.cn/conference/2016.

c© Springer International Publishing AG 2016
C.-Y. Lin et al. (Eds.): NLPCC-ICCPOL 2016, LNAI 10102, pp. 734–743, 2016.
DOI: 10.1007/978-3-319-50496-4 66
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(MMTNN) that has the ability to model complicated interactions between tags
and context characters. Chen et al. [5] proposed a Gated Recursive Neural Net-
work (GRNN) to explicitly model the combinations of the characters. Chen et al.
[6] firstly introduced the Long Short-Term Memory (LSTM) model for Chinese
word segmentation. All these neural models are used to derive feature represen-
tations from input sentences, which then are fed to a CRF inference layer to
decode the optimal tag sequences. However, most of them are not investigated
or evaluated on informal datasets.

In this paper, we introduce a LSTM based model for Chinese Weibo word
segmentation in the NLPCC 2016 shared task. The model consists of two main
components: (1) a LSTM layer which captures long distance dependencies in the
sentence, and (2) a tag inference layer stacked on LSTM which explicitly models
interactions between tags. We also adopt unsupervised global features to further
improve performance. For both close and semi-open tracks, our system won the
first position with weighted F1-score2 of 0.8044 on the close track, 0.8298 on
the semi-open track respectively. Moreover, experimental results show that our
model achieves better results than strong baselines and are well suitable for
Weibo word segmentation.

The paper is structured as follows: Sect. 2 describes in detail the LSTM based
model for word segmentation. Section 3 presents experimental results. Finally,
Sect. 4 draws conclusions.

2 The Network Architecture

The overall architecture of our system is summarized in Fig. 1. The first layer
accepts features in a window as inputs. The input features are projected to vec-
tors respectively by lookup table operation in the second layer. Feature vectors in
the window are then concatenated to one embedded feature. At each time, LSTM
receives the embedded feature and output the probabilities of all possible tags for
current character. Finally, a tag inference layer decodes an optimal tag sequence
for this sentence. We introduce them in following subsections one-by-one.

2.1 Character Feature Vectors

Characters and their corresponding discrete features, including Character Type,
Accessor Variety and Conditional Entropy (see Sect. 3.1 for details), are fed to
the first layer of our model as indices. These indices are then mapped into vectors,
by lookup table operations.

Formally, for each character ct, its feature vector dt is given by Eq. (1) and
implemented by the lookup table layer.

dt = LTM0(ct) ⊕ LTM1(f1
t ) ⊕ . . . ⊕ LTMK (fK

t ), (1)
2 A weighted evaluation metric provided by organizers that gives more reasonable and

distinguishable scores and correlates well with human judgment. More details in
Qian et al. [8].
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Input Window character of interest

Lookup Table

LSTM

LSTM 
unit

Tag Inference

B

M

E

S

start

Fig. 1. The network architecture of our model.

where M0 is character lookup table, fk
t (1 ≤ k ≤ K) is k-th discrete feature

of ct and Mk is the corresponding feature lookup table. LT (·) denotes lookup
table operation, ⊕ denotes the concatenation of two vectors. We use a classical
window approach (window size s is set to 3) to get vector representation xt of
character ct by concatenating the contextual lookup table outputs as in Eq. (2):

xt = dt−1 ⊕ dt ⊕ dt+1. (2)

2.2 LSTM

The Long Short-Term Memory (LSTM) model [7] has been widely used since
it can capture temporal dependencies. It alleviates the problem of gradients
exploding or vanishing in Recurrent Neural Network (RNN) by introducing a
memory cell, which is composed of three gates to control how information is
stored, forgotten and exploited inside the network.

At every time step t, LSTM unit takes above concatenated feature embedding
xt as input. It calculates the hidden state vector ht as follows:

it = σ(W ixt + U iht−1 + V ict−1 + bi), (3)

ft = σ(W fxt + Ufht−1 + V fct−1 + bf ), (4)
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ot = σ(W oxt + Uoht−1 + V oct−1 + bo), (5)

ct = ft � ct−1 + it � tanh(W uxt + Uuht−1 + bu), (6)

ht = ot � tanh(ct), (7)

where it, ft, ot are the gating vectors representing the input gate, the forget
gate and the output gate respectively. σ denotes the sigmoid function and �
denotes elementwise multiplication. W i, U i, V i, W f , Uf , V f , W o, Uo, V o,
W u, Uu are weight matrices associated with different gates. bi, bf , bo, bu are the
bias items. The probability distribution over possible output tags is estimated
as follows:

yt = softmax(Wht + b), (8)

where W is a weight matrix for softmax classifier, b is a bias term.

2.3 Tag Inference

To model the tag dependency among the output tags, we follow Chen et al. [6]
by introducing a tag transition matrix A. Let c(1:n) = (c1, c2, . . . , cn) be an input
sentence. Every output tag sequence y(1:n) = (y1, y2, . . . , yn) is given a score by
summing tag transition score and tagging score:

s(c(1:n), y(1:n)) =
n∑

t=1

(Ayt−1yt
+ (yt)yt

). (9)

Suppose the correct tag sequence of c(i) is ŷ(i). Let Y (c(i)) be the set of all
possible tag sequences. Then the predicted tag sequence ȳ(i) can be computed
as:

ȳ(i) = arg max
y∈Y (c(i))

(s(c(i), y) + Δ(ŷ(i), y)), (10)

where Δ(ŷ(i), y)) =
n∑

t=1
γ1{ŷ

(i)
t �= yt} is a structured margin loss. γ is a discount

parameter, the loss is proportional to the number of incorrect tags. However, it
cannot be used to predict the most possible tag sequence during testing since
the correct tag sequence is unknown, Eq. (10) is replaced by Eq. (11) then.

ȳ(i) = arg max
y∈Y (c(i))

s(c(i), y). (11)

The parameter set of our network is θ = {W i, U i, V i, W f , Uf , V f , W o,
Uo, V o, W u, Uu, A} (bias items are omitted).

2.4 Model Training

Given a training set D, the regularized objective function is the loss function
J(θ) including a l2-norm term:

J(θ) =
1

|D|
|D|∑
i

1
n

l(i) +
λ

2
||θ||22, (12)
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l(i) = max(0, s(c(i), ȳ(i)) + Δ(ŷ(i), ȳ(i)) − s(c(i), ŷ(i))). (13)

We use AdaGrad [9] with mini-batches to minimize the objective function.
Derivatives are calculated from standard back-propagation [10]. It is worth men-
tioning that inspired by the state transition matrix in Hidden Markov Model
(HMM) [11], we enforce two constraints on A every time the parameters are
updated:

Ai,j ≥ 0, (14a)∑
j

Ai,j = 1, (14b)

where i and j denote two successive tags.
We also apply dropout [12] to input layer and LSTM hidden layer to reduce

overfitting. Feature embeddings are all randomly initialized, and fine-tuned dur-
ing training. Hyper-parameters are listed in Table 1.

Table 1. Hyper-parameter settings in our model.

Type Hyper-parameter

Network s = 3

d(c) = 100

d(fk) = 30

d(h) = 100

Training p = 0.2, α = 0.2

γ = 0.2, λ = 10−4

3 Experiments

The data provided for the shared task is collected from Weibo3. It consists of
micro-blogs from various topics, such as finance, sports, entertainment. The basic
information of dataset is shown in Table 2. Participant systems are evaluated
in three different categories depending on whether they make use of external
sources of information. A weighted F1 measure method [8] is used for evaluation.
Weighted-F1 measure is a new psychometric-inspired evaluation metric which
takes difficulties of segmentation in test into considerations.

We participate in two tracks: close track and semi-open track. In both two
tracks, we employ the same model but with different unsupervised features.
The corpus is converted to 4-tag (B, M, E and S) labeling format. The model
achieving best performance on the development set is used as the final model to
be evaluated. Theano [13,14] is used.

Before we present results on two tracks, we give a brief description of features
used in our system.
3 http://weibo.com.

http://weibo.com


Recurrent Neural Word Segmentation with Tag Inference 739

Table 2. Statistical information of dataset.

Dataset Sents Words Chars Word types Char types OOV rate

Training 20,135 421,166 729,013 43,634 4,504 -

Dev. 2,052 42,697 77,350 11,244 2,881 6.82%

Test 8,592 187,877 333,049 28,043 3,913 6.97%

3.1 Features

We refer to the following features as basic features. Same basic features are used
in both two tracks.

Character feature: The characters in sentence. Inspired by Pei et al. [4],
bigram of character is used as features as well.

Character Type (CT) feature: Each character is assigned one of 5 types
by its Unicode code point. They are Chinese character, English character,
number, punctuation and others respectively.

We also use the following unsupervised global features.

Accessor Variety (AV) feature: Accessor variety proposed by Feng et al.
[15], which could be used to measure the possibility of whether two substrings
join into one Chinese word. The way we derive AV feature from unlabeled
corpus follows Wu et al. [16]. They introduced an improvement in AV feature,
and achieved better results.

Conditional Entropy (CE) feature: Gao and Vogel [17] introduced condi-
tional entropy feature to improve performance of segmentation. Continuous
values of conditional entropy are mapped into discrete numeric values, fol-
lowing Gao et al.

For the close track, training data (ignoring labels) is used to obtain above two
unsupervised features, while for semi-open track, the background data officially
provided is used. All these features are represented by integer indices, which is
the input to lookup table layer.

3.2 Feature Evaluation

Our first experiment is to evaluate the effectiveness of different features described
in Sect. 3.1. The baseline model only uses character feature (i.e., only raw char-
acters). Then other features are added one-by-one. The results are shown in
Table 3.

As shown in Table 3, unsupervised features bring performance boosts in both
two tracks. It is similar with the conclusions in Sun and Xu [18] and Wu et al.
[16]. Reminded that the only difference between two tracks is that unsupervised
features are derived from provided background data in the semi-open track, but
from unlabeled training data in the close track instead. The features extracted
from larger scale contribute much significantly to Weibo word segmentation. It
is a helpful hint on how to achieve higher performance on this task.
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Table 3. Performances on test data with different feature sets.

Track Model F1 Weighted-F1

Close Base 0.9440 0.7951

+ CT 0.9451 0.7957

+ CT + AV 0.9446 0.7975

+ CT + AV + EN 0.9441 0.8044

Semi-open Base 0.9448 0.7971

+ CT 0.9448 0.7953

+ CT + AV 0.9483 0.8194

+ CT + AV + EN 0.9517 0.8298

3.3 Model Evaluation

Results of our model and other top competitors in the shared task are shown in
Table 4. Our model wins first place on both tracks by weighted-F1 measure, and
has comparable performance by traditional F1 measure. According to weighted-
F1 [8], it means our model correctly segments more hard words and wrongly
segments fewer easy words. As we can see, the advantage of our model is extended
from close track to semi-open track. Our model only outperforms second by 0.6%
in close track, it is 1.2% in semi-open track.

Table 4. Close and semi-open track results in NLPCC 2016 shared task.

Track Model F1 Weighted-F1

Close Our 0.9441 0.8044

BJTU 0.9476 0.7996

BUPT-1 0.9476 0.7981

Semi-open Our 0.9517 0.8298

BUPT-1 0.9519 0.8197

DLUT-2 0.9505 0.8089

Most state-of-the-art systems apply CRF model to word segmentation. We
provide a comparison with CRF model adopting same features in the close track.
A CRF model4 in Wu et al. [16] is used. The results are shown in Table 5. As
can be seen from Table 5, with same features, our model is comparable to CRF
model on F1 measure, and outperforms CRF model significantly on weighted-F1.

According to officially released weights, Chinese idioms are much more diffi-
cult to be segmented than other types of words5. We found our model performs

4 https://github.com/wugh/CistSegment.
5 https://github.com/FudanNLP/NLPCC-WordSeg-Weibo.

https://github.com/wugh/CistSegment
https://github.com/FudanNLP/NLPCC-WordSeg-Weibo
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Table 5. Comparing with CRF model.

F1 Weighted-F1

Wu et al. [16] 0.9445 0.7804

Our 0.9441 0.8044

better on idioms. In the test data, there exists 429 Chinese idioms6. Our model
correctly finds 316 idioms, while only 256 idioms are found by CRF model. Some
examples found by our model are listed in Fig. 2.

(a) Gold:

LSTM:

CRF:

(b) Gold:

LSTM:

CRF:

(c) Gold:

LSTM:

CRF:

Fig. 2. Segmented sentences which have Chinese idioms.

To compare with other existing neural word segmentation systems, we evalu-
ate the model proposed by Chen et al. [5], which is, to the best of our knowledge,
the only published result specially for Chinese Weibo segmentation. They pro-
pose a GRNN for word segmentation, and evaluate it on NLPCC 2015 Weibo
dataset7 [19]. 10% of the training set is split into a development set. For a fair
comparison, character type feature and unsupervised global features are not used
in our model. Table 6 shows the comparison of our model with GRNN. As we
can see from Table 6, our model gets better results compared with GRNN which
achieves state-of-the-art performances on three popular datasets.

Table 6. Comparing with other neural model.

F1

Chen et al. [5] 0.948a

Our 0.949
aThey also use pre-trained character
embeddings.

6 Chinese idiom dictionary is used. https://github.com/sunflowerlyb/idiom.
7 http://nlp.fudan.edu.cn/nlpcc2015/.

https://github.com/sunflowerlyb/idiom
http://nlp.fudan.edu.cn/nlpcc2015/
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4 Conclusion

We have described a LSTM-based system for Chinese Weibo word segmenta-
tion. Our approach takes advantage of LSTM to keep long-range dependency
information and preserves label transition information. We also combine unsu-
pervised global features together to further improve performance on micro-blog
text. Experimental results show the effectiveness of our model. We believe the
proposed approach provides potential solutions for Weibo word segmentation
and other sequence labeling tasks.
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Abstract. Chinese word similarity computing is a fundamental task for natural
language processing. This paper presents a method to calculate the similarity
between Chinese words based on combination strategy. We apply Baidubaike to
train Word2Vector model, and then integrate different methods, semantic
Dictionary-based method, Word2Vector-based method and Chinese FrameNet
(CFN)-based method, to calculate the semantic similarity between Chinese
words. The semantic Dictionary-based method includes dictionaries such as
HowNet, DaCilin, Tongyici Cilin (Extended) and Antonym. The experiments
are performed on 500 pairs of words and the Spearman correlation coefficient of
test data is 0.524, which shows that the proposed method is feasible and
effective.

Keywords: Chinese word similarity computing � Combination strategy �
Semantic dictionary � Word2Vector � Chinese FrameNet

1 Introduction

Chinese word similarity computing is one of the key technologies in Chinese infor-
mation processing. Chinese word similarity computing provides a generic evaluation
framework and is useful across applications like information retrieval, machine
translation, semantic disambiguation, question answering etc.

Traditional methods that are normally used for computing words similarity can be
divided into two categories: one is to calculate semantic similarity based on semantic
dictionary; the other one is to calculate semantic similarity based on corpus. There is
also recently developed word embedding (Mikolov et al. 2013) method, which apply
large-scale corpus to train term vector, and then do the similarity calculation.

We participated in “Chinese Word Similarity Measurement” of the Fifth Confer-
ence on Natural Language Processing and Chinese Computing and The Twenty
Fourth International Conference on Computer Processing of Oriental Languages

© Springer International Publishing AG 2016
C.-Y. Lin et al. (Eds.): NLPCC-ICCPOL 2016, LNAI 10102, pp. 744–752, 2016.
DOI: 10.1007/978-3-319-50496-4_67



(NLPCC-ICCPOL 2016) evaluation. For this task, we apply Baidubaike to train
Word2Vector model, and then integrate different methods to calculate the similarity of
Chinese word, Dictionary-based method, Word2Vector-based method and Chinese
FrameNet (Liu 2011)-based method. The Dictionary-based method includes HowNet
(Dong 2000), DaCilin, Tongyici Cilin (Extended) and Antonym dictionary. This paper
presents a method to calculate the similarity between Chinese words based on com-
bination strategy.

The rest of this paper is organized as follows: in Sect. 2, we describe the task of
Chinese word similarity computing with combination strategy. Section 3 describes the
method we used in the combination strategy. We present the results and observations in
Sect. 4, followed by the conclusion in Sect. 5.

2 Combination Strategy

The semantic dictionary-based method to calculate the similarity of words depends on
dictionaries. The method is efficient and accurate, but it is unable to calculate the
unknown words. And the Word2Vector-based method is widely coverage, but it
depends on the train corpus.

In our work, we attempt to address these concerns. Our approach uses a combi-
nation of semantic dictionary-based method and Word2Vector-based method to cal-
culate the similarity between Chinese words. What’s more, we also use semantic
resource, Chinese FrameNet (CFN), to calculate similarity of two words. The method is
illustrated in Fig. 1. If HowNet contains the two words, firstly we need to calculate the
similarity with the method based on HowNet. Then, if Word2Vector contains the two
words, we calculate the cosine similarity with the method based on Word2Vector. The
Chinese FrameNet is used to calculate the semantic relation between two words.
Besides, for the method base on semantic dictionary, we use DaCilin, Tongyici Cilin

Fig. 1. Combination strategy
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(Extended) and Antonym dictionary. The detailed steps are reported in Algorithm 1.
This method both consider the words resemblance and the words relevance.

Algorithm1: Combination Strategy

Input: Word pair (Word1,Word2)
Output: Sim(Word1,Word2)

Sim1 = SimH(Word1,Word2)
Sim2 = SimW(Word1,Word2)
If Sim1 == 1.0

Sim = Sim2
else if Sim2 == 1.0

Sim = Sim1
else

Sim = (Sim1 + Sim2) / 2.0
end if

end if
if Word1 AND Word2 evoke the same frame

Sim = (Sim + 10.0) / 2.0
end if
if Word1 AND Word2 in DaCilin or Tongyici Cilin (Extended)

Sim = (Sim+10.0) / 2.0
else if Word1 AND Word2 in Antonym dictionary

Sim = Sim / 2.0
else

Sim = Sim
end if

end if
return Sim

3 Chinese Word Similarity Computation Strategy

In this section, we present the method we used in our combination strategy.

3.1 HowNet

HowNet is a Chinese word dictionary built by Dong in 1988. It unveils inter-concept
relations and inter-attribute relations of the concepts as connoting in lexicons of the
Chinese and their English equivalents (Dong et al. 2010). In order to calculate the
similarity of Chinese words, we leverage a method based on HowNet (Liu and Li 2002)
in Eq. (1).
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SimHðW1;W2Þ ¼ max
i¼1...n;j¼1...m

SimHðS1i; S2jÞ ð1Þ

Where SimH(W1,W2) is the similarity of Word1 (W1) and Word2 (W2) base on
HowNet; S11, S12, …, S1n represent the sememe (concept) of Word1; S21, S22,…, S2m
represent the sememe (concept) of Word2.

For example, the similarity of “平凡” and “平庸” base on HowNet can be repre-
sented as

( ) 6.4SimH = . 

3.2 Word2Vector

Word2Vector is a Deep Learning toolkit which developed by Mikolov et al. (2013).
Word2Vector takes a text corpus as input and produces the word vectors as output. It
first constructs a vocabulary from the training text data and then learns vector repre-
sentation of words (Xue et al. 2014). The resulting word vector file can be used as
features in many natural language processing and machine learning applications. For
our method, we apply the corpus of 12.6G Baidubaike to train Word2Vector model.
The model has a window size of 5 and the dimension we adopted is 100. The resulting
data set contains about 220 million words. With Word2Vector tool-set, we can define
the cosine distance between two vectors in Eq. (2).

SimWðW1;W2Þ ¼ cos h ¼ W1 �W2

jjW1jj � jjW2jj
ð2Þ

Where SimW(W1,W2) is the similarity of Word1 (W1) and Word2 (W2) base on
Word2Vector; W1 represents the vector of Word1; W2 represent the vector of Word2.

For example, the similarity of “老气” and “土气” base on Word2Vector can be
represented as

( ) 5.1SimW = . 

3.3 Chinese FrameNet (CFN)

Chinese FrameNet (CFN), which is a word semantic knowledge based on the frame
semantics of Fillmore (Fillmore 1976, 1982; Fillmore et al. 2001) and takes Berkeley’s
FrameNet Project (Baker et al. 1998) as the reference. In Chinese FrameNet, the
predicates, called word units (LU) (Hao et al. 2007), evoke frames which roughly
correspond to different events or scenarios. Each frame defines a set of arguments
called Frame Elements (FE). For example, the “锻炼” frame describes a common
situation in which an agent actively maintains or improves their level of physical
fitness. And is evoked by words such as “锻炼”, “健身”, “健”, “运动”, etc. We call
these frame-evoking words are LUs in the “锻炼” frame.
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Frame Semantics (Petruck 1996) is a research program in empirical semantics
which emphasizes the continuities between language and experience, and provides a
framework for presenting the results of that research. A FRAME is any system of
concepts related in such a way that to understand any one concept it is necessary to
understand the entire system; introducing any one concept results in all of them
becoming available. Our approach for computing the similarity between two words
base on CFN is described as follows. If two words evoke the same frame, we think they
are related, and Table 1 illustrates this case. As the word units “锻炼” and “健身”
evoke the “锻炼” frame, we can assume that two words are semantic equivalent.

3.4 Other

In this paper we use the dictionary of Tongyici Cilin (Extended) and DaCilin, both of
which are come from Research Center for Social Computing and Information Retrieval
of Harbin Institute of Technology, to calculate the similarity between two words.

The methods mentioned above are all to pay attention to the similarity of two
words. Besides, we also use Antonym dictionary to detect the antonym of the words.
The Antonym dictionary come from Semantic Computing and Chinese FrameNet
Research Center of Shanxi University. The Antonym dictionary contains about 17,000
pairs of words.

4 Experiments

We present our experimental results in this section by first introducing the data and
evaluation metrics, followed by the results of our system.

4.1 Data and Evaluation Metrics

The Chinese word similarity computation test dataset we used was offered by
NLPCC-ICCPOL: 2016 Shared Task (Wu and Li 2016). In order to capture word
usages both in formal written documents and causal short texts, words mainly from
news articles and Weibo text. There are together 10,000 pairs of words in the file, in
which only 500 pairs will be selected as the final test data. In this paper, we do
experiments on the final test data.

In order to keep consistent with NLPCC-ICCPOL: 2016 Shared Task Guideline,
this paper uses Spearman’s rank correlation coefficient to evaluate the statistical

Table 1. Example of frame and word units

Frame Word units (LUs)

锻炼 锻炼 健身 健 运动

预订 预订 预约 预购 订 订购 定购 订阅

种植 种植 种 栽 栽种 栽植 栽培 植树 植 植苗 植根 根植 播种 移植 培植 插秧 插播
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dependence between automatic computing results and the golden human labeled data,
we denote the method in Eq. (3):

rR ¼ 1�
6
Pn

i¼1
ðRXi � RYiÞ2

nðn2 � 1Þ ð3Þ

Where n is the number of observations, RXi and RYi are the standard deviations of
the rank variables.

4.2 Experiments Results

Based on the experimental methods described in the previous section, we have sys-
tematically evaluated our approach on the 500 pairs of words. We denote the
HowNet-based method by H, the Word2Vector-based method by W, and the Chinese
FrameNet (CFN)-based method by C. We denote the DaCilin-based method, Tongyici
Cilin (Extended)-based method and Antonym dictionary-based method by D. We use
superscripts d, t, and s to indicate the use of DaCilin, Tongyici Cilin (Extended) and
Antonym dictionary for a particular method set.

The performance of different methods set on the 500 pairs of words is given in
Table 2. The method of W + H + D + C achieves a Spearman score 0.524. We
observer, from Table 2, that the result of H + W is better than H and W separate test
results. This is because the HowNet-based method (H) depends on dictionary to cal-
culate the similarity, so it is unable to calculate the unknown words. And the
Word2Vector-based method (W) depends on the train corpus, NLPCC-ICCPOL selects
words mainly from news articles and Weibo text, but this paper only applies Baidu-
baike to train Word2Vector models. As shown in Table 3, the similarity of “没辙” and
“没戏” is 1.0 using the method of H. Meanwhile some pairs of words are not same
totally, but the similarity is 10.0 using the method H as the description of the two words
are same. For example, the Chinese word “踟蹰不前” is described as: “hesitate|犹豫,
content = SelfMove|自移”, and the Chinese word “犹豫” is described as: “hesitate|犹
豫”, so the similarity of this pair of words is 10.0, but the two words are not same.

Table 2. Performance of different method set

Methods Spearman correlation

H 0.266
W 0.378
W + C 0.380
W + D 0.475
W + H 0.468
W + H+C 0.471
W + H+D 0.518
W + H+D + C 0.524
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Among the 500 pairs of words, there are 156 pairs of words appear in DaCilin,
Tongyici Cilin (Extended) and Antonym dictionary, while only 16 pairs of words using
the CFN-based method. So as shown in the Table 2, the results of W + H + D is better
than W + H + C.

As evident from Table 4, higher accuracy is achieved with W + H + D. For
example, the similarity of “高兴” and “兴奋” is 5.5 using the method of HowNet-based
method (H) and Word2Vector-based method (W). While integrating CFN-based
method (C), similarity of “高兴” and “兴奋” is 7.7, which is consistent with the cri-
terion. This is because “高兴” and “兴奋” evoke the same semantic frame “情感反应”.
The definition of the frame is “The adjectives and nouns in this frame describe an
Experiencer who is feeling or experiencing a particular emotional response to a
Stimulus or about a Topic. There can also be a Circumstances under which the
response occurs or a Reason that the Stimulus evokes the particular response in the
Experiencer”. Meanwhile, as shown in Table 5, higher accuracy is achieved with
W + H + D than W + H. For example, the similarity of “振兴” and “建设” is 3.8
using the method of H + W. While integrating D, the similarity increase to 6.9.

We also measure the contribution of each method by deleting it from the full
method set. These ablation results are shown in Table 6. If we delete W, then corre-
lation coefficient drops significantly. We find that using H contributes slightly more
than D. When deleting the Antonym dictionary, the results almost has no change,
because only 4 pairs of words appear in the Antonym dictionary. We observe, from
Table 7, the Antonym dictionary has significant contributes to the Antonym words. For

Table 3. Word similarity based on H and W

Word1 Word2 Similarity
Criterion H W H + W + D + C

没戏 没辙 4.9 1.0 3.8 3.8
犹豫 踟蹰不前 8 10 1.0 6.0
GDP 生产力 6.5 1.0 1.0 1.0

Table 4. Performance of CFN-based method (C) on test data

Word1 Word2 Similarity
Criterion W + H W + H + C

种 栽 8.4 4.1 7.1
高兴 兴奋 7.7 5.5 7.7

Table 5. Performance of D on test data

Word1 Word2 Similarity
Criterion W + H W + H + D

振兴 建设 5.2 3.8 6.9
计算机 电脑 9.9 8.5 9.3
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example, the similarity of “积极” and “消极” is 8.7 without the antonym dictionary-
based method. While with the full method set (W + H + C + D), similarity of the
words is 4.1, which is consistent with the criterion.

5 Conclusion and Future Work

Apparently, Chinese word similarity computing is a fundamental task for Chinese
information processing. We have present a study for computing similarity of Chinese
words.

The paper proposed a method to calculate the similarity between Chinese words
based on combination strategy. We integrate different ways of Chinese word calcu-
lating methods, Dictionary-based method, Word2Vector-based method and CFN-based
method to calculate the similarity. The Dictionary-based method includes HowNet,
DaCilin, Tongyici Cilin (Extended) and Antonym dictionary. The Spearman score of
test data is 0.524.

The future work will be carried out in the following aspects. First, we would like to
work on Frame-to-Frame relations, which could potentially further improve the per-
formance of our proposed method. As the relations of Frame-to-Frame in FrameNet,
serves as important information sources, to be calculating the similarity of words.
Second, we are going to apply this method to question answering system.

Table 6. Ablation study of method type on test set

Method Spearman correlation

W + H + D + C 0.524
−W (H + D + C) 0.385
−H (W + D + C) 0.465
−C (W + H + D) 0.519
−D (W + H + C) 0.471
−D − C (W + H) 0.468
−W − C (H + D) 0.381
−W − D (H + C) 0.282
−Da(W + H + Dt+d + C) 0.523

Table 7. Deleting the antonym dictionary

Word1 Word2 Similarity
Criterion W + H + Dt+d + C W + H + D + C

缓慢 飞快 4.3 7.6 3.8
认真 马虎 4.1 7.7 3.9
君子 小人 4.1 6.9 3.5
积极 消极 4.1 8.7 4.4
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Abstract. Nowadays, more and more people are willing to express their
opinions and attitudes in the microblog platform. Stance detection refers to the
task that judging whether the author of the text is in favor of or against the given
target. Most of the existing literature are for the debates or online conversations,
which have adequate context for inferring the authors’ stances. However, for
detecting the stance in microblogs, we have to figure out the stance of the author
only based on the unique and separate microblog, which sets new obstacles for
this task. In this paper, we conduct a comprehensive empirical study on
microblog stance detection using supervised and semi-supervised machine
learning methods. Different unbalanced data processing strategies and classi-
fiers, such as Linear SVM, Naive Bayes and Random Forest, are compared
using NLPCC 2016 Stance Detection Evaluation Task dataset. Experiment
results show that the method based on ensemble learning and SMOTE2
unbalanced processing with sentiment word features outperforms the best sub-
mission result in NLPCC 2016 Evaluation Task.

Keywords: Stance detection � Chinese microblog � Sentiment analysis �
Supervised learning � Semi-supervised learning � Unbalanced classification

1 Introduction

With the rapid development of mobile Internet, the social media has played an
increasingly important role in human’s life. More and more people are willing to
express their personal views towards the hot trends and events on Weibo, Twitter, and
other platforms, where have aggregated huge amounts of people’s various opinions on
hot topics. Therefore, how to extract and analyze people’s opinions on certain topic
have become the major concern for both research and commercial communities. Stance
detection is an emerging research task judging whether a person is in favor of, against,
or neutral to the specific target or the degree he or she is in favor of the specific target

© Springer International Publishing AG 2016
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according to his or her microblogs. The target may be a celebrity, a government
organization, a controversial policy, a political movement, or a commercial product.
Several examples of stance detection for the target “the universal two-child policy” are
shown in the Table 1 below.

We can see in Table 1 that the first two people are in favor of and against the target
“the universal two-child policy” respectively. The third people’s stance toward the
target is None. Note that the given target may not be present in the Weibo text. For
example, in the second microblog, the author did not explicitly use the topic words for
the target “two-child policy”. However, we can infer that the author’s stance is against
the given target.

As an emerging research direction, stance detection is different from the traditional
sentiment analysis or opinion mining. The stance detection stresses the importance of
the target topic when analyzing the text. However, the sentiment orientation analysis
methods usually adopt a target-independent strategy, which may assign irrelevant
sentiment orientations to the specific target. In Table 1 for the orientation analysis task,
the fourth microblog is positive. Nevertheless, the author is implicitly against the
“two-child policy”. Therefore, the stance of this microblog is Against.

There are several critical new challenges for detecting the stance in microblogs.
Firstly, the microblog usually has a length limitation of 140 characters, which leads to
extremely sparse vectors for the learning based algorithms. On the other hand, people
are used to employing a simple sentence, or even a few words to express their attitude
towards a target. The free and informal writing styles of users also set obstacles for the
stance detection in microblogs. Secondly, the target topic may not be explicitly
included in the microblogs, such as the second microblog in Table 1. It is a tricky
situation when analyzing the relationship between the target and microblogs. Thirdly,
people may utilize negative orientation sentences to express Favor attitude towards the
target or positive orientation sentences to express Against attitude towards the target,
such as the fourth microblog in Table 1. At last, how to make full use of characteristics
of Chinese microblog to get the author’s stance towards that target is a brand new
challenge in this field.

To tackle these challenges, in this paper, we regard the stance detection in Chinese
microblogs as a classification problem. We utilize TFIDF and sentiment dictionary to
represent the microblogs as the sparse vectors and leverage SVM, Naive Bayes,
Random Forest and the ensemble classifier to detect stance in a supervised and a
semi-supervised way. The comprehensive empirical studies were conducted on
NLPCC 2016 microblog stance detection benchmark dataset task A. The experiment

Table 1. The examples of stance detection task for microblogs (translated from Chinese)

Microblogs Stance

The two-child policy is an absolutely right decision. It can optimize the
demographic structure, and increase the labor supply.

Favor

Are all of us easily arranged machines?!! Against
I don’t know whether it is right time to let every couple in China has two children.
Time will prove all.

None

I think the Family Planning Policy is better. There are so many people in China! Against
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results show that TFIDF and the voting based classifier is a more stable combination in
stance detection without unbalanced processing in most case. However, the method
based on ensemble learning and SMOTE2 unbalanced processing with sentiment word
features could achieve the best result in our experiments which slightly outperforms the
best submission result in NLPCC 2016 Evaluation Task.

The remainder of this paper is organized as follows. Section 2 is related work.
Section 3 describes our data preprocessing methods. Sections 4 and 5 introduce the
supervised way and the semi-supervised way for stance detection separately. Section 6
reports the experimental dataset and the results. Finally, Sect. 7 draws the conclusion
and outlines the future work.

2 Related Work

As an emerging research problem and a subfield of text mining, the stance detection
stresses the importance on the given target, which differs from sentiment analysis.

Thomas et al. proposed a new framework for stance detection of Congress debates
utilizing constraints based on speaker identity and on direct textual references between
statements [1]. Walker et al. first applied Max-Cut in stance classification, which
showed large performance improvements from modeling dialogic relations [2].
Recasens et al. studied the bias in Wikipedia which had implications for linguistic
theory and computational linguistics by classifying bias in reference works into two
classes, i.e. framing and epistemological [3]. Somasundaran et al. presented an unsu-
pervised approach using ICA to accomplish stance classification [4]. Murakami et al.
introduced a method for identifying the general positions of users in online debates by
using a rule-based classifier to classify the replies and using these classifiers’ results to
determine the weights of the corresponding links in the link structure of the reply
network [5]. Millen et al. pointed out the importance of supporting the participants in
discussions and demonstrated the effectiveness of their methods in one of these jams
[6]. Abbott et al. examined agreement and disagreement in quote/response pairs in
ideological and nonideological online forum discussions, and showed that it was
possible to distinguish the agreement relation with 68% accuracy [7]. Wang et al.
showed that they could use a variant of LSA to identify a parent post, given a response
post with approximately 70% accuracy [8]. Faulkner et al. investigated the problem of
detecting document-level stance in student essays by making use of two sets of features
that were supposed to represent stance-taking language [9]. Sobhani et al. extracted
arguments used in online news comments to detect stance [10]. Rajadesingan et al.
determined the stance at user-level based on the assumption that if several users
retweeted one pair of tweets about a controversial topic, it was likely that they sup-
ported the same side of a debate [11].

Most of the existing literature on stance detection are for the debates or online
conversations. It means that there are adequate context for inferring the stances of the
authors. However, for microblog stance detection task, we have to figure out the stance
of the author based only on the unique and separate microblog, which set new obstacles
for this task. In this paper, we conduct a comprehensive empirical study on microblog
stance detection using supervised and semi-supervised learning methods.
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3 Data Preprocessing

Data preprocessing for microblogs plays an important role in stance detection, which
can directly influence the quality of the detection results. In this paper, we adopt a few
microblog preprocessing methods that can pave the way for the subsequent steps of the
stance detection task. The method we adopt includes the following steps:

Handle Targets: Use regular expression matching to extract targets from microblogs.
We think that the target can be treated as disturbing factors that can adversely affect the
generation of the document matrix.

Remove Numbers: The numbers are usually without any stance information but
appear frequently. Thus, numbers are removed in order to refine the microblog content.

Remove URLs: The URLs can lead us to new webpages, but they do not carry much
information about the stance. Therefore, we remove them away to reduce the influence
to none.

Remove ‘@’ Mentions: The action to point out a specified bodies or organization in a
microblog often start with ‘@’, and what follows it is usually the name of people or
organizations. This information is always unhelpful for the stance detection of the
microblog. Hence, they are removed.

Remove Stop Words: Stop words are extremely common words but do not carry any
stance related information. Thus, they are of no use. To solve this, we manually create a
stop words list with which we decide whether to remove a word from the text.

After preprocessing of the dataset, we will use Bag of Words model and TFIDF to
convert text data into vectors. Then a good classifier can be trained to predict test data.
We will describe the algorithms that are used to predict the stance of Chinese micro-
blog in different perspectives of supervision in Sect. 4 and semi-supervision in Sect. 5
respectively in this paper.

4 Stance Detection Based on Supervised Learning

In this section, we will describe in detail how to detect the stance of each microblog
against specified target in a supervised way. After the preprocessing steps as described
in Sect. 3, we segment the sentences with an open source tool Jieba1. Afterwards we
take several actions to predict the stance using steps described below:

Utilizing BOW and Sentiment Dictionary Together to Generate Document-Word
Matrix: We adopt unigram, bigram and trigram as features and TFIDF as weighting
scheming based on Bag of Words model, and then normalize the weights with L2. With
help of sentiment dictionary, we also consider the polarity of the word, the ratio of
sentiment words, the punctuations and other features to form the vector space.

1 https://pypi.python.org/pypi/jieba/.
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Unbalanced Dataset Handle: We observe that the microblogs that are in favor of and
against a given target are usually unbalanced. In this paper, we adopt different over-
sample methods such as OverSampling, SMOTE [12], SMOTE1 [13], SMOTE2 [13],
and SMOTE + Tomeklinks [14] to balance the training dataset. Different parameters
are chosen for different targets. Moreover, we employ One-Vs-Rest (OVR) skills in this
multiple-class unbalanced training process until the number of data with different labels
is the same as each other, namely FAVOR:NONE:AGAINST = 1:1:1. This will be a
help in the following stance detection.

χ2 Feature Selection: For each feature and class, there is also a score to measure if the
feature and the class are independent to each other. We use χ2 to test it, which is a
statistic method to check if two events are independent. The larger the score is, the
higher dependency they have. At last, 32% is the most appropriate ratio we choose
through which we achieve the best macro-F values in the cross validation experiments
in supervised machine learning method.

Classification Algorithms: An appropriate classifier is extremely useful to obtain a
good stance detection result. We empirically evaluate the performance of the classifiers
such as linear SVM, Random Forest, and Naive Bayes in this task, and we also
ensemble them together through voting strategy. In fact, we have also tried KNN and
SVM with Gaussian kernel, but the results are unpromising. Figure 1 shows the final
framework of our experiment.

Using the framework in Fig. 1, we conduct extensive experiments with different
features, unbalanced data handle strategies and classifiers, and the results are shown in
the experiment section.

Training
Dataset

Preprocessing 
Dataset

Computing 
TFIDF

Extracting 
Features

Dealing
Unbalance

Selecting 
Features

Training 
Classifiers

Detecting 
Stances

OverSampler
SMOTE
SMOTE1
SMOTE2
SMOTE+Tomeklinks
No Unbalance Processing

Sentiment 
Lexicon

LinearSVC
MultinomialNB
RandomForest
Voting Classifier

Stances

Test
Dataset

Data Stream
Operation
Optional Operation

χ2

Fig. 1. The details of our supervised learning framework for stance detection

5 Stance Detection Based on Semi-supervised Learning

Semi-supervised learning has an advantage over supervised learning since it can make
full use of all the data whether they are labeled or not. When taking difficulty of data
annotation into account, we adopt the semi-supervised learning framework to update a
semi-supervised classifier to complete stance detection.
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After preprocessing steps in Sect. 3, the microblog texts are represented as vectors.
First, we create a classifier with labeled data. Then, we update the classifier trained
from the first step through self-training. Finally, we predict the stance for test data. The
detail of this scheme is shown in Fig. 2.

In self-training step, firstly we select a number of unlabeled data and put them into
classifier to get predicted results. Secondly, we select half number of predicted results
with higher probability, and combine them with the original labeled data as the new
training dataset. Thirdly, we leverage the combined dataset to train a new classifier.
Finally, we update the classifier using this self-training method again and again until
there exists no unlabeled data.

During self-training, we use arithmetic progression as the method to select the
number of unlabeled data for training this semi-supervised classifier. Moreover, in the
paper the common difference of the arithmetic progression is set to be 10. It should be
emphasized that the way of using arithmetic progression as the strategy to select
unlabeled dataset in self-training can have a good effect on a large number of dataset in
semi-supervision. Arithmetic progression can raise the number of unlabeled data in
training set in a constant speed, which not only helps make full use of unlabeled data,
but also greatly reduce time wasted in the semi-supervision compared with those
dataset selected methods that increase too fast. Algorithm 1 illustrates the self-training
progress in detail.

Training Dataset
(Labeled)

Training
Classifiers
(as Fig.1)

LinearSVC
MultinomialNB
RandomForest
Voting Classifier

Training Dataset
(Unlabeled)

Self-
Training
Classifier

Better 
ClassifiersStances Test

Dataset

Fig. 2. The details of our proposed framework in a semi-supervised way

Algorithm 1. Semi-supervised Stance Detection Algorithm
Input: Labeled data D1, Unlabeled data D2, Test file T;
Output: Stance label of test data S; 
Description:

1. Form labeled data vectors V1 and unlabeled data V2 using TFIDF and sentiment
dictionary. 

2. Learn a classifier clf0 using V1.  
3. Select a few unlabeled data with the size of K, where K is defined as an arithmetic 

progression with common difference equaling k (in this paper, we assume k=10). Put into 
clf0 to get stance label SK={s1, s2, ..., sK}( si is the label of ith unlabeled data)

4. Select top m stance labels with larger probabilistic and its corresponding vectors in 
V2 (in this paper, m is equal to half of K), combine V1 and top m selected data, and then 
remove that top m data which are added to V1 away from V2.

5. Loop (2)(3)(4) for N times until there exists less unlabeled data than K. Then predict 
labels of those data, and add all of them to labeled data. Train classifier clf using V1. 

6. Input test dataset to classifier clf and get S of these data. Output S.
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Note that in the final unlabeled data selection, it is very likely that the remaining
size of unlabeled data is not as big as the one we expected. Thus, we give up the above
strategy and select all the unlabeled data to update the classifier.

As normal, we consider the different unbalanced data processing methods, feature
selection and classifiers the same as what we do in supervised learning. We also
consider the sentiment dictionary to improve the performance. Note that different
classifier could not give a uniform label probability. Therefore, to ensemble several
classifier, during the unlabeled data selection process, we randomly select higher
probabilistic results instead of comparing the output of different classifiers.

6 Experiments and Results

6.1 Experiment Dataset

We conduct our experiments with the dataset of NLPCC 2016 Evaluation Task 4A -
Stance Detection in Chinese Microblogs2. In this task, the training dataset contains
3,000 microblog sentences, and the testing dataset contains 1,000 microblog sentences.
In the training set, each microblog contains three basic stance labels, i.e. Against, None
and Favor. In training set, some microblogs are labeled Unknown. Moreover, both the
training set as well as the test set contains five targets, and the number of microblogs
towards each targets are equal to each other. Table 2 shows the statistics information of
the datasets.

As described, we take the labeled dataset Task A as training set both in supervised
learning and in semi-supervised learning. It is unusual that there are 14 microblogs in
Task A with no labels. We pick up these 14 microblogs and add them into Task R for
the self-training process.

The metric for evaluating the classifiers is shown below.

Favg ¼ Ffavor þFagainst

2
ð1Þ

Table 2. The statics of microblogs in the datasets

Dataset Usage Learning method Target Size Label Size/target

Task A Training set Supervised
semi-supervised

T1-T5 3000 Labeled 600

Task R Training set Semi-supervised T1-T5 3000 Unlabeled 600
Test Test set Supervised

semi-supervised
T1-T5 1000 Labeled 200

2 http://tcci.ccf.org.cn/conference/2016/pages/page05_evadata.html.
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where Ffavor and Fagainst are calculated as:

Ffavor ¼ 2PfavorRfavor

Pfavor þRfavor
ð2Þ

Ffavor ¼ 2PagainstRagainst

Pagainst þRagainst
ð3Þ

6.2 Experiment Results Based on Supervised Learning

After extensive empirical study, we get the experiment results as shown in Table 3. We
compare different classifier using Favg that is the macro-average of F-score (Favor) and
F-score (Against) which are used as the standard evaluation metric for NLPCC 2016
Evaluation Task.

Note that we do not disregard the “None” class. Because falsely labeled “None”
class as “Favor” or “Against” may affect the value of precision and recall which may
affect Favg. Table 3 shows the details of our experiment results.

In Table 3, T-FS-LC means that we utilize TFIDF to calculate the word weights in
the vectors, the feature selection based on χ2 is conducted, and the Linear SVM

Table 3. Microblog stance classification results on the dataset. -T is TFIDF. -SD refers to
sentiment dictionary. -FS represents Feature Selection. -LC means Linear SVM classifier. -NBC
is Naive Bayes classifier. -RFC is Random Forest classifier. -VoC is Voting Classifier. -
SMOTE + TLinks represents SMOTE + Tomeklinks.

Experiment settings Over-
sampling

SMOTE SMOTE1 SMOTE2 SMOTE+
TLinks

No unbalanced
processing

T-LC 0.6693 0.6676 0.6713 0.6712 0.6694 0.6705
T-NBC 0.6715 0.6707 0.6793 0.6842 0.6748 0.7001
T-RFC 0.6624 0.6653 0.6679 0.6703 0.6628 0.6689
T-VoC 0.6802 0.6813 0.6855 0.6924 0.7012 0.7003
T-FS-LC 0.6791 0.6756 0.6728 0.6796 0.6737 0.6637
T-FS-NBC 0.6694 0.6589 0.6718 0.6849 0.6599 0.6886
T-FS-RFC 0.6578 0.6622 0.6646 0.6674 0.6636 0.6673
T-FS-VoC 0.6837 0.6726 0.6802 0.6811 0.6752 0.6972
T-SD-LC 0.6782 0.6463 0.6694 0.6633 0.6582 0.6653
T-SD-NBC 0.5946 0.5598 0.5711 0.5987 0.5853 0.5273
T-SD-RFC 0.6784 0.6751 0.6824 0.6816 0.6777 0.6707
T-SD-VoC 0.6877 0.6599 0.6936 0.7123 0.6980 0.6940
T-SD-FS-LC 0.6548 0.6663 0.6659 0.6493 0.6527 0.6653
T-SD-FS-NBC 0.6358 0.6166 0.6208 0.6313 0.6259 0.5992
T-SD-FS-RFC 0.6737 0.6609 0.6794 0.6843 0.6782 0.6812
T-SD-FS-VoC 0.6857 0.6826 0.6792 0.6893 0.6808 0.6855
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classifier is used. Similarly, T-SD-FS-VoC means that the sentiment dictionary is
leveraged to enrich feature set, the TFIDF and feature selection methods are used, and
the ensemble method based on voting strategy are chosen for the classifier. We also
compare the best performance achieved in this paper with the 1st place team and our
result in the NLPCC competition, as shown in Fig. 3.

First, let us analyze the role of sentiment dictionary in the experiments. From Fig. 3
and Table 3, we observe that the best performance T-SD-VoC is achieved when using

0.604 

0.6563 

0.7106 

0.7123 

0.52 0.57 0.62 0.67 0.72 

NLPCC-AVG

NEUDM 

RUC_MMC

T-SD-VoC

Favg

Fig. 3. The comparison of the results with Favg. T-SD-VoC is the combination through which
we get the best Favg in this paper. RUC_MMC is the Favg of the first place team in NLPCC 2016
evaluation task. NEUDM is our team score in NLPCC2016 evaluation task. NLPCC-AVG is the
Favg average of all teams participated in NLPCC 2016 evaluation task.

0.5 

0.55 

0.6 

0.65 

0.7 

0.75 
OS SMOTE SMOTE1 SMOTE2 SMOTET No processing

Fig. 4. The comparison of Favg between several unbalanced processing. -T is TFIDF. -SD refers
to sentiment dictionary. -FS represents Feature Selection. -LC means Linear SVM classifier. -
NBC is Naive Bayes Classifier. -RFC is Random Forest Classifier. -VoC is Voting Classifier. -
OS represents OverSampler. -SMOTET represents SMOTE + Tomeklinks. -No processing
means taking no action in unbalance processing.
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ensemble classifier with sentiment dictionary as features. T-SD-VoC slightly outper-
forms the best submission result RUB_MMC in NLPCC 2016 Evaluation Task.
However, adding sentiment dictionary as features does not necessarily mean improving
the performances. The F-scores with dictionary suffer from extreme instability. We
argue the reason of this phenomenon is that some microblogs do not contain sentiment
words or the orientation of the word is opposite to the stance of the author.

Then, we compare different unbalanced data processing methods in Fig. 4. We
observe that in half of the result groups, the methods without unbalanced data pro-
cessing perform better. Although in real world situation, the numbers of people who is
in favor of and against a given target are usually quite different. In the NLPCC eval-
uation dataset, the numbers of microblogs in Favor and Against classes are almost
equal. Therefore, we could not achieve the improvements in most cases as we expected
using unbalanced processing methods.

Based on Table 3, we also conclude that feature selection method could help us to
get better F-scores when using words in dictionary as additional features. Thus, we
argue that sentiment dictionary brings us lots of useless features for stance detection
task and feature selection can alleviate this embarrassing situation.

Fig. 5. The comparison of Favg between different classifiers. -T is TFIDF. -SD refers to
sentiment dictionary. -FS represents Feature Selection. -LC means Linear SVM classifier. -NBC
is Naive Bayes Classifier. -RFC is Random Forest Classifier. -VoC is Voting Classifier. -OS
represents OverSampler. -SMOTET represents SMOTE + Tomeklinks. -No processing means
taking no action in unbalance processing.
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Finally, we compare different classifiers for stance detection as shown in Fig. 5. It
is clear that the ensemble method based on voting strategy could achieve the best
performance in all the result groups.

6.3 Experiment Results Based on Semi-supervised Learning

Furthermore, we conduct extensive the experiment based on semi-supervised machine
learning methods as described in Sect. 5. The results are shown in Table 4.

Compared with Table 3, we can easily get that the F-scores in Table 4 are generally
smaller. We think this is because the multiple iteration of the self-training process
which depends heavily on the inaccurate results predicted by the classifiers. What
makes things worse is the instability of the classifiers, which works badly in the
supervised learning. This also explains why the ensemble classifier performs so badly
in the semi-supervised learning.

Moreover, from Table 4 we can conclude that Naïve Bayes and the ensemble
classifier suffer more from the inaccurate results and the instability of the classifiers.
Although the ensemble classifier is affected by Naïve Bayes, which is an instability
classifier, the performance shouldn’t be so bad. We think it is because we randomly
selected unlabeled dataset to combine with labeled data to update semi-classifier in
self-training step instead of through comparing. This inversely proves it is a good idea
that selecting a number of results with higher probability to update classifier in
semi-supervised learning.

Table 4. Microblog stance classification results on the dataset. -T is TFIDF. -SD refers to
sentiment dictionary. -FS represents Feature Selection. -LC means Linear SVM classifier. -NBC
is Naive Bayes classifier. -RFC is Random Forest classifier. -VoC is Voting Classifier.-
SMOTE + Tlinks represents SMOTE + Tomeklinks.

Experiment settings Over-
sampling

SMOTE SMOTE1 SMOTE2 SMOTE+
TLinks

No unbalanced
processing

T-LC 0.6525 0.6509 0.6501 0.6534 0.6536 0.6627
T-NBC 0.4921 0.4899 0.4282 0.4966 0.5028 0.4194
T-RFC 0.6232 0.5927 0.6591 0.6017 0.6212 0.6096

T-VoC 0.3815 0.3824 0.3869 0.3947 0.3778 0.3614
T-FS-LC 0.6457 0.6514 0.6521 0.6510 0.6547 0.6524
T-FS-NBC 0.5015 0.516 0.4910 0.4603 0.4566 0.4147

T-FS-RFC 0.6360 0.6117 0.5987 0.6231 0.6333 0.6096
T-FS-VoC 0.3768 0.3596 0.3681 0.3648 0.3622 0.3655

T-SD-LC 0.5752 0.631 0.6502 0.6606 0.644 0.6341
T-SD-NBC 0.3284 0.3363 0.3284 0.3284 0 0.3284
T-SD-RFC 0.6274 0.6196 0.6044 0.6062 0.6028 0.6121

T-SD-VoC 0.3284 0.3284 0.3284 0.3284 0.3284 0.3284
T-SD-FS-LC 0.6447 0.4988 0.4931 0.6489 0.6205 0.6231

T-SD-FS-NBC 0.334 0.334 0.3366 0.337 0.3368 0.334
T-SD-FS-RFC 0.6133 0.6356 0.6169 0.6065 0.5839 0.6346
T-SD-FS-VoC 0.337 0.3342 0.331 0.3314 0.3314 0.3314
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7 Conclusions and Future Work

In this paper, we detect the stances in microblogs based on supervised and
semi-supervised learning methods respectively. The comprehensive empirical experi-
ments are conducted on NLPCC 2016 Stance Detection Evaluation Task dataset. In this
paper, we regard the stance detection in Chinese microblogs as a classification problem.
We utilize TFIDF and sentiment dictionary to represent the microblogs as the sparse
vectors and leverage SVM, Naive Bayes, Random Forest and the ensemble classifier to
detect the stance in a supervised and a semi-supervised way. In semi-supervised
learning, we introduce self-training where we take arithmetic progression as the method
to select the number of unlabeled data to update this semi-supervised classifier.

Based on the experiment results, we observe that TFIDF and ensemble classifier are
good combination for stance detection task. Taking arithmetic progression as a strategy
for selecting unlabeled data in self-learning will make worse results due to multiple
iteration in unstable and inaccurate predicted results, though this strategy could work in
a time saving way.

For the future work, we are interested in using word2vec and other deep learning
algorithms to further improve the performance of stance detection in Chinese
microblog.

Acknowledgements. The work is supported by National Natural Science Foundation of China
(61370074, 61402091), the Fundamental Research Funds for the Central Universities of China
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Abstract. Large corpus-based embedding methods have received
increasing attention for their flexibility and effectiveness in many NLP
tasks including Word Similarity (WS). However, these approaches rely
on high-quality corpora and neglect the human’s intelligence contained
in semantic resources such as Tongyici Cilin and Hownet. This paper
proposes a novel framework for measuring the Chinese word similar-
ity by combining word embedding and Tongyici Cilin. We also utilize
retrieval techniques to extend the contexts of word pairs and calculate
the similarity scores to weakly supervise the selection of a better result.
In the Chinese Lexical Similarity Computation (CLSC) shared task, we
rank No. 2 with the result of 0.457/0.455 of Spearman/Pearson rank
correlation coefficient. After the submission, we boost the embedding
model by merging an English model into the Chinese one and learning
the co-occurrence sequence via LSTM networks. Our final results are
0.541/0.514, which outperform the state-of-the-art performance to the
best of our knowledge.

Keywords: Chinese word similarity · Word embedding · Semantic
lexicon · LSTM networks

1 Introduction

Word similarity is a task of measuring the lexical similarity degree between word
pairs, which has attracted much attention as a fundamental research in many
NLP tasks. To date, numerous approaches have been proposed for computing
lexical similarity, which can be briefly categorized into thesaurus-based methods
[1], traditional corpus-based methods [2] and corpus-based embedding methods
[3–6].

Typically, thesaurus-based strategies mainly rely on manual semantic
resources and define the degree of similarities based on the distance between
c© Springer International Publishing AG 2016
C.-Y. Lin et al. (Eds.): NLPCC-ICCPOL 2016, LNAI 10102, pp. 766–777, 2016.
DOI: 10.1007/978-3-319-50496-4 69
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the two items in the structural semantic thesaurus, including Tongyici Cilin
[1,7], Hownet [8,9] and Wordnet [10,11]. These semantic measures, while inter-
pretable and effective, have the disadvantage that the computation only affects
the pairs when both members are presented in the lexicons. Therefore, corpus-
based methods tend to be more attractive to predict unknown words, especially
the hot embedding approaches, such as skip-gram model [3–5] and GloVe model
[6], which use the degree of replaceability between words to measure the simi-
larity and prevent the learning process from Data Sparsity problem in the tra-
ditional corpus-based means.

However, limited to the distributional hypothesis, which assumes that sim-
ilar words occur in similar context [12], basic embedding methods generally
have three drawbacks in nature. Firstly, they can hardly distinguish seman-
tic similarity from conceptual association [13]. For instance, the words in the
pair ( /disability, /death, score = 2.8) may be regarded as similar by
mistake because they can both occur in the X position of contexts like “An
illness resulted in his X”. Second, solely embedding technique cannot capture
the differences between synonyms and antonyms [22]. For example, the words
in ( /positive, /negative, score = 4.1) have a cosine similarity of approxi-
mately 0.76 in the pre-train word2vec model released by Mikolov et al. [3]. At last,
context-dependent embedding methods are unable to differentiate distinct senses
of a word [14]. One example of polysemy phenomenon is the pair ( /baggage;
jokes in the crosstalk, /joke, score = 2.6). To be specific, if the word “ ”
is assigned as the most direct meaning of “baggage”, the two words are most
probably unsimilar, but the other meaning “jokes in the crosstalk” draws the
distance closer. In addition, for Chinese language, the challenge is also due to the
lack of contexts for the single-character word in such pair as ( /face; noddles,

/head, score = 4.7), because it is a rare utterance in general texts. Therefore,
the drawbacks arouse people’s recent interest in integrating lexicons into word
embeddings to capture multiple semantics [15–19,23].

In this paper, we present a framework that combines word embedding and
semantic lexicon for Chinese word similarity computation by simple but mean-
ingful linear combination, which initially comes from the basic question that how
does a person evaluate the similarity between a pair of words: He may search
words in his knowledge base and compute a similarity score based on the dis-
tance between the two lexical items. Simultaneously, he will retrieve the words
in search engines to find out the sentences containing these words and then esti-
mate the score via the similarity of the contexts. At last, he may give the final
result after balancing the previous two results. To demonstrate the performance,
we participated in the Chinese Lexical Similarity Computation (CLSC) shared
task [20], which provides a benchmark dataset to evaluate and compare different
lexical similarity methods.

2 Methodology

Figure 1 briefly illustrates the general architecture of our Chinese word similarity
computation system.
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Fig. 1. The general architecture of Chinese word similarity computation

2.1 Similarity Computation Based on Tongyici Cilin

The Cilin model utilized in this paper is developed from the algorithm proposed
in reference [1], which fully exploits the coding and structure information to
estimate both similarity and relevance between the words.

The cilin dictionary is organized by a 5-layer hierarchical structure. Cor-
respondingly, it supplies 5-layer patterns to generate coding for a group of
words, which are joined by relationships like “synonym” or “relevance”. For
instance, the words in the pair ( /the Forbidden City, /the Imperial
Palace, score = 10) are coded in the items “Bn23A03# ”
and “Bn23A02# ” respectively. Figure 2 shows the two
example words represented in cilin’s hierarchical structure.

Given two words wa and wb, let set Ca = {c1a, c2a, . . . , cA
a } and Cb =

{c1b , c
2
b , . . . , c

B
b } be concepts of wa and wb respectively. Set Λ = {λ1, λ2 . . . , λ6}

= {0.65, 0.8, 0.9, 0.96, 0.5, 0.1} denotes the parameters in the computation.
The similarity between wa and wb can be computed as maximum value of every
“sense” in set Ca and Cb respectively, which is denoted as:

Fig. 2. The words “ ” and “ ” in the 5-layer hierarchical structure
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SIMcilin(wa, wb) = max
1�i�A;1�j�B

{sim(ci
a, cj

b)} (1)

where function sim(ci
a, cj

b) defines the concept similarity between sense ci
a and

cj
b as:

sim(ci
a, cj

b) =

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

1.0, if code(ci
a) = code(cj

b) & end with “ = ”
λ5, elif code(ci

a) = code(cj
b) & end with “#”

λ6, elif ci
a, cj

b not in the same tree

λl−1 × cos(nl−1 × π
180 ) × (nl−1−k+1

nl−1
), else

(2)

where l = 2, 3, 4, 5 and it represents the number of layer in a hierarchical tree,
nl−1 denotes the number of nodes in the branch layer l, k is the distance between
two branches.

SIMcilin is represented as a real number in domain [0,1]. Therefore, we
transform original domain [0,1] into [1,10] via a simple linear function f(x) =
9x + 1.

2.2 Similarity Computation Based on Embedding Vectors

We introduce a general approach for improving word embeddings by weakly
supervising the learning process with the weak similarity score (WSS), which
is generated from some similarity-related retrieval statistics and linguistic fea-
tures. We begin with reviewing the basic skip-gram model and then present our
boosting method.

The Skip-Gram Model. The skip-gram model is a learning framework to learn
continuous word vectors from text corpora [3,4]. It maps each word in the vocab-
ulary into a continuous vector space by the method of looking up the embedding
matrix W (1). W (1) is learned through maximizing the prediction probability of
its neighbouring words within a context window, and the prediction probability
is calculated using another embedding matrix W (2). For a sequence of train-
ing data: w1, w2, . . . , wN , this model aims at maximizing the following objective
function:

Q =
1
N

N∑
n=1

∑
−c≤j≤c,j �=0

log p(wn+j |wn) (3)

where N represents the number of words, c is the size of context windows, wn

denotes the input central word and wn+j stands for its neighbouring word and
the conditional probability p(wn+j |wn) is defined as:

p(wn+j |wn) =
exp(w(2)

n+j · w(1)
t )∑V

k=1 exp(w(2)
k · w(1)

t )
(4)

where w(1)
n and w(2)

k denote row vectors in matrices W (1) and W (2), correspond-
ing to word wn and wk respectively.
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Our Improved Model. The basic unsupervised skip-gram model can produce
impressive results depending on the large contexts corpora. However, unsuper-
vised learning may not be suitable for the task of interest as Yu and Dredze
[21] stated. Therefore, they incorporate prior knowledge by supervised learning.
But supervised learning highly relies on tagged resources. To avoid this limita-
tion, we use weak supervising method in this paper, by which the automatically
computed WSS can reflect the similarity between the word pair to some degree
with the hypothesis – Not only the contexts of the words, but also similarity-
related retrieval statistics and linguistic features can reflect the degree of the
word similarity. So far, our objective function can be denoted as:

J = max
1�iter�I

{Φiter(
−−−→
Spred,

−−→
Swss)} (5)

where
−−−→
Spred is the sequence of prediction similarity scores of the word pairs,

−−→
Swss

is the sequence of WSS scores, Φ is a task specific function like Spearman or
Pearson index detailed in Sect. 4.1, and I is the maximum number of iterations.
In each iteration, a new W2V model is trained and evaluated by the function J .
And the model with highest performance is selected to be used in the merging
stage.

As cosine similarity, which is used to measure the similarity degree in W2V,
between vectors ranges from −1 to 1, we transform original domain [0, 1] into
[1, 10] via a simple function g(x) as:

g(x) =
{

1, x � 0
9x + 1, x > 0 (6)

Computation of WSS. We use 4 kinds of web features [24], including
web-jaccard, web-overlap, web-dice, web-pmi and 3 kinds of linguistic fea-
tures, pinyin-similarity, sequence-similarity and pattern-similarity to compute
the value of WSS.

We use the notation P and Q to denote the 2 words in a word pair, H(P ) to
denote the result counts for the query P in a search engine, P ∩Q to denote the
conjunction query P and Q. The retrieval statistics web-jaccard, web-overlap,
web-dice and web-pmi can be defined as Eqs. 7–10:

web − jaccard(P ∩ Q) =

{
0, H(P ∩ Q) < c

H(P∩Q)
H(P )+H(Q)−H(P∩Q) , H(P ∩ Q) ≥ c

(7)

web − overlap(P ∩ Q) =

{
0, H(P ∩ Q) < c

H(P∩Q)
min(H(P ),H(Q) , H(P ∩ Q) ≥ c

(8)

web − dice(P ∩ Q) =

{
0, 2H(P ∩ Q) < c

H(P∩Q)
H(P )+H(Q) , H(P ∩ Q) ≥ c

(9)
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web − pmi(P ∩ Q) =

⎧⎨
⎩

0, H(P ∩ Q) < c

log(
H(P∩Q)

N
H(p)
N

H(Q)
N

, H(P ∩ Q) ≥ c
(10)

where N stands for the number of documents indexed by the search engine. In
the present work, we set N = 1016.

Pinyin similarity is a feature which measures the similarity between Pinyin
representations of 2 words, and it is defined as:

Spy =
2nps

Lpp + Lpq
(11)

where nps stands for the count of same character combinations in the rep-
resentations of P and Q in Pinyin. Lpp and Lpq denote the length of the 2
Pinyin sequence. For example, the Pinyin representations of Chinese words
( , score = 7.3) are (bi xu, bi xu), so the pinyin similarity between them
is (2 ∗ 2)/(2 + 2) = 1.0, which infers a high similarity in terms of pronunciation.

Sequence-similarity is a feature which measures the similarity between 2 Chi-
nese words in the inspect of Chinese character sequences, and it is defined as:

Ss =
2nsa

Lp + Lq
(12)

where nsa stands for the count of same Chinese character at the same relative
position in P and Q. Lp and Lq denote the length of the 2 words. For instance, the
sequence similarity between “ ” and “ ” is (2 ∗ 3)/(3 + 4) = 0.857.

Pattern-similarity is a feature which measures the similarity between 2
Chinese words in the aspect of similar Chinese characters, and it is defined
as:

Spa =
2nsi

Lp + Lq
(13)

where nsi stands for the count of similar Chinese character in P and Q. Similar
characters are judged by a similar-characters-dictionary. Lp and Lq denote the
length of the 2 words. Taking the words “ ” and “ ” as an example,
the Chinese character “ ” and “ ” are similar to each other, so the pattern
similarity is (2 ∗ 2)/(2 + 2) = 1.0, which indicates a high similarity from the
perspective of word types.

As all the 7 features range in domain [0, 1], we map each of them into [1, 10]
and compute their weighted average as the weak similarity score.

2.3 Combination Strategies

We utilize 6 strategies to merge the best results of Cilin and W2V model for
the submission to CLSC task. For each similarity score in the two results, we
calculate a merged score according to the merging strategy. We use the notation
Sc and Sv to denote the scores in the two results respectively, and Sm to denote
the merged score. The 6 merging strategies are defined as:



772 J. Pei et al.

– Max:
Sm = max{Sc, Sv} (14)

– Min:
Sm = min{Sc, Sv} (15)

– Replace 1:

Sm =

{
Sc, Sc �= 1
Sv, Sc = 1

(16)

– Replace 1 and 10:

Sm =

{
Sc, Sc �= 1, Sc �= 10
Sv, Sc = 1 or Sc = 10

(17)

– Arithmetic Mean:
Sm =

Sc + Sv

2
(18)

– Geometric Mean:
Sm =

√
Sc ∗ Sv (19)

2.4 A-Posteriori Improvements

Boosting Embedding Model by Machine Translation. The pre-train
word2vec model, which is trained on part of Google News dataset with 300-
dimensional vectors for 3 million words and phrases, is adopted to improve our
W2V model. Firstly, the Chinese words are translated into English words or
phrases via Google Translation. Then, spelling checking and length filtering are
utilized to guarantee the correctness of the translated texts. Finally, the embed-
ding vectors of the remaining translated words, which are searched in the English
model, are adopted to replace the corresponding vectors in the Chinese model.

Refitting by Sequence Learning via LSTM Networks. In the previous
work, we train the W2V model with the paragraphs where the words occur.
However, the contexts where the pair of words co-occur may reflect their rela-
tionship as well. For instance, the pair of words ( , score = 8.1) occur in
the coordinate structure of texts like “ ” are more likely
to be comparable. To refit W2V model based on this association, Long Short
Term Memory (LSTM) networks are employed to perform similarity analysis for
sentences that target words co-occurrence. For each sample sequence, the vector
of each word is jointed by a 300-dimension word vector and a 300-dimension
distance vector, which represents the distance between the current word and the
2 target words, the input tag is the round number of the word-pair’s similar-
ity and the final similarity score is the mathematical expectation of all probable
prediction scores by the LSTM model.
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3 Experiment Settings

3.1 Data Set

The proposed approach is evaluated on the dataset released by NLPCC-ICCPOL
2016 CLSC shared task [20]. The dataset contains 40 sample data and 500 test
word pairs with their similarity scores, which are properly balanced in terms of
the different factors including Domain, Frequency, POS Tags, Word length and
Senses. The similarity score between the two words ranges from 1 to 10, and the
higher the score is, the more similar the 2 words are.

3.2 Evaluation

The performance in our experiments is evaluated by the Spearman (ρ) and Pear-
son (r) rank correlation coefficient, which are widely used to test the consistency
between automatic predicting results and the golden human labelled data. The
Spearman correlation coefficient (ρ) is defined as:

ρ = 1 − 6
∑n

i=1(RXi − RY i)2

n(n2 − 1)
(20)

where RXi
and RYi

are the standard deviations of the rank variables, which are
converted from the raw scores Xi and Yi, and n is the size of observations.

The Pearson correlation coefficient (r) is shown as:

r =
∑n

i=1(Xi − X̄)(Yi − Ȳ )√∑n
i=1(Xi − X̄)2

√∑n
i=1(Yi − Ȳ )2

(21)

where Xi and Yi are the raw score, X̄ and Ȳ are the mean value respectively,
and n is the number of sample data.

In our experiment, we regard the Spearman ρ as the main index and the
Pearson r as the second important index for evaluation. Limitation of space, all
the resource utilized in this paper are listed at https://github.com/JiahuanPei/
NLPCC-2016-CLSC.

4 Results and Analysis

4.1 Results of Submission

Table 1 shows the results of W2V models trained with 8 groups of different
corpora, where ρ represents the Spearman ρ between the result and the golden
score, and ρ′ denotes that between the result and WSS, which is the main index
used for weak supervision; r is the Pearson r between the result and the golden
score, and r′ stands for that between the result and WSS. For each W2V result,
we train the W2V model under the weak supervision of WSS and choose the
best one within 50 iterations.

https://github.com/JiahuanPei/NLPCC-2016-CLSC
https://github.com/JiahuanPei/NLPCC-2016-CLSC
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Table 1. Results of W2V models based on different corpora

No. Corpora ρ r ρ′ r′

1 Xieso (62M) 0.205 0.203 0.249 0.230

2 Datatang (199M) 0.267 0.272 0.337 0.343

3 News (381M) 0.311 0.305 0.317 0.277

4 News + Xieso 0.311 0.311 0.359 0.310

5 Wiki (1.1G) 0.211 0.213 0.324 0.343

6 News + Xieso + Wiki 0.178 0.197 0.221 0.220

7 News + Xieso + Datatang 0.174 0.190 0.211 0.207

8 News + Xieso + DataTang+ Wiki 0.214 0.239 0.314 0.308

As is shown in Table 1, both quantity and quality of corpora have a significant
effect on performance of W2V model. Comparing the results No. 1–4 of corpora
with different scale, we can see that larger quantity of corpora may enrich more
contexts to improve the performance. To be specific, No. 4 achieves a ρ value of
0.311 and r value of 0.311, which performs 0.106 and 0.108 higher than No. 1.
However, the larger scale does not absolutely mean the higher performance (See
No. 5–8), we infer that the quality of the corpora leads to these phenomena.
Specifically, there are some paragraphs offending against the rules of grammar
in the Datatang and Wiki corpus. Finally, the approach No. 4 is selected as the
best W2V model in this step.

Table 2 shows the comparison between the original and weakly supervised
W2V models. The original model could be any W2V model which is generated
randomly at one iteration. The weakly supervised model is the best one in all
50 iterations, which also illustrated in Table 1.

Table 2. Comparison between the original and weakly supervised W2V models

No. Strategy ρ r ρ′ r′

1 Original W2V 0.296 0.241 0.330 0.262

2 Weakly supervised W2V 0.311 0.311 0.359 0.310

Table 3 shows the results of 6 merging strategies, where the symbols ρ, ρ′, r,
r′ share the same meanings with those of Table 1. According to Table 3, different
merging strategies can greatly affect the final result. Given No. 5 achieves the
best ρ′ value of 0.335 and r′ value of 0.306, which outperforms other results
by weak supervision, No. 5 is selected with the 0.457/0.455 value of ρ and r.
Although the results No. 4 and No. 6 perform better than No. 5 in terms of ρ
and r, the results No. 1–3 can be remarkably differentiated from the results No.
4–6, which indicates that the weak supervision method can distinguish the good
results from the bad ones.
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Table 3. Merging results based on 6 strategies

No. Strategy ρ r ρ′ r′

1 Replace 1 and 10 0.104 0.090 0.096 0.074

2 Replace 1 0.457 0.446 0.258 0.223

3 Min 0.301 0.314 0.288 0.296

4 Max 0.469 0.464 0.290 0.254

5 Arithmetic mean 0.457 0.455 0.335 0.306

6 Geometric mean 0.478 0.468 0.326 0.285

Table 4 shows the comparison between the 2 single models and the best merg-
ing model. The result No. 3 achieves the 0.457/0.455 value of ρ/r, which performs
0.146 (47%) and 0.144 (46%) higher than No. 2. It illustrates the effectiveness
of the merging approaches and is submitted as our final result to CLSC task.

Table 4. Comparison between single and merging models

No. Strategy ρ r

1 Cilin 0.405 0.393

2 W2V 0.311 0.311

3 Cilin + W2V 0.457 0.455

4.2 Result of Improvement

Table 5 indicates the effectiveness of machine translation and sequence learning
via LSTMs network, where the result of the best merging model is regarded as
the baseline. Specifically, the result No. 3 achieves the 0.541/0.514 value of ρ/r,
which performs 0.146 (47%) and 0.144 (46%) higher than baseline.

Table 5. Result of improvement by translation and LSTM networks

No. Strategy ρ r

1 Baseline 0.457 0.455

2 Baseline + Translation 0.531 0.476

3 Baseline + Translation+ LSTM 0.541 0.514
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5 Conclusion

This paper proposes a novel framework for the CLSC task. In the final frame-
work, our boosting tricks are as follows: (1) Utilizing Tongyici Cilin to compute
the dictionary-based similarity scores and extend the corpora for corpus-based
word embedding. (2) Using semantic similarity scores generated from retrieval
statics and manual features to weakly supervise the model selection process. (3)
Leveraging translation technique to improve the Chinese embedding model with
an English model, which also reduce the effect of contexts shortage for Chinese
single-character word. (4) Adopting similarity calculated by retrieval information
to weakly supervise the skip-gram model. (5) Applying LSTM networks to build
language model for the words co-occurrence sentences and return the embed-
ding vectors in this process. The experiments on the CLSC shared task have
demonstrated the effectiveness of our approach: we rank No. 2 with the result of
0.457/0.455 of Spearman ρ/Pearson r by merging the result of Cilin model and
W2V model, where the W2V model is weakly supervised using scores generated
from retrieval information and manual features. In our posteriori improvements
after the submission, we strengthen the W2V model by merging an English
model and refitting the word vectors through LSTM networks. Finally, we get
a final result of 0.541/0.514 of Spearman ρ/Pearson r, which outperforms the
state-of-the-art performance to the best of our knowledge.
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Abstract. Challenges exist in the field of sports news generation automatically
from webcast that (1) finding hot events and sentences accurately; (2) organizing
the selected sentences with highly readability. This paper proposes a framework
to generate sports news automatically. First, to obtain accurate hot events and
sentences, we design a neural network to predict the probabilities that each
statement in live webcast script appears in the writing news, where the inputs of
the neural network are weighed word vectors obtained from football keywords
dictionary, and the outputs the similarity of statements in training live webcast
script and sentences in training news. In this way, the “good” sentences selected
from webcast contribute to the semi-finished sport news. To make the generated
news to be possibly similar to human writing, we adopt idioms often appeared in
football game to describe or summarize the games’ development or turns
between the selected sentences, and come into being the final sport news. The
proposed framework are validated on the training and test data set proved by
“Sports News Generation from Live Webcast scripts” task of NLPCC 2016, the
experiments show that the proposed method present good performance.

Keywords: Football news generation � Neural network � Live webcast script

1 Introduction

Football news always are written by football news journalist after the game. So it is
necessary for a journalist to record the key events happened in the match. However, it
is inefficient to spend time on writing the report after the game. How to write and
publish football news immediately became a challenge for journalist and media web-
site. Fortunately, many Chinese media provides football game live webcast script on
the websites. It is possible to generate a football news by using the live webcast script
and automatic summary technique.

© Springer International Publishing AG 2016
C.-Y. Lin et al. (Eds.): NLPCC-ICCPOL 2016, LNAI 10102, pp. 778–789, 2016.
DOI: 10.1007/978-3-319-50496-4_70



To generate a Chinese football news automatically, two problems should be solved:
(1) extract appropriate information from the live webcast script and (2) improve the
readability of the generated news. To solve the first problem, we applied keyword
weight to evaluate the important of the sentences in the script, because a particular
football game can be described through some important sentences. Furthermore, a
football related keywords dictionary and a neural network are established to improve
the performance of the information extraction. As for the second problem, we intro-
duced a correlation sentence detection method to improve the description of the
football news. Besides that, several event recognition methods and preinstall templates
are designed to enhance the readability of the whole football news.

According to the experiment part and conclusion part in this paper, our system
obtains quite well results in ROUGE evaluation and artificial scoring. Our system can
be applied to generate Chinese football news from live webcast scripts. Due to the
improvement we made, the generated news is able to descript the football game cor-
rectly and vividly. With the help of our system, journalists will be liberated from the
repeated and heavy works.

2 Related Work

Recently years, news generation and automatic writing havemade good progress in fields
such as economy, finance, opening speech and so on [1, 2]. For example, Dixon
implemented a financial news generation system which generates financial news auto-
matically. Automated Insights, an American company, writes prose narrative of 150–300
words automatically according to the data of Zacks Investment Research [3]. A group
from Capital Normal University implemented automatic writing of opening speech by
their Chinese intelligent authoring system. The mentioned systems reflected the latest
research progress of news generation and automatic writing. However, sports news
generation is still a challenge for researchers in the field of Natural Language Processing.

Heretofore, automatic summarization technology has been developed for a long
time, and is widely applied in generating news [4]. Two main methods are employed in
this area, which are extraction method and generation method.

Generation method is mainly based on natural language understanding. It focuses on
analyzing the grammar and meaning of the text. It uses the information fusion method to
generate the summary. Comparing to generation method, extraction method is much
simpler and easier for practical application. Extraction method tries to divide the original
text into small units, and each unit is given a weight. Extraction method follows some
rules to select the most important units and assemble them into summarization text.
There are some famous automatic summarization systems in the world, such as NeATS
[5, 6], NewsBlaster [7] and NewsInEssence [8]. In China, Tencent has developed an
automatic summarization system called dreamwriter, which published financial news in
September 2015.1 As for the field of sports, an automated storytelling system called

1 http://js.qq.com/a/20150911/016002.htm.
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Heliograf is used by Washington Post for reporting the 2016 Rio Olympics. So far, it
can only generated several short sentences about the key information.2

Our task for generating sports news report is similar to single document summary.
Our method combines the advantages of these two methods, and we also make
improvements on them. We adopt the concepts of extraction method to build the main
structure of the news, which is easy to be realized. Furthermore, the generation method
is applied to improving the readability of the news.

3 Sports News Generation

The proposed method consists of four steps: keyword processing, sentence selection,
paragraphs writing and report refinement. On the first two steps, we focus on extracting
information from webcast script accurately. As for the other two steps, our target is to
improve the readability of the generated news (Fig. 1).

3.1 Keywords Dictionary

This part mainly introduces the solutions for establishing keywords dictionary. In order
to obtain the keywords, the words must be segmented in Chinese sentences first [9]. To
ensure the football player names and team names are segmented correctly. We collect

Fig. 1. Framework of the proposed method

2 https://www.washingtonpost.com/pr/wp/2016/08/05/the-washington-post-experiments-with-
automated-storytelling-to-help-power-2016-rio-olympics-coverage/.
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plenty of data of proper names and the corresponding part-of-speech (POS) tags to
enrich the word segmentation dictionary.

To evaluate the importance of keywords, Term Frequence-Inverse Document
Frequency (TF-IDF) method was used to calculate words weight. TF-IDF is a statistical
method which tends to filter common words and reserve important keywords. The
weights are obtained from the following formula:

Wi;j ¼ TFi;j � IDFi ¼ niP
k nk;j

� log
dj j

1þ P
jjTi 2 Dj

� ��� ��
In this formula, Wi;j is the weight value of word Ti in document Dj. ni is the sum of

Ti,
P

k nk;j is the total number of words in Dj. d means the total number of documents in
corpus,

P
jjTi 2 Dj

� �
means the sum of the document which contain Ti.

We extract the top 30 keywords from each reference news, then reserve verbs
and football-specific words, which remove unrelated word and meaningless
single-character word.

L ¼ wordijposi 2 verb; nounf gf g

L is the extracted keywords dictionary. In this dictionary, the POS tag of word is
verb or noun. However, the words such as red card, injury and own goal appear in low
frequency. But these words are also important for football news. Therefore, these words
are added to the keywords dictionary particularly. The weights of these words are set at
the maximum value. Part of keywords dictionary is shown in the table below.

3.2 Key Sentences

On sentence level, our work concentrates on calculating the importance of live webcast
sentence. Two methods are employed to extract key sentences. One is basing on
keyword weights, the other is neural network filtering method.

Sentence Weight Calculation
The importance of sentence depends on how many keywords it contains. Basically,
sentence weight is the algebra sum of the weights of each word. The weight of the
sentence is calculated as following:

Table 1. Part of keywords dictionary

Word Part of speech Frequency Weighting

起脚 v 18 0.5
绝杀 v 12 1.0
门框 n 43 0.5
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Wsentence ¼
X

k
wk;wk 2 sentence

wk stands for the weight of k th word in sentence. Finally, key sentences are selected by
weight ranking. Sentences of high weight usually descript an important event in
football news.

Good Sentences Selected by Neural Network
However, it is unreliable to extract sentences or information only by weight ranking
method. Therefore we try to train a neural network model to decide whether the sentence
is the description of events which often appear in football news. Each sentence is a
sequence of words, and the word embedding method is applied to represent the words in
vector. The vectors of words are used to represent the sentence vector.

Vsentence ¼ ðVW1 ;VW2 ; . . .;VWnÞ;Wk 2 sentence; k� 20

Wk is the k th keyword of sentence. VWk is the vector of Wk. Vsentence is the vector
representation of the sentence. The length of the vector of each word is 50. The vector
of sentence is consisted of 20 vectors of the keyword. Stop words such as player names
and team names are abandoned.

The neural network model is designed as Restricted Boltzmann Machines [10]. The
input of network is the vector of sentence, the output of network is an estimated
similarity which indicates the correlation degree between input sentence and reference
news [11]. The structure of network is shown below (Fig. 2):

The network is trained by sentence in live webcast script and its corresponding
similarity estimation. The similarity is evaluated by the cosine similarity between the
sentence in the script and the sentence from reference news. In order to obtain enough

Fig. 2. Structure of the neural network
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reference sentences of football news, we collected 600 additional football news that
contain nearly 24000 sentences. A threshold is set to extract important sentences. Some
rules are built to improve the result of the network extraction. For example, if the
sentence contains keywords of shooting or foul, then the weight of the sentence is
increased. As a result, weights of all sentences have been adjusted and sentences could
be ranked by weights to extract the most important one.

3.3 News Generation

Reference football news has a uniform format. The first part is the description of basic
background information such as game time, place and teams. The second part is the
description of the process of the game, and the third part is the starting line-up and
player list.

In the first paragraph, sentence weights are ranked to extract the top sentences. In
the main paragraph, the events may not be described completely only with the key
sentences. Thus, a correlation sentence detection method is proposed to choose the
correlating sentences of the key sentences [12, 13]. The correlating sentences are added
as the supplement of the event. For example, a key sentence may possess very high
weighting value, but it is an incomplete description of event. It is possible to calculate
the correlation by using sentence vector. Sentence correlation can be represented by the
following:

Rn;k ¼ 1� logd k � nj j þ 1ð Þð Þ

In the formula, Rn;k is the correlation value between sentence n and k. k � nj j means
the distant between sentence k and n. The correlation of two neighboring sentences
depends on the distant between them. TheRn;k above the certain thresholdwould be chose
as the correlating sentences. Finally, the selected sentences are sorted by time to formulate
a whole paragraph. What’s more, the time information is added before each event to
enrich the event completeness. In the final paragraph, the starting line-up and player list
can be generated by extracting information from data file of the participating teams.

3.4 Readability Improvement

After the football news is generated, several phrases have to be inserted to improve the
readability of news. According to the different type of events in the game, several kinds
of templates are designed to generate colloquial phrases. The phrases are made up of
preinstall text template whose subject is vacant. Those templates are classified as two
different types, one type is motion action which contains shooting, foul, cutting and
so on, the other type is score rewriting such as first goal, final-hitting, overtaking,
draw, etc.

The motion action event is recognized by detect the motion keywords in the sen-
tences. Thereby, the behavior body of the motion is extracted and added to the suitable
templates. Score rewriting event is recognized by analyzing the data statistics file and

Football News Generation from Chinese Live Webcast Script 783



score recording history. The templates are chose to describe the score events according
to the different score changing conditions.

4 Experiments

This part, we will demonstrate some experiment results from three aspects.

4.1 Keywords Collection

As the number of the football news is increasing, the extracted number of keywords
would converge to a certain value. In our experiment, the number of keywords would
achieve 230 or so, when we extract more than 120 football news. All these keywords is
stored in keywords dictionary. The relation between the scale of the keywords dic-
tionary and the scale of the sports news is shown below. According to the result of
Fig. 3, the number of keywords stored in our keywords dictionary is enough for
information extraction.

4.2 Weights Alignment Between Hot Events and Key Sentences

To test the accuracy of our method, we introduce time-weight graph to directly show
the comparison between event and sentence’s weight.

Figure 4(a) shows the relation between scoring event and weights of the sentences
which are not adjusted by neural network and rules. The scoring event usually appears
on the peak of the weight or near it. If sentence extraction is only based on weight,
some important events will be missed. Figure 5(a) demonstrates the adjusted result by
neural network and rules.

Fig. 3. The number of keyword changes with the total number of the reference news.
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According to Figs. 4(a) and 5(a), our method is reliable for extracting important
information. The other peaks of weight columns represent for special event such as
foul, passing and attack.

We tested on 110 live webcast scripts, as a result, our method successfully extracts
the hot point in the football game from live webcast scripts. The extracted high value
sentences usually describe shooting, stealing, saving and so on, which are similar to
normal news.

Fig. 4 (a)

Fig. 4 (b) Fig. 4 (c)

Fig. 4. (a) Sentences weight calculated by keyword weight summation and scoring event.
(b) and (c) are the enlarge view of (a).
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4.3 Scores of Automatic Evaluation

ROUGE toolkit is widely used for automatic evaluation of summaries. In this paper,
ROUGE2.0 is chosen to evaluate our generated news [14, 15]. 30 football news are set
as reference document and all these news are provided by NLPCC 2016 shared task.
Therefore, this news is professional and typical. We use ROUGE toolkit to test the
performance of initial generated news, final generated news and a manually writing
version. Initial version is the result without any weight adjustment and readability
improvement, Final version is the result for weight adjustment and readability
improvement, manual version is one of the reference documents which are also
provided by NLPCC 2016 shared task. In the properties file of the ROUGE
toolkit, we set configuration parameter ngram as 1 and 2, pos_tagger_name as

Fig. 5 (a)

Fig. 5 (b) Fig. 5 (c)

Fig. 5. (a) is the amendment of Fig. 4(a), (b) and (c) are the enlarge view of (a).
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chinese-nodistsim.tagger. Other configuration parameters are set as default. The
performance is shown in the following tables:

According to Tables 2 and 3, our final version of generated news has a better
performance than initial version. The improvement of final version is obviously. In the
Table 1, the score of the generated news of our final version is close to the manual
version. In the Table 2, our final version of generated news acquires a higher score than
manual version.

Besides, Table 4 is automatic and manual evaluation results provided by orga-
nizers. Table 4 list the automatic evaluation results of 7 teams who participated in the
share task5 of NLPCC2016 and Table 5 is the manual evaluation results of top 3 teams.
IACAS_Human_HCI is our team.

Each team is permitted to submit two version, our results win three best one
in Automatic evaluation results. In manual evaluation, results are evaluated by

Table 2. Average scores of the ROUGE-1

ROUGE-Type System name Avg recall Avg precision Avg F-score

ROUGE-1 Initial version 0.135278 0.531720 0.214376
ROUGE-1 Final version 0.494006 0.506041 0.496974
ROUGE-1 Manual version 0.501425 0.501036 0.497021

Table 3. Average scores of the ROUGE-2

ROUGE-Type System name Avg recall Avg precision Avg F-score

ROUGE-2 Initial version 0.069832 0.300113 0.112575
ROUGE-2 Final version 0.247545 0.385886 0.296926
ROUGE-2 Manual version 0.217605 0.211780 0.212743

Table 4. Automatic evaluation results

Team Run ROUGE-1 ROUGE-2 ROUGE-SU4
Recall F-measure Recall F-measure Recall F-measure

IACAS_Human_HCI 1 0.57782 0.59846 0.24998 0.26293 0.25464 0.26652
2 0.55643 0.60331 0.24448 0.26092 0.24777 0.26581

ICDD_SportsNews 1 0.56515 0.59261 0.25235 0.26444 0.25404 0.26613
2 0.56768 0.59179 0.25059 0.26119 0.25438 0.26497

RDNH 1 0.55235 0.5865 0.25527 0.27081 0.25333 0.26863
BIT_Coder 1 0.49728 0.55851 0.22524 0.25333 0.22484 0.25263
CQUT_AC996 2 0.5222 0.55728 0.22182 0.23688 0.22689 0.2422
CCNU2016NLP 1 0.46105 0.52478 0.19486 0.22128 0.19322 0.21947

2 0.4948 0.52425 0.20894 0.22123 0.21102 0.22325
BIT_Hunter 2 0.36532 0.47758 0.16072 0.2106 0.16504 0.21589
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three factors: readability (Read.), content coverage (Cont.) and overall score. Because
of our efforts in the readability improvement, our results win the highest and the
second-highest average scores in manual evaluation. In summary, our method has a
good performance both in automatic evaluation and manual evaluation.

5 Conclusion

In this paper, a method of neural network and key weighting is proposed for football
news generation. It utilizes live webcast scripts to generate a sport news automatically,
all the data related to the game are available on the Internet. The football news is
generated by the method in this paper has obtained a good evaluation in the compe-
tition of NLPCC2016 task5—Sports News Generation from Live Webcast Scripts,
which is held by Technical Committee of Chinese Information, China Computer
Federation. We obtained good performance both in automatic evaluation and manual
evaluation.

Acknowledge. This work is supported by the National Key Research & Development Plan of
China (No. 2016YFB1001404), the Strategic Priority Research Program of the CAS (Grant
XDB02080006), the National High-Tech Research and Development Program of China(863
Program) (No. 2015AA016305), the National Natural Science Foundation of China (NSFC)
(No. 61425017, No. 61332017, No. 61375027, No. 61203258, No. 61273288), the Strategic
Priority Research Program of the CAS (Grant XDB02080006), and the Guangxi Science and
Technology Development Project (No: 1598018-6), the Guangxi Key Laboratory of Trusted
Software of Guilin University of Electronic Technology (KX201514).

Table 5. Manual evaluation results

Team Run Aspect Average

IACAS_Human_HCI 1 Read. 3.84444
Cont. 3.54444
Overall 3.63333

2 Read. 3.88889
Cont. 3.64444
Overall 3.73333

ICDD_SportsNews 1 Read. 3.34444
Cont. 3.32222
Overall 3.24444

2 Read. 3.46667
Cont. 3.32222
Overall 3.28889

BIT_Coder 1 Read. 2.55556
Cont. 2.74444
Overall 2.45556
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Abstract. Document-based Question Answering aims to compute the
similarity or relevance between two texts: question and answer. It is a
typical and core task and considered as a touchstone of natural language
understanding. In this article, we present a convolutional neural net-
work based architecture to learn feature representations of each question-
answer pair and compute its match score. By taking the interaction and
attention between question and answer into consideration, as well as word
overlap indices, the empirical study on Chinese Open-Domain Question
Answering (DBQA) Task (document-based) demonstrates the efficacy of
the proposed model, which achieves the best result on NLPCC-ICCPOL
2016 Shared Task on DBQA.

1 Introduction

In this paper, we regard document-based question answering as a problem of
semantic matching between two pieces of texts. Semantic matching is a critical
task for many applications in NLP. It aims to model sentences and then compute
the similarity or relevance. And it’s central to many tasks such as question
answering [8,15], answer sentence selection [19], textual entailment [12,13], and
so on.

Recently, deep learning approaches have achieved a lot of success in many
research due to its ability to automatically learn optimal feature representa-
tions for a given task, including modeling sentence pairs. Among neural network
models, long short-term memory neural network (LSTM) [7] and convolutional
neural network (CNN) [11] are two popular models to model sentences and sen-
tence pairs. In this paper, we use CNN to model sentence, since CNN is good at
extracting robust and abstract features and its capable of feature selection [10].

A successful sentence-matching algorithm need to not only primely model
the internal structures of natural language sentences but also the interaction
between them. The match score is supposed to be more accurate if the rich
patterns in each pair of sentences can be well exploited. A proposed way to
reach this target is to align the two sentences word by word just like ARC-II [8]
or do similarity matching [17] to compute a similarity matrix. Apart from the
alignment and similarity match, attention mechanism, a powerful mechanism in
Neural Machine Translation [1], can also be applied for modelling sentence pair
c© Springer International Publishing AG 2016
C.-Y. Lin et al. (Eds.): NLPCC-ICCPOL 2016, LNAI 10102, pp. 790–797, 2016.
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by taking into account the interdependence between the two sentences [16]. By
the way, attention mechanism and similarity match can be put into the top or
bottom or both top and bottom layer of the neural network [18]. Also, semantic
matching with attention has variations like [6].

Besides these, additional features which not require external knowledge
sources make contributions to the performance of neural network (see experi-
ment results), such as word overlap indices [19] and IDF-weighted word overlap
indices.

The contribution of this work lies in three folds:

1. We propose a CNN-based Semantic Match Architecture, which can not only
model internal structure of sentence separately through layer-by-layer con-
volution and pooling, but also capture the rich matching patterns between
query and document.

2. We perform empirical study on NLPCC-ICCPOL 2016 Shared Task on DBQA
and put additional word overlap features, which can improve the performance
without pre-processing or external resources into the neural network.

3. We apply attention mechanism to neural network and do evaluation by visu-
alizing the attention matrices.

2 Convolutional Sentence Model

The convolutional sentence model of our ConvNet is shown on Fig. 1. It is
inspired by many convolutional models [9], but the goal of our distributional
model is to learn good intermediate feature representations for each pair of
query and document, which are then used for semantic match. As illustrated,
it takes input as the words embeddings in the sentence alignment sequentially,
and then distill the meaning of each sentence through several layers (or just a
single layer) of convolution and max-pooling, reaching a fixed length vectorial
representation which is their final intermediate feature representations. To be
mentioned, there could be many filters and its number is a hyperparameter to
be tuned.

Fig. 1. The overall architecture of the convolution sentence model for mapping input
sentences to intermediate feature representations.
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In general, our sentence model consists of a single convolution layer which
followed by non-linearity layer and max-pooling layer. There are 4 layers in detail
as below and we now describe each in turn.

2.1 Embedding Layer

The input of the network is a sequence of words: [w1, ..., wl], and each word is
derived from a vocabulary V. Words are represented by distributional vectors
w ∈ Rd which are drawn from a word embedding matrice W ∈ R|V|×d, a pre-
trained word2vec [14] embedding.

Besides word2vec embedding, word overlap features is also added to the
dimension of each word of a sentence which indicates essential matching informa-
tion in Flatten layer and future match score computing (see Model Architecture
in Fig. 1). For each question and answer, we get sentence matrix S ∈ RL×(d+1).

2.2 Convolution Layer

The aim of convolution layer is to extract features or patterns. Given the
sequence qemb = rw1 , ..., rwl , let us define the matrix Zq = [z1, ..., zl] as a matrice
where each column contains a vector zi ∈ Rdws which is the concatenation of a
sequence of ws word embeddings. The output of the convolution with c filters
over the question q is computed as follows:

Q = WZq + b (1)

where each row m in Q ∈ Rl×c contains features extracted in a context window
around the mth word of q. The matraces W and the vector b are parameters
which to be learned. The number of convolution filters c, and the length or size
of the word-level context window ws are hyper-parameters that need be chosen
manually by the user.

We then compute A in a similar manner (the neural network parameters can
be the same or not).

2.3 Non-linearity Layer

To make the network enable to learn non-linear decision boundaries which make
the representations to extract the features better, each convolution layer is fol-
lowed typically by a non-linear activation function f(). To be mentioned, it is
applied element-wise to the output of preceding layer. In this paper, activation
function is hyperbolic tangent tanh by default.

2.4 Max-Pooling Layer

The output of the convolution layer (after processed by the activation function)
are then passed to a pooling layer that aggregate the information, and also,
reduce the representation. Max pooling and average pooling, are commonly used
to extract robust features from convolution. In this paper, we use max pooling,
which selects the max of each filter, to extract patterns for future semantic
matching.
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3 Convolutional Matching Model

The sentence-pair matching model of our model is presented in Fig. 2. Our
ConvNets-Based sentence models (described above), learn to map the input
sentence pairs to vectors, which can proceed to be computed their similarity. It
mostly take the conventional approach: firstly, it finds the representation matrice
of each sentence, then deal with the representations for the two sentences with a
multi-layer perceptron (MLP) [2], the Siamese architecture introduced in [3,10].

However, different from previous work, we can compute more interaction
between two sentences such as query-document similarity score or attentive pool-
ing (see later).

In the following, we described how to computer similarity score by using the
intermediate feature representations and some other remaining layers.

3.1 Interact Layer

Given the representations of our convNets after processing queries and docu-
ments, the resulting vector representations xq and xd, can be used to compute
a similarity score between query-document pairs. Following the approach of [4],
the similarity unit is defined as follows:

sim score(xq, xd) = xqMxd
T , (2)

where M ∈ Rd×d is a similarity matrix and is optimized during the training.

3.2 Multi-layer Perceptron

Multi-layer perceptron (MLP) is composed of a hidden layer and a logistic regres-
sion (softmax layer). Hidden layer computes the following transformation:

f(whx + b), (3)

Fig. 2. Illustration of our whole convolutional deep neural network for semantice match.
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where wh is the weight vector of the hidden layer and f is the non-linearity
activation function. After then, we apply a logistic regression to the vector, the
softmax function computes the probability distribution over the labels:

p(y = j|x) =
eyj

Σeyk
, (4)

3.3 Training

The model is trained to minimise the cross-entropy cost function:

L(y, o) = − 1
N

Σn∈Nynlogon (5)

4 Attentive Pooling

Attentive pooling [5,16,18] is an approach which enables the pooling layer to be
sensitive to the current input pair, in a way that the information from question
q can directly influence the representation of the answer a ra, and vice versa. It’s
an attention mechanism for model training to discriminate sentence pairs that
can model sentence pairs into a common representation space where they can
be computed and compared in a more plausible way.

In Fig. 3, we illustrate the application of attentive pooling over the output
of the convolution layer to construct the representations rq and ra. After we
compute the representation matrices Q ∈ Rc×Lq and A ∈ Rc×La by convolution
(weights shared), we compute the attention matrix G ∈ RLq×La as follows:

G = tanh(QUAT ) (6)

where U ∈ Rc×c is a matrix of parameters which to be learned by the NN. After
the convolution is used to compute the representations of Q and A, the matrix
G contains the scores of an alignment between the ws-size context windows of q
and a after convolution.

Fig. 3. Attentive pooling architecture which applys attention mechanism right after
convolution layer.
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Next, we apply row-wise and column-wise max-pooling over G to generate
the vectors gq ∈ RLq and ga ∈ RLa , respectively. And we apply the softmax
function to the vectors gq and ga to create attention vectors σq and σa.

Finally, the representations of rq and ra are computed as dot product between
the attention vectors σq and σa and the output of the convolution over q and a,
respectively:

rq = Qσq (7)

ra = Aσa (8)

5 Experiments

5.1 Dataset

We conduct experiments on Chinese Open-Domain Question Answering Task
(document-based). The dataset is shown in Table 1. The QA-pairs of dbqa-train
and dbqa-test is 181882 and 122531. After segmentation, the length of most
question sentences is less than 20 and the one of most answer sentences is less
than 40.

Table 1. Dataset of NLPCC DBQA Task, 2016

Dataset QA-pairs

DBQA-train 181882

DBQA-test 122531

5.2 Evaluation Metrics

DBQA Task is formalized as a ranking problem. Therefore, we use Mean Recip-
rocal Rank (MRR) as evaluation metrics, but accuracy in validation.

5.3 Embedding

We use word2vec to train word embeddings on corpus Chinese Wikipedia
(zhwiki), which contain more than 230 thousand Chinese articles. The pre-
trained word embedding is much of importance to this task.

5.4 Results and Discussion

Our experiments results are illustrated as Table 2. The table shows the per-
formance of the baseline (CNN), and the improvement of interact layer and
additional features. The interaction and word overlap indices play important
roles in the performance. And additionally, attentive pooling (with word overlap
features) gives a comparable performance. Related research showed that adding
attention mechanism before or after convolution layer may have better perfor-
mance for longer sentences. We didn’t tune the hyperparameters very much on
both neural networks and we’ll do more research on it.
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Table 2. Experimental results on the NLPCC-DBQA Task

Model MAP MRR

CNN base 36.41 36.42

+interact 59.14 59.21

+interact&overlap 85.86 85.92

AttentivePooling 84.90 84.96

5.5 Attentive Pooling Visualization

The Fig. 4 depict an attention heat map of a sample of QA-pair which is correctly
answered by the NN. The darker of the color of a word in the question (answer),
the larger the attention score in σq(σa) of the trigram centred at that word. As
shown in the pictures, the attentive pooling mechanism indeed puts more focus
on the segments of the answer which have some relation or interaction with the
question, and vice-verse.

Fig. 4. Attention heat map of a sample of QA-pair that correctly answered by the
neural network

6 Conclusion

In this paper, we proposed a deep convolutional architecture for sentence seman-
tic matching, which can nicely combine the hierarchical modelling of individual
sentences and the patterns of their matching. Empirical study on DBQA Task
shows that our model can perform well with word overlap features. Addition-
ally, we apply attention mechanism to it and do evaluation by visualizing the
attention matrices.

Acknowledgement. This work was partially funded by National Natural Science
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Abstract. In order to enable automatic generation of sports news, in this paper,
we propose an extraction method to extract summary sentences from live sports
text. After analyzing the characteristics of live sports text, we regard extraction
of summary sentence as the sequence tagging problem, and decide to use
Conditional Random Fields (CRFs) as the extraction model. Firstly, we expend
the correlated words of keywords using word2vec. Then, we select positive
correlated words, negative correlated words, time and the window of score
changes as features to train the model and extract summary sentences. This
method get good results on the evaluation indicators of ROUGE-1, GOUGE-2
and ROUGE-SU4. And it shows that this method has a meaningful influence on
automatic summarization and automatic generation of sports news.

Keywords: Sports news � Live sports text � Conditional Random Fields �
Word2vec

1 Introduction

With the rapid development of information technology, the internet information, as a
brand new information communication platform, is now spreading its influence on
every aspect of daily life. Under this circumstance, the information acquisition is
becoming more and more convenient. Through the network media, sports news has
become one of the main ways to know the sports games. However, compared with the
live broadcasts of sports events, the sport news reports have a drawback of hysteresis.
So how to improve the efficiency of the news writing, and handle the processing of
information collection, news writing and news arrangement in a unified frame work, so
to realize the two-step automatic news from “data extraction” to “document generation”
will become a popular research direction in the future. At present, the “data extraction”
of sports events includes game entity extraction, data mining and the events of dynamic
information extraction. Among them, the events of dynamic information extraction is
one of the hotspots in the current research, through the extraction of dynamic infor-
mation, we can easily get the important events, such as the wonderful ball-passing, the

© Springer International Publishing AG 2016
C.-Y. Lin et al. (Eds.): NLPCC-ICCPOL 2016, LNAI 10102, pp. 798–807, 2016.
DOI: 10.1007/978-3-319-50496-4_72



goal-scoring, the interception and the foul goals in a football game. Text Summa-
rization achieves the extraction of information through the text mining, and it is an
important means of information filtering and effective way to solve the information
overload in the field of Natural Language Processing.

Automatic Summarization was proposed by Luhn [1] in 1985, he put forward an
automatic summarization method based on keyword frequency statistics. He weighted
each keyword by the word frequency, graded and ranked for the sentences according to
the word weights, and extracted the sentence as the summary sentence if it reach the
threshold. Prasad Pingali and Varma [2] proposed a feature that separated from the query
and another feature that depends on the query, and rated each of the two characteristics,
then calculated the score of each sentence by the linear combination of the two charac-
teristics and extracted the sentence as the summary sentence if its score reach the
threshold. Lin et al. [3] proposed a method which combine a graph model with
time-stamped and the MMR technique to extract the summary sentences. He et al. [4]
proposed a strategy of summary sentence selection based on the multi-feature fusion, and
they finally realized the extraction through the fusion of two features, the first feature is
the correlation characteristics of sentences and query, the second is the correlation
characteristics of global sentences. And their method achieved good results.
Liu et al. [5] proposed amethod based on the HMMmodel, in his method, the assumption
of theme independent in LDA model has been eliminated, and a multi-feature fusion has
been used to improve the quality of summary. Cheng et al. [6] built a weight function on
multi-features, used a mathematical regression model to train the corpus, then removed
the redundant sentences and realized the summaries generation.

In this paper a new method on the dynamic information extraction from the live
sport text is been presented, it transforms the dynamic information extraction into
summary sentences extraction. First, build a positive keywords set and a negative
keywords set by hand, and extend this keywords in semantic level to get more related
words. Then the positive correlated words, the negative correlated words, the time and
the window of score changes are treated as features in the Conditional Random Fields
model for model training. Finally use the model to extract the summary sentences from
the live sport text.

2 Expanding Correlated Words Method Based on Word2vec

In this thesis, an efficient method of expanding the correlated words based on word2vec
is presented. This method uses a vector model trained by word2vec to represent the
words in corpus, and transforms the problem of text-processing into the vector oper-
ations in space vector. It computes the text similarity by using vector space model and
the cosine distance to realize the expansion of related words, and to strengthen the
indication role of keywords in the extraction of summary sentences.

2.1 Model Training on Word2vec

Word2vec is an open source released by Google in 2013, it can translate the words into
vectors by using a deep learning algorithm. There are two kinds of training models in
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Wrod2vec, the Continuous Bag-Of-Words Model (CBOW) [7] and Skip-gram model
[8]. Both of them use a shallow neural networks training algorithm. The basic principle
of CBOW is to predict the probability of the word according to the context, however
the Skip-gram is to forecast the probability of context according to the word. This paper
establishes a prediction model based on Skip-gram, and the model is optimized by the
Hierarchical Softmax method. Assume that the training data is w1;w2;w3. . .wt, the
objective function of Skip-gram is as follows:

J hð Þ ¼ 1
T

XT

t¼1

X
�c� k� c

log pðwtþ kjwtÞ ð1Þ

In the formula (1), J hð Þ represents the objective function, T is the total number of
data, c is an important parameter which determines the neighborhood size, and the
bigger the value of c is, the longer it takes for data training, therefore the more accurate
the results will be.

In respect of optimization, the paper adopts the Hierarchical Softmax algorithm
which realizes the representation of characteristic words using the Huffman Binary
Tree. It treats the words in output layer as leaf nodes, then weights the words according
to the frequency and codes them. In the Huffman binary tree, high frequency words are
assigned the shorter paths, low frequency words are assigned the longer paths, and each
word has a unique path that can be accessed. So the function of p ujwð Þ is defined as the
formula (2):

p ujwð Þ ¼
YLðuÞ

j¼2
pðduj jvðwÞ; huj�1Þ ð2Þ

In the function, LðuÞ is the path length of root node to u node, huj is the vector of the
jth non-leaf node in the path of root node to u node, duj is the code of jth node in the
path of root node to u node, v(w) is the vector of w. Finally, we use the algorithm of
gradient descent to solve the objective function, and the word vector is generated.

2.2 Correlated Words Extension

Generally speaking, in the field of live sports text, the keywords can express the action
theme of the sentence. For example, we can speculate a series of events through the
words of “传中”, “攻门”, “出底线” in the sentence of “桑切斯右路的传中,吉鲁俯身

头球攻门打在冯特身上出底线”. It can be seen that some keywords are decisive roles
in judging whether a sentence is important or not. On the other hand, if some words
co-occurrence frequently in the sentence, there must exist some relevance between
them. Therefore, we propose to build a positive keywords set and a negative keywords
set manually, and extend these keywords set according to the semantic relevance,
finally use the keywords and the extended words to improve the extraction effect of
summary sentences.

In the big data environment, the distance between two points in the vector space is
exactly the correlation of these two words. So when the vector model training on
word2vec is completed, we use cosine distance to measure the relevant weight of
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keywords in relation to other words, and the greater the cosine distance is, the more
relevant the words are, so we can select Top N the most relevant words to realize words
extension. In addition, the calculation formula of cosine function is shown as formula
(3), and distance w1;w2ð Þ is the cosine distance between the word w1 and word w2, the
vw1 , vw2 is the vector of w1 and w2 respectively.

distance w1;w2ð Þ ¼ vw1 � vw2 ð3Þ

The Tables 1 and 2 shows the related words of “进球” and “拦截” respectively,
which obtained by means of the method in this paper.

3 Summary Sentence Extraction Based on CRFs

In this paper a new method of summary sentences extraction on live sport text is been
presented, it transforms the summary sentences extraction into an equivalent sequence
tagging problem, and builds up an automatic extraction model through the Conditional
Random Fields. The output of automatic extraction model is a sequence of “1” and “0”,
if a sentence is judged as the summary sentence, its label is “1”, otherwise “0”. While it
is affected by multiple factors to determine whether a sentence is a summary sentence

Table 1. The related words of “进球”

Related words Cosine distance

射门 0.6894
直射 0.6828
攻门 0.6623
追回 0.6498
领先 0.6408
打门 0.6396
打破 0.6294
僵局 0.6251

Table 2. The related words of “拦截”

Related words Cosine distance

截断 0.6529
断球 0.6397
挡出 0.6363
扑住 0.6256
扑出 0.6208
解围 0.6107
没收 0.6084
破坏 0.6053
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or not, according to the characteristics of the live texts for football matches, we select
four kinds of features for model training: the positive correlated words, the negative
correlated words, the time and the window of score changes.

3.1 Conditional Random Fields

The Conditional Random Fields (CRFs) is a probability statistic model, which was first
proposed by Lafferty [9] in 2001. It combines the advantages of the Maximum Entropy
Model (MEM) and the Hidden Markov Model (HMM), which overcomes the limitation
for the strong independence assumption in HMM, it has a strong ability of feature
fusion and can accommodate rich contextual information. On the other hand, the CRFs
adopts the global normalization method, and overcomes the making bias problem in
MEM. CRFs is one of the best machine learning models which can effectively solve the
problem of serialized data partitioning and data annotation, and has been widely
applied in the field of Natural Language Processing, such as the task of Named Entity
Recognition (NER), Chunk Parsing and Part-of-Speech Tagging, etc.

3.2 Extraction Model

In our method, we transform the problem into an equivalent sequence tagging problem,
and build up the automatic extraction model through the Conditional Random Fields.
The input of the model is a set of documents that composed of sentences, the output is a
sequence of “0” and “1”, the tag is “1” if the sentence can be summary sentence,
otherwise “0”. Assume that the input is X ¼ x1; x2; x3; . . .; xnf g, the output sequence is
Y ¼ y1; y2; . . .; ynf g, value of yi is 1 or 0. From the basic principle of random field
theory, the probability of y under the given conditions of x is shown as formula (4).

P yjx;wð Þ ¼ 1
ZðxjwÞ expð

X
j
wjFjðx; yÞÞ ð4Þ

ZðxjwÞ is the normalized constant to ensure the sum of probabilities is 1, the
calculation formula is shown as formula(5). Fjðx; yÞ is the jth feature of X, and its

Z xjwð Þ ¼
X

y
exp

X
j
wjFjðx; yÞ ð5Þ

Fj x; yð Þ ¼
X

i
fjðyi�1; yi; x; iÞ ð6Þ

Our goal is to find the weight vector w and make the formula (7) be workable.
Finally, we use the gradient ascent method to estimate the CRF parameters and get the
weight vector w.

y� ¼ argmax Pðyjx;wÞ ð7Þ
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3.3 Feature Selection

• The positive correlated words
The ultimate goal is to extract the sentences that reflect the key events in the live
text of football match. Through the observation of the live text, we found that the
words such as “进球”, “犯规” can be used to identify the key actions, these words
bring important guiding role for the extraction of summary sentences, we call them
the positive correlated words. In our method, we collect the positive keywords from
live text, then use the method of word2vec mentioned above to extend the key-
words, thus to get the positive correlated words. Finally we statistics on the number
of positive correlated words in every sentence, and treat the number as a training
feature, join it into the training model.

• The negative correlated words
Contrary to the positive correlated words, there also exist some words such as “收
看”, “嘉士伯” in the live text, these words will lead to the information redundancy,
and reduce the accuracy of extraction, we call these words the negative correlated
words. We get the negative correlated words through the same method as the positive
correlated words, then statistics on the number of negative correlated words in every
sentence, and treat the number as a training feature, join it into the training model.

• The time
Through the comprehensive statistical analysis of the scoring time in soccer com-
petition and live texts, we found that there exist important information and
important comments in some periods of time, these periods are the minutes after
game starting, the midfield time and a few minutes before match ending. So we
select the time as a feature for the model training, and the functions of characteristic
time are defined as follows (8).

F sð Þ ¼ af1 sð Þþ bf2 sð Þþ cf3ðsÞ ð8Þ

f1 sð Þ ¼ 1; 0\x� T
0; else

�
ð9Þ

f2 sð Þ ¼ 1; s in the break time
0; else

�
ð10Þ

f3ðsÞ ¼ 1; endTime� T3 � x� endTime
0; else

�
ð11Þ

In the above formulas, s is a sentence, F sð Þ refers to the characteristic time of s,
which consists of f1 sð Þ, f2 sð Þ, f3 sð Þ. f1 sð Þ is the function to judge whether s is in the
period of T1 minutes after game starting, f2 sð Þ is the function to judge whether s is
in the midfield time, and f3 sð Þ is the function to judge whether s is in the period of
T3 minutes before the match ending. endTime is the time of match ending in live
text, and the weight of three periods is a, b, c respectively. In our experiment, we
set a ¼ 0:18, b ¼ 0:32, c ¼ 0:5.
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• The window of score changes
The information is especially important before and after the goal, and the
goal-scoring means the score changes between the two teams. So we propose to set
context window according to the score changes in the live text, and judge whether
the sentence is contained in a context window, if in, mark the sentence “1”,
otherwise mark “0”. Finally, we treat the marks as a training feature and join it into
the training model.

4 Experiment and Results

4.1 Data Set

The training data this experiment used are 900 live texts that crawled from web, the test
data are the 30 sample files provided by NLPCC-ICCPOL 2016. Accordingly, we
select key sentences from the standard news in the 30 sample files, and take them as the
reference summary.

4.2 Evaluating Indicator

We use the ROUGE-1.5.5 toolkit [10] for evaluation, the toolkit uses multiple eval-
uation indexes to evaluate the results. It measures summary quality by counting
overlapping units such as the n-gram, word sequences and word pairs between the
summary results and the reference summary. Here we use the ROUGE metrics–Recall
and F-scores in ROUGE-1、ROUGE-2 and ROUGE-SU4 to evaluate the result of this
experiment comprehensively.

4.3 Result and Analysis

In the experiment, we manually constructed a positive keywords set and a negative
keywords set, used the word2vec to build a word vector on training corpus, and used
vector result and cosine distance to achieve the lexical semantic computation, we will
select the top 8 words that ranking by the cosine value from big to small for each
keyword, so we can get the related words set. Finally, we filtered both two related
words set by removing the words that the semantic error are obvious, then got 179
positive correlated words and 43 negative correlated words. Some positive and nega-
tive correlated words are shown in Table 3. The next step, we put the positive corre-
lated words, the negative correlated words, the time and the window of score changes
as features in CRFs model for training, the trained model is used to the extraction of
summary sentence on the test data set.

To verify the effect of related words extension at different number on experimental
result, we conducted some comparative experiments while other experimental
parameters being unchanged. In the comparative experiments 0, 5 and 15 correlated
words are extended, the Baseline is the number of 8 that we extended, the comparison
results are shown in Table 4:
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The figures in Table 4 indicate that compared to Baseline, the extracting effect is
poor when the keywords are not extended or the number of extensions is small, the
reason is that many important words in sentences have not been found, so the accuracy
and Recall rate are low. On the other hand, when extending too much of the correlated
words, there will be a lot redundant information being extracted, therefore the Recall
rate and F-value is low.

To verify the effect of CRF machine learning method on summary sentences
extraction from the live sports text, we conducted some comparative experiments while
other experimental parameters being unchanged. In the comparative experiments, the
Hidden Markov Model (HMM) and the Maximum Entropy Model (MEM) are used to
train the model on corpus, the extraction results are shown in Table 5:

As seen in Table 5, the effect of HMM is not so good, that is because, in the HMM
model, each sentence in the corpus is considered as an independent individual, it can
not effectively use the complex features, however, there is a certain correlation between
sentences in the corpus. And the effect of MEM is not so obvious also, although it can
solve the complex problems which combine multi-characteristics well, but it can only
use the feature of binarization which only records characteristics appear or not, there is
no way to record the strength of the characteristics, so there exists biases in the
annotation results.

Table 3. Positive and negative correlated words set

Word set classes The words

Positive correlated
words set

进球 球门 扑出 旋向 角球 边线 射门 没收 犯规 踢倒 解围 拦截

断球 推射 直射 打门 底线 攻门 挡出 绊倒 打飞 换人 换下 受伤

倒地 流血 包扎 冲撞 黄牌 警告 拉倒

Negative correlated
words set

网友 进场 更正 回复 镜头 如何 办法 休息

直播 大家 感谢 收看 结束 再见 图文 关注

Table 4. Results in different number of extensions

Number of extensions ROUGE-1 ROUGE-2 ROUGE-SU4
Recall F-value Recall F-value Recall F-value

Baseline 0.587 0.674 0.252 0.269 0.248 0.275
0 0.328 0.362 0.117 0.163 0.212 0.197
5 0.504 0.513 0.146 0.175 0.233 0.247

15 0.556 0.603 0.245 0.254 0.263 0.243

Table 5. Results on different models

Method ROUGE-1 ROUGE-2 ROUGE-SU4
Recall F-value Recall F-value Recall F-value

CRFs 0.556 0.603 0.245 0.261 0.248 0.266
HMM 0.392 0.477 0.184 0.231 0.197 0.206
MEM 0.385 0.361 0.191 0.226 0.188 0.223
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Through the above comparing experiments, it can be concluded that the proposed
method, which based on the correlated words extension and the CRFs machine learning
method achieved a good result on the summary sentences extraction in the field of live
sport text.

5 Conclusion

From the perspectives of the semantics, the vector representation of words and cor-
related words extension based on word2vec can effectively solve the synonym and
correlated words problem. So the experimental result has a good performance by
applying the word2vec to extend the keywords in the live sports text. On the other
hand, the CRFs can transform the extraction problem into an equivalent sequence
tagging and binary classification problem. In our method, we select positive correlated
words, negative correlated words, time and the window of score changes as features to
train a CRFs model, and use the model to extract the summary sentences. Experiment
shows that it not only improves training efficiency, but also has high precision. And the
proposed method has a meaningful influence on automatic summarization and auto-
matic generation of sports news.
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Abstract. Entity search is a new application meeting either precise or
vague requirements from the search engines users. Baidu Cup 2016 Chal-
lenge just provided such a chance to tackle the problem of the entity
search. We achieved the first place with the average MAP scores on 4
tasks including movie, tvShow, celebrity and restaurant. In this paper,
we propose a series of similarity features based on both of the word fre-
quency features and the word semantic features and describe our ranking
architecture and experiment details.

Keywords: Entity search · Similarity features · Statistical features ·
Domain knowledge

1 Introduction

The extraction of the feature vectors from the query-document is a critical step
in learning to ranking. The main effort lies in mapping the query-document pair
into a joint feature space which can precisely establish their relevance.

The common method is to extract the features for each of the input text
pair and then rank them on the various similarity measures based on the lexical
and semantic analysis. But the similarity defined in a different measure will
lead to the different rank sequences. Surdeanu et al. [8] explore a wide range
of classes of the features such as coarse word sense disambiguation, name-entity
identification, syntactic parsing, and sematic role labeling. Although there is a
large mount of text resource in the Web, but the labeled semantic resource for
the supervised learning such as Penn Treebank is rare especially for the minority
language, e.g. Chinese or Korean.

Deep learning especially the Convolutional Neural Networks (CNN) has been
recently shown that it can efficiently learn to embed the sentences into a low

c© Springer International Publishing AG 2016
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DOI: 10.1007/978-3-319-50496-4 73
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dimensional vector space but preserve their syntactic and semantic relations in
many NLP tasks [2,10]. Severyn and Moschitti [7] build the CNN on the sen-
tences pair in an end-to-end manner, where their model on the TREC question
answering task outperforms the state-of-art systems without the manual feature
engineering and the additional syntactic parsers.

In Baidu Cup 2016 Challenge, the competition invites the participants to
tackle the problem of the Chinese entity search on four tasks including restau-
rants, movies, TV shows and celebrities. Given a query on the entity and a set
of candidate entities, the ranking system should rank the entities with their rel-
evance to the query. It is similar to the question answering, but with one char-
acteristic: the answering only contains the entity name, which is too short to
express its hiding meanings. For example, when querying “President of U.S.A.”,
can we predict the relevance of the celebrity ‘Isaac Newton’ to the question with-
out domain knowledge? It is impossible to achieve a good performance without
the domain knowledge if we only focus on the lexical, the statistical, and the
semantical feature information of the answer.

In this paper, we describe a novel ranking learning architecture for the rank-
ing of the entity object to help us to achieve the champion of Baidu Cup 2016
challenges. The distinctive properties of our architecture are: (1) we crawl the
domain knowledge automatically to extend the answers according to the differ-
ent tasks; (2) the statistical relevance features are extracted to build ranking
models, but we only use the simple frequency features since the syntax or the
semantical resource on Chinese text is difficult to obtain; (3) we also define the
new semantic relevance features by means of word2vec to handle the large scale
of corpus, in contrast to the CNN [7] which is restricted to the short texts or sen-
tences; (4) we adopt the simple point-wise method to take the relevance features
as the input instead of directly computing their similarity.

We validate our architectures on the four tasks and analyze the effects of the
components on the ranking performance, e.g. MAP or MRR. In the following,
we describe the components of the ranking learning system and report our state-
of-art experimental results. Finally, we conclude the paper and the outline the
future work.

2 Framework of Learning to Rank Entity

The section briefly describes entity search problem, then discusses learning to
rank, which will train a rank model to predict the order of the candidate answer.

2.1 Problem Formulation

The query is a set of keywords or key-phrases used by the users to express their
desire. An entity is a thing with distinct and independent existence such as
celebrity, restaurant, movie and tvShow in our tasks. The goal is to query the
description targeting the entities, e.g. the review on some movie, the feeling in
the restaurant environment.
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Given an entity search query qi ∈ Q and a set of the candidate entities
Ei = (d1, r1), (d2, r2), · · · , (dik , rik), (din , rin), where dik is the entity object and
rik is the relevant label equal to 1 if relevant to the query and 0 otherwise. The
objective is to retrieve entities that is relevant to the query qi from Ei under the
ranking function is:

h(w, φ(q,D)) → R, (1)

where φ(q,D) is a query-dependent features depending both on the entity and
the query and w is the parameter of the ranking function.

2.2 Extending Entity Extension by External Resources

We have recently seen a rapid and successful growth of Baidu Baike1, which is a
largest open Chinese encyclopedia on the Web. It has now more than 13,000,000
word-items edited by approximate 6,000,000 free volunteers or professional per-
sonnel. The Baike aims to be a Chinese encyclopedia and the articles on the
Baike is refer to all aspects of the Chinese culture. We extract the knowledge
for each entity object from celebrity, movie and tvShow. Baike will be much
easier than from raw texts or from usual Web texts because of its structure.
The objectiveness of the Baike also help us to rank the entity according to the
query precisely. In fact, many natural language processing studies try to exploit
Wikipedia as a knowledge source [1,9] for the English language.

The restaurant tasks is an exception since there is no needs for each restau-
rant for the Baike which aims to provide the authoritative resources or knowl-
edge. So we crawled the review pages from Dazhong review2, which is the largest
city life website guiding the mass consumption in China.

Finally, we also collected the information and the user reviews for the movie
and the tvShow tasks from Douban website3, which provides the information and
reviews on the books, the movies (including tvShow) and the music generated
by over 2 billions Chinese users.

2.3 Feature for Learning

In this section, we introduce the features extracted in our experiments which can
be directly used by the learning algorithm. Each row of the matrix corresponding
to the feature file represents a query-entity pair. The other files for each query-
entity pair separately records the query id, the entity id, the answer id in the
query and the label shows the entity is relevant to the query or not.

Word Features. In the following, We give some details of these features, the
fore part of which is referenced to the dataset LETOR 3.0 [6].

1 http://baike.baidu.com/.
2 https://www.dianping.com.
3 https://www.douban.com/.

http://baike.baidu.com/
https://www.dianping.com
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Table 1. Statistical features on corpuses: the words streams come from the title, the
body and the title + the body and it can be segmented phrase or 2-ngram words

No Description

1 Sum of TF of the query in the stream

2 Sum of IDF of the query in the stream

3 Sum of TFIDF of the query in the stream

4 Sum of BM25 of the query in the stream

5 Sum of LMIR.JM of the query in the stream

6 Sum of LMIR.DIR of the query in the stream

7 Sum of LMIR.ABS of the query in the stream

8 Max of all SS distance in the stream

9 Max of all SWS distance in the stream

10 Max of all MS distance in the stream

11 Max of all MWS distance in the stream

12 Average of all SS distance in the stream

13 Average of all SWS distance in the stream

14 Average of all MS distance in the stream

15 Average of all MWS distance in the stream

In the corpus, we considered three types of streams: title, body and title +
body. For the entity body, we cut the whole part into the sentences by the end
mark of the Chinese language and the English language for convenience. We also
removed all Chinese and English punctuation character (Table 1).

Word2vec [3] is a series of models used to produce the word embeddings,
where the models are a two-layer neural networks that take as the input a large
corpus of text and produce a corresponding vector for each unique word in the
high-dimensional space. Although word2vec plays a part just for computing the
similarity between the words, we have no knowledge about the computation of
the sentence similarity. In the following, we first give some heuristic approaches
to compute the similarity between any sentence based on the public available
word2vec4.

The similarity between the query word qi and the sentence s is defined as the
max value among the similarity between qi and the word si in the sentence s

sim(qi, s) = max
sj∈s

qTi sj , (2)

where qi and si is a normalized vector with the unit length and both of them
are extracted on the trained model from all types of entity corpus by word2vec.

We arrange all qi ∈ q(i = 1, 2, · · · ,m) into the matrix Q = [q1, q2, · · · , qm]T

and sj ∈ s(j = 1, 2, · · · , n) into the matrix S = [s1, s2, · · · , sn]T , then

R = QST (3)
4 https://code.google.com/archive/p/word2vec/.

https://code.google.com/archive/p/word2vec/


Statistical Entity Ranking with Domain Knowledge 815

where R = [r1, r2, · · · , rm]T and ri = qTi s. It is clear that

sim(qi, s) = ‖ri‖∞ (4)

The similarity computation of the query q and the sentence s is related to
sim(qi, s) for all qi ∈ q. With the sum and max operation, we can define the
following four features including Sum of Similarity (SS), Sum of Weighted Simi-
larity (SWS), Max of Similarity (MS) and Max of Weighted Similarity (MWS)

SS(q, s) =
∑
qi∈q

sim(qi, s) (5)

SWS(q, s) =
∑
qi∈q

sim(qi, s) ∗ idf(qi) (6)

MS(q, s) = max
qi∈q

sim(qi, s) (7)

MWS(q, s) = max
qi∈q

sim(qi, s) ∗ idf(qi) (8)

2.4 Word Segmentation and 2-Gram Words

Chinese Word segmentation is the problem of dividing a string into its compo-
nent words. It is a critical step for Chinese language processing. But the perfor-
mance of the algorithm depends the domain specific dict and the used corpus.
The most word segmentation algorithm does not handle the ambiguous words
and unregistered ones. In our work, we adopt the simple 2-gram representation
to complement the deficiencies of the word segmentation considering most of
Chinese phrases consist of two words.

2.5 Ranking Model Design

In our work, we chose the ensemble approaches to predict the similarity proba-
bility for each query-entity pair. Our experiment took three candidates includ-
ing AdaBoost, Random Forest and ExtraTree Classifier [5]. Further, we also
tried to fuse the posterior probabilities and the rankings from multiple classi-
fiers although the improvement is subtle on the celebrity and the restaurant
datasets.

3 Experiments

3.1 DataSet Description

Baidu Challenge 2016 includes four datasets including movies, tvShows, restau-
rants and celebrities. For each type, there are 100 entity queries for the training
and 1,000 ones for the testing. Before the competition ends, 40% of the test
queries were used as the development set for all participants. In our experi-
ments, we do not consider the results on the development set. We extracted
the feature vectors from all query-entity pairs, where Table 2 gives the detailed
information.
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Table 2. DataSet Information

Name #Training queries #Training examples #Test queries #Test examples

Movie 100 9,596 1,000 98,309

TvShow 100 10,264 1,000 103,409

Celebrity 100 9,939 1,000 99,785

Restaurant 100 9,983 1,000 99,796

3.2 Experiments Design and Results

Data Retrieval. We crawled Baike, Douban, Dazhong web sites by the Baidu
crawler and Yahoo crawler. It is important to validate the correctness of the
crawled pages. We saved the meta information in the front of the texts to check
whether it is consistent with the corresponding entity or not.

Preprocessing. We preprocessed the Chinese texts by removing all Chinese
punctuations after splitting the total texts into the sentences with the Chinese
punctuations as the end mark. Further, the sentences were split into the single
Chinese words by the Jieba open source5 and by sliding on the text with the
two-width window (2-gram), separately.

Word Embeddings. We initialized the word embeddings by running word2vec
tool [4] on the Chinese corpus. The tvshow and movie tasks used the corpus
contain roughly 2 million vocabularies, 1 million ones for the celebrity tasks and
0.8 million ones. To train the embeddings we used the continuous of bag words
model with the window size 5 to generate a 50-dimensional vectors for each
word. The embeddings vector not present in the word2vec model were randomly
initialized with the equal length vector with each component taken from the
uniform distribution U [−0.25, 0.25]. On both of word segmentation form and
2-ngram form, we extracted 33 features from each corpus and merged them into
66-dimensional features.

Experiment Setup. We evaluated the performance on the training dataset
by 10-fold cross validation (cv-10). In particular, the query-entity pair from the
same query would be put into the same fold for keeping the completeness of each
query. The cross folds were kept invariant for all parameters settings.

In implementing the extra tree classifier, the parameter n estimator were
randomly drawn from the integer range [100, 500] and another parameter
max depth was randomly from the enumeration range {4, 6, 8, 10, 12}. The mod-
els parameters were optimized in the space of the grid with the parameter
n estimator and max depth by the cross-validation on the training data.

5 https://github.com/fxsjy/jieba.

https://github.com/fxsjy/jieba
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Evaluation Measures. The competition uses the Mean Average Precision
(MAP) to evaluate the quality of the submission file, which is common in the
information retrieval. MAP examines the ranks of all the related entities and
computes the mean over the average precision scores for each query

MAP (q) =
1
|q|

∑
qi∈q

avgprec(qi). (9)

Meanwhile, we computes avgprec(qi) as follows

avgprec(qi) =
∑
e∈qi

rel(e, qi)
pos(e)

(10)

where rel(e, qi) (1 or 0) shows whether the entity e is correlated with the query q
and pos(e) is the position of the entity e in the ranking sequence of the query q.

Finally, we achieve the first place of the Baidu Challenge 2016 competition as
shown in the Table 3. Limited to the short readiness time, more experiments and
analysis are ongoing in order to keep the integrity of the entire paper. In the fur-
ther work, we will promptly give more detailed comparisons and comprehensive
experimental analysis.

Table 3. Competition results on four tasks

Tasks Celebrity Movie Restaurant TvShow Total

Results 0.8818 0.7759 0.5939 0.5978 0.7124

4 Conclusion

In this paper, we explore the merging of the simple word frequency features and
the word2vec-based sematic features to solve the entity search problem. The
effectiveness of the features is shown on the Baidu Challenge 2016 competitions
datasets. We explain the entire processing of the experiments. We achieved the
best performance with the merging of the features and the extra tree ranker
(point-wise ranker). In future work, we will improve and finish the experiment
comparisons, furthermore, we will take these features as the preprocessing step
of the deep learning and apply the CNN to learn the relation between the query
and the entity.
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Abstract. For a given query, searching for entities that conform to the
description facts in the given set, in view of this goal, this paper proposes a
matching method based on classification and semantic extension. The algorithm
firstly to classify the query string into three categories, and extract the key word
of different categories of query word. Then the keyword is extended to get the
matching word set based on the word2vec word vector model. At last we
calculate the score of every entity by the weighted matching method and get
results according to the score ranking. After the experiment, the method get the
correct rate of 63.2%, which has good applicability, and to a certain extent, it
reduces the retrieval failure rate due to the query of the spoken language and
diversification.

Keywords: Entity search � Word2vec � Precise matching � Similarity

1 Introduction

Developing more intelligent search engines [1] is a long-term common goal for both
academia and industry. An intelligent search engine should meet either precise or
vague requirements from users. Results that are semantically relevant [2] to the queries
should be returned, other than those literally matching results. For instance, people may
search for “restaurants with good environment suitable for kids’ birthday parties”. In
order to meet the user’s intent, the search engine needs to understand every restaurant,
check which of them can be tagged as “with good environment” and “suitable for kids’
birthday parties” and index the restaurants with these tags for retrieval.
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The traditional method of researching is matching the query with all index pages,
without analysis of the user’s search intention. In a real environment the method is
limited by the complex semantic representation or spoken query [3], and the entity
search [4–8] results are often unsatisfactory. In order to realize the accurate matching
[9] based on semantic analysis, a series of analysis of the query string is needed.
Literature [5] proposes a general probabilistic framework for entity search to evaluate
and provide insights in the many ways of using these types of input for query mod-
eling. Literature [8] employs a probabilistic retrieval model for entity search in which
term-based and category-based representations of queries and entities are effectively
integrated. The word2vec was used in Literature [10] to map all the words into a more
abstract word vector space, and then calculates the similarity between words based on
the word vector, and finally obtains the article keyword by word clustering. But it all
did not carry out a deeper classification of semantics and consider the context.

The analytical method of semantics are not the same in different application sce-
narios, so this paper take four basic scenarios of movies, TV shows, restaurants, names
as the research object which is all based on Baidu’s evaluation corpus. With analyzing
of Content information of every entity and query, this paper put forward an accurate
searching method based on extended query string which consists of three parts: query
string parser, entity information collector and rule matching, and provides an important
theoretical basis for research of entity search.

2 Query String Parsing

2.1 Movies, TV Shows Query String Classification

After analyzing the query string, while taking into account the complexity on the
semantics of the query, this article will take the film query string into three categories:
Basic information adaptive type (info), adapting the content type (content), complex
and difficult to determine type (complex), details as follows:

• Info: this type represents user intents to search for the video basic attributes,
including names, director, genre, running time, etc. This type of query string is
represented as “Starring Xun Zhou”, Directed by “Feng Xiao gang”, etc.

• Content: this type represents the user intends to search for the information about the
video content which can get information from reviews of movies, like “about the
revenge”, “on the witch”, “people and animals”, “the theme of war”, etc.

• Complex: This type is difficult to judge the results obtained by analyzing basic
information and plot summary with subjective factors, such as “80’s like to watch”,
“Slow pace”, “an unexpected ending”, “very alternative”, etc.

First (Info) Extraction. Take 1000 query string for analysis, statistics prefix and
suffix word first class, get first class “attribute vocabulary”. When the query of the first
type is matched by the table, return to <type, matching word>. For example, if the
query is about director, the extraction of Prefix and suffix in Chinese is like “主演、所

演、出演、演、参演…”, and return <info, the name of the director>.
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Second (Content) and Third (Complex) Extraction. This experiment adopts the
ways with machine expansion like the first extraction and manual annotation. With the
increase of data, it can form a rich “complex query corpus”, the manual annotation of
the subsequent query string can be completely replaced by the machine.

2.2 The Extraction of the Matched Words in Restaurants’ Query

Through the analysis of a large number of query strings, it is found that the query string
can be represented by three nouns, verbs or adjectives. Dependency syntax can express
the relationship of the internal structure of a sentence, and the dependency parsing of
LTP is used in this paper. The query string is converted into the three tuple SAO
structure.

2.3 The Extraction of the Matched Words in Name’s Query

The name query string’s content is the description of the term information, so without
classification, directly extract nouns as the matching word set.

3 Semantic Extension and Matching Rules

3.1 Word2vec Word Vector Model and Semantic Extension

The word2vec [10] model is used to compute the similar words of query’s basic
matching words to extend that sense group sets of words. The vector space which is the
output of the word2vec can be used to represent text semantic similarity. In this paper,
word2vec was used to train the word vector model in field of film and television, and by
cosine similarity to compute the similarity of the two words. For example, “Holmes”
calculation of the high similarity of the word “Watson” “reasoning” “detective”
“murder” “case” and so on, and the extended words can accurately represent the user’s
query intention.

3.2 Matching Rule

String Matching Rules for Movies and TV Series. Set the score of category X for
query string Q as Score (X), then the calculation method for each category of query is
as follows:

The first category is info, the extraction of key words can be directly matched. Set the
number of hits as N, the weight as I, then

Score Xð Þ ¼ I � n;X ¼ Info ð1Þ
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For the Second category content and third category complex. Set content matching
word vector as vec(b1; b2; . . .bi; P1;P2; . . .Pj), where the first i of the basic extraction of
the query for the bi, the weight is B, set the complex class matching word vector as vec
(m1;m2; . . .mi;Q1;Q2; . . .Qj), the first i manual annotation words for the mi, the weight
is M. The first j expansion word is xj, corresponding to the weight of Sj (similarity),
matching the number of hits is ni, such as ni � bi means the times of bi hits, then

Score Xð Þ ¼ B �Pi
i¼1 n bið Þþ Pi

i¼1 Si � n Pið Þ;X ¼ content
M �P j

j¼1 n mj
� �þ P j

j¼1 Sj � n Qj
� �

;X ¼ complex

(
ð2Þ

Among them, for the content, bi is the based matching keyword extracted from the
query string, which is regarded as the accurate matching for target, given a higher
weight; for the category of complex, mi for manual annotation, is regarded as a
non-deterministic matching, giving a smaller weight. All extended by word similarity
descending take the first N, according to the similarity of each expansion word and the
basic word to calculate the similarity Sj, which is calculated by word2vec. To sum up,
entity E in the query string Q scores of:

ScoreE ¼ Score infoð Þþ Score contentð Þþ Score complexð Þ ð3Þ

The optimum value of the parameter I, B, M is obtained by the experiment. Under
normal circumstances the query string is only one of the three categories, the complex
situation will be the intersection.

The Matched Rules for the Restaurants’ Query String. With the analysis of the
dependency syntax, the query string is converted into the three tuple SAO structure.
Then by analyzing the relationship of the three tuple, the member is set different
weights. Non three tuple structure is set as the default weight 1. Finally, the set
Bfc1 : w1; c2 : w2; c3 : w3g that contains the basic word and the corresponding weight
is gotten.

The weight formula is as follows:

wE1 ¼ 2; E1;RELð Þ is SBVðsubjectverbÞ
1; others

�
ð4Þ

wE2 ¼ 2; E2;RELð Þ is VOBðverbobjectÞ;POB or ATT
1; others

�
ð5Þ

The weight of the entity E1 is wE1. The weight of the entity E2 is wE2.
By extending the basic word with word2vec, getting the original word similarity

from word2vec, computing the weight of word finally get the matched set.
Cfc1 : w1; c2 : w2; . . .. . .; cn : wng. The weight of extended words formula is as

follows:
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wj ¼ ci � sij ð6Þ

ci is the weight of original word. sij is the similarity between the extended word and
the original word, which is obtained from word2vec. wj is the weight of the extended
word.

When calculating the correlation degree, this paper divides it into three parts, which
are the basic information correlation, the label correlation, the comment correlation.

The comments correlation calculation formula is as follows:

Score ¼ wB �
X

i
Si þ num Bð Þ

i

 !
þwL � num Lð Þþ n Queryð Þ � 5000þ

min n Cð Þð Þ � 1000þ
X

i
ðn cið Þ � wi � wRÞ

ð7Þ

wB is the predefined weight of the basic information. Si is the corresponding score
of a query string that the basic information contains. numðBÞ is the number of matched
words that name contains. wL is a predefined label correlation weights. numðLÞ is the
number of matched words contained in restaurant reviews. min n Cð Þð Þ represents the
number of all labels in the comments. wi is the weight of the matched word ci that is
gotten from the similarity of word2vec and dependency syntax. wR is the predefined
weight of comments.

The Matched Rules for the Name’s Query String.

(1) Whether the query segment for proper nouns, if yes, then match the proper person
set. If not, all field match with the query segment. If all match, give a weight of a.

(2) Use the query segment label set match the entity data set. If all label set match,
weight increased by b, plus the the number of occurrences of the label set, minus
the total number of full match appears. If it not all label set match, weight
increased by the number of each label occurrence number.

(3) Use the query segment label set match the person set. If all label set match, weight
increased by c, plus the the number of occurrences of the label set, minus the total
number of full match appears. If it not all label set match, weight increased by the
number of each label occurrence number.

At last, sort the data of name weight, obtain the result. Formula is as follows:

Weightj ¼ aþ b �min n1; . . .; nNð Þþ
XN

i
ni �min n1; . . .; nNð Þ½ � þ

c �min m1; . . .;mNð Þþ
XN

i
mi �min m1; . . .;mNð Þ½ �

ð8Þ

Among them, ni represent the numbers of the i’th label in the query segment label
set matching to the physical properties of names; min n1; . . .; nNð Þ is the minimum of
the times that all of these label matches the query segment label set; mi means represent
the numbers of the label i in the query segment label set matching to the Entity data set
of names; min m1; . . .;mNð Þ means the minimum of these numbers. In this paper,
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in order to be able to ensure the right value of the parameter weights in a; b; k, make
the value divide into three groups, K1 {1000,10,10}, K2 {100,100,10}, K3
{100,10,10}, and test these method with data set.

4 Evaluation Method and Experimental Result Analysis

4.1 Evaluation Standard

This experiment uses the Mean Average Precision (MAP) as the evaluation standard,
and more specific content about MAP can refer to Wikipedia.

4.2 Experimental Results and Analysis

Film, TV and Restaurant. In the film and television section, each query entity corpus
(long reviews, commentaries and content outline for each 200) after data processing are
about the size of 1 M. Adjust the weight parameter I, B, S based on the actual number
of matches and three classification features. Divide the weight into absolute weight and
general weight. The absolute weight indicates a hundred percent hit, applying to basic
information class matches; the general weight is according to the actual situation and
occurrence frequency to determine. The experimental results of observation obtained,
the maximum number of hits of a query string expanded matching word set is about
130 times, with a matching weight of 10, the maximum score of the matching entity is
1300 points. So for the absolute weight, the result of the calculation is much higher
than that of the score. I is the weight of info, just from the basic information matching
to belongs to the absolute hit, so make I absolute weight values I = 3000; B is the
weight of basic matching word of second type, which matching one time means a
larger rate of a hit, make weight B = 100; S is the weight of extended term, is cal-
culated by the cosine similarity of the extended term and basic term according to result
of the word2vec training. Basis weight is in front of the establishment of the reference
standard S = 10, such as expansion word J and basic word similarity for Sj, the
corresponding weight Sj ¼ 10 � sj.

In the restaurant section, we conduct an experiment which add the dependency syntax
and use word2vec to expand the number of synonyms. In the end, we adjust the
number of the expansion words to make a better result, and use the traditional method
which does not consider the relationship between the weight of the noun phrase and the
adjective as a contrast experiment.

The result of different N values of the MAP on Film and TV and the result of
traditional method and improved method on Restaurant is shown in Fig. 1.

In Film and TV section, the result shows that the MAP is the highest when the
number of extended words is extended to 30. When the extension number is low, the
matching set to query for the meaning expression is not complete, when the extension
number is large, increasing the ratio of impurity word, dilute the ratio of real similar
words, two cases the correct rate was decreased.
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At the same time, the contrast test, using the traditional query string word seg-
mentation - Extraction Keyword - direct full text matching method, get the MAP value
is only about 0.45, it is proved that the physical search method in this paper has a good
improvement.

In the restaurant section, the result by traditional method is much poor than
improved method joining dependency syntax. The main reason is that the dependency
syntax considers the weight of entity relationship, and reduces the non-key entities
score, it enhances the accuracy of the correlation.

Celebrity

Traditional method

1. All Match: Based on the analysis of characteristics of query segment. In this paper,
use it as a reference method AM.

2. Entity Match: This method uses the entity data set match with the query segment
label set. This paper will use it as a reference method EM.

The result is shown in Table 1.

Experimental results showed that in this data set, the AM method is a little higher
than EM method, but these two methods can’t compare with this paper’s methods. In
this paper, K3 of a; b; c is better than other method.

From the experiments above, we can see in the search experiments, after using the
query, and name entity, this paper propose word weight to make the result’s accuracy
higher.

Fig. 1. The MAP of the different N

Table 1. Different methods and parameters’ MAP

Method MAP/%

AM 79.3
EM 71.2
K1 80.2
K2 82.9
K3 83.2
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Algorithm comparing results show that, in the process of query, only use one
certain feature cannot achieve the best effect, should be considered a variety of char-
acteristics, and according to importance of the features, give different weights to them.
Although the matching effect is good, but it’s too dependent on the query’s own
description and the match degree of information, lack of future room for improvement.
And in this paper, by using query segment, entity data set, person set, we adopt a better
method for the precise name entity searching, which is much better than AM, EM.

5 Conclusion

This paper proposes a precise entity matching method by calculating the content
correlation. According to the data analysis, different classification methods are used in
different entities. In the field of film and television, use three levels of classification of
the query string, consists of basic query, deterministic query and uncertainty query; In
the field of restaurant, query string dependency parsing is the main method; In the
celebrity search field, establish special name library for disambiguation. These methods
can be obtained for a more accurate understanding of the semantics of the query.
Word2vec based on the full text of the calculation of key words, to expand the basic
matching words extracted from the query statement to reduce the language and
diversification of the matching failure. Compared with the traditional search method,
the method based on semantic understanding and retrieval results has higher accuracy.
The next step is to build a more complete query string when you have more data,
entirely by machines instead of manual annotation, to further improve the usability and
search results.
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Abstract. Word similarity computation is a fundamental task for natural lan-
guage processing. We organize a semantic campaign of Chinese word similarity
measurement at NLPCC-ICCPOL 2016. This task provides a benchmark dataset
of Chinese word similarity (PKU-500 dataset), including 500 word pairs with
their similarity scores. There are 21 teams submitting 24 systems in this cam-
paign. In this paper, we describe clearly the data preparation and word similarity
annotation, make an in-depth analysis on the evaluation results and give a brief
introduction to participating systems.

Keywords: Word similarity � Similarity computation � Semantic campaign

1 Introduction

Word similarity computation is to automatically predict the similarity degree of word
pairs, which is a fundamental task for many natural language processing (NLP) sys-
tems, such as question answering, information retrieval, paraphrase detection and
textual entailment. There are two kinds of ways to evaluate word similarities: (i) in-
trinsic evaluation: compute the correlation coefficient between the automatic predicted
results with the human labelled similarity scores; (ii) extrinsic evaluation: apply the
word similarities to a specific downstream task, like name entity recognition or relation
extraction. The extrinsic evaluation is a valid method, but it does not allow us to
understand the properties of lexical similarities without further analysis. Therefore, this
paper focuses on the first method of intrinsic evaluation. There needs a benchmark
dataset to evaluate and compare different systems on computing lexical similarity, and
thus to encourage more researches on this problem.

In English, there are quite a few open datasets that are commonly used as
benchmark for evaluating word similarity. The first data RG is from Rubenstein and
Goodenough [1]. The data contains 65 pairs of nouns, and the human subjects were
asked to order the pairs according to the amount of “similarity meaning” and give a
similarity value from 0.0–4.0. Miller and Charles [2] selected 30 of those pairs (MC
data), and studied semantic similarity as a function of contexts in which words are
used. The most widely used dataset is WordSim-353 [3]. It selected out 353 pairs of
nouns and asked 16 human annotators to assign a numerical similarity score between 0
and 10. In the recent time, Huang et al. [4] created a new dataset, where the word pairs
were presented in sentential context rather than in isolation.
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However, such an open benchmark has been absent in Chinese for a long time,
which becomes a bottleneck for Chinese word similarity computation. In the early and
notable work of Liu and Li [5], only 39 word pairs were selected for evaluating. Jin and
Wu [6] organized a campaign of evaluating Chinese word similarity at Semeval-2012.
They translated the word pairs of WordSim-353 data to Chinese, and asked twenty
human annotators to give a similarity score between 0 and 5. But only two teams
submitted four systems in this campaign. Guo et al. [7] constructed a Chinese Poly-
semous Word Similarity Dataset, which contains 401 word pairs selected from Hownet,
but this data focuses on polysemous words and so the data diversity is limited.

We organize a campaign of Chinese word similarity measurement at NLPCC-
ICCPOL 2016, and construct a benchmark dataset (namely PKU-500). The dataset
contains 500 Chinese word pairs, which are assigned similarity scores by twenty
subjects. Researchers have shown great interest in this problem and totally 49 teams
registered in this task. Finally 21 teams participated in our campaign and submitted 24
systems.

In this paper, we make an overview of this task. In Sect. 2, we introduce the dataset
construction, including the diverse criteria for data collection and the annotation
scheme of similarity scores. Section 3 describes the task setup and the evaluation
metrics. In Sect. 4, we report the evaluation results of 24 systems and make a detailed
analysis on the experimental results. We analyze the following factors that may affect
Chinese word similarity computation: (i) the inter-annotator agreement in assigning
similarity scores, (ii) part of speech, (iii) word length and (iv) polysemous words. In
Sect. 5, we make a brief introduction to the participating systems. Section 6 gives the
conclusion.

2 Dataset Construction

2.1 Word Selection

The commonly-used WordSim-353 dataset [3] only contains nouns and tries to have
word pairs with a diverse set of similarity scores. But in recent years, researchers pay
more attention to the semantic representations of some special words, like rare words
and polysemous words. Accordingly, more important and diverse criteria should be
considered in constructing the dataset.

• Domain. Covering both the traditional formal language and the recent web
language.

• Frequency. The high-frequency words, middle-frequency words and low-
frequency words should all be included.

• Part of Speech. Not only nouns but also verbs and adjectives should be included.
Not only the content words (noun, verb and adjective) but also the functional words
(e.g., adverb, conjunction) should be considered.

• Word Length. A Chinese word may be composed of one character, two characters,
three characters or four characters. All these different types of words should be
considered.
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• Word Sense. Ambiguous words with multiple meanings are the most difficult part
for lexical semantic researches, so some polysemous words should be included.

• Polarity. Words with different semantic orientations (positive vs. negative) should
be included.

According to the above criteria, we selected words in the following procedure.

1. The data comes from two domains: three month People’s Daily News and a large
collection of WeiBo data.

2. All the data was word segmented and POS tagged using the open software ANSJ.
3. We extracted words separately from the two domains according to their frequency,

part of speech and word length.
4. The automatically extracted words were further picked out manually by the first

author of the paper, according to the word senses and semantic polarities. Finally,
we got 514 words and 202 words from People’s Daily News and WeiBo data,
respectively.

2.2 Word Pair Generation

In total we selected 716 single words from the corpus in the previous phrase. Now, we
will generate word pairs for evaluating word similarity.

1. For each target word, we automatically extracted three candidate words from
HIT-CIR Tongyici Cilin (Extended): the first word lies in the same synset; the
second is one of the words belonging to the parent node; the third one is randomly
selected from other words.

2. For each target word, the candidate words were further picked out manually by the
first author of the paper. We removed some candidate words and add some new
words by linguistic insight, according to the criteria described in Sect. 2.1. Finally,
we got 470 word pairs.

3. We selected other 30 word pairs that were translated from the WordSim-353 data.
4. Finally, we got 500 word pairs for Chinese word similarity measurement.

2.3 Similarity Score Annotation

We asked twenty graduate students to annotate similarity scores of word pairs. All the
students are Chinese native speakers and major in Chinese linguistics. The similarity
score is set to [1, 10], where 1 means two words are totally different and 10 means two
words carry the same meaning. We calculated the average value of twenty humans as
the final similarity score of each pair.

We didn’t give any annotation guidelines to the human annotators, so the annotators
were encouraged to judge just by their intuition of language. We didn’t make a clear
distinction between semantic relatedness and semantic similarity, because it is a noto-
rious problem in lexical semantics and it depends on the application task you will do.

Tables 1 and 2 give some examples of word pairs with their similarity scores.
Table 1 lists the top 10 similar words and Table 2 lists the top 10 dissimilar words.
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In assigning similarity scores, some word pairs have quite high inter-annotator
agreement while some other word pairs have very low inter-annotator agreement.
Tables 3 and 4 list the top 10 word pairs with low standard deviation and high standard
deviation, respectively.

It can be seen that two types of word pairs are likely to have high inter-annotator
agreement. (1) Word pairs that refer to the same entity. For example, the word pair “紫
禁城” vs. “故宫” gets a standard deviation 0.0 that means all twenty annotators give it
the same score 10. (2) Word pairs that are totally different. For example, all twenty
annotators give the pair “教授” vs. “黄瓜” the same score 1. However, for the fol-
lowing word pairs, different annotators tend to give different similarity scores. (1) Two
words are functional words (e.g., “只管” vs. “尽管”, “由此” vs. “通过”, “一方面” vs.
“一边”). (2) Two words are sematic related (e.g., “GDP” vs. “生产力”, “日期” vs. “时
间”, “托福” vs. “GRE”). Annotators handle semantic related words differently: some
annotators assign them a high similarity score, while other annotators assign them a
low score. It is an interesting topic to investigate why annotators give different simi-
larity scores to a pair of word, so for further research Appendix A lists the 91 word
pairs with standard deviation greater than 2.0.

Table 1. The top 10 similar word pairs

Word 1 Word 2 Score

WTO 世界贸易组织 10
紫禁城 故宫 10
计算机 电脑 9.9
赢 胜 9.8
维他命 维生素 9.5
化肥 化学肥料 9.5
课程表 课表 9.5
互联网 因特网 9.5
假货 赝品 9.5

Table 2. The top 10 dissimilar word pairs

Word 1 Word 2 Score

讲价 打架 1
教授 黄瓜 1
控制 恐高 1
阻力 天花板 1
结盟 无理取闹 1.1
调查 努力 1.1
玻璃 魔术师 1.1
干扰 上网 1.1
课堂 美食 1.1

Table 3. The top 10 word pairs with low
standard deviation

Word 1 Word 2 Score Stad.

教授 黄瓜 1 0.00
控制 恐高 1 0.00
阻力 天花板 1 0.00
WTO 世界贸易组织 10 0.00
紫禁城 故宫 10 0.00
讲价 打架 1 0.22
玻璃 魔术师 1.1 0.30
干扰 上网 1.1 0.30
课堂 美食 1.1 0.30

Table 4. The top 10 word pairs with high
standard deviation

Word 1 Word 2 Score Stad.

没戏 没辙 4.9 3.03
只管 尽管 4 2.94
GDP 生产力 6.5 2.80
包袱 段子 2.6 2.71
日期 时间 6 2.67
由此 通过 3.4 2.66
爱面子 好高骛远 4 2.56
一方面 一边 5.4 2.54
托福 GRE 8 2.54
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3 Task Setup

All 500 word pairs serve as the test data, and no training data is provided. We first
released 40 word pairs as the trial data before the evaluation phrase. All kinds of
strategies are welcome, including the traditional corpus-based distributional similarity,
dictionary-based similarity computation, as well as the recently developed word
embedding methods and deep learning models. Also, the participating systems are
encouraged to use external resources.

In order to avoid over-fitting on this small test dataset, we released a large col-
lection of 10,000 word pairs in the testing phrase. Our 500 word pairs were mixed in
the large data, and the other word pairs were randomly generated from a large
dictionary.

We use Spearman’s rank correlation coefficient to evaluate the statistical depen-
dence between the automatic computing results and the golden human labelled scores:

q ¼ 1�
6
Pn

i¼1
ðRXi � RYiÞ2

nðn2 � 1Þ ð1Þ

where n is the number of word pairs being evaluated, RXi and RYi are the standard
deviations of the rank of automatic computing results and human labelled scores,
respectively.

4 Evaluation Results and Analysis

4.1 Overall Results

Together 21 teams participated in our task and submitted 24 systems. Table 5 reports
the evaluation results, listing the team ID, organizations and Spearman scores.

The best result of the wining team is 0.518, which is significantly better than the
second best system by 6.1%. The last system gets a score 0.000, because it destroys the
format of the testing data. Only the wining first system gets a Spearman score greater
than 0.50; 16 systems are in 0.30–0.50; 7 systems are below 0.30. In the recent work of
Schnabel et al. [8], they report a score of 0.640 on WordSim-353 data by using CBOW
word embeddings. It demonstrates that there is still a large gap between Chinese and
English word similarity computation.

4.2 Inter-annotator Agreement and Evaluation Results

We think those word pairs with low inter-annotator agreement in assigning similarity
scores will have negative effects on evaluation results. To address the inconsistency of
annotators, we remove those word pairs with a standard deviation greater than 2.0, and
we get 401 word pairs with low standard deviation. Figure 1 reports the evaluation
results of the top three systems on 401 word pairs.

832 Y. Wu and W. Li



As our expectation, the performances of the top three systems are consistently
improved on 401 word pairs, and the Spearman scores ρ * 100 are improved by 5.8,
3.9 and 4.8 for SXUCFN, DLUT and CQUT, respectively. For further research,
Appendix A lists the 91 word pairs with high standard deviation.

Table 5. The overall evaluation results

Team ID Organization Spear.

SXUCFN-QA Shanxi University 0.518
DLUT_NLPer Dalian University of Technology 0.457
CQUT_AC996 Chongqing University of Technology 0.436
nlp_polyu The Hong Kong Polytechnic University 0.421
BLCU_CNLR Beijing Language and Culture University 0.414
Cbrain Institute of Automation, Chinese Academy of Sciences 0.412
CIST Beijing University of Posts and Telecommunications 0.405
wanghao.ftd Shanghai Jiao Tong University 0.405
DUTNLP Dalian University of Technology 0.372
BIT_CWSM Beijing Institute of Technology 0.371
NJUST-CWS Nanjing University of Science and Technology 0.365
TJIIP Tongji University 0.357
SWJTU_CCIT Southwest Jiaotong University 0.349
QLUNLP_1 Qilu University of Technology 0.327
QLUNLP_2 0.328
QLUNLP_3 0.314
QLUNLP_4 0.234
CCNU BeliefTeam Central China Normal University 0.316
DM&S Lab Beijing University of Technology 0.286
Zsw University of South China 0.272
AngryXYZ University of Beijing Science and Technology 0.268
Zutcsnlp2016 Zhongyuan University of Technology 0.206
whut_nlp Wuhan University 0.014
USC University of South China 0.000
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0.518
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0.576
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Fig. 1. The performances of top three systems on word pairs with low standard deviation
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4.3 Part of Speech on Similarity Computation

Both the RG and WordSim-353 dataset only contain nouns. We want to know whether
different parts of speech will affect the automatic computation of word similarity, so we
make a comparison on different parts of speech by the top three systems, as shown in
Fig. 2. Those word pairs where both words are nouns constitute a set of Noun, and we
compare the automatic scores of word pairs within this set with the golden human
labelled score. In the same way, we compute the Spearman scores of Verb and
Adjective. The Noun set includes 247 word pairs, and the Verb set includes 104 word
pairs and Adjective set 52 word pairs. The other word pairs are: (i) two words have
different parts of speech; (ii) both words are functional words. These three sets of word
pairs will be released separately in the website of NLPCC-ICCPOL 2016 for further
researches.

To our surprise, the Verb gets the highest score by all three systems. As our
expectation, the Noun also gets promising results. However, the Adjective gets a quite
low score, which is much lower than the average value. The system CQUT gets a
negative value for adjectives, which assigns the similarity score of 24 adjective word
pairs as over 9.0.

4.4 Word Length on Similarity Computation

We make a further analysis on the lexical similarity of words with different word
length. We regard a word pair as One Character if it contains a single-character word;
we regard a word pair as Three Characters if it contains a three-character word. In the
same way, we extract the word pairs of Two Characters and Four Characters. Please
note that these different sets may have overlap. In our testing data, the One Character
set includes 25 word pairs, and the Three Characters set includes 90 word pairs and the
Four Characters set 43 word pairs. The majority part is the set of Two Characters,
which includes 450 word pairs. These different sets of word pairs will be released in the
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Fig. 2. The performances of top three systems on different parts of speech
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website of NLPCC-ICCPOL 2016 for more researches. The following Fig. 3 reports
the evaluation results of the top three systems on different word length.

It can be seen that all three systems get very high scores for word pairs where one
of the words is composed of two characters; however, they get quite low scores for
word pairs that contain a single-character word. This is because (i) the character
information is important to predict the meaning of a Chinese compound word while we
can’t make use of this knowledge for a single-character word; (ii) most of single-
character words are ambiguous and have multiple senses.

4.5 Polysemous Words on Similarity Computation

The semantic representations of polysemous words have been a challenging task in
natural language processing, and word sense disambiguation is a traditional hot topic in
the research community. In recent years, there has been an increasing interest in
learning sense embeddings from large corpus [4, 7, 9].

In our task, we want to investigate whether polysemous words pose more diffi-
culties in word similarity computation. We divide our dataset into two subsets: both
words are monosemous; one of the words is polysemous. Following the work of Guo
et al. [7], we first extracted polysemous words based on HowNet (version 2000), but it
ended up 415 word pairs, because most words in our data were assigned multiple
senses by HowNet. Therefore, we resort to “Xiandai Hanyu Cidian (version 5)” to find
polysemous words, and get 268 word pairs that contain at least one polysemous word
in each word pair. To encourage more researches in this problem, these two subsets
will be released in the website. Figure 4 reports the evaluation results of the top three
systems on polysemous words compared with monosemous words.

It can be seen that all the three systems get a worse performance on polyse-
mouswords than monosemous words, but only by a small margin. It drops 1%, 3.8%,
and 1.2% for the wining system, the second system and the third system, respectively.
It demonstrates that the effect of polysemous words on lexical similarity computation
isn’t as large as people thought.
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Fig. 3. The performances of word pairs with different word length
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5 Participating Systems

Our task has attracted much concern in the research community, and 21 teams par-
ticipated in our task and submitted their results. Another one team submitted results
after the deadline. In this section, we will make a brief introduction to the top three
systems. We will introduce the methods and resources they used, and discuss the
results they achieved.

Extensive researches have been conducted on lexical similarity computation.
Theses work can be briefly clustered into three groups. (i) Thesaurus-based method.
The similarity degree of a word pair is predicted based on the manually constructed
dictionary, like WordNet [10, 11], HowNet [5] and Tongyici Cilin [12]. These methods
rely heavily on the hierarchical structure of the dictionary, and can’t deal with those out
of vocabulary (OOV) words. (ii) Corpus-based method [13–15]. These methods are
based on the distributional hypothesis which assumes that similar words occur in
similar context. They represent the contextual features as vectors from a large corpus
and then compute the similarity score between vectors. (iii) Corpus-based embedding
method. These methods exploit neural networks to extract distributed representations of
words based on a large corpus, and then compute the similarity of word embeddings,
such as the work of Mikolov et al. [16] and Guo et al. [7]. Due to the limitations of
single methods, most systems in our task exploit the combining strategy.

The wining first system comes from Shanxi University [17], which achieves a
Spearman score 0.524. They propose a combining strategy that exploits different
similarity computing methods based on a variety of semantic resources. Their work can
be divided into three steps. (1) Compute the similarity score based on Hownet (sim1),
and compute the cosine distance between two vectors that are pre-trained using the
Word2Vector tool (sim2). Then the similarity score is set to be the average value
sim ¼ ðsim1þ sim2Þ=2. (2) If both words of a pair evoke the same frame according to
the Chinese FrameNet [18], the score should be sim ¼ ðsimþ 10:0Þ=2. (3) If both
words are in DaiCilin, Synonym dictionary (Tongyiic Cilin) and Antonym dictionary,
the score is further updated according to heuristic rules. The experimental results show
that (i) Combing the HowNet-based method and corpus-based embedding method gets
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0.457 0.436

0.521
0.482 0.439
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Fig. 4. The performances of polysemous words compared with monosemous words
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a significant improvement over the individual methods; (ii) Adding the semantic
resources of DaiCilin, Synonym dictionary and Antonym dictionary further improves
the performance.

The second best system comes from Dalian University of Technology [19], which
achieves a Spearman score 0.457. They propose a framework by combining word
embeddings and Tongyiic Cilin. The similarity computation method based on Tongyici
Clilin is developed from the algorithm of Tian and Zhao [12], which fully exploits the
coding and hierarchical structure information to predict the similarity degree between
two words. They employ the skip-gram model to learn the continuous word vectors
from text corpora and then do similarity computation on embedding vectors. The
interesting part is that they use the weak similarity score (WSS) to weakly supervise the
learning process of word embedding, which is automatically computed based on some
retrieval statistics and linguistic features. The combination strategy exploits different
ensemble learning methods, including Max, Min, Replace, Arithmetic Mean and
Geometric Mean. The Cilin method gets a Spearman value 0.405, the W2V method
gets 0.311, and the combing method with Arithmetic Mean gets 0.457, which ranks the
second in all participating systems. After the submission, they make further studies:
(1) enhance the embedding model by merging equivalent English word embeddings;
(2) learn the co-occurrence sequence via LSTM networks. They finally get a Spearman
value 0.541, which is the best result on PKU-500 data to date.

The third best system is from Chongqing University of Technology. They adopt the
lexicon-based method by using Tongyici Cilin, and their method is derived from the
algorithm of Tian and Zhao [12], which takes advantage of the structure information
and coding rules to estimate the similarity of a word pair. They propose two
improvements. (1) For polysemous words, they take the average value of similarity
scores across all senses rather than the biggest similarity score. (2) For OOV words that
are not recorded in Tongyici Cilin, they split the words into characters and extract those
words that contain the character. They then calculate the similarities of those words and
take the average value. Their work gets a Spearman score 0.436. However, as shown in
Figs. 1 and 2, their method is not robust and behaves badly for adjectives and
single-character words.

6 Conclusion

This paper gives an overview of the NLPCC-ICCPOL 2016 shared task 3 “Chinese
word similarity measurement”. We describe clearly the diverse criteria in selecting
words, the data preparation and similarity score annotation by twenty graduate stu-
dents. In total 24 systems participated in our task. We make a detailed analysis in the
evaluation results, considering the inter-annotator agreement, part of speech, word
length and polysemous words.

The wining first system gets a Spearman score 0.518, which is much lower than the
Spearman score 0.640 on WordSim-353 data reported in the work of Schnabel et al.
[8], suggesting that there is much room to improve for Chinese word similarity com-
putation. Most works employ the traditional methods (thesaurus-based method) and the
simple corpus-based embedding method, therefore more advanced model and novel
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ways are encouraged to use. Besides the intrinsic evaluation based on our PKU-500
dataset, extrinsic evaluation is also welcome by applying it to real-world applications,
such as question answering and machine translation.

Acknowledgement. This work is supported by National High Technology Research and
Development Program of China (2015AA015403), National Natural Science Foundation of
China (61371129, 61572245), Key Program of Social Science foundation of China (12&ZD227).

Appendix A: 91 Word Pairs with Standard Deviation
Greater Than 2

[没戏 没辙] [只管 尽管] [GDP 生产力] [包袱 段子] [日期 时间] [由此 通过]
[爱面子 好高骛远] [一方面 一边] [托福 GRE] [严厉 严谨] [抄袭 克隆]
[悲喜 大悲大喜] [亏 幸亏] [老气 土气] [蹩脚 差强人意] [容易 顺利]
[狭隘 狭窄] [害臊 腼腆] [理解 理会] [的哥 司机] [娇艳 幽美] [幻境 红楼梦]
[自然 环境] [权限 权利] [几乎 差点儿] [酣睡 打鼾] [振兴 建设] [节日 假日]
[依稀 清晰] [伟大 壮烈] [典型 代表] [出神 发楞] [冷僻 晦涩] [面 首]
[发票 账单] [物品 物质] [回收站 垃圾篓] [必须 必需] [路子 后门]
[牛脾气 我行我素] [免费 便宜] [江湖 红尘] [塞车 拥挤] [要面子 虚荣心]
[琢磨 镂刻] [大小 多少] [候选人 备胎] [旅客 驴友] [多角度 多元化]
[信物 物件] [豆蔻年华 黄金时代] [血液 红细胞] [酷 爽] [质量 重量]
[牺牲 粉身碎骨] [隆重 重要] [天赋 技能] [身姿 身手] [事变 后院起火]
[鸣谢 酬答] [硅谷 中关村] [平凡 平庸] [了不得 好] [许可证 执照]
[线路 行程] [与 以及] [和谐 平安] [怯懦 胆小鬼] [是非 方圆] [大 高]
[手续 过程] [高峰 山巅] [崛起 凸起] [辛勤 夜以继日] [环境 生态]
[渣 废品] [杂事 闲事] [商标 符号] [右翼 左派] [实践 进行] [借口 理由]
[收费 缴纳] [享受 大快朵颐] [吸引力 地磁力] [工作日 开放日]
[合理 合理性] [违纪 贪污] [言语 语言] [买卖 营销] [光盘 硬盘]
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Abstract. In this paper, we describe our participation in the fourth shared task
(NLPCC-ICCPOL 2016 Shared Task 4) on the stance detection in Chinese
Micro-blogs (subtask A). Different from ordinary features, we explore four
linguistic features including lexical features, morphology features, semantic
features and syntax features in Chinese micro-blogs in stance classifier, and get a
good performance, which ranks the third place among sixteen systems.

1 Introduction

Stance detection aims to automatically determine from text whether the author of the
text is in favor of, against, or neutral towards a given target.1 People explicitly or
implicitly express their stance towards various targets through posts on social media,
such as Weibo and Twitter. The target can be a person, an organization, an event, a
movement, or a policy. The given target can be mentioned explicitly or implicitly. For
example, consider the following <target, post> pair:

E1: Target: 深圳禁摩限电 (The ban on motorcycles in Shenzhen)
Post: 从长远看, 深圳禁摩限电也许没有错。但短时间内一棍子打死, 未免

太绝情了! (In the long run, it is not wrong to say no to motorcycles and electric
bicycles. However, it is unhuman to finish them in such a short time.)

The poster is against the target on E1, since he expresses the negative opinion
toward the target. However, the stance toward the target and the opinion of the post
may be opposite in some posts. For example on E2, the poster is in favor of the given
target although the post expresses the negative opinion. The targets on E1 and E2 are
mentioned explicitly. In contrast, some targets may be mentioned implicitly. In E3, the
entity mentioned on the post is ‘iPhone4’, while the given target is ‘iPhone SE’. It also
would involve the opposite between the opinion and stance. It is more difficult to
automatically detect the stance for the implicit target.

1 http://tcci.ccf.org.cn/conference/2016/pages/page05_CFPTasks.html.
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E2: Target: 春节放鞭炮 (set off firecrackers during Spring Festival)
Post: 呼吁春节不放鞭炮的环保局都是奇葩。该管的不管, 不该管的偏要

管。 (It is surprising that Environmental Protection Agency appealed to the
public not to set off firecrackers during Spring Festival. They did not do well at
their own duty work, but are concerned about the irrelevant things)

E3: Target: iPhone SE
Post: 还是喜欢苹果4的备忘录, 会显示时间的长短。 (I prefer iPhone 4’s
memo, which can display the length of time.)

From the above discussion, we can find that there are two challenges in stance clas-
sification: (1) the stance may be opposite to the opinion, and (2) the target may be implicit.
Thus, it is difficult to predict the stance using traditional classification model which only
consider surface features such as bag-of-words. In this study, we explore various linguistic
features tofind deep and implicit information to solve this problem. In particular, four types
of features which include Lexical, Morphology, Semantics, and Syntax are used to detect
stance of the posts. The experimental results show that our method can effectively detect
stance, and our system ranks 3rd on subtask A (among 16 teams).

This paper describes our participating system for the stance detection in Chinese
micro-blogs shared task on NLPCC-ICCPOL 2016 in details.

2 Related Works

Early work on stance detection mainly focused on congressional debates [1]. In their
work, the author used a simple method to identify cross-speaker references indicating
agreement. Later, more work on detecting stance of debates in online forums emerge.
One method is to mine the web to learn associations that are indicative of opinion
stances in debates [2]. Subsequently, Murakami and Raymond [3] propose a method
exploiting local information in user’s remarks within the debate. [4] develop a novel
collective classification approach to stance classification, which makes use of both
structural and linguistic features, and capture the underlying relationships between
posts and users.

Different from the previous research, we do not have any relation between the posts
and the posters. And thus, to address this challenge, we focus on the use of the
information contained in the post itself and design four types of features including
Lexical, Morphology, Semantics, and Syntax to detect stance.

3 Approach

By considering the implicit and explicit target in stance classification, we use both surface
and deep features to solve the problem. Lexical features such as n-gram and theme words
are employed as surface features, and deep features include morphology, semantics, and
syntax features. Table 1 illustrates an overview of the features which are used in this
study. In the following of this section, we will discuss these features one by one.
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3.1 Lexical Features

Lexical features can capture the surface representation of each document, it has been
proved that lexical features are always useful for many NLP applications, such as
sentiment classification, and emotion detection [5, 6].

N-gram. Since previous work shows that the stance classifier trained on n-gram is a
relatively strong baseline [7–10]. We use the unigrams, bigrams, and trigrams features.

Theme Word. For extracting the theme words, we compute the TF-IDF value for each
word in the post and use the value to rank the words, selecting top-5 words as the
theme words.

Context Word. Besides we consider the previous or next word of the current word as
the features.

Length of Post. We also use the length of each post as features to connect similar
length posts.

Specially, by considering the target information, we connect the n-gram words and
theme words with target word to build the <target, word> pair.

Table 1. Feature sets, description, and examples

Features Description/examples

Lexical
features

Unigrams (UW) Each word in the post
Word with target
(UWT)

Target with each word in the post

Bigrams (BW) Target_word1_word2
Trigrams (TW) Target_word1_word2_word3
Theme word with target
(TWT)

Use TF-IDF value to rank the words in each post,
and select top-n words as the theme words

Word position (PNW) Use the previous or next word of current word
Length of post (LOP) The length of each post

Morphology POS (POW) Connect each word with its part of speech
Semantics Polarity with target

(TPOL)
Target_ the polarity of each post

Polarity with bigram
word and POS (BIPOL)

Combination polarity, bigram words and POS

Polarity with trigram
word and POS
(TRPOL)

Combination polarity, trigram words and POS

Number of
sentiment/stance words
(POLN)

Sentiment/stance_number

Syntax Dependency tree
(DPGD)

Connect two words in dependency relation

Syntax tree (STPH) Use the path of phrase labels from root to each
leaf
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3.2 Morphology

Part-of-Speech. This feature concerns about the word’s part-of-speech, and we select
the noun, verb, adjective, adverb, name, location, interrogative pronoun, exclamation
mark, and question mark to generate features. We connect selected word with its part of
speech.

3.3 Semantics

Semantics information, such as sentimental information can influence the stance of
document with the corresponding target. For example, a document with positive
opinion may have the favor stance toward the target. We thus use various kinds of
sentimental information to help stance classification.

Polarity of Target. This feature concerns about the sentiment polarity of the post. The
sentiment towards different ideological topics normally influences the ideological
stance of a person. Accordingly, we compute the sentiment polarity according the
number of sentiment or stance words in a post (if positive words number is the biggest
one, the sentiment polarity is positive, and so on.) and use this sentiment as a possible
indicator of a post’s stance. Besides, we combine the bigram/trigram words, part of
speech and the polarity to generate features.

Sentimental Word. The sentimental words are extracted from the document using a
sentimental lexicon. The lexicon is extended from the DUT Affective lexicon Ontology
[11] by adding 435 stance words manually. Table 2 shows some examples of extended
stance words in the lexicon.

Degree of Sentiment/Stance. We count the number of sentimental and stance words
in a document to measure the degree of sentiment and stance of each document.

3.4 Syntax

We generate the syntax feature from dependency and parse tree. The dependency and
syntax parse tree are generated by Stanford Parser tool.

Table 2. Example of stance related words about iPhone SE

Stance Stance related words

FAVOR 首选, 风向标, 平民化, 白菜, 好看, 赞, 亲民, 易用性, 便宜, 新亮点, 福利, 坐
等, 深得我心 (top choice, vane, civilians, cabbage, good-looking, great,
friendly, easy to use, cheap, highlights, welfare, wait for, deep in my heart)

AGAINST 黄屏, 折腾, 嫌弃, 松动, 摆设, 装逼, 坑爹, 坑, 卡顿, 受不了, 入坑, 逼死, 下
滑, 差评, 差, 傻 (yellow screen, toss, abandon, loose, furnishings, loading
force, cheating, pits, not smooth, can not stand, into the pit, fatal, decline, bad
review, poor, stupid)

NONE 小屏, 新机, 淘汰, 尝试 (small screen, new machine, elimination, try)
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Dependency Features. Each post is represented as several triples (i.e., relation
(government, dependent)) and all dependency pairs <government, dependent> are used
as features.

Syntax Features. We use the path of phrase labels from root to each leaf to construct
the syntax features.

4 Experiments

4.1 Datasets

We participate in NLPCC-ICCPOL 2016 Share Task 4 subtask A, and the task aims to
detect the stance of each post into three categories: FAVOR, AGAINST, NONE. There
are five targets in this task including IPhone SE (Target-1), setting off firework during
Spring Festival (Target-2), Russia’s anti-terrorist action in Syria (Target-3), two chil-
dren policy (Target-4), and ban on motorcycles in Shenzhen (Target-5).

There are 3000 posts in the training dataset, 1000 posts in the testing dataset, and
15000 posts in submission dataset for measuring the performance of our system.

4.2 Experimental Setting

LIBSVM2 with default parameters is used to build our classifier. We employ ‘Jieba’
Chinese text segmentation tool3 to implement Chinese word segmentation, POS tag-
ging and top TF-IDF word extraction. We also remove some special symbols such as:
“@”, “#”. We obtain the syntax and dependency trees of the post text by using the
Stanford parser4.

We split the data into five subsets according to the five targets and train a separate
classifier for each of these targets.

4.3 Experimental Results

We adopt the macro-average F score to evaluate the performance. For stance classi-
fication of Favor and Against categories, the macro-average F score is computed as the
NLPCC-ICCPOL 2016 Shared Task 4 Guidelines5 described.

Table 3 presents the performance of our system compared with the top-ranked,
average-ranked and median-ranked system on the submission data set.

Our system ranks 3rd Rank in the share task, which is just 2.45% lower than the top
one, and much higher than the averaged-ranked and median-ranked scores. It indicates
that incorporating both surface and deep features are effective for stance classification.

2 https://www.csie.ntu.edu.tw/*cjlin/libsvm/.
3 https://github.com/fxsjy/jieba/.
4 http://nlp.stanford.edu/software/lex-parser.shtml.
5 http://tcci.ccf.org.cn/conference/2016/dldoc/evagline4.pdf.
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However, more deep information, such as word embedding can be used to enhance our
model, we will incorporate these information to our future work.

We then show the influence of different factors on Table 4. Note that, different from
Table 3, we use the testing data set instead of submission data set, since we do not
know the label of submission data set. From the table, we can obtain the following
findings.

• Comparing UW with UW&TWT results, we can see that using theme word features
(TWT) can outperform the basic n-gram features significantly in all targets. It
indicates that people would focus on some key phrases when they judge a target.

• However, not all lexical features are effective. For example, comparing with UW
results, the improvement by adding bigram (UW&BW), trigram (UW&TW), length
(UW&LOP), and position (UW&PNW) features respectively is low. It may due to
that most information has been learned in unigram language model. Moreover, there
is looser relationship between the stance and the length, position of a post.

• Comparing UW with UW&UWT results, we can see that using extra target
(UWT) information leads to worse performance. This indicates that given target
information is not effective for this task. This may be due to that the target itself
involves little information about stance.

• The part-of-speech features (POW) are also not very effective for this task. It may
be because that we can get limited information about stance only from the part of
speech.

• In the semantics type features, comparing with UW results, the improvement by
adding the polarity feature (UW&TPOL) is high. This shows that the sentiment
information is helpful to the detection of the stance. The performance by adding
other three types of features (UW&BIPOL, UW&TRPOL, and UW&POLN) is low.
The reason may be that there is too much overlap between these features and
n-gram features.

• The dependency features (DPGD) are effective in some targets. Target-2 and
Target-4 can improve 5%. It shows that the structural dependency features can get
deeper information than the word sequence.

• Adding Syntax features (UW&STPH) improves the performance in most targets.
Especially, Target-1 obtained the best Favg value.

Table 3. Performance of our system and the top-ranked, average-ranked, and median-ranked
system for subtask A offered by the organizer

Team ID Overall Target-1 Target-2 Target-3 Target-4 Target-5
Fagainst Ffavor Favg Favg Favg Favg Favg Favg

RUC_MMC(top) 0.7243 0.6969 0.7106 0.7730 0.5780 0.5814 0.8036 0.7652
SDS(ours) 0.6965 0.6758 0.6861 0.7784 0.5852 0.5332 0.7948 0.6883
printf(median) 0.6702 0.6183 0.6443 0.7048 0.5769 0.5547 0.7150 0.6417
March*(average) 0.6244 0.5858 0.6051 0.6950 0.5466 0.4906 0.6442 0.6169
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We then compare the effectiveness of different set of features on Table 5. It shows
that: The lexical features are effective in Target-1 and Target-3, the syntax feature leads
to best performance in Target-4 and Target-5, however the Target-2 obtains the best
result by using all features.

5 Conclusion

We explore and analyze the effectiveness of different features for stance detection. We
find that base lexical feature is useful for all the targets and the effectiveness of other
types of features are different in different targets. Our submission system gets a good
performance and ranks the third place on the NLPCC-ICCPOL shared task 4. We will
do more work to improve the system performance, such as using word embedding, and
deep neural networks.

Table 4. Contribution of different features over 5 targets on the test data

Features Overall Target-1 Target-2 Target-3 Target-4 Target-5
Fagainst Ffavor Favg Favg Favg Favg Favg Favg

UW 0.6810 0.6273 0.6542 0.7848 0.4829 0.5429 0.7229 0.6725
UW&UWT 0.6760 0.6284 0.6522 0.7894 0.4829 0.5248 0.7229 0.6725
UW&BW 0.6875 0.6461 0.6668 0.7721 0.5158 0.5564 0.7546 0.6728
UW&TW 0.6878 0.6588 0.6733 0.7989 0.507 0.5271 0.7685 0.7042
UW&TWT 0.6931 0.6699 0.6815 0.8043 0.5318 0.5485 0.7675 0.6975
UW&PNW 0.6958 0.6307 0.6633 0.7922 0.4775 0.5385 0.7591 0.6781
UW&LOP 0.6803 0.6273 0.6538 0.7916 0.4826 0.5185 0.7371 0.6724
UW&POW 0.6831 0.6321 0.6576 0.7933 0.4829 0.5392 0.7336 0.6696
UW&TPOL 0.6947 0.6594 0.6771 0.8000 0.5165 0.5513 0.7744 0.6865
UW&BIPOL 0.6838 0.6307 0.6572 0.7322 0.5103 0.5213 0.7869 0.6730
UW&TRPOL 0.6871 0.6425 0.6648 0.7671 0.5207 0.5250 0.7973 0.6322
UW&POLN 0.6883 0.6496 0.6689 0.7738 0.5303 0.5421 0.7569 0.6886
UW&DPGD 0.6967 0.6564 0.6765 0.7860 0.5365 0.5504 0.7795 0.6679
UW&STPH 0.6948 0.6409 0.6678 0.8121 0.4873 0.5183 0.7667 0.7008
ALL 0.6884 0.6659 0.6772 0.7615 0.5852 0.5274 0.7785 0.6764

Table 5. performance of the unigram baseline combine each type of features respectively

Features Overall Target-1 Target-2 Target-3 Target-4 Target-5

Fagainst Ffavor Favg Favg Favg Favg Favg Favg
UW 0.6810 0.6273 0.6542 0.7848 0.4829 0.5429 0.7229 0.6725
UW&Lexical 0.6967 0.6466 0.6717 0.7933 0.5070 0.5523 0.7652 0.6840

UW&Morphology 0.6831 0.6321 0.6576 0.7933 0.4829 0.5392 0.7336 0.6696
UW&Semantics 0.6791 0.6452 0.6621 0.7177 0.5736 0.5343 0.78 0.6576

UW&Syntax 0.6967 0.6538 0.6753 0.775 0.5461 0.4956 0.7996 0.7057
ALL 0.6884 0.6659 0.6772 0.7615 0.5852 0.5274 0.7785 0.6764
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Abstract. Baidu Cup 2016 challenges participants to tackle the problem of
entity search in the scenario of Duer. In this paper, we present the overview of
this challenge, including the overview of participants, the definition of the task,
how we prepare the challenge data and the final challenge result.

Keywords: Entity search � Baidu cup � Virtual assistant

1 Introduction

Developing more intelligent search engines is a long-term goal for both academia and
industry. An intelligent search engine should meet either precise or vague requirements
from users. Results that are semantically relevant to the queries should be returned,
other than those literally matching results.

In particular, the technologies behind modern personal digital assistants and robots
should accurately interpret requirements and intents from users, and retrieve answers
automatically from the Web. During the 2015 Baidu World Summit, Baidu unveiled
the new virtual assistant ‘Duer’ (度秘) which is now integrated into its latest mobile
search app. The company’s CEO Robin Li pointed out that there would be three core
components involved in Duer: integration, indexing and delivery. Here indexing means
the indexing of all integrated information and services to provide more intelligent
services to users. In other words, we need better ways to model all these information
and services. For instance, people may search for “restaurants with good environment
suitable for kids’ birthday parties”. In order to meet the user’s intent, the search engine
needs to precisely understand every restaurant, to check which of them can be tagged as
“with good environment” and “suitable for kids’ birthday parties”, and to index the
restaurants with satisfied tags for retrieval.

This year, Baidu Cup 2016 challenges participants to tackle the problem of entity
search in the scenario of Duer. Table 1 lists the 54 groups that participate (and at least
submitted once) in BAIDU CUP 2016. The participating groups come from 27 orga-
nizations and include academic, commercial, and government institutions.
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This paper serves as an introduction to the challenge. The next section provides a
summary of the entity search task and the detail of how we collect the ground truth of
the dataset. Section 3 presents the results of top10 teams, and the final section looks
into future.

2 Entity Search Task

2.1 Task Definition

“Entity search” means the search behaviors targeting for entities, such as restaurants
with elegant environment, movies recommended for lovers, yellow-flowered trees, etc.
Where “entity” means something that exists in itself, including normal entities such as
animals, plants and foods; named entities such as names of people, organization,
movies, songs, etc. In this challenge, we define the “entity search task” as follows:

Given an entity search query q and a set of candidate entities E, retrieve entities
that match the query q from E.

Table 1. Organizationsparticipating in BAIDU CUP 2016

Organization list

Harbin institute of
technology
(10 groups)

Tongji university (6 groups) National university of
defense technology
(5 groups)

East China normal
university (3 groups)

Chinese academy of sciences
(2 groups)

Beijing information
science and technology
university (2 groups)

Meituan web
(2 groups)

Baidu Inc. BosonData Inc.

China internet
network information
center

Chitu Inc. Fudan university

Henan university The international centre for
diffraction data

Institute of computing
technology, Chinese
academy of sciences

Institute of software,
Chinese academy of
sciences

Nanjing left-brain corporation Nanjing university

Soochow university South China university of technology University of Chinese
academy of sciences

Northeastern
university

Cat eye Inner mongolia university

Shandong university
of finance and
economics

Information and safety engineering
school of zhongnan university of
economics and law

Personal: INFO MISS
(6 groups)
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Where “entity search query q” means keywords or key-phrases used by users to
express their intent, like “适合带孩子看的电影” (movies suitable for children), “日式

装修的餐厅” (restaurants with Japanese style decoration) etc.

2.2 Dataset

In order to encourage participants to develop a generalizable and adaptive strategy, we
prepared four specified types of entities in the task, including restaurants, movies, TV
shows and celebrities. Participants need to complete all 4 types of entity search tasks to
complete the challenge.

2.2.1 Query Preparation
For each entity type t, we prepare 1,100 queries, forming the query set Q.

For restaurants, movies, and TV shows, to ensure the entity search queries close to
user’s real demands, we extract queries from Baidu’s search log during the second half
of 2015. A pattern-based method is used to extract entity search queries, following are
pattern examples for each type.

restaurant :附近的 <q>的餐厅,哪些餐厅 <q>, <q>主题的酒吧,适合 <q>的饭店.
movie:推荐几部 <q>的电影, 最近有什么 <q>的电影, 有没有 <q>的影片.
tv_show:有哪些 <q>的电视剧, 有 <q>的连续剧, 什么电视剧 <q>.

For each of the three types, we randomly select 2,000 queries from the high
frequency portion of the extraction result.

For celebrities, we extract celebrity description phrases as queries from Wikipedia
and Baidu Baike based on the parsing result of the celebrities’ entries. Analogously,
2,000 high frequency descriptions, i.e. queries, are randomly selected.

The selected queries are finally refined by human annotation, forming the query set
Q. Annotators are responsible for:

(a) Filtering invalid queries that are not really searching for entities;
(b) Keeping only one query among those semantically similar queries as far as

possible.
(c) Keeping 1,100 queries for each type.

2.2.2 Association Entities Preparation
For each query q in the query set Q, we associate 100 candidate entities to it through
the following steps:

First, we extract entities from Baidu Baike and vertical Web sites such as
Douban.com, Mtime.com, and Dianping.com. Extracted entities with the same names
need disambiguation. For movies and TV shows, we use their “release year” tags to
distinguish them. For restaurants, we disambiguate them by their addresses. For
celebrities, we distinguish them using the descriptions in their corresponding Baidu
Baike entries, e.g., “李娜-中国女子网球名将 (LI Na–Chinese tennis star)”.

Second, we find appropriate candidate entities for each q2Q. With descriptions
from Baidu Baike and comments from the vertical Web sites crawled beforehand, we
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regard an entity as a “relevant candidate” of q, if its descriptions or comments meet at
least one of the following conditions:

(a) Contains all words or their synonyms of q in the same order
(b) Except stop words and common verbs, contains all other words or their synonyms

of q with the same order.

For each q, N(10–40) entities from q’s relevant candidate set and 100-N entities
from the entire entity set are randomly selected as its final candidate set.

2.2.3 Annotation
The relevance between query q and its candidate entity e is judged manually based on
annotators’ knowledge and searching result of the query: <q e> in Baidu. The anno-
tation is binary, i.e., the entity e is either relevant or irrelevant to the query q. The
440,000 query-entity pairs are uploaded to BAIDU’s crowd-sourcing platform, and
about 500 annotators are invited to perform the annotation. The annotation interface is
illustrated in Fig. 1.

2.2.4 Dataset Arrangement
After human annotation, we can get the ground truth of the dataset for the challenge.
We manually separate the dataset into TRAINSET (100 queries, each type), DEVSET
(400 queries, each type) and TESTSET (600 queries, each type), as show in Table 2
shows.

Fig. 1. Annotation page for judging query-entity relevance
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In the beginning of the challenge, the DEVSET and the entire TRAINSET were
released for participants to tune their models. The participants could upload their
ranking result upon our challenge website once a day to verify their model’s perfor-
mance by comparing with the ground truth of the DEVSET. Two days before the
challenge ends, the TESTSET is released for participants to produce their final result.

The final results (including both DEVSET and TESTSET) of each team are pooled
together. For each query, 5 extra entities (most co-retrieved by participants) are
re-checked by our crowd-sourcing users and the relevance of the entities are merged
into the ground truth.

Finally, the performance of each team was evaluated on the ground truth using the
MAP [1] metric, and the final ranking score of each team is the average MAP scores
over four types.

3 Challenge Results

Table 3 shows detailed final score of top 10 teams. The “Overall Score” column is the
averaged MAP over the four types, and the “Average Score” row is the average MAP
score of each column.

As Table 3 shows, most of the teams achieve a high score on celebrity type (Avg.
MAP is 0.731), and a relatively low score on restaurant and TV show types (Avg.
MAPs are 0.445 and 0.424 accordingly). We speculate that this is closely related to the
dataset. We build celebrity’s entity set mainly based on Baidu Baike, which is easier
obtain. Moreover, the tags of celebrity are usually more objective, making the rela-
tionship between tags and entities clearer. By contrast, restaurant and TV show entities
are more difficult to allocate from the Web, and the tags of entities are more subjective
than that of celebrities, making them hard to handle.

Table 2. Dataset overview

Types Trainset Deveset Testset
File name # Queries File name # Queries File name # Queries

Restaurants restaurant.
TRAIN.TXT

100 restaurant.
DEV.TXT

400 restaurant.
TEST.TXT

600

Movies movie.TRAIN.
TXT

100 movie.DEV.
TXT

400 movie.TEST.
TXT

600

TV shows tvShwo.
TRAIN.TXT

100 tvShwo.
DEV.TXT

400 tvShwo.
TEST.TXT

600

Celebrities celebrity.
TRAIN.TXT

100 celebrity.
DEV.TXT

400 celebrity.
TEST.TXT

600
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4 Future Work

This year, we focus on the semantic relevance between tags and entities. However, in
the real product of entity search, we should also consider some additional elements like,
(1) user’s personalization, and (2) the priori information of the given entity. (1) User’s
personalization, like user’s current location, is an important feature for measuring the
matching degree. For example, we should not recommend a restaurant in Paris for
today’s dinner to a user who lives in Beijing. (2) The priori information of the given
entity, like the information on whether or not the restaurant is open, is also important
for satisfying the users. For example, we should recommend a restaurant, which is at
least open for business now. Therefore, in the future, we may consider involving more
these elements into the challenge task. Also, as we found out, the ability to collect data
(especially the entity-data) may largely affect participant’s performance in the chal-
lenge, which may somehow limit the effort they put in the ranking algorithm. In the
future, we will try to provide more data for the participants to lighten the burden of the
data collection.

Acknowledgement. Thanks LI-Tingting’s work on preparing the task dataset, developing the
measurefunction and conclusion the final results. Thanks ZHANG Qian’s organization work.
Thanks CAO Zhuoran’s work on developing the challenge website. Thanks the hard work of
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paper.

Reference

1. Voorhees, E.M.: Overview of TREC 2007. In: TREC (2007)

Table 3. Final results (Top 10)

Team Alias Overall score Score on each type
Restaurant Movie tv_show Celebrity

xbjin 0.712 0.594 0.776 0.598 0.882
fdusma 0.705 0.588 0.778 0.573 0.881
BosonNLP 0.704 0.615 0.798 0.540 0.865
flamingowt 0.633 0.490 0.732 0.476 0.833
I’m2009 0.550 0.444 0.495 0.398 0.862
NUDT5Y301 0.549 0.442 0.492 0.396 0.861
BetaGo 0.497 0.346 0.492 0.361 0.789
Tongji_DL 0.441 0.346 0.542 0.362 0.514
dx436 0.340 0.293 0.377 0.266 0.423
SteinsGate 0.334 0.293 0.377 0.266 0.402
Average score – 0.445 0.586 0.424 0.731
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Abstract. This paper describes our system for Chinese word segmenta-
tion of micro-blog text, one of the NLPCC-ICCPOL 2016 Shared Tasks
[1]. The CRF (Conditional Random Field) model is employed to model
word segmentation as a sequence labeling problem, 7 sets of features
are selected to train the CRF model. The system achieves fb 0.798144
on closed track, 0.81968 on semi-open track, and 0.82217 on open track
with weighted measures [2].

Keywords: Chinese word segmentation on micro-blog · Sequence
labeling · CRF

1 Introduction

Chinese word segmentation is the fundamental task of Chinese natural language
processing [3]. Lots of models have been proposed for the task, such as ME
(Maximum Entropy) [4], CRF (Conditional Random Field) [5] to deep learning
such as LSTM (Long Short-Term Memory) [6]. The performance of traditional
texts segmentation has been improved significantly. However, the results of pre-
vious methods on micro-blog is not as good as those in traditional texts. One
of the main reasons is that micro-blog shows a very different wording style with
traditional texts such as newspapers and radio reports. Sentences in micro-blog
contain many new words, for instance, “ ”, “ ”. Not only the number of
new words increases rapidly, but also they are constructed in very different way
from those new words in traditional texts. It brings a big challenge for Chinese
word segmentation.

In this paper, we take full advantages of both unsupervised features and
supervised features to discover new words from unlabeled dataset. We explore
some features especially for micro-blog, such as reduplication feature. The new
words recognition is significantly improved with those features.

The remainders of this paper are organized as follows. In Sect. 2, we introduce
the model and features. In Sect. 3, we show our experimental results and analysis
on the evaluation data. Finally, we conclude the paper and discuss future work
in Sect. 4.
c© Springer International Publishing AG 2016
C.-Y. Lin et al. (Eds.): NLPCC-ICCPOL 2016, LNAI 10102, pp. 854–861, 2016.
DOI: 10.1007/978-3-319-50496-4 78
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2 Our Method

We introduce the method in this section. There are mainly two parts including
the model and the features.

2.1 Model

Chinese word segmentations is often modeled as sequence labeling on Chinese
characters. Considering the great success that CRF has achieved in sequence
labeling and its capability of making use of different features, we use CRF as
basic model in our method.

A linear-chain CRF with parameters Λ = {λ1, . . .} defines a conditional
probability for a label sequence y = y1 . . . yn given an input sequence x = x1 . . . xn

to be

pΛ(y|x) =
exp(

∑n
i=1

∑
k λkfk(yi−1, yi, x, i))
Z(x)

(1)

where Z(x) is the normalization factor, fk(yi−1, yi, x, i) is a feature function
which is often binary-valued, but can be real-valued, λk is a learned weight
associated with feature fk.

A 6-tag set including B, B2, B3, M, E and S is used in this paper to label
the position of characters in words. 6-tag set has been shown better performance
than other tag sets in Zhao et al. [7], Table 1 shows how to label the characters
in words with different lengths.

Table 1. Tagging for a word

Length of word Tags for a word

1 S

2 BE

3 BB2E

4 BB2B3E

5 BB2B3ME

>5 BB2B3M. . . E

2.2 Features

Feature selection has a great influence on the performance of CRF model. Follows
are some features used in our CRF model. Feature templates we designed for all
features below (except AV) are shown in Table 2.

Basic Features. There are three types of basic features, including Character
Feature, Character Type Feature, and Reduplication Feature.
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Table 2. The templates of CF

Feature Instruction

C−1 The previous character

C0 The current character

C1 The next character

C−1C0 The previous character and the current character

C0C1 The current character and the next character

C−1C1 The previous character and the next character

Character Feature (CF): 6 n-gram character feature are used, the templates
are listed in Table 2.

Character Type Feature (CTF): The characters are divided into 7 categories,
including numbers (0–9), unit of measurement, punctuations, English characters
(a-zA-Z), Chinese numbers ( (zeor) – (ten)), Chinese characters and other
characters.

Reduplication Feature (RF): Reduplication feature is special for micro-blog.
There are many words with reduplication forms like “AAB”, “ABAB”, “AABB”
or “AAA” in micro-blog. For example, “ ”, “ , “ ”. There
are also some long words consisting of punctuation marks or Chinese modal
particle such as “ ” and “ ”. In order to better deal with these kinds of words,
we propose reduplication feature shown in Table 3.

Conditional Entropy Feature (CEF). Conditional entropy feature is a kind
of unsupervised feature. Gao and Vogel’s [9] experiments proved that conditional
entropy feature improves the performance of word segmentation model. Given a
character C, the forward and backward conditional entropies are calculated by
formulas (2) and (3) respectively. And continuous conditional entropies are then
mapped into discrete labels as shown in Table 4.

Hf (C) := −
∑

cik=C

nk

Zf
log

nk

Zf
(2)

Hb(C) := −
∑

cjk=C

nk

Zb
log

nk

Zb
(3)

Table 3. The description of RF

Type Instruction

3 Shape like “AAA”

2 Shape like “ABA”

1 Shape like “ABB”

0 Others



A Feature-Rich CRF Segmenter for Chinese Micro-Blog 857

Table 4. Mapping from conditional entropies to discrete labels

Conditional entropies Labels

[0, 1.0) 0

[1.0, 2.0) 1

[2.0, 3.5) 2

[3.5, 5.0) 4

[5.0, 7.0) 5

[7.0, +∞ ) 6

where Zf =
∑

cik=C nk, Zb =
∑

cjk=C nk are the normalization factor, nk

denotes how many times the two consecutive characters cik and cjk appear in
corpus.

Location Feature (LF). Location feature indicates position information of
characters in words. Some characters are often used alone, and others may often
be used as prefixes or suffixes of words. Yan [8] proved that the position feature
has a positive effect on the improvement of the performance on word segmenta-
tion models. The way we introduce location feature is same as Yan [8].

Accessor Variety Feature (AV). AV is used to measure the independence of
a string by checking the variety of its left and right neighbors. How we use AV
is similar to Wu [10], In their model, only the first character in words is used. It
does not make good use of the boundary information at the end of a substring.
Hence, we designed a new set of templates as shown in Table 5. For character C,
we use both the AV value of the substring ending with C and the AV value of the
substring starting with C in templates. Considering the length of the substring is

Table 5. The templates of AV

Length Templates

1 char CAV1−1,CAV10,CAV11,CAV1−1CAV10,CAV10CAV11,CAV1−1CAV11

2 char CAV2−2,CAV2−1,CAV20,CAV21,CAV22,CAV2−2CAV2−1,
CAV2−1CAV20,CAV20CAV21,CAV2−1CAV21,CAV21CAV22

3 char CAV3−3,CAV3−2,CAV3−1,CAV30,CAV31,CAV32,
CAV3−3CAV3−2, CAV3−2CAV3−1,CAV3−1CAV30,
CAV30CAV31,CAV3−1CAV31,CAV31CAV32

4 char CAV4−4,CAV4−3,CAV4−2,CAV4−1,CAV40,CAV41,CAV42,
CAV4−4CAV4−3,CAV4−3CAV4−2,CAV4−2CAV4−1,CAV4−1CAV40,
CAV40CAV41,CAV4−1CAV41,CAV41CAV42

5 char CAV5−5,CAV5−4,CAV5−3,CAV5−2,CAV5−1,CAV50,CAV51,CAV52,
CAV5−5CAV5−4,CAV5−4CAV5−3,CAV5−2CAV5−1, CAV5−1CAV50,
CAV50CAV51,CAV5−1CAV51,CAV51CAV52
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less than 6, we use the marker CAV1 represents AV of a substring whose length
equals to 1, and so on.

Character Vector Feature (CVF). Distributed representation of words
(characters) in vector space has been shown to be able to capture semantic
information which is also important for word segmentation. Two steps are taken
for obtaining character vector feature. Firstly, each character is represented as
a dense vector and trained by word2vec. Then we use K-means clustering to
obtain its category information. Training for distributed representation usually
needs a large-scale unsupervised data, so we only use the feature in the open
track.

3 Experiment

There are three different tracks in this Shared Task. In closed and semi-open
track, we only use the training data provided by organizer. MSRA and PKU
data on Bakeoff-2005 [11] are joined in open track beside the data provided by
organizer. Extra 1G Sina Weibo data is also used in open track, We combine
those data with the training data to compute CEFs and AVs. CRF++1 is used
to implement our models.

3.1 Experimental Results

In this section, the official results of our models in different tracks are listed
firstly. The models are evaluated by both standard measures [12] and weighted
measures [2]. Since we have no official data of segmentation difficulty di for each
word at that time, only standard measures (P, R, F1) are used to evaluate the
efficiency of different features in our models latterly. Finally, we also present the
results with weighted measures (pb, rb, fb) when they were released by organizer.

The official results in different tracks are shown in Tables 6 and 7, and byu-1
is our model.

For the closed track, We obtained 3nd place by two measures, with weighted
measures, there is only 0.006 difference with the best result. On the semi-open
track our model achieves the best F1 (0.951935), and 2th place in fb. Furthermore
the fb increased by 0.02 compared to the result on closed track. For the open
track, our model achieves 4th place by standard measures but the best with
weighted measures.

We also show a series of experimental results on semi-open track with differ-
ent features in Table 8. It could be seen that the performance is greatly improved
after adding AV on the baseline with basic features. We tried two different set
of templates for AV. One is from Wu [10], another is ours. It could be also seen
that our templates for AV are more effective than that in Wu [10].

1 http://crfpp.googlecode.com/svn/trunk/doc/index.html.

http://crfpp.googlecode.com/svn/trunk/doc/index.html
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Table 6. The official results with standard measures of our model on different tracks

Track NickName (rank) Standard measures

P R F1

Closed panda-1 (1st) 0.939386 0.948021 0.947764

bju (2st) 0.942164 0.953131 0.947616

byu-1 (3st) 0.943619 0.951535 0.94756

Semi-open byu-1 (1st) 0.947689 0.956219 0.951935

byu-2 (2st) 0.948134 0.955356 0.951732

dlu-2 (3st) 0.946183 0.954941 0.950542

Open scu (1st) 0.950465 0.957007 0.953725

bju (2st) 0.945906 0.955367 0.950613

jj (3st) 0.935963 0.94659 0.941246

byu-1 (4st) 0.919183 0.914173 0.916671

Table 7. The official results with weighted measures of our model on different tracks

Track NickName (rank) weighted measures

pb rb fb

Closed byu-2 (1st) 0.792917 0.816246 0.804412

bju (2st) 0.781889 0.818178 0.799622

byu-1 (3st) 0.7834 0.813453 0.798144

Semi-open byu-2 (1st) 0.816755 0.843353 0.829841

byu-1 (2st) 0.804658 0.835274 0.81968

dlu-2 (3st) 0.793714 0.824671 0.808897

Open byu-1 (1st) 0.812359 0.832221 0.82217

scu (2st) 0.803946 0.830007 0.816769

bju (3st) 0.788601 0.821837 0.804876

Table 8. Effect of features with standard measures of our model on semi-open tracks

Model P R F1 POOV

Basic features (Baseline) 0.936 0.943 0.939 0.705

Basic features + AV (Wu [10]) 0.943 0.953 0.948 0.702

Basic features + AV (Our) + LF, CEF 0.945 0.954 0.949 0.708

0.946 0.955 0.950 0.711

Finally, with all of the features, the model gets an F1 of 0.95. We can also
see that the precision of OOV recognition is also improved from 0.705 to 0.711
along with different features added at the same time.
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For the open track, due to the CVF has the same effect on expressing char-
acter type compared to CTF, we do some comparative experiments on the open
track shown in Table 9, and from the results we can see CVF is better than CTF.

The result also shows that the model with post processing gets F1 of 0.917
and gains improvement of 0.018. The post processing (PP) includes two aspects.
One is non-Chinese character errors in micro-blog, like URL, E-mail address, dec-
imals, percentages. Some regular expressions are designed for dealing with them.
The other is the Segmentation errors of Chinese character, an idiom dictionary2

including about 23000 idioms is used in the open track, and atomic words (words
without segmentation ambiguity) generated from training dataset are also used
in our task.

There are many spaces remained to be improved in our system. After the
weighted measures were released by organizer, we do some experiments on semi-
open track with weighted measures and the results are listed on Table 10, from
the table we can see that the performance declined after LF and CEF are added,
which is a little different with Table 8. And the result is also better than the result
we submitted comparing the last two lines, the reason for this phenomenon is
that maybe there have the difference between the two evaluation measures. In
this task, we select features based on the standard measures instead of weighted
measures, so there may exist a better combination of features.

Table 9. Effect of features with standard measures of our model on open tracks

Model P R F1

Baselinea 0.891 0.897 0.894

Baseline + CTF 0.894 0.899 0.896

Baseline + CVF 0.896 0.901 0.899

Baseline + CVF+ PP 0.919 0.914 0.917
aFeatures including: CF, RF, AV, LF, CEF

Table 10. The results with weighted measures of our model on semi-open tracks

Model pb rb fb

Basic features (Baseline) 0.726 0.753 0.739

Basic features + AV (Wu [10]) 0.791 0.827 0.809

Basic features + AV (Our) + LF, CEF+ PP (We submit) 0.799 0.833 0.815

0.795 0.830 0.812

0.805 0.835 0.820

Basic features + AV (Our) + PP 0.807 0.838 0.822

2 https://github.com/sunflowerlyb/idiom.

https://github.com/sunflowerlyb/idiom
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4 Conslusion

This paper describes our system for Chinese micro-blog segmentation. We mainly
explore some features to improve the performance of the model. There are still
many spaces remained to be improved in our system. In future, we can improve
our methods from several aspects including exploring new features and new
models special for micro-blog.
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Abstract. Many Chinese words similarity measure algorithms have been
introduced since it’s a fundamental issue in various tasks of natural language
processing. Previous work focused mainly on using existing semantic knowl-
edge bases or large-scale corpora. However, knowledge base and corpus have
limitations for broad coverage and data update. Thus, ensemble learning is then
used to improve performance by combing similarities. This paper describes a
Chinese word similarity measure using ensemble learning of knowledge and
corpus-based algorithms. To be specific, knowledge-based methods are based on
TYCCL and Hownet. Two corpus-based methods compute similarities via
retrieving on web search engines and deep learning on large-scale corpora (news
and microblog). All similarities are combined through support vector regression
to get final similarity. Evaluation suggests that TYCCL-based method behaves
best according to testing dataset. However, if tuning parameters appropriately,
ensemble learning could outperform all the other algorithms. Besides, deep
learning on news corpora is better than other corpus-based methods.

Keywords: Chinese word similarity � TYCCL � Hownet � Deep learning �
Support vector regression

1 Introduction

Many tasks [1–3] in natural language processing reply on semantic similarity between
words. Currently, there are two main ways to measure words similarity, e.g.
knowledge-based and corpus-based methods [4]. Knowledge-based word similarity [5]
is computed by identifying the degree of similarity between words using information
derived from knowledge base or Ontology, such as semantic content or relative
position within hierarchies. Since these artificial knowledge is not often updated, this
method is unable to deal with unknown words, polysemy or some other issues. Without
taking words’ context into considerations, it will lead to semantic information loss as
well. Apart from the choice of appropriate and large corpora, corpus-based method will
take advantages over knowledge-based method which states that words occurring in the
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same contexts tend to have similar meanings [6]. However, when facing large-scale
corpus, it often leads to curse of dimensionality. Machine learning methods are then
proposed to solve this problem. Currently, high-quality word vectors can be obtained
via deep learning which has been observed large improvements of accuracy in word
similarity task [7]. Additionally, metrics are constructed by making use of page-counts
retrieved from web search engines [8] for measuring word association [9].

More or less, all these methods have their own limitations. More and more
researchers used ensemble learning to improve performance [10, 11]. This paper pre-
sents an algorithm using ensemble learning to combine similarities based on several
resources. Although it performed moderately in NLPCC 2016 Task. Further experi-
ments showed that it could get the best performance through parameters tuning.
Moreover, it’s optimized for general use and has great room to improve.

2 Related Work

There are many simple methods for word similarity computation, such as methods
based on string sequences or character composition. It computes similarity by mea-
suring distance between word strings, such as, longest common substring algorithm
[12], Damerau-Levenshtein [13] and so on. However, these methods don’t practically
investigate semantic relationships between words and aren’t suitable for Chinese words
similarity measure. Currently, prevailing approaches have been divided into two parts,
one is based on knowledge base or Ontology, and another is using large-scale corpora.

With the development of lexical knowledge base and Ontology, knowledge-based
methods are proposed to measure similarity between words. As the fundamental
resources, many Ontology or lexical knowledge bases, like WordNet [14],
Eurowordnet [15], TongYiCi CiLin (TYCCL) [16], HowNet [17], etc. are all utilized to
measure semantic distance between words. Information about depth of nodes, density
in hierarchy structure, relation of links, weights of links, notion of information content
are often applied to calculate words similarity [18, 19]. Obviously, knowledge-based
method is a labor-intensive task that lacks context information and requires mainte-
nance when new words and new word senses are coming out. Due to these limitations,
corpus-based method is then proposed to take context around words into consideration.
The meaning of words is modeled by using its distribution over contexts and the
semantic similarity between two words is to compare these distributions [20]. There are
many statistical models of distributional semantics but they can’t avoid curse of
dimensionality when facing large datasets. Therefore, machine learning is applied for
distributed representation of words with low cost and similarity can be measured with
cosine value [21]. Distributed representation is firstly proposed by Hinton in 1986 [22].
Then different architectures of neural network language model are represented to learn
word vectors [23]. One well-known open tool, Word2Vec is developed by Mikolov
et al. [7] which trains distributed representation in a skip-gram likelihood as the input
for prediction of words from their neighbor words [24]. Apart from knowledge-based
and corpus-based methods, popular co-occurrence measures such as, Jaccard [8],
Pointwise mutual information [25] or Dice have also been adapted to compute semantic
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similarity. These coefficients use page counts when searching words on the search
engines[26] which is more like to be word relevance.

Recently, hybrid strategies are raised to overcome limitations of different methods
[10], similarities are combined via statistic or machine learning methods [11, 27].
Generally, combined multiple similarities are all based on single resource and word
distributed representation methods haven’t been employed too much in the integration
of different strategies. In this paper, we use ensemble learning for Chinese words
similarity measure. Several algorithms are integrated. Knowledge-based similarities are
calculated based on two Chinese semantic knowledge bases. In corpus-based methods,
deep learning is trained on news and microblog corpora, and web search engines are
applied for retrieving words. All the similarities are combined for ensemble learning.

3 Methodology

3.1 Frameworks of Word Similarity Measure

In this paper, we calculate word similarities based on multiple resources and integrate
them by machine learning method. As Fig. 1 shown, ensemble learning is constructed
based on three different similarities. Semantic similarity is using knowledge-based
algorithms based on TYCCL and Hownet. Corpus-based similarities contain dis-
tributed similarity and word relevance. News and microblog corpora are trained via
deep learning to get cosine value between words distributed representations. Two web
search engines, Baidu and Bing are chosen to retrieve words and calculate word
relevance based on returned page counts. All these similarities are combined by an
ensemble learning method to get final words similarity.

3.2 Word Similarity Computation via Different Algorithms

Semantic Similarity Computation. TYCCL organized words according to the
structure of tree. Each word in this knowledge hierarchy can be assigned a hierarchical

TYCCL

HowNet

News

Microblogs

Baidu

Bing

Semantic
Similarity

Distributed 
Similarity

Words 
Relevance

Word 
Similarity

Ensemble
Learning

Fig. 1. Framework of word similarity measurement
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ID. If two words have the same ID, then they are synonyms. This paper employs the
algorithm which makes full use of the ID information [28]. Given two words with their
ID information, judgment starts from the first level, if the encoding is the same, then
multiply 1, different coefficients are multiplied according to the ID level where words
have different encodings. Regulation parameter and controls parameter also need to
multiply.

Different from TYCCL which build concept in a tree structure, HowNet uses dif-
ferent sememes to describe concepts. Similarity between words based on HowNet can
be seen as the similarity between sememes describing the corresponding words.
Algorithms applied in this paper come from previous work [29, 30]. Liu and Li [29] use
set and structural characteristics to rewrite the semantic definition in HowNet, and
proposed similarity measures based on sememes, set and structural characteristics. Xia
[30] combined the depth of sememes, overlap degree to define the measure of similarity
between sememes. He also solved problems about similarity of OOV words by seg-
menting words into two or more parts which exist in the HowNet.

Distributed Similarity Computation. There are many deep learning algorithms to
learn distributed representation of words. However, most of the algorithms have large
calculation cost. In order to minimize computational complexity, Mikolov et al. which
constructed CBOW and skip-gram to learn concepts and semantic-syntactic relation-
ships between words [31]. We applied this algorithm to learn distributed representation
of words. The CBOW architecture predicts the current word based on the context, and
the Skip-gram predicts surrounding words given the current word [7]. Open tool
Word2Vec1 is used which are developed by them. After training of word vectors,
cosine value is calculated as the similarity between words and it ranges ½�1; 1�.
Word Relevance Computation. Web search engines can provide large amount of
available documents. Moreover, many commerce search engines offer shortcuts for
users such as frequency counts, co-occurrence counts and context of retrieved results.
To decrease computation complexity, page counts can be used to measure word rel-
evance via four co-occurrence coefficients [26], such as Jaccard, Overlap, Dice and
PMI. In this paper, we compute these four coefficients according to retrieval results
from two web search engines. The final similarity based on Web search engines is
calculated through ensemble learning on four coefficients of each engines respectively.

Ensemble Learning of Similarities. To integrate multiple similarities, we use support
vector regression model (SVR). It has a very good performance in nonlinear regression
and better implement of the structural risk minimization theory [32]. As Fig. 1 shown,
ensemble learning is constructed based on different similarity methods mentioned
above. Similarities under six methods are seen as eigenvalues and the given similarities
labeled by human beings are corresponding regression values [33]. We use four kernel
functions in the further experiments: linear, RBF, polynomial and sigmoid.

1 Available at: https://code.google.com/p/word2vec/.
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4 Experiments and Results Analysis

4.1 Task Dataset and Evaluation Method

This task provides a dataset of 500 Chinese words pairs and their golden human labeled
similarities [34]. Sample data of 40 word pairs with similarities were firstly given. Test
data of 10, 000 word pairs without similarities were given lately and 500 pairs are the
one to evaluate. Spearman’s rank correlation coefficient [35] is used to evaluate the
statistical dependence between our automatic computing results and the golden human
labeled data, formulation is shown below:

rR ¼ 1� 6
Pn

i¼1ðRXi � RYiÞ2
nðn2 � 1Þ ð1Þ

Where, n is the number of observations, RXi and RYi are the standard deviations of rank
variables. The bigger rR is, computing results and labeled data are more related which
means the results are better.

4.2 Multiple Resources

We utilized different resources for each kind of algorithm: Hownet and TYCCL, news
and microblog corpora, Baidu and Bing. Referring to the corpora processing, word
segmentation of Chinese sentence is done via ICTCLAS2 and the stop words are then
removed. We applied Word2vec model in Gensim3 for word embedding. Open tool
developed by Chang and Lin4 is used to do ensemble learning. Detailed information of
resources are given below.

HowNet5 is a bilingual general knowledge base describing relations between
concepts and relations between attributes of concepts. TYCCL was built by Mr. Mei
[16] in 1983, which includes both synonym and similar words. Microblog corpora are
from Sina Weibo, 1, 471, 919, 361 pieces of microblogs written from 2009 to 2014.
News come from following resources: news.ifeng.com, www.chinanews.com, www.
bwchinese.com, and other open news corpora6. Additionally, based on the website7

which automatically crawls news URL, we download URL information from 2014.6.23
to 2016.4.24 and crawling the content of 18 websites8. Two search engines are Baidu
and Bing. Baidu (https://www.baidu.com/) is a Chinese search engine for websites,
audio files and images. Bing (http://cn.bing.com/) is a web search engine owned and
operated by Microsoft.

2 Available at: http://ictclas.nlpir.org/.
3 Available at: http://radimrehurek.com/gensim/index.html.
4 Available at: https://www.csie.ntu.edu.tw/*cjlin/libsvm/.
5 Available at: http://www.keenage.com/.
6 Available at: http://pennyliang.com/.
7 Available at: http://lafnews.com/corpus/.
8 20 websites are selected based on the URL amount except two video websites.
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4.3 Experimental Results and Analysis

During this task, 40 word pairs are training dataset while 500 pairs are test dataset.
Spearman’s rank correlation coefficients of different algorithms are shown in Tables 1
and 2. Besides, 40p and 500p represents training dataset of 40 word pairs and test
dataset of 500 pairs. Deep learning trained corpora of Weibo, news, Weibo and news.
Results of ensemble learning on four kernel functions are displayed in Table 2.

Firstly, comparing highest spearman’s rank correlation coefficients (bold) in
Tables 1 and 2, we find that ensemble learning achieves the best performance if we can
appropriately tune parameters. However, when we use 40 word pairs to predict
500 word pairs, spearman’s rank correlation coefficient is lower than TYCCL-based
method. Under fitting and poor parameter settings might lead to this. For
knowledge-based algorithms, similarity based on TYCCL has the worst performance in
training data which is totally opposite on test dataset. For corpus-based algorithms,
similarity based on deep learning of news corpora performs best among all. News
corpora is more suitable than microblogs to use in this task. Besides, referring to
Hownet-based similarities, Xia’s algorithm is better than Liu’s for it solves OOV
problem. Numbers of OOV in TYCCL, Xia’s algorithm, Liu’s algorithm, Weibo and
News are 49, 84, 165, 249 and 49 respectively. It showed that the bigger number of
OOV words is, Spearman’s rank correlation is lower. Low coverage of lexical
resources and wrong segmentations of corpora resources can be the reasons. Evaluation
of web search engines differs on training and test data. When searching more
words, Baidu behaved worse than Bing, different web page ranking algorithms might
lead to this.

Table 1. Spearman’s rank correlation coefficients of knowledge and corpus-based similarities

Method Semantic similarity Distributed similarity Word
relevance

TYCCL Xia Liu Weibo News Weibo & news Baidu Bing

40p 0.2151 0.5296 0.4369 0.4985 0.7514 0.7210 0.5655 0.4503
500p 0.3952 0.3413 0.0298 −0.2413 0.3272 0.3136 0.1283 0.2205

Table 2. Spearman’s rank correlation coefficients of ensemble learning-based similarities

Train-test Kernel
Linear RBF Polynomial Sigmoid

40p-40p 0.7864 0.9366 0.9172 −0.8942
40p-500p 0.3648 0.3796 0.2547 −0.9596
500p-500p 0.4735 0.6931 0.6613 −0.9596
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5 Conclusion and Future Works

In this paper, a similarity measure algorithm using ensemble learning on multiple
resources is proposed. Although this algorithm behaves moderately in NLPCC 2016
task but evaluation of further experiments shows that ensemble learning could get best
performance via parameters tuning. In the future, optimal strategy for ensemble
learning should be investigated deeply, such as parameter setting, weak model filtering,
adding other features. Besides, if we solve OOV problems by improving segmentation
quality or user dictionary, great progress will make. Larger scale of corpora can also be
used in corpus-based method. More room is there for improvement.
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Abstract. Live webcast scripts are valuable resources for describing the pro-
cess of sports games. This shared task aims to automatically generate sports
news articles from live webcast scripts. The task can be considered a special
case of single document summarization. In this overview paper, we will intro-
duce the task, the evaluation dataset, the participating teams and the evaluation
results. The dataset has been released publicly.

Keywords: Sports news generation � Document summarization � Shared task �
NLPCC-ICCPOL 2016

1 Task

It is an urgent demand to write and publish a sports news article immediately after a
sports game ends. Till now, sports news articles are usually written by human experts
or journalists. How to automatically generate sports news has always been a very
challenging problem.

Many Chinese sports-related web sites (e.g. Sina Sports1, NetEase Sports2) provide
live webcast services to users for watching sports games. One popular service is based
on live text webcast, and a webcast host frequently writes one or several short sen-
tences (i.e. scripts) to describe the latest progress of a game in real-time. Users will
know what happened in the game immediately after reading the latest scripts. The live
webcast scripts are valuable resources for sports news generation, which are, however,
neglected in the area of sports news generation and summarization. Note that we can
also obtain live text scripts from live TV or video by using ASR technologies.

In this shared task, we aim to explore the possibility of generating Chinese sports
news from live webcast scripts. The task can be treated as a special document sum-
marization or text-to-text generation task. A very recent work has conducted a pilot
study on this task [1]. In this year’s task, we focus on football games. We encourage
participants to consider the characteristics of live webcast scripts and develop more
competitive sports news generation systems.

1 http://sports.sina.com.cn.
2 http://sports.163.com/.
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2 Data

We provided sample (training) data and test data for this shared task. For sample data,
we provided a set of live webcast scripts and the corresponding human-written news
stories for 30 football games. The live web cast scripts and the news stories were
crawled from Sina Sports and NetEase Sports. For each sports game, we provided at
least two news stories as the reference news. For test data, we provided a set of live
webcast scripts for 30 other football games.

Part of the live webcast scripts for a football game (Chelsea vs Sunderland on
2015-12-19) is shown in Table 1. In each row in the table, the text scripts are provided
along with the match time and match score.

In addition to the live webcast scripts, we also provided match statistics and players
statistics of the game, as illustrated in Tables 2 and 3. The participants can optionally
make use of the match statistics in developing their sports news generation systems.

Table 1. Part of live webcast scripts for the game of Chelsea vs Sunderland on 2015-12-19

Table 2. Match statistics for the game of Chelsea vs Sunderland on 2015-12-19

Overview of the NLPCC-ICCPOL 2016 Shared Task: Sports News 871



3 Participants

Each team is allowed to submit at most two runs of results. The length of each sports
news is limited to 1000 Chinese characters and longer news articles will be truncated.
The participants are allowed to use any NLP resources or toolkits, but it is NOT
allowed to crawl and use any news articles related to the given games on the Web.

There are 7 teams participating in this shared task and they submitted a total of 10
valid runs of results. The participating teams are shown in Table 4. Various techniques
have been used by the participating teams and several teams have crawled additional
live scripts and sports news articles for other sports games to enhance the training data.
For example, IACAS_Human_HCI mainly relies on key sentence extraction by con-
sidering various factors, including keywords, time, and so on. The team also designs

Table 3. Players statistics for the game of Chelsea vs Sunderland on 2015-12-19

Table 4. Participating teams.

Team ID Organization name

IACAS_Human_HCI Chinese Academy of Sciences; Guilin University of Electronic
Technology; Hebei University of Technology

ICDD_SportsNews Beijing Information Science and Technology University
RDNH Chongqing University of Technology
BIT Coder Beijing Institute of Technology
CQUT_AC996 Chongqing University of Technology
CCNU2016NLP Central China Normal University
BIT Hunter Beijing Institute of Technology
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and uses a few patterns to improve the readability of generated sports news. ICDD_-
SportsNews uses different strategies for generating different parts of a sports news. The
team generates the first paragraph of a sports news with patterns to briefly overview the
sports game, and then applies supervised learning methods to extract key sentences to
describe the process of the game, and finally provides statistics of players in the last
paragraph. BIT Coder generates sports news with slot filling techniques.

4 Results

The generated sports news articles were evaluated both automatically and manually.

4.1 Automatic Evaluation

We used the ROUGE-1.5.5 toolkit [2] for automatic evaluation3. In order to make the
ROUGE toolkit work well for evaluating Chinese news, the code related to text
encoding in ROUGE-1.5.5.pl should be modified. The recommended options for the
toolkit were -c 95 -2 4 -U -r 1000 -n 4 -w 1.2 –a –l 1000. Note that the length of each
sports news was limited to 1000 Chinese characters, so we used –l 1000 for truncating
longer news articles.

The recommended ROUGE metrics are Recall and F-measure scores of
Character-based ROUGE-1, ROUGE-2 and ROUGE-SU4. Character-based evaluation
means that we do not need to perform Chinese word segmentation when running the
ROUGE toolkit. Instead, we only need to separate each Chinese character by using a
blank space.

Table 5 gives the automatic evaluation results. We can see that the three teams of
IACAS_Human_HCI, ICDD_SportsNews and RDNH perform better than the other
four teams.

4.2 Manual Evaluation

We further performed manual evaluation, which is more reliable than the automatic
evaluation for this special task. Three graduate students who are fluent in Chinese were
asked to perform manual ratings for each news article with respect to three factors:
readability (Read.), content coverage (Cont.) and overall score. The ratings were in the
range of 1–5, with higher scores denoting better quality. Finally the scores were
averaged across the 30 news articles, and then averaged across the three judges.

The results are shown in Table 6. We can see that the team of IACAS_Human_HCI
performs the best over all the three factors, and the ICDD_SportsNews team also
performs very well over the three factors. The two teams considered various factors for
key sentence extraction, and they used both machine learning and pattern-based
techniques for sports news generation.

3 The ROUGE toolkit can be downloaded from http://www.berouge.com.
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Table 5. Automatic evaluation results

Team Run ROUGE-1 ROUGE-2 ROUGE-SU4

Recall F-measure Recall F-measure Recall F-measure

IACAS_Human_HCI run1 0.57782 0.59846 0.24998 0.26293 0.25464 0.26652
run2 0.55643 0.60331 0.24448 0.26092 0.24777 0.26581

ICDD_SportsNews run1 0.56515 0.59261 0.25235 0.26444 0.25404 0.26613
run2 0.56768 0.59179 0.25059 0.26119 0.25438 0.26497

RDNH run1 0.55235 0.5865 0.25527 0.27081 0.25333 0.26863
BIT_Coder run1 0.49728 0.55851 0.22524 0.25333 0.22484 0.25263
CQUT_AC996 run2 0.5222 0.55728 0.22182 0.23688 0.22689 0.2422

CCNU2016NLP run1 0.46105 0.52478 0.19486 0.22128 0.19322 0.21947
run2 0.4948 0.52425 0.20894 0.22123 0.21102 0.22325

BIT_Hunter run2 0.36532 0.47758 0.16072 0.2106 0.16504 0.21589

Table 6. Manual evaluation results

Team Run Factor Average score

IACAS_Human_HCI run1 Read. 3.84444
Cont. 3.54444

Overall 3.63333
run2 Read. 3.88889

Cont. 3.64444

Overall 3.73333
ICDD_SportsNews run1 Read. 3.34444

Cont. 3.32222
Overall 3.24444

run2 Read. 3.46667

Cont. 3.32222
Overall 3.28889

RDNH run1 Read. 2.92222
Cont. 1.85556
Overall 2.17778

BIT Coder run1 Read. 2.55556
Cont. 2.74444

Overall 2.45556
CQUT_AC996 run2 Read. 2.61111

Cont. 2.21111

Overall 2.30000
CCNU2016NLP run1 Read. 2.06667

Cont. 2.02222
Overall 1.93333

run2 Read. 2.24444

Cont. 2.67778
Overall 2.21111

BIT Hunter run2 Read. 1.68889
Cont. 1.94444
Overall 1.60000
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5 Conclusions

We proposed a new shared task of sports news generation from live webcast scripts for
NLPCC-ICCPOL 2016, and 7 teams participated in this shared task. The evaluation
dataset has been released publicly4. We expect more advanced text summarization and
generation methods will be proposed for this special Chinese sports news generation
task.
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Program (863 Program) of China (2015AA015403) and National Natural Science Foundation of
China (61331011).
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Abstract. With the dramatic increase of the live webcast scripts about sports, it
is an urgent demand to write and publish a sports news article immediately after
a sports game. However, so far, the sports news articles are usually written by
human experts or journalists, and the manual writing of sports news is
time-consuming and inefficient. This paper describes our system on the sports
news generation from live webcast scripts task. On one hand, our system
extracts the important events occurring in the time period from the live webcast
scripts according to the rules, and on the other hand, our system generates a brief
summary from the live webcast scripts about the football matches. According to
the characteristic of live webcast scripts, we adopt an approach to sentence
extraction and template generation from live webcast scripts. The evaluation
results show that our system is feasible in sports news generation from live
webcast scripts.

Keywords: Sports news generation � Rules � Sentence extraction � Sentence
ranking

1 Introduction

With the increasing emphasis on sports events and the development of sports theme
websites, the automatic generation of sports news has become particularly important.
The sports fans do not have enough time to read all the live or replay due to the fast
pace of life, and thus they turn to read a short sports news. However, till now, sports
news articles are usually written by human experts or journalists. This paper attempts to
develop a competitive sports news generation system to replace the way of writing
news.

Different from the traditional single-document summarization, the sports news
article is produced from live webcast scripts in this paper. In single-document sum-
marization, the important words or sentences will appear more frequently, and how-
ever, the exciting moments are often very rare and not replicable in a score game live
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webcast. When the football fans read a sports news, some key messages might make a
deep impression on them, such as the score, the intense rivalry in the penalty area, the
overviews of the two teams. This requires that the system should be able to find the key
information from the given live webcast scripts and generate one shorter sport news
article. The length of the sports news is limited to 1000 Chinese characters in our
system.

In this paper, we propose a hybrid approach based on the rules to extracting and
generating sentences from the data set. Firstly, the system get data from the tec.csv file
and summarize the performance of a team. Then, all the performance and visibility of
the players are extracted from the home.csv and away.csv files. Finally, the important
sentences will be located in live web script according to the rules and templates.

The remainder of this paper is organized as follows. Section 2 reviews related
work. Section 3 introduces the proposed approach to generating the sport news.
Section 4 presents the results of the evaluation and discussions. Finally, we conclude
the paper and suggest the future work in the fifth section.

2 Related Work

The method of automatic generation based on extraction has been used for a long time.
Ji et al. [1] proposed multiple approaches to information extraction based summa-
rization. Wang and Tang [2] put forward a special Chinese automatic summarization
method based on concept-obtained and hybrid parallel genetic algorithm. Kumar et al.
[3] proposed a knowledge induced graph-theoretical model for extract and abstract
single document summarization. Zhu et al. [4] presented a tag-oriented summarization
method. Hirao et al. [5] gave a single-document summarization method based on the
trimming of a discourse tree.

The single-document summarization has been turned to professional fields. Liu
et al. [6] established a model based on feature combination to automatically generate
summary for the given news article. Tran et al. [7] proposed a method to summarize a
movie based on character network analysis. Sadiq et al. [8] gave system works by
assigning scores to sentences in the document to be summarized. Li et al. [9] put
forward a new keyword extraction method based on tf-idf for Chinese news documents.

In this paper, we make use of tec.csv to generate the evaluation of the whole game,
and then summarize player performance and the team lineup from the away.csv and
home.csv. The position, players, actions and other factors have been selected to
determine the importance of live.csv in a series of sentences. Then, the extracted
sentences are connected together in a format to form the final sports news article.

3 System Description

3.1 System Architecture

Our system consists of threemainmodules, i.e. data preprocessing, sentence extraction and
generation, and sentence selection.We illustrate our system architecture in detail in Fig. 1.
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In data preprocessing, the main work is to segment the Chinese words and remove
the stop words. We choose NLPIR Chinese words segmentation tools1 and select
Chinese stop word list from CCF (China Computer Federation) website2.

In the Rules box of Fig. 1, the score changes mean that the third column of live.csv
has changed in a row, and sensitive actions denote the foul, goal and other mentioned
important activities. The players are ranked based on the statistics in the home.csv and
away.csv, and the ranking determines the likelihood that a player will appear in the
summary.

This system will use the number of shots and ball control rate to measure one
team’s offensive and ball possession, and generate a short game evaluation with
templates for this team.

We use this rank list to score a sentence with the sum of all the players’ scores in it.

3.2 Rules Based on Common Sense

Because of the particularity of the field in a football game, we introduce the common
sense to this system, shown as follows.

(1) The score of the match is the most important.
(2) Appearance of yellow or red card is the key information.
(3) The readers will be concerned about the players who perform well.
(4) The offense, defense and foul in the penalty area constitute the main body of the

article.

In order to enhance the readability and coherence of the generated sport news
article, we divide the news article to be generated by the system into three parts, which
are given in the following subsections.

8.3663

Live.csv

Data preprocessing

Rules

Score changes

Main players

Sentence selection

Summary

Sensitive actions in 
penalty box

Sentence ranking

Tec.csv Home and 
away.csv

Statistics

Attack data Save data

Sentence generation

Sentence template

Sentence 
ordering

Fig. 1. System architecture

1 http://ictclas.nlpir.org/.
2 http://www.ccf.org.cn/sites/ccf/ccfdata.jsp.
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(1) Time, match and teams
In the first part, the news article tells the time of this competition, number of the
match and history of confrontations. The following Example 1 illustrates this part.

Example 1: 北京时间2月3日凌晨3:45,英超第24轮一场焦点战,阿森纳主场出战南

普顿。

The time and the match name can be found in the live scripts and the teams can be
found in the tec.csv file. After obtaining these messages, this part can be generated.

(2) The evaluation of players and the whole match
In the second part, the article shows the general situation of the game and the
players who perform well. The following Example 2 illustrates the form of this
part.

Example 2: 本场比赛中,双方均有多次破门的机会。切尔西队门将库尔图瓦表现

神勇,全场没收了4次射门。联赛首回合的交锋,切尔西也在客场0:1不敌对手。

The basis for the evaluation of the competition comes from the tec.csv, and the
situation of the player can be summarized from the home.csv and away.csv. The
following Tables 1 and 2 illustrate the format of the files.

(3) Exciting moments in the live
The third part of the news article is the body of the match and this part will record
the important moments in the live. The following Example 3 illustrates this part.

Table 1. Part of tec.csv

切尔西 项目 桑德兰

17 总射门 11
7 射正球门 3
0 击中门框 0
67.50% 控球率 32.50%

Table 2. Part of away.csv

号码 位置 球员名 出场 进球 助攻 威胁球 犯规 扑救

13 门将 库尔图瓦 首发 0 0 0 0 2
28 后卫 阿斯皮利奎塔 首发 0 0 0 3 0
2 后卫 伊万诺维奇 首发 1 0 0 2 0
21 中场 佩德罗 首发 1 0 3 0 0
19 前锋 迭戈-科斯塔 首发 0 0 0 1 0
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Example 3: 第53分钟,加布里埃尔横传被抢断,马内突破后射门被切赫得到。

In the live scripts, the system regards the sentences recorded in two minutes as a
unit. According to the common sense mentioned above, we extract the units which
record the goals, the fouls, the substitutions and the offenses or defenses in the penalty
area. The following Table 3 presents the format of the live.csv.

In this part, we rank the player according to formula (1).

Ranki ¼ scorei þ 0:5� assisti þ 0:1� threatballi þ 0:1� savei ð1Þ

Where the scorei,assisti,threatballi and the savei denote the parameters of the scores,
assists, threatening shots and saves in the football match. When the length of the article
beyond the limit, the unit with lower total ranked players will be deleted.

3.3 Sentence Extraction and Generation

In order to enhance the readability of the sentence, the system has set up a variety of
sentence templates. The following form describes a small sample of the template
matching strategy in our system in detail.

The ctrlH and ctrlA in Table 4 represent the ball control time of the home team and
the away team respectively.

By several sets of templates, the system will generate the first and second parts of
the sport news article.

The third part of the news uses strategies for sentence extraction. The following
Algorithm 1 describes the sentence extraction strategy in our system in detail.

Table 3. Part of live webcast scripts

威廉前场右路拿球,强突后分边上给上来的伊万 上半场14‘ 2-0

伊万没机会,回传给小法 上半场15‘ 2-0
小法拿球内切,斜塞禁区找插入的威廉 上半场15‘ 2-0
球被回防的范安霍尔特抢先出脚碰出底线,角球 上半场15‘ 2-0

Table 4. A sample of template matching strategy

ctrH/ctrA Corresponding template

[1.5, +∞) 主队展现出惊人/压倒性的控球能力。
[1.3, 1.5) 本场比赛中,主队的控球能力略胜一筹。
[ 1
1:5,

1
1:3) 本场比赛中,客队的控球能力略胜一筹。

(0, 1
1:5] 客队展示出了惊人/压倒性的控球能力。
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Algorithm 1. Sentences extraction 
Input: Sentence array SenSet rule1 rule2 professional noun
Output: Key sentence extraction result
1: begin
2: foreach Sen in SenSet
3: adddic.add(professional noun) // Add user dictionary
4: nlpir(sOutcell, Sen) // Word segmentation
5: if(sOutcell match rule1)
6: connect(connect, sOutcell) //    Connect the sentences within 2 mins
7:     if(sOutcell match rule2) 
8: extract (res, connect) // Results are extracted in variable res.
9:  end if   
10: end if
11:end for
12:Ranking (ranklist, res) // List of ranked sentences. 
13:while(res.length>1000)
14:   delete ranklist[ranklist.size()] //  Delete the lowest rank sentence
15:end while
16:Output key sentence extraction result
17:end

The matching rules means the system will detect the words which can express the
rules in a sentence, such as “禁区”, “手球”, and “越位”. The connecting means the
sentences one minute before and after the words will be connected. The words can be
represented by a tree diagram shown below (Fig. 2).

4 Evaluation Results and Discussions

In this paper, we use an approach based on the combination of extraction and gener-
ation to generating Chinese sports news from live webcast script. The length of the
sports news is limited to 1000 Chinese characters. For automatic evaluation, we adopt
the ROUGE toolkit and ROUGE-N F-measure is used as evaluation metric. The fol-
lowing Table 5 is the official evaluation results of our formal run.

Fig. 2. Tree diagram of words
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We compare our results to ones of the other seven groups who participated in
Chinese sports news from live webcast script task and only select the best ROUGE
evaluation result for each group shown in Fig. 3, and we can find that our system is at
an intermediate level.

In experiments, we also change some of the conditions and compare the different
results. The following Fig. 4 can show the increase in the results after the additional
ranking of sentences.

The Fig. 4 shows that additional ranking of sentences can slightly improve the final
results.

As mentioned above, the system regards the sentences recorded in two minutes as a
unit. The following Fig. 5 can illustrate the effect of the time span on the results.

From Fig. 5, we can find that the evaluation results will get a better F-measure
when looking on the sentences recorded in two minutes as a unit.

Table 5. The official evaluation results of our formal runs

ROUGE-1 ROUGE-2 ROUGE-3 ROUGE-4 ROUGE-SU4

NLP@WUST 0.57447 0.24894 0.11288 0.05540 0.24952
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Fig. 3. ROUGE evaluation results for the formal runs of all task groups
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Fig. 4. The effect of sentences ranking on the results of the training set
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But, the results of the system sometimes are not ideal for some of the training data.
In the match of Dinamo versus Manchester on Feb. 25, 2015, our system only extracts
four sentences to describe the offense and defense in the penalty area and this is
obviously out of common sense. The possible causes of this issue are listed as follows.

(1) The two teams have done less offensive and defensive in this match.
Sometimes, there are some unusual tactics in the game, and thus, the system needs
to make adjustments to a variety of game lineup.

(2) Many synonyms of the words in the rules are adopted by the author of this live
webcast script in this example.

In this paper, we refer to a number of football professional terms on the network3.
In the 11.live.csv of the sample data, the author use “将球摁在身下” to express the
save activity of the goalkeeper.

5 Conclusions and Future Work

In this paper, we present an approach to summarizing football sport news through rules
and templates. We extract and generate the sentences in the final results by rules. The
evaluation results show that our system ranks at an intermediate level in generating the
sport news article from live webcast script.

Our system still has room to improve. In the future, we will introduce more rules
and templates into the system with the guidance of professionals in the field of football
in order to adjust various match situations. With the development of live webcast script
standardization, some tags will be added to the script, and thus, the system can dis-
tinguish the type of each event with the tags. With a comprehensive thesaurus, the
quality of summary will rise as expected as well.
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Science Foundation of China under No. 61402341, Natural Science Foundation of Education
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Abstract. With the increase of the scale of the knowledge base, it’s important
to answer question over knowledge base. In this paper, we will introduce a
method to extract answers from Chinese knowledge base for Chinese questions.
Our method uses a classifier to judge whether the relation in the triple is what the
question asked, question-relation pairs are used to train the classifier. It’s dif-
ficult to identify the right relation, so we find out the focus of the question and
leverage the resource of lexical paraphrase in the preprocessing of the question.
And the use of lexical paraphrase also can alleviate the out of vocabulary
(OOV) problem. In order to let the right answer at the top of candidate answers,
we present a ranking method to rank these candidate answers. The result of the
final evaluation shows that our method achieves a good result.

1 Introduction

Answering question over a knowledge base is to extract the answers from knowledge
base directly. In order to do this task, we have two methods to use. One is semantic
parsing, and the other is information extraction based.

Semantic parsing methods try to convert question into a certain intermediate
semantic representation and then convert the intermediate representation to a logic
query. The results of semantic parsing based methods depend on the accuracy of the
semantic parser. If the result of the semantic parser is wrong, we couldn’t get the
correct answer. Information extraction based methods take the question as a query to
retrieve the candidate answers from the knowledge base and then try to find out which
answer is the correct answer for the question.

Yao et al. [1] do the analysis of the two QA methods, semantic parsing and
information extraction have shown no significant difference between them over Free-
base. But in view of the fact that the knowledge triples in Chinese knowledge base used
in our experiments crawled from the web. Same relation to two objects could be
described in a different way. So we choose to use information extraction based method
to answer the question over the Chinese knowledge base. The final result of the
evaluation shows that our method can answer the most of the question correctly, and
most of the right answers are in the first place. The F1 score of the evaluation is 0.7914.

In this paper, we will go through how to answer question over knowledge in the
open domain. The steps to get answers include recognizing the entities mention in
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question, entities mention filters, retrieve the candidate triples from the knowledge
base, judge which relation is what the question asks, and rank the candidate answers.

2 Background

The scale and quality of the knowledge base has an important influence on question
answering. Some researchers use DBPedia [2], Freebase [3] and Yago2 [4] as the
knowledge base in open domain question answering.

Answering question over knowledge base is an important task. The semantic
parsing researchers try to do this task by using semantic parser parse these question.
These works include combinatory categorial grammar [5–10], dependency trees [11–
13] and string kernels [14, 15]. Most of these methods need use manually rules to train
the semantic parser.

The information extraction researchers use the question as the query, and retrieve
candidate triples from knowledge base, and the last step is to extract answers from
candidate triples. Yao et al. [16] take the task of answering question over knowledge
base as a binary classification problem. They use the dependency tree of the question as
the representation of the question, and extract different features from question and the
topic graph. These features will be fed into the logistic regression model. Some other
methods use the summation the question word vectors as the representation of the
question [17, 18], these works ignore the word order in question, so they will lose some
information. Li et al. [19] propose a multi-column model to rank the candidate answers.
They use a convolutional neural network to learn the representation of the question.
Yih et al. [20] use convolutional neural network to answer the single relation question.

There are some other works on this task, for example, some researchers use manual
templates to extract answers from knowledge triples [21].

We use the knowledge base released by the NLPCC 2016 open domain Chinese
Question Answering task. In consideration of the quality of the knowledge base, we use
the information extraction based method to do this task.

3 Approach

When our system receives one natural language question q, firstly, we will try to find
out all entities mention in question, and take them as the candidate entities mention. It’s
obvious that there is lots of noise in the candidate entities mention, so we need to filter
out these noises. In order to find out which entity mention is noise and which one is the
topic of the question, we use a syntactic parser to parse the question and find out the
name entities of the question. After filtering out the noise of candidate entities mention,
we use these rest to retrieve relative triples in Chinese knowledge base. Once we get the
candidate triples, the question and the relation of triples will be fed into the classifier.
The classifier gives a score to each question-relation pair, if the score is less than h, then
this triple will be dropped. We will also compute the word overlap between the
question and triple, and then combine the word overlap and the score given by the
classifier to rank these candidate triples. Our system architecture is shown in Fig. 1.
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3.1 Entity Mention

The first step of the system is to find out the all entities mention of the question, and
figure out which one is the topic of the question. We use the trie tree to help us find out
the entities mention in question. But we don’t know which entity mention is the topic
of the question, if these all entities mention are used to retrieve the triples in Chinese
knowledge base, we will get too much candidate triples, and too much noise will also
affect our final result.

So we use a syntactic parser to parse the question and filter these candidate entities
mention by the result given by parser. For instance, in a dependency tree, any word
whose father node is the question word, we will drop it. In addition, we also think the
focus of the question is not the topic of the question, so the focus in question will be
dropped. Focus words are identified by the approach proposed by Zhang [22]. The
name entity in question is very important, and we use LTP [23] to recognize the name
entity in question, we will only save the name entity, and the other will be dropped.

3.2 Relation Classification

Retrieve Knowledge Triples. We use these entities mention of the question to retrieve
all relative knowledge triples from the knowledge base. When we retrieve triples from
the knowledge base, we only judge whether the subject of the triple is equal to the id of
entity mention, if yes then we save it, if not then we drop it. For instance, for the
question “姚明的身高是多少?”, we use “姚明” to retrieve the candidate triples,
finally, only the subject of triples is “姚明” will be saved.

Classification Model. In order to extract the correct answers from these candidate
triples, we will put the question and the relation of the triple to a binary classifier, if the

Fig. 1. System architecture
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score given by the classifier is bigger than threshold h, the triple will be saved,
otherwise, it will be dropped. The purpose of the classification of the question-relation
pair is to judge whether the relation is what the question asks. Just like the question “姚
明的身高是多少?”, the question wants to ask the relation “身高”.

Once the question-relation pair is fed into the binary classifier, the classification model
will learn the representation of the question. In our classifier, the first part is one
convolutional layer, the second is gated recurrent neural networks. The output of the
GRU is the representation of the question. We use the summation of relation words
vector as the representation of the relation because the relation usually is short and even
one word.

The model of the classifier is shown in Fig. 2. Specifically, for the question q = w1,
w2, …wn, we will first transform these words to vectors. These words vectors are
parameters, and will be updated in the training step. Then, the convolutional layer
computes representations of the words in sliding windows. And then the output of the
convolutional layer is the input of the GRU layer. The output of the GRU layer is the
representation of the question. We use the summation of relation words vector as the
representation of relation. The vector representation of question and the relation will be
concatenated, and the concatenated result is the input to the fully connected layer. The
fully connected layer can learn the relation between different dimensions of a vector.
The last layer of the classifier is a logistic regression layer. An adaptive sigmoid
function is used in this layer. The output of sigmoid is a value between 0 and 1, this
value is used to represent the correlation degree between the question and relation.

3.3 Ranking

After filtering the candidate triples by the binary classifier, in the rest of the candidate
triples, some triples are more suitable as the answers than other triples. We need rank
these candidate triples, and let the correct answer at the top of candidate answers. So
it’s important to rank these candidate answers. Actually, some researchers treat the
answering question over knowledge base task as a ranking task [19].

Fig. 2. The model of the binary classifier.
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Each question-triple pair will be given a score, the higher this score, the more likely
the answer is the correct answer. We use Eq. (1) to compute the score.

score q; tripleð Þ ¼ a �Wscore þð1� aÞ � Cscore ð1Þ

Wscore is the score given by word overlap between question and (subject, relation)
of the triple. We need to let the word overlap score normalization, so for every
question, the word overlap number of every candidate triple will divide the biggest
word overlap of these candidate triples. Lastly, Wscore is between 0 and 1. The reason
we take Wscore as a score is that we think the more word overlap number and the more
likely the answer is the correct answer. Cscore is the score given by the classifier. a
indicates the proportion of the two score. We can modify the value of a to find a better
value that let the final result is better. Table 1 shows that the step of ranking plays an
important role in our method.

4 Experiments

4.1 Datasets

We use NLPCC 2016 shared task open domain knowledge-based QA data. It contains
14609 question-answer pairs and 9870 questions that need to be answered. We then use
entities of the question and the answer to extract the relation in the correct triple as
positive sample, and also extract one relation in the wrong triple as the negative sample,
and use question-relation pairs as the training set to train our model. We further
randomly choose 11609 question-relation pairs for training and the 3000
question-relation pairs remained as a development set DEV. The organizers of shared
tasked in NLPCC 2016 also offer a file that maps the entities mention in question to
entities name in the knowledge base, and we use it in our experiments to transform
entities mention to subject in the knowledge base.

4.2 Settings

The dimension of word vectors is set to 100, and they are initialized by the pre-trained
word vectors provided by the tool word2vec [24]. The initial learning rate used in
AdaGrad is set to 0.001. A mini-batch consists of 2000 question-relation pairs.

Table 1. Experimental results

Baseline F1-score

Embedding similarity 0.3841
Our method
CGRU 0.6964
CGRU + paraphrase 0.7185
CGRU + paraphrase + ranking 0.7914
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4.3 Search

We build a trie tree to store the total entities mention, and each node is one single word
in Chinese. We use the trie tree to get all entities mention in question. These entities
mention in question will be used to extract the triples in the knowledge base. Once we
get the triples from the knowledge base, the properties in triples and question will be
passed to the QA engine for classification and rank.

4.4 Model Tuning

We treat kbqa as a multi-task. Firstly, we need judge whether a relation is a right
relation to the question and then we will rank the candidates. So we need to tune the
parameters of the classifier and the ranking part.

The back-propagation algorithm is used to train the model. It back propagates
errors from top to the bottom layer. Derivatives are calculated and gathered to update
parameters. The AdaGrad algorithm is then employed to solve this non-convex opti-
mization problem. Moreover, we use dropout in training.

We tune the threshold h, the higher of h, the lower the recall rate. In order to ensure
high recall rate, we set threshold h to 0.5. We also try to use the average of relation
words vector as the representation of relation, but the final result shows that it’s not as
good as the summation of relation words. We found that different a in Eq. (1) gave a
very different result over DEV set in the experiment. We took 0.1 as the step size to
change the parameter a when the parameter a is 0.4, we got the best result in DEV set.

Also, in the preprocessing step of the question, we recognize the focus of the
question, and then add the lexical paraphrase of the focus word to the question. After
adding the lexical paraphrase of focus, we train the classifier again, and the result shows
that we get a better result. In the final system, we got a good result in DEV set.

4.5 Results

The experimental results are given in Table 1. We use embedding similarity as our
baseline, this method computes the cosine similarity of the question embedding and
relation embedding and ranks these candidate answers by the similarity according to
the similarity. CGRU is the method that only uses the classifier. CGRU + paraphrase
uses the lexical paraphrase of the focus of the question. We then add the step of rank to
our method, and our F1 score is 0.7914 in the final evaluation.

Model Analysis. The baseline uses the similarity between question and triple, and we
only use the summation of the question words embedding as the representation of the
question, and the summation of the triple words embedding as the representation of the
triple. It can’t learn the meaning of the question well. So the F1 score is only 0.3841.

CGRU employs a convolutional layer and GRU to learn the vector representation
of the question. The F1 score is 0.6964. From the result, we can observe that CGRU
can learn the question well, and the classifier gives a higher score to the right answer.
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CGRU + paraphrase uses the lexical paraphrase extracted from monolingual cor-
pus. We add the lexical paraphrase of focus word in question to the end of question
sentence. The F1 score is 0.7185. The lexical paraphrase could alleviate the OOV
problem. The focus of the question contains the main motivation of the question, the
lexical paraphrase of focus could strengthen the information of the motivation.

CGRU + paraphrase + ranking will rank these candidate answers according to the
score given by the Eq. (1). The F1 score is 0.7914, and the ranking step improves the
F1 score by 10.1% compared with CGRU + paraphrase. This result indicates that the
ranking step is necessary to this task, and word overlap between question and (subject,
relation) of the triple can explain to some extent that the higher this score, the more
likely the answer is right.

5 Conclusion

We proposed a method for answering question over Chinese knowledge base. Our
method uses a Convolutional and GRU neural networks to learn the representation of
the question, the summation of the relation words vectors is the representation of the
relation accordingly, and then the classifier judge whether the relation is what the
question wants to ask. We then rank these candidate answers. We recognize the focus
of the question and add the lexical paraphrase of focus word to the question. These
lexical paraphrase of focus can improve the accuracy of the results extracted from
knowledge base, and give a higher score to the correct answers.
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Abstract. In this paper, we presents a stance detection system for
NLPCC-ICCPOL 2016 share task 4. Our Stance Detection System can
determinate whether the author of Weibo text is in favor of the given
target, against the given target, or neither. We exploit LSTMs model
and the average F score of our system is 56.56%. In contrast to the tra-
ditional target/aspect sentiment, the given target may not be preserved
in Weibo text. We model the task as a classification problem, exploiting
LSTMs as the basic part of classifier.

1 Introduction

Stance detection aims to extract the stances of user-generated texts towards a
certain target. The target can be a product, a person, an event and etc. Table 1
shows several examples in Chinese, which is the main goal of this paper, while
most of past work focuses on the English language.

The task can be useful in a number of practical applications. It can facilitate
the public sentiment monitoring, social management, business decisions and etc.,
upon on the collecting stance detection results for specific target.

Typically, stance detection can be formulated as a classification problems.
Given a piece of user text and a target expression, we determine the user’s dis-
tance by three categories favor, against or none, where favor denotes the author
supports the author supports the target, against denotes the author express
a negative attitude towards the target and none denotes the author does not
express any sentiment towards the target.

There are two main stream methods to achieve the above classification prob-
lem. One method exploits the traditional discrete models, which uses manually-
crafted one-hot features, and this method has been studied for stance detection
already. While the other method exploits the recently wide-concerned neural
models, which uses low-dimensional dense features. This method does not require
manually-designed features, and it uses deep neural layers to extract features
automatically.

Our model follows the line of work of neural models. We exploit bare word
embedding to represent sentential words, and first use convolution neural layers
to extract local n-gram features, and then use bi-directional long-short-term-
memory (LSTM) neural networks to extract latent global syntactic features.
c© Springer International Publishing AG 2016
C.-Y. Lin et al. (Eds.): NLPCC-ICCPOL 2016, LNAI 10102, pp. 893–900, 2016.
DOI: 10.1007/978-3-319-50496-4 83
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Table 1. The examples of stance

Target Text Stance

iPhone SE
(iPhone SE)

iPhonese .. . . . .
(I do want to try iPhoneSE)

VFA OR

iPhone SE
(iPhone SE)

se
(After buying iphone SE,

it’s necessary to buy a tablet)
AGAINST

iPhone SE
(iPhone SE)

iPhoneSE
(iPhone SE listing, the other
new phone also has emerged)

NONE

Base on these features, we represent the author texts an the given by fixed-
dimensional feature vectors respectively. Finally, we combine the two vectors,
and feed them into a classification layer to get the output labels.

Our paper is organized as follow. First, we briefly introduce the related work.
Second we describe our neural stance detection model in detail. Third, we intro-
duce the experiments. And finally we make conclusions and future work.

2 Related Work

Stance detection has been studied by several work. Most of these work focus on
the English language [1–4]. In particular, thanks to the dataset of [5] the task is
greatly promoted. The task is generally treated as a text classification problem,
using different based on supervised learning and also semi-supervised methods
such as distance supervision.

Discrete and neural models both have achieved successes for stance detection.
Typical discrete models exploit manually-designed features and then employ
classifiers for example SVM to perform the task. Typical features includes word
ngrams, word embedding, word associations, hash tags and etc. [6] applies both
character-level and word-level convolution neural networks to stance detection

Our work is closely related to the neural network models for stance detec-
tion. And we use those neural network models to extract context syntax fea-
tures automatically [7] exploits a similar network structure based on LSTM.
Our work differs with their work in neural network building and several detailed
pro-processes.

3 Model Based Neural Network Overview

As shown in Fig. 1, our neural network contains several layers, and each layer
can extract the special features. Features are important for classification task,
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Fig. 1. Overview of neural network for stance detection

and they can influent the accuracy of classifier. But it’s impossible to extract
all effective features of the entity which need to be classified. In this task, we
think the ngram features and latent global syntax features are essential, so we
choose the convolution layer to extract the ngram features and LSTM layer for
extracting global syntax features. Other layers have their own functions. Pooling
layer can extracted the sentence features, and the tanh layer as the features
output layer can combine those features.

3.1 Word Embedding Layer

The first layer of our neural network is word embedding layer. This layer maps
Chinese words into k-dimensional space, and we can get a set of vectors which
contain context information. In this layer, the word embeddings are learned
by the word2vec. We sample tweets from Weibo platform and segment them.
Then we use this unlabeled Weibo text as training corpus to generate word
embeddings. But it is impossible that the training corpus cover all words, so
we may be can’t query the word embeddings of words which don’t present in
training corpus. About those words, we just use the symbol “-unk-” to represent
them.

Word embeddings will be loaded in the lookup table when our system launch
as initial input. But the lookup table is not static, it will be later tuned by back
propagation during training of neural network.

3.2 Convolution Neural Layer

Second layer is convolution layer, and this layer can extract ngram features. The
ngram features mean the features are collected by successive words information.
We need to decide the how many successive words extracted features at a time.
So we assign a window to extract local ngram word features successively by
sliding over the entire word embeddings of text or target of Weibo. Here, the
window size decides the number of words extracted features at a time. Then, we
feed the word embedding of each of the words resulting in a set of vectors as this
layer input.
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During extracting features, there are several words can’t fill the whole win-
dow. For example, the window size is 5 and the dimension of word embedding is
100, but the number of word embeddings which extracted by this window is 3.
So in this case, we finally get a feature vector with 300 dimension. And if there
are different dimension vectors in this layer output, it will be a big deal for next
layer.

Actually, we hope all the dimension of output vectors of this layer are 500.
And we hope neither loss any useful information nor add any noise information
into those feature vectors. We use zero vector to fill the those low dimension
vectors and transfer them into 500 dimensional vectors. After extracting features,
the number of input vectors is same as output vectors, and such convolution
method called isometric convolution.

3.3 Bi-Directional LSTM

The next layer of our network is composed of Bi-directional LSTM. And this layer
can extract the global syntax information automatically. Actually, most of the
sentences of Chinese Weibo are short, so we can see the same stance of sentences
have similar syntactic structure. And this is why we chose the Bi-directional
LSTM to extract features. Such neural model have been proved the validity
of solving the stance detection task [7]. What’s more, this layer is a special
RNN model, but it require less fine-tuning of the weight to collect contextual
information.

Ii = σ(Wxi · Xi + Whi · Hi−1 + Wci · Ci−1 + bi)

Fi = σ(Wxf · Xi + Whf · Hi−1 + Wcf · Ci−1 + bf )

Ci = σ(Wxc · Xi + Whc · Hi−1 + bc) · Ii + Ci−1 � Fi

Oi = σ(Wxo · Xi + Who · Hi−1 + Wco · Ci + bo)

Hi = tanh(Ci) � Oi

Here, Xi is an input vector at time step i, and Hi is an output vector. �
denotes element wise multiplication. Ii, Fi, Ci and Oi represent the input gate,
forget gate, cell and output gate respectively.

Those blocks have their own functions. Cell is LSTM memory, which used to
store the long short time information. Those gates provide some operation for
cell to deal with the information which through it. More precisely, the informa-
tion input to the cell is processed by input gate, and the output information is
processed by output gate. Forget gate deal with the previous information in cell.

Bi-directional LSTM will output two set of vectors, and we concatenate them
as following, so in this layer just output one vector sequence finally.

H = tanh(W · (concat(Hleft,Hright)) + b)
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3.4 Pooling Layer

After convolution layer and Bi-directional LSTM layer, the features will be stored
into a set of vectors, and we can’t just use those vectors to predict the stance
of Weibo. So we need to reduce the number of features. Using those a set of
vector to generate one vector to represent the feature is our goal. Pooling layer
extracted features by grouping together the feature vectors. And this is why we
chose pooling layer. In this layer, we choose three type pooling functions. They
are max pooling, min pooling and min pooling respectively. And every function
will output one vector at a time, so we need to concatenate those three vectors
into one vector and through a tanh layer to compose the final feature vector.

V = tanh(W · (MaxPooling(H) � MinPooling(H) � AvgPooling(H)) + b)

3.5 Training

In this paper, we choose cross-entropy loss as objective function. The expression
presents as following and minimizing the it is our goal.

H(ξ) = −
∑

log(Pyi)

Here the Pyi denotes the probability of the Weibo is number i stance. Those
Pyi computed by our above neural model. The probabilities can’t give certain
answers, so the output of our neural model always contain error. And we use
those error to update the parameters of our model to minimize the objective
function. And this method called error-driven.

About updating parameter, we choose AdaGrad [8] as the update method.
The following expression shows the process of AdaGrad in our system. Here, W
means the parameters of models, and the ∇Q(W ) denote the gradient of W .
And αand reg are constants.

g = ∇Q(W ) + W · reg

Gj,j =
∑

g2j

Wj = Wj − gj · α/
√

Gj,j

4 Experiment

The NLPCC2016 Task 4 corpus is offered by sponsor. About pre-process, we use
the stanford-segmenter-3.6.0 to segment the text of corpus. Table 2 shows the
instances number and words number of corpus.

The following sections, we will present the details of experiment, including
parameter settings, evaluation metrics and results analysis.
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Table 2. The number of corpus instance

Corpus Training Development Test

Sents 2980 20 15000

Words 142708 4493 673054

4.1 Parameter Settings

The unlabeled training corpus fed into the word2vec are collected in Chinese
WeiBo platform. We normalized the special symbols in Weibo such as URLs,
emojis. Then we use stanford-segmenter-3.6.0 to segment them. Finally we
feed this training corpus to word2vec to train skip-gram 50 dimension word
embeddings.

There are several parameters in our model, including the parameters of the
those layers and the parameters of AdaGrad. The Table 3 shows parameter infor-
mation. The WWindowSize decides convolution layer extract how many word
embedding at one time. We will drop out some word embeddings, and pdrop is
the probability of dropping out. hHiddenSize is the hidden layer output size.

Table 3. Parameter Settings

Type Parameters

Hyper parameter WWindowSize = 5, hHiddenSize = 50, eword = 50, pdrop = 0.5

AdaGrad parameter reg = 10−8, α = 0.01

4.2 Result Analysis

The results of system are evaluated by F-scores. The F-Score of the stance
“Against” and “Favor” are 0.6729, 0.4584 respectively, and the average F score
is 0.5656.

And Table 4 presents the given target F scores. The most high F-Score of
given target is “ (separate two children)”.

The system predicts error stances because of several reasons. If some pieces
of Weibo are hard to classify by manual classification, they’re also difficult for
our system to classify. And it is make sense that our system output incorrect
results for those hard classification Weibo.

In Table 5, we can see some pieces of Weibo are hard to classify even by
manual classification.

In Table 4, we can see the average F1 score of some specific target is below 0.5.
Such consequence was caused by many reasons, and we think word embedding
layer is most important factor. Some words are emerge frequently in corpus but
we can’t find the word embedding of them, just like “iPhone” and “SE”. This is
one important reason why the average F1 score on “iPhoneSE” is too low. And
other reason is the segmentation of targets and tweets. The segmentation result
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Table 4. Given target F-Score

erocSGVAFtegraT

(Set off firecrackers in the Spring Festival)
0.5281

iPhone SE
(iPhone SE)

0.4494

(Russia’s anti terrorist operations in Syria)
0.5126

(separate two children)
0.7553

(Banning the motorcycle and electro-mobile in Shenzhen)
0.4355

Table 5. Hard to classify

rewsnAdloGtxeTtegraT

(Russia’s anti terrorist
operations in Syria)

(Most shameless country.)
VOR

(Russia’s anti terrorist
operations in Syria)

(I do believe, it messes the world up )
AGAINST

(separate two children)

——BY SN
(If separate two children,

please give me a old brother——BY SN )

FA

FAVOR

(separate two children) ((Hehehe)
AGAINST

of the target “ ” is “ ”, it will change the meaning
of target. The word embedding layer may output unsuitable word embeddings
because of this case, and finally caused low average F1 score.

Another reason is about corpus. The number of instances in training corpus
is less than test corpus, so the model parameters may over fit in training corpus
easily.

5 Conclusion and Future Work

We build a stance detection system with neural network which can extract the
features of Weibo automatically and determine the stance of them.

The results of experiment demonstrated that the features extracted by con-
volution layer and LSTM neural network are useful for the stance detection. Our
future work can be improved by many ways. First one is improving the struc-
ture of our neural network. Our system just extracted two kinds of features,



900 N. Yu et al.

and maybe extracting other discrete features can up our system accuracy. And
second one is about the input method. Another input method is input charac-
ters, then system transfers those characters into character embeddings. Third
one is collecting more training corpus. As we can see the instances number of
our training corpus is less than test corpus. And a extended training corpus can
avoid the over fitting.
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Abstract. In this paper, we give an overview for the shared task at
the 5th CCF Conference on Natural Language Processing & Chinese
Computing (NLPCC 2016): Chinese word segmentation for micro-blog
texts. Different with the popular used newswire datasets, the dataset of
this shared task consists of the relatively informal micro-texts. Besides,
we also use a new psychometric-inspired evaluation metric for Chi-
nese word segmentation, which addresses to balance the very skewed
word distribution at different levels of difficulty. The data and evalu-
ation codes can be downloaded from https://github.com/FudanNLP/
NLPCC-WordSeg-Weibo.

1 Introduction

Word segmentation is a fundamental task for Chinese language processing. Ben-
efiting from the developments of the machine learning techniques and the large
scale shared corpora, Chinese word segmentation has achieved a great progress.
The state-of-the-art method is to regard this task as sequence labeling problem.
However, their performances are still not satisfying for the practical demands to
analyze Chinese texts, especially for informal texts. The key reason is that most
of annotated corpora are drawn from news texts. Therefore, the system trained
on these corpora cannot work well with the informal or specific-domain texts. To
address this, we introduce a new large corpus and a new evaluation metric [3].
We hope that our corpus and metric can provide a valuable testbed for Chinese
word segmentation on informal texts.

In this shared task, we wish to investigate the performances of Chinese word
segmentation for the micro-blog texts. Different with the former task in NLPCC
2015 [4], we just focus on word segmentation and introduce a new evaluation
metric [3] this year.

2 Data

Different with the popular used newswire dataset, we use relatively informal texts
from Sina Weibo1. The training and test data consist of micro-blogs from various
1 http://weibo.com/.
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Table 1. Statistical information of dataset.

DataSet Sents Words Chars Word types Char types OOV rate

Train 20135 421166 688743 43331 4502 -

Develop 2052 43697 73246 11187 2879 6.82%

Test 8592 187877 315865 27804 3911 6.98%

Total 30779 652740 1077854 56155 4838 -

topics, such as finance, sports, entertainment, and so on. Both the training and
test files are UTF-8 encoded. To reduce the cost of data annotation, we use
FudanNLP2 [5] to obtain the initial segmentations. Then two annotators modify
the errors in the initial segmentation. When two annotators disagree, a third
annotator gives a final decision.

The information of dataset is shown in Table 1. The out-of-vocabulary (OOV)
rate is slight higher than the other benchmark datasets.

2.1 Background Data

Besides the training data, we also provide the background data, from which the
training and test data are drawn. The purpose of providing the background data
is to find the more sophisticated features by the unsupervised way.

3 Description of the Task

Word is the fundamental unit in natural language understanding. However, Chi-
nese sentences consists of the continuous Chinese characters without natural
delimiters. Therefore, Chinese word segmentation has become the first mission
of Chinese natural language processing, which identifies the sequence of words
in a sentence and marks the boundaries between words.

3.1 Tracks

Each participant will be allowed to submit the three runs for each subtask:
closed track run, semi-open track run and open track run.

1. In the closed track, participants could only use information found in the
provided training data. Information such as externally obtained word counts,
part of speech information, or name lists was excluded.

2. In the semi-open track, participants could use the information extracted
from the provided background data in addition to the provided training data.
Information such as externally obtained word counts, part of speech informa-
tion, or name lists was excluded.

3. In the open track, participants could use the information which should be
public and be easily obtained. But it is not allowed to obtain the result by
the manual labeling or crowdsourcing way.

2 https://github.com/FudanNLP/fnlp.
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4 Evaluations

4.1 Evaluation Metric

After the successive improvements, the standard metric is becoming hard to dis-
tinguish state-of-the-art word segmentation systems. In this shared task, we use
a new psychometric-inspired evaluation metric for Chinese word segmentation,
which addresses to balance the very skewed word distribution at different lev-
els of difficulty. The performance on a real evaluation shows that the proposed
metric gives more reasonable and distinguishable scores and correlates well with
human judgement. The detailed information can be found in [3].

To show the difference between the standard and new evaluation measures,
we report both metrics for each system.

4.2 Results

There are 19 submitted systems. The results on three tracks are shown in
Tables 2, 3 and 4 respectively.

Table 2. Performances on closed track.

Standard scores Weighted scores

Systems p r f1 pb rb fb

S1 94.13 94.69 94.41 79.29 81.62 80.44

S2 94.21 95.31 94.76 78.18 81.81 79.96

S3 94.36 95.15 94.75 78.34 81.34 79.81

S4 93.98 94.78 94.38 78.43 81.2 79.79

S5 93.93 94.8 94.37 76.24 79.32 77.75

S6 93.9 94.42 94.16 75.95 78.2 77.06

S7 93.82 94.6 94.21 75.08 77.91 76.47

S8 93.74 94.31 94.03 74.9 77.14 76

S9 92.89 93.65 93.27 71.25 73.92 72.56

S10 93.31 93.83 93.57 71.22 73.32 72.25

S11 93.52 94.14 93.83 70.12 72.55 71.31

S12 90.78 91.88 91.33 68.29 71.93 70.06

S13 87.93 89.82 88.86 61.05 66.06 63.46

S14 85.08 87.18 86.12 55.04 59.77 57.31

S15 66.39 73.6 69.81 50 63.84 56.08

S16 80.53 80.53 80.53 41.3 43.61 42.42

Average 90.16 91.42 90.8 69.04 72.72 70.8
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Table 3. Performances on semi-open track.

Standard scores Weighted scores

Systems p r f1 pb rb fb

S1 94.81 95.53 95.17 81.67 84.33 82.98

S3 94.76 95.62 95.19 80.46 83.52 81.96

S8 94.61 95.49 95.05 79.37 82.46 80.88

S7 94.56 95.35 94.95 78.98 81.8 80.36

S2 94.23 95.32 94.77 78.2 81.87 79.99

S9 90.49 91.76 91.12 68.3 72.24 70.21

S16 80.32 79.91 80.12 41.64 43.55 42.57

AVG 91.97 92.71 92.34 72.66 75.68 74.14

Table 4. Performances on open track.

Standard scores Weighted scores

Systems p r f1 pb rb fb

S3 91.91 91.41 91.66 81.23 83.22 82.21

S11 95.04 95.7 95.37 80.39 83 81.67

S2 94.59 95.53 95.06 78.86 82.18 80.48

S6 93.59 94.65 94.12 75.86 79.42 77.6

S9 90.78 91.88 91.33 68.29 71.93 70.06

AVG 93.18 93.83 93.51 76.93 79.95 78.41

4.3 Some Representative Systems

In this section, we give brief introductions to some representative system.

– The S1 system [7] uses Long Short-Term Memory (LSTM) for Chinese Weibo
word segmentation. In order to infer the optimal tag path, a transition score
matrix is used for jumping between tags in successive characters. By integrat-
ing unsupervised features, the performance is further improved.

– The S3 system [2] uses sequence labeling for CWS with CRF model. It takes
full advantages of both unsupervised features and supervised features to dis-
cover new words from unlabeled dataset. The new words recognition is sig-
nificantly improved with those features. Accessor variety (AV) [1] features
are used to measure the possibility of whether a substring is a Chinese word.
They report that the ability of OOV detection can be improved by integrating
unsupervised global features extracted from the provided background data.

– The S11 system [6] also treats word segmentation as a character-wise sequence
labeling problem, and explores two directions to enhance the CRF-based base-
line. First, a large-scale external lexicon is employed for constructing extra
lexicon features in the model, which is proven to be extremely useful. Second,
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two heterogeneous datasets, i.e., Penn Chinese Treebank 7 (CTB7) and People
Daily (PD) are used to help word segmentation on Weibo.

5 Analysis

The analyses of the participant systems are as follows.

1. The best system on semi-open track is better than that on closed track,
which shows the large scale unlabeled data from the same domain are useful
for Chinese word segmentation.

2. The neural network based model shows a distinct advantage. The S1 system
adopts LSTM to model the sequence and achieves the best results on both
closed and semi-open tracks.

3. The new evaluation metric gives more distinguishable score than the standard
metric.

6 Conclusion

After years of intensive researches, Chinese word segmentation has achieved
a quite high precision. However, the performances of state-of-the-art systems
are still relatively low for the informal texts, such as micro-blogs, forums. The
NLPCC 2016 Shared Task on Chinese Word Segmentation for Micro-blog Texts
focuses on the fundamental research in Chinese language processing. It is the
first time to use the micro-texts to evaluate the performance of the state-of-the-
art methods. Besides, we also wish to extend the scale of corpus and add more
informal texts.
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Abstract. This paper presents the overview of the shared task, stance detection
in Chinese microblogs, in NLPCC-ICCPOL 2016. The submitted systems are
expected to automatically determine whether the author of a Chinese microblog
is in favor of the given target, against the given target, or whether neither
inference is likely. Different from regular evaluation tasks on sentiment analysis,
the microblog text may or may not contain the target of interest, and the opinion
expressed may or may not be towards to the target of interest. We designed two
tasks. Task A is a mandatory supervised task which detects stance towards five
targets of interest with given labeled data. Task B is an optional unsupervised
task which gives only unlabeled data. Our shared task has had sixteen team
participants for Task A and five results of Task B. The highest F-score obtained
was 0.7106 for Task A and 0.4687 for Task B, respectively.

1 Introduction

With the rapidly growth of subjective text on the internet, sentiment analysis (Gui et al.
2016; Tang et al. 2014) or opinion mining (He et al. 2012; Gui et al. 2014) became a
hot topic problem in nature language processing. The proposed techniques aim to
detect the sentiment or opinion from the text. However, in many cases, we care more
about the attitude of the author to a specific topic (Anand et al. 2011; Boltužić et al.
2014). For example, in the topic of American election, we may care about if the author
of a text support Trump or not. We call this attitude as stance in a topic.

For more details, stance detection aims to determine the author’s stance towards a
certain target from given text. The target here may be an issue, a government policy, a
social phenomenon, and a product. The target may or may not be mentioned explicitly
in the text. Meanwhile, the stance could be in favor of, against, or neutral towards the
target of interest (Mohammad and Kiritchenko 2016). For instance, it is reasonable for
people to predicate that a woman is in favor of “Two-child policy” if she always wants
the second kid. Nowadays people express their attitude towards almost everything
through online websites or mobile Apps. Detecting the stance of the authors towards
certain target should be helpful to many applications.

© Springer International Publishing AG 2016
C.-Y. Lin et al. (Eds.): NLPCC-ICCPOL 2016, LNAI 10102, pp. 907–916, 2016.
DOI: 10.1007/978-3-319-50496-4_85



We formulate the task data as below:

<ID><Tab><Target><Tab><Text><Tab><Stance>

The IDs are unique for each microblog, and the Targets are specified. The Text
contains everything that author has posted in the microblog, including pure text,
emotion faces, address information, the original source, etc.

For example:

<ID> 1884
<Target>开放二胎 Two child policy
<Text>二胎了, 小伙伴们替我想个名字 My second child is coming. Please think
of name for me, my friends.
<Stance>FAVOR

The automatic stance detecting system is required determine whether the author is
in favor of or against the given target, or neither of those. To support the evaluation for
stance detection, we manually labeled 4000 microblogs of targets of “iPhone SE”, “春
节放鞭炮 Set off firecrackers in the Spring Festival”, “俄罗斯在叙利亚的反恐行动

Russia’s anti terrorist operations in Syria”, “开放二胎政策 Two child policy”, and
“深圳禁摩限电 Prohibition of motorcycles and restrictions on electric vehicles in
Shenzhen” for Task A. For each target, we use 75% as training data and 25% as testing
data, respectively. For Task B, we provide 2000 unlabeled microblogs for “转基因食

品 Genetically modified food” and “朝鲜核试验 The Nuclear Test in DPRK” as
training data. The participants may use unlabeled data from other sources in Task B.
For both Task A and Task B, we provide 300 sample data for each target as trial data.

Sixteen team participants submitted their result of Task A and the highest F-score
achieved was 0.7106. The best classification system actually used five separate clas-
sifiers for each target. That should be a very important factor that improves the per-
formance. Meanwhile, most teams bi-gram, TF-IDF, word vector and sentiment
lexicons features. Some teams used ensemble learning frameworks while other teams
used relatively simple classifiers due to the amount of dataset. Although this task is to
determine stance towards certain target, only about half of the participants have con-
sidered the specific target related features.

Five teams submitted their results experiment result of Task B. The highest
achieved F-score was 0.4687. Generally speaking, the achieved performances of
Task B are lower than the performances of Task A. Furthermore, it seems that these
five teams did not use extra data to train their models for Task B.

Stance detection is a new challenge task. In this evaluation, the participated system
achieved acceptable performance. The dataset for NLPCC Stance Detection are pub-
lished online now. More effective features and learning methods are expected to handle
this problem in the future.

The rest of this paper is organized as follows. Section 2 describes the definition of
stance in this evaluation. Section 3 presents the dataset preparation. Section 4 presents
the evaluation setting and evaluation metrics. Section 5 provides the evaluation results
and discussions. Finally, Sect. 6 concludes this paper.
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2 Stance Detection

In this section we present the definition of stance detection in this evaluation and the
relationship between stance detection and sentiment analysis.

2.1 Stance Detection

Stance detection can be formulated in different ways. In the context of this task, stance
detection is defined as automatically determining whether the author is in favor of the
given target, against the given target, or whether neither inference is likely from the
text. Consider the following target-microblog pair:

Target: 俄罗斯在叙利亚的反恐行动 Russia’s anti terrorist operations in Syria
Microblog: 9月30日开始至今, 俄空爆叙利亚, 共死亡1331人, 其中403人是一般的民

众……其中的三分之一是无辜平民陪葬。 Since September 30th, a total of 1331 persons
dead in the Russian air strikes in Syria, of which 403 people are the general public…… 1/3 of
them are innocent civilians.

Humans can deduce from the microblog that the speaker is likely against the target,
namely Russia’s anti terrorist operations in Syria. The corresponding stance label is
AGAINST.

The aim of this task is to evaluate the performance on the systems which deduces
the stance of the microblog. To successfully detect stance, the automatic systems
normally have to identify relevant bits of information that may not be present in the
focus text. In the above example microblog, if one emphasizes the death of innocent
civilians, and then he or she is likely against the air strikes by Russia. Thus, we provide
microblogs corresponding to each of the targets, from which systems can gather
information to help the detection of stance.

Automatically detecting stance has widespread applications in information retrie-
val, text summarization, and textual entailment. In fact, one can argue that stance
detection can often bring complementary information to sentiment analysis, because we
often care about the author’s evaluative outlook towards specific targets and proposi-
tions rather than simply about whether the speaker was angry or happy.

2.2 Stance Detection and Sentiment Analysis

Stance detection has some shared points with sentiment analysis. Actually they are
distinct from each other. Sentiment analysis always aims to either classify a piece of
text into a label of “Positive”, “Negative”, or “Neutral”. In stance detection tasks, a
target of interest is given to a collection of related microblogs. Based on this target, the
system detects the stance/favorability of the author stance towards this target. The
stance could be “FAVOR”, “AGAINST”, or “NONE”. Notice that the target may be
mentioned in the microblogs and it also may not be mentioned. Furthermore, there
could be another target (or entity) mentioned in microblogs. For example, consider the
following target-microblog pairs:
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E.g. 1 Target 春节放鞭炮 Set off firecrackers in the Spring Festival

Microblog: 今天是大年初一, 传统意义上的春节, 放鞭炮接财神吃饺子一样不

能少。 Today is the first day of lunar New Year. Setting off firecrackers, welcoming the
god of wealth, eating dumplings, a traditional Chinese Spring Festival will not go
without one of these.

E.g. 2 Target: 深圳禁摩限电 Prohibition of motorcycles and restrictions on electric
vehicles in Shenzhen

Microblog: 主题执法日迟迟不来, 笋岗片区多了好几部崭新的三轮。 Law
enforcement day has been slow to come. A few new tricycle appeared in Sungang.

E.g. 3 Target: 转基因食品 Genetically modified food

Microblog: 崔永元那帮人一点科学证据也不拿, 问问美国民众就算证明了?
Cui Yongyuan guys do not provide a little bit of scientific evidence. Ask the American
people to prove it?

E.g. 4 Target: 深圳禁摩限电 (Prohibition of motorcycles and restrictions on
electric vehicles in Shenzhen)

Microblog: 规范电瓶车的违章行驶是最合理的好事, 要不出事儿太大了, 人命

关天。 Correcting the illegal driving of electric vehicles is the most reasonable thing.
Otherwise, traffic accident brings big trouble. People’s life is serious.

In E.g. 1, the target is explicit, and people can easily deduce that the author support
the act of setting off fireworks in Spring Festival. In E.g. 2, the target is not mentioned,
but people can deduce that the author is talking about the target because it contains a
place name in Shenzhen and the transportation related to the target. In E.g. 3, the direct
opinion target is “Cui Yongyuan”, and apparently the author is satirizing Cui, while we
know that Cui is famous for his against genetically modified food (GM food). Thus, the
author tends to be support GM food.

Now consider E.g. 4, it has the same target of interest as E.g. 2. In sentiment
analysis task, E.g. 2 will be classified into Negative while E.g. 4 into Positive. The
sentiment polarities in those two examples are different. However, in stance detection,
they will both be classified into FAVOR for the given target “深圳禁摩限电 Prohi-
bition of motorcycles and restrictions on electric vehicles in Shenzhen”. These
examples show the difference between sentiment analysis and stance detection.

3 Dataset for Stance Detection in Chinese Microblogs

Sina Weibo is a popular microblogs platform in China where people express stance
implicitly or explicitly. Thus, the dataset for stance detection is constructed based on
microblogs from Sina Weibo. The target-microblog pairs are firstly identified. In the
second step, the stance of the microblog author to the target is annotated.
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3.1 Dataset Construction and Annotation

The target-microblog pairs selection followed the guideline as given below:

1. The discussions and opinions on the target are hot, that is to say there are enough
amounts of stances of FAVOR, AGAINST, and NONE.

2. The microblogs consists of complete sentences.
3. The dataset must contains sufficient microblogs covering different kinds of target

mention situations, namely target are explicitly mentioned in microblogs/target are
not explicitly mentioned or referred to/and others.

Totally, six targets are selected. The corresponding raw microblogs are retrieved
from Sina Weibo. These microblogs are manually selected to cover different kinds of
target mention situations.

The annotation of this dataset is manually conducted by a group of research stu-
dents. The major instructions in stance labeling including:

1. Possible stance labels are FAVOR, AGAINST, NONE.
2. If the target of interest is explicitly expressed in the microblog, then directly give

stance towards the target of the author.
3. If the target of interest is not explicitly expressed or inferred to in microblog while

this microblog indeed is talking about the target, then give stance towards the target
of the author based on the combination of comprehension of the microblog and
understanding of the issue related to this target.

4. If another target is mentioned in microblog, carefully consider what the opinion is
and what the opinion towards to in the microblog, with sound reasoning we can
give proper stance towards the target of interest of the author.

The stance of each target-microblog pair is duplicated annotated by two students
individually. If these two students provide the same annotation, the stance of this
microblog-target pair is then labeled. If the different annotation is detected, the third
student will be assigned to annotate this pair. Their annotation results will be voted to
obtain the final label.

Table 1. Statistics of NLPCC stance detection dataset

Target Instances in training dataset Instances in testing dataset
Total FAVOR AGAINST NONE Total FAVOR AGAINST NONE

Data for Task A
iPhone SE 600 245 209 146 200 75 104 21
春节放鞭炮 600 250 250 100 200 88 94 18
俄罗斯在叙利亚

的反恐行动

600 250 250 100 200 94 86 20

开放二胎政策 600 260 200 140 200 99 95 6
深圳禁摩限电 600 160 300 140 200 63 110 27
Data for Task B
转基因食品 1000 - - - 200 55 97 48
朝鲜核试验 1000 - - - 200 39 98 63
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3.2 Statistics of the Dataset

Table 1 lists the statistics of instances in the training and the testing datasets for Task A
and Task B, respectively.

The stance distribution of instances is roughly the same as in real situations. Since
we empirically selected the hot targets, the discussions from different points of views
which lead to different stances, are collected and annotated. Meanwhile, there are many
discussions with neutral stance or even lack of concern.

4 Evaluation Settings

The stance detection evaluation consists of two sub-tasks: Task A (supervised
framework) and Task B (unsupervised framework). Task A is a mandatory task. Each
participant is required submit the results for this task. Task B is an optional task. Each
participant is allowed to submit only one running result for each task. In the running
result, each microblog should be classified into three classes:

FAVOR: The author is in favor of the target (e.g., directly or indirectly by sup-
porting someone/something, by opposing or criticizing someone/something
opposed to the target, or by echoing the stance of somebody else).
AGAINST: The author is against the target (e.g., directly or indirectly by opposing
or criticizing someone/something, by supporting someone/something opposed to
the target, or by echoing the stance of somebody else).
NONE: None of the above.

Notice that NONE could be either the cases that the author has a neutral stance
towards the target or the cases that there is no clue about what stance the author holds.

4.1 Sub-tasks

The microblogs corresponding to five targets are selected in Task A, including “iPhone
SE”, “春节放鞭炮 Set off firecrackers in the Spring Festival”, “俄罗斯在叙利亚的反

恐行动 Russia’s anti terrorist operations in Syria”, “开放二胎政策 Two child policy”,
and “深圳禁摩限电 Prohibition of motorcycles and restrictions on electric vehicles in
Shenzhen”. For each target, there are 600 labeled training data instances and 3000
testing data instances.

The two targets, “转基因食品 Genetically Modified Foods” and “朝鲜核试验 The
Nuclear Test of DPRK” are selected for Task B. Participants were provided 6000
related instances without any label.

4.2 Evaluation Metrics

Macro-average of F-score (FAVOR) and F-score (AGAINST) is employed as the
bottom-line evaluation metric for both Task A and Task B, as shown below:
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FAVG ¼ FFAVOR þFAGAINST

2
ð1Þ

where FFAVOR and FAGAINST are calculated as follows, respectively:

FFAVOR ¼ 2 � PFAVOR � RFAVOR

PFAVOR þRFAVOR
ð2Þ

FAGAINST ¼ 2 � PAGAINST � RAGAINST

PAGAINST þRAGAINST
ð3Þ

where, P and R are the for precision and recall, respectively. Note that only ‘FAVOR’
class and ‘AGAINST’ class are considered in evaluation metrics, because we take
‘NONE’ class as the negative class in this information retrieval case. Although
‘NONE’ class was not shown in evaluation metric, it was not disregarded since it
affects the scores of recalls in the evaluation metric if falsely labeled. The macro
F-scores of FFAVOR and FAGAINST is equivalent to the micro F-scores over all the targets.
Alternatively, macro F-scores could be determined by the mean of the FAVG scores for
each target. To reveal the performance in the whole dataset, the former was chosen as
the official evaluation metric.

5 Submission Results and Discussions

There are two tasks in evaluation. 16 participants submitted valid results for Task A.
Among them, 5 participants submitted valid results for Task B.

5.1 Submission Result for Task A

As mentioned before, Task A is a supervised task which aims to detect stance towards
five targets. Here, Target-1 to Target are in turn corresponding to “iPhone SE”, “春节

放鞭炮 Set off firecrackers in the Spring Festival”, “俄罗斯在叙利亚的反恐行动

Russia’s anti terrorist operations in Syria”, “开放二胎政策 Two child policy”, and
“深圳禁摩限电 Prohibition of motorcycles and restrictions on electric vehicles in
Shenzhen”, respectively. The achieved performances on the overall and each target are
listed in Table 2, respectively.

It is shown that the highest performance achieved in Task A is submitted by
RUC_MMC. The achieved FFAVOR, FAGAINST, FAVG are 0.6969, 0.7243, 0.7106,
respectively. This system trained five separate models corresponding to five targets. In
their model, five types of features including unigram, TFIDF, synonym, word vector and
character vectors are employed. These features are adopted in the classifier based on
Support Vector Machine (SVMs) and Random Forest with grid search of parameters.

Furthermore, it is shown that, generally speaking, the achieved F-value perfor-
mance on Target-2 (iPhone SE) and Target-3 (俄罗斯在叙利亚的反恐行动 Russia’s
anti terrorist operations in Syria) are much lower than other targets. This may partially
due to the fact that target-2 and target-3 have little related Hashtags in the corpus.
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Meanwhile, more named entities in the microblogs of these two targets affected the
stance detection.

Most participators used textual features such as TF-IDF, word Uni-grams, word
Bigrams, word embedding vectors, and sentiment lexicons like Boson lexicon, HowNet
sentiment lexicon, etc. We noticed that two participators constructed target related
lexicons for stance detection. TopTeam constructed an Internet-Sentiment dictionary
and a Domain-Sentiment dictionary. BIT_NLP_FC employed a domain-dictionary and
sentiment patterns. It seems that domain related sentiment lexicon brings few
improvement contributions.

Many participators employed multiple classifiers in this evaluation. RUC_MMC
employed multiple target-dependent classifiers to handle target-dependent stance
problem. CBrain and nlp_polyu adopted ensemble learning framework which incor-
porates multiple base classifiers for stance detection.

5.2 Submission Result for Task B

Task B is an unsupervised task which aims to detect stance towards two targets without
manually labeled data. Target-6 and Target-7 are corresponding to “转基因食品

Genetically modified food” and “朝鲜核试验 The Nuclear Test in DPRK”, respec-
tively. The achieved performances on the overall and each target are listed in Table 3,
respectively.

It is observed that the achieved performances in Task B are evidently lower than
performances achieved in Task A. Even though the lower performance is foreseeable

Table 2. Evaluation results for Task A

Team ID OVERALL Target-1 Target-2 Target-3 Target-4 Target-5

FFAVOR FAGAINST FAVG FAVG FAVG FAVG FAVG FAVG

RUC_MMC 0.6969 0.7243 0.7106 0.7730 0.5780 0.5814 0.8036 0.7652
TopTeam 0.6601 0.7186 0.6894 0.7449 0.5764 0.5232 0.7661 0.7949

SDS 0.6758 0.6965 0.6861 0.7784 0.5852 0.5332 0.7948 0.6883
CBrain 0.6618 0.7094 0.6856 0.7604 0.5528 0.4787 0.8135 0.7855

nlp_polyu 0.6476 0.6870 0.6673 0.7354 0.5312 0.5584 0.7708 0.7090
Scau_SDCM* 0.6304 0.7027 0.6666 0.7033 0.5493 0.5780 0.7639 0.7138
NEUDM 0.6268 0.6858 0.6563 0.7173 0.5485 0.5240 0.7497 0.7052

Printf 0.6183 0.6702 0.6443 0.7048 0.5769 0.5547 0.7150 0.6417
CQUT_AC996 0.5897 0.6557 0.6227 0.7015 0.4646 0.5280 0.7661 0.5879

March* 0.5858 0.6244 0.6051 0.6950 0.5466 0.4906 0.6442 0.6169
BIT_NLP_FC* 0.5573 0.5833 0.5703 0.7444 0.3460 0.3769 0.5888 0.4195
HLJUNLP 0.4584 0.6729 0.5656 0.5281 0.4494 0.5126 0.7553 0.4355

CIST-BUPT 0.4660 0.6136 0.5398 0.4754 0.4579 0.5003 0.6867 0.5048
Lib1010 0.4636 0.4944 0.4790 0.4551 0.4420 0.4934 0.4946 0.5045

USCGreenTree* 0.3609 0.5904 0.4756 0.4799 0.4052 0.4586 0.5288 0.3871
SCHOOL 0.3329 0.4662 0.3995 0.3422 0.4222 0.3903 0.4613 0.3676

The team ID with * means late submission.
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for no training data, the achieved performance is still lower than expectation. The
system with highest performance is submitted by March. The achieved FFAVOR,
FAGAINST, FAVG are 0.3707, 0.5667 and 0.4687, respectively. Such F-value is even
lower than the second lowest performance in Task A.

Another phenomenon is that the achieved FAGAINST performances are much higher
than FFAVOR performances for most participant systems. This partially attributes to the
fact that the stance of favor is much less than that of against in the microblogs in
Task B. March has gained the highest FFAVOR of 0.3707.

5.3 Discussions

Generally speaking, it is observed that the performances for both Task A and Task B
have a lot of room for improvement, especially for Task B. The analysis on the
evaluation results show that a good sentiment analysis system cannot ensure a high
performance in stance detection task. It means that determining the stance side of
mentioned named entity is important to stance detection. For example, for Target 3 (俄
罗斯在叙利亚的反恐行动 Russia’s anti terrorist operations in Syria), the named
entities like 俄罗斯 Russia, 俄国 Russia, 老毛子 Russian, 普京 Putin, 战斗民族

Fighting nation, 医生 Doctor (referred to President of Syria) and 政府军 Government
troops are in the side of Russia while the named entities like 美国 U.S.A, 米国 U.S.A,
反政府军 Rebel forces and ISIS are on the opposite side. Thus, the sentiment polarity
of the sentence “反政府军真汉子 The rebel forces are true men” is positive but the
stance of this microblog is AGAINST because it opposite the Russia’s anti terrorist
operations. How to obtain such knowledge is a big challenge.

Furthermore, in many cases, the microblogs do not mention the target of the interest
explicitly at all. For an example sentence, “七十二个处女也不管用 Seventy-two virgin
are not helpful”, its stance determination is hard. If we know the saying that a dead Islam
martyr will get seventy-two virgins as wives, we will know that this sentence opposite
the Islam fighters. It means that the stance for Russia’s anti terrorist operations described
in this sentence is FAVOR. This example shows that the collection, understanding and
utilization of background knowledge are important to stance detection. Meanwhile, the
reasoning based on natural language understanding is helpful.

We hope the works in the future bring inspirations and show more possibilities in
stance detection.

Table 3. Evaluation results for Task B

Team ID OVERALL Target-6 Target-7
FFAVOR FAGAINST FAVG FAVG FAVG

March* 0.3707 0.5667 0.4687 0.5173 0.4165
BIT_NLP_FC* 0.2706 0.6137 0.4421 0.4485 0.4289
CQUT_AC996 0.2985 0.5455 0.4220 0.4562 0.3815
TopTeam 0.0000 0.6555 0.3277 0.3266 0.3289
NEUDM 0.2478 0.3987 0.3232 0.1730 0.3628

The team ID with * means late submission.

Overview of NLPCC Shared Task 4 915



6 Conclusions

In this paper, we present the overview of the NLPCC shared task on stance detection in
Chinese microblogs. The microblogs related to seven pre-defined targets were collected
from Sina Weibo. The stance corresponding to the targets are then annotated to con-
struct a corpus for stance detection task, namely whether the author is in favor of the
given target, against the given target, or whether neither inference is likely. This corpus
is divided to training dataset and testing dataset for the NLPCC stance detection
evaluation. In this evaluation, we designed two tasks. Task A is a mandatory super-
vised task and Task B is an optional unsupervised task. Sixteen team participants and
five team participants submitted their results for Task A and Task B, respectively. The
highest F-score achieved was 0.7106 for Task A and 0.4687 for Task B, respectively.
This shared task is the first attempt on stance detection in Chinese microblogs. It is
expected to promote the research on stance detection.
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Abstract. This paper presents a system which learns to answer single-relation
questions on a broad range of topics from a knowledge base using a three-
layered learning system. Our system first learning a Topic Phrase Detecting
model based on a phrase-entities dictionary to detect which phrase is the topic
phrase of the question. The second layer of the system learning several answer
ranking models. The last layer re-ranking the scores from the output of the
second layer and return the highest scored answer. Both convolutional neural
networks (CNN) and information retrieval (IR) models are included in this
models. Training our system using pairs of questions and structured represen-
tations of their answers, yields competitive results on the NLPCC 2016 KBQA
share task.

Keywords: Question answering � Deep learning � Information retrieval �
Knowledge base

1 Introduction

Aiming at open domain question answering system evaluation task in the
NLPCC-ICCPOL 2016 Knowledge-based QA task, called KBQA task, this paper
presents a solution of single-relation question answering. The system contains three
layers learning models. The first layer which we called Topic Phrase Detecting model
learning a topic detect model to detect which phrase is the topic phrase for a giving
question. After detecting the topic phrase, we could get one or several topic entities
from the phrase-entities dictionary and extract all triples which the subjects are topic
entities from knowledge base. Each triple is regarded as a candidate answer. The key of
get the correct answer is to ranking all candidate answers. The second layer which we
called Base Ranking models learning several base ranking model. Inspired by Wang
and Manning [1], we propose a NBSVM-based answer ranking model, and like what
[2] do, convolutional neural networks (CNN) also used in this work. However, most
traditional approaches ignore the words POS-tagging feature. In this step, we both use
word sequences, and POS-tagging sequences to train different models. The last layer is
an ensemble layer which used to re-rank the output of different ranking models from
the second layer. In our experience, re-ranking layer obtained a great improvement in
performance.

© Springer International Publishing AG 2016
C.-Y. Lin et al. (Eds.): NLPCC-ICCPOL 2016, LNAI 10102, pp. 917–925, 2016.
DOI: 10.1007/978-3-319-50496-4_86



2 Related Work

Most previous knowledge-based QA system use WebQuestion [3] as they evaluation
benchmark and using Freebase as they KB. The WebQuestion dataset is built using
Freebase as the KB and contains 5,810 question-answer pairs. The existing
knowledge-based QA technologies can be divided into three approaches: (1) Informa-
tion Retrieval Approach [4, 5, 8, 9]; (2) Semantic Parsing Approach [3, 10–13];
(3) Deep Learning Approach [6, 7]. Bast et al. [5] use three pre-defined templates to
generate answer candidates, more rich linguistics features like number of overlapping
words, derived words, word vector embedding cosine similarities were used for
training a question-relation alignment model. Berant et al. [3] was the semantic parsing
system that first introduced the WebQuestions dataset and remains a popular baseline.
It builds a lexicon mapping from phrases to predicates by aligning Freebase to Clue-
Web and producing co-occurrence based features. Dong et al. [7] use multi-column
convolutional neural networks (MCCNNs) to understand questions from three different
aspects (namely, answer path, answer context, and answer type) and learn their dis-
tributed representations.

3 Framework

In this paper, we focus on using knowledge base to answer single-relation questions.
A single-relation question is defined as a question composed of an entity mention and a
binary relation description. Figure 1 illustrates the intuition of our method by an
example: “我想知道小行星605是什么时候发现的?”.

Fig. 1. System overview
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3.1 Topic Phrase Detecting

Giving a single-relation question, we first use the phrase-entities dictionary to detect all
phrases which appear in the question. In our example, “我想”, “想知道”, “小行星

605”, “是什么时候”, “发现”, “的” can be first detected. We use the question-answer
pairs to make a training set. The training set is in the format of <question, phrase,
label>. We generate rich linguistics features from the training set, and training a GBDT
(Gradient Boost Decision Tree) model. The GBDT’s output is a probability value
between 0-1, we choose the highest ranked phrase as the topic phrase of each question.

We generate rich features from each candidate (question-phrase pair). Consider
there are n question-phrase-label samples: \questioni; phrasei;j; labelk [ , phrasei;j
means the j-th phrase of questioni, labelk is 0 or 1, questioni is a sequence of words.

Pre-word Feature. We use the all of training samples to make a Pre-word Probability
Dictionary. A pre-word is a word that precedes the head word in a phrase. If the phrase
is the head of question, just use a special string like “HEAD” as the phrase’s pre-word.
We extract pre-words from all phrases. These pre-words compose all keys of Pre-word
Probability Dictionary. Let <ki,vi> be the i-th element of Pre-word Probability Dic-
tionary, ki be the i-th pre-words, posi be the number of positive samples which the
pre-word is ki for each sample, negi be the number of negative samples which the
pre-word is ki for each sample. We define vi as follow:

vi ¼ ln
posi þ 1

posi þ negi þ 1
negi þ 1

posi þ negi þ 1

 !
¼ ln

posi þ 1
negi þ 1

� �

Post-word Feature. Do the same things as we generate pre-word feature except that
pre-words replaced with post-words. A post-word is a word that follows the last word
in a phrase. If the phrase is at the end of question, just use a special string like “END”
as the phrase’s post-word.

Pre-word POS-Tagging Feature. Do the same things as we generate pre-word fea-
ture except that pre-words replaced with pre-word POS-Tagging. Pre-word
POS-Tagging is the POS-Tagging of a word that precedes the head word in a phrase.

Post-word POS-Tagging Feature. Do the same things as we generate pre-word
feature except that pre-words replaced with post-word POS-Tagging. Post-word
POS-Tagging is the POS-Tagging of a word that follows the last word in a phrase.

Average Inverse Document Frequency (Average IDF) in Questions Corpus. The
question corpus is made by <question1, question2, …, questioni> from all training
question. We compute the average word’s IDF score of phrasei,j in questions corpus.

Average Inverse Document Frequency (Average IDF) in Relations Corpus. The
relations corpus is made by <predicate1, predicate2, predicatei…> from all triples. We
compute the average word’s IDF score of phrasei,j in relations Corpus.

Other Features. We also consider phrase length, phrase position as important features
when detecting topic phrases.
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3.2 NBSVM-Based Ranking

After detecting the topic phrase, we get one or several entities from the phrase-entities
dictionary and extract all triples which the subjects are these entities from knowledge
base. In our example, there is only one entity “小行星605” for the phrase “小行星

605”. All relevant triples, like <小行星605, 别名, 小行星605>, <小行星605, 发现者,
马克斯•沃夫>, <小行星605, 发现日期, 1906年8月27日>, are extracted from
knowledge base. Each triple is regarded as a candidate answer. In this subsection we
describe four answer ranking models in detail.

NBSVM. NBSVM is a simple but novel SVM variant proposed by Wang and Man-
ning [1] which using Naïve Bayes(NB) log-count ratios as feature values. It outper-
forms most published results on sentiment analysis datasets.

N-gram Co-occurrence Feature Between Question and Predicate (N-gram Q-P
Feature). To use NBSVM model for our answer ranking task, we consider corre-
spondences between words(uni-grams) or phrases (bi-grams or tri-grams) in the
question and the predicate in the candidate triple. For example, the question “…什么时

候…” almost always asks for the “…时间”. For each question with corresponding
predicate in training samples, we generate all unigrams, bigrams and trigrams of the
words of question. The topic phrase is replaced with a special string “ENTITY”. For
each question n-gram and predicate n-gram, we then create an indicator feature by
appending the question n-gram to the predicate n-gram. In our example, one of the
features would be “什么\时候 + 发现\日期” for the question bi-gram “什么\时候”
and predicate bi-gram “发现\日期”.

N-gram Co-occurrence Feature Between Question and Predicate + Object
POS-Tagging (N-gram Q-P-OPOS Feature). We also consider correspondences
between words(uni-grams) or phrases (bi-grams or tri-grams) in the question and
POS-Tagging sequence of object. For example, for the question “…什么时候…”, its
answer almost always is a time phrase, and its POS-Tagging always like “…/t/t…”. We
add this POS-Tagging sequence to generate N-gram co-occurrence feature. In our
example, there are two features “什么/时候 + 发现/日期”, “什么/时候 +/t/t” for the
question bi-gram “什么/时候” and predicate bi-gram “发现/日期” and its corre-
sponding object POS-Tagging bi-gram “/t/t”.

We use the N-gram Q-P-POS feature to make the log-count ratio and train a
NBSVM ranking model (predicate), and use the N-gram Q-P-OPOS feature to make
another log-count ratio and train another NBSVM ranking model (predicate + object
POS-Tagging).

3.3 CNN-Based Ranking

Besides the NBSVM-based Answer Ranking, we also consider convolutional neural
networks for answer ranking.

Yih et al. [2] propose using a convolutional neural network (CNN) framework to
handle the huge variety of the semantically equivalent ways of stating the same
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question as well as the mismatch of the natural language utterances and predicates in
the knowledge base. In our work, we use a convolutional neural network framework to
handle the mismatch of the natural language utterances and predicates. Figure 2
illustrates our convolutional neural network framework.

The first layer is the word embedding layer, we use all questions from the training
set to pre-train word2vec model and use the pre-trained word2vec embedding to ini-
tializing word vectors of questions. We also use all predicates from the training set to
pre-train another word2vec model and use the pre-trained word2vec embedding to
initializing word vectors of predicates. Then, a 1-D convolution layer with multiple
filter widths and feature maps used to extract some semantic feature. A max-pooling
layer apply a max-pooling operation over the feature map. We use “mul” [14] model to
merge the two output vectors and then use a softmax [15] for the network output.

We use binary cross-entropy as the loss function and use Adam optimizer to train
the convolutional neural networks. We also use dropout for over-fitting. The question
sequence length is set to 20 and predicate sequence length is set to 10, if the number of
words is smaller than the sequence length, just use a special string like “\t” to fill to the
full. The embedding dim is set to 64. There are two type filters with width 3 and 5 used
for capture different n-gram features. Each type has 200 filters. So, both the question
CNN and predicate CNN has 400-dim vector after max-pooling.

Like what we do at Subsect. 3.2, we also consider “predicate + object
POS-Tagging” for ranking.

3.4 Re-ranking

We consider re-ranking in this step because each base ranking model use different
structures and features, this may cause some differences between base ranking models.
We training these base models using the same training set and test these well trained
models in the same testing set. Figure 3 shows the error numbers for each base ranking
model while predicting at the testing set.

Fig. 2. The architecture of the convolutional neural networks (CNN) used in this work.
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For example, at the left diagram of Fig. 3, the CNN (predicate) ranking has
103 + 113 = 216 incorrect cases, the NBSVM (predicate) ranking has 113 + 112 = 225
incorrect cases, only 113 cases both predict incorrect by CNN (predicate) ranking and
NBSVM (predicate) ranking. This shows the difference between CNN model and
NBSVM model. At the right diagram of Fig. 3, the CNN (predicate) ranking has
79 + 137 = 216 incorrect cases, the NBSVM (predicate) ranking has 137 + 86 = 223
incorrect cases, only 137 cases both predict incorrect by CNN (predicate) ranking and
NBSVM (predicate) ranking. This shows the difference between CNN (predicate) model
and CNN (predicate + object pos-tagging) model.

We use stacking method to ensemble base models and train a GBDT model for
re-ranking.

4 Experiment

4.1 Train

The NLPCC-ICCPOL 2016 Knowledge-based QA task provide every participant a
Chinese knowledge base, a training set and a phrase-entities dictionary for entity
linking. The training set contains 14609 question-answer pairs. After we remove some
noise data. There are left 14033 question-answer pairs. We first learn a Topic Phrase
Detecting model (see Sect. 3.1 for in detail).

At the ranking steps. We use 11370 question-answer pairs for training and 2663
question-answer pairs for testing. To avoid over-fitting, we use 5-fold stacking to
training 4 base ranking models. The output of each base ranking model in validation
data with some ranking features, string similarity feature are used to train the re-ranking
models (GBDT).

4.2 Experimental Results

Topic Phrase Detecting. We use 10-fold cross-validation to test our Topic Phrase
Detecting model. Table 1 shows the mean accuracy, recall, F1 score of 10 folds.

Ranking and Re-ranking. We use the 2663 question-answer pairs to test all of our
ranking model (base ranking model and re-ranking model). Table 2 shows the
ACC@1, ACC@2, MRR score of each ranking models.

Fig. 3. Error numbers for each base ranking model while predicting at the testing set.
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Levenshtein Distance is an algorithm that calculate string edit distance of two
different string. We use this to calculate the similarity of question and predicate. We
consider this is a baseline for our ranking system. We can see from Table 2 that the
four base ranking models have very little performance difference. But when ensemble
these four ranking model with string similarity score feature, we get ACC@1 0.899,
ACC@2 0.970, MRR 0.941.

Table 1. 10-fold cross-validation of Topic Phrase Detecting model

Table 2. ACC@1, ACC@2, MRR score of each ranking models.

Table 3. Evaluation result in NLPCC 2016 KBQA
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The results of our methods proposed in the evaluation task in NLPCC 2016 KBQA
task are shown in Table 3:

Our system gets competitive performance that F1 score is 0.8159 while the best F1
score in all participants is 0.8247.

5 Conclusion

This paper describes a new end-to-end system that combining deep learning with
information retrieval method for question answering which obtained high performance.
The system gets competitive performance on the NLPCC 2016 KBQA share task.
However, the system handles only for singe relation question answering. But the
framework described in the paper can also be adapted to multi-relation question
answering like what [5] do. Our system use a Topic Phrase Detecting model to detect
the topic phrase from a giving question. But we do nothing for entity disambiguation.
However, there are remains some works to do.
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Abstract. Document-based question answering (DBQA) is a sub-task of
open-domain question answering, targeted at selecting the answer sentence(s)
from the given documents for a question. In this paper, we propose a hybrid
approach to select answer sentences, combining existing models via the rank
SVM model. Specifically, we capture the inter-relationship between the question
and answer sentences from three aspects: surface string similarity, deep semantic
similarity and relevance based on information retrieval models. Our experiments
show that an improved retrieval model out-performs other methods, including
the deep learning models. And, applying a rank SVM model to combine all
these features, we achieve 0.8120 in mean reciprocal rank (MRR) and 0.8111 in
mean average precision (MAP) in the opening test.

Keywords: QA � String similarity � Information retrieval � Deep learning �
Rank SVM � Hybrid approach

1 Introduction

Document-based question answering (DBQA) is a sub-task of the open-domain
question answering. For each question, the target is to select sentences as answers from
given relevant document(s). Classic open-domain QA system usually involved three
parts: (i) question analysis; (ii) relevant document retrieval; (iii) answer sentence
extraction. DBQA is different from open-domain QA in that it just focuses on selecting
answer sentences from candidate answer sentences in provided documents.

Previous works on answer selection of QA are dependent on linguist analysis tools
and various external resources (Ravichandran 2002). Analyzing sentence structure by
such techniques as name entity taggers and shallow parser (Srihari and Li 2000).
External knowledge covers semantic resources such as WordNet, QA typology (Hovy
et al. 2001), and Wiki pages. A clear limitation of them is that the results are sub-
stantially affected by the quality of external resources and parse tools.

Recently, different architectures of deep learning (DL) models are emerging as a
new solution to QA task. DL models are either claimed to extract semantic information
from texts, or directly adopted to rank candidates by training the distributed repre-
sentation of question and candidates to find their semantic relevance (Wang and
Nyberg 2015; Yin et al. 2015; Severyn and Moschitti 2015).

In another aspect, QA can be naturally regarded as the relevance estimation
between question and candidates. For relevance measure, information retrieval circle
provides abundant successful solutions. Although IR models have already been
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adopted to retrieve relevant documents in QA, they are not well examined for sentence
level answer identification yet. Simply treating question as query, candidates as col-
lection, various IR models could be directly applied for DBQA.

Therefore, as an effort in the DBQA evaluation campaign organized by NLP&CC
2016, we focus on examining existing approaches for their efficiency, and then try to
combine them for an optimized result. To get a quick and robust method for DBQA, we
capture the inter relationship between question and answer sentences from three
aspects: surface string similarity, semantic relevance based on DL models and rele-
vance based on IR models. Our experiment results show that features based on IR
models perform better than DL models. By applying a rank SVM model to combine all
these features, the test results in opening test data set are 0.8120 in mean reciprocal
rank (MRR) and 0.8111 in mean average precision (MAP).

The remainder of this paper is organized as follows: Sect. 2 describes the related
work. Section 3 describes the detail of different features in our model. In Sect. 4, we
present our experiment results, and finally, we draw a conclusion in Sect. 5.

2 Related Work

Many methods have been applied to find the relationship between sentence pairs.
Ranking candidate sentences according to bag-of-word matching have been regarded as
baseline in many works (Tan et al. 2015; Wang and Nyberg, 2015). But they have a
relatively low performance on answer selection. Tran et al. (2015) combine multiple
features to rank answers and get the best result in SemEval-2015 Task 3, in which word
match is still indispensable. These works show that surface word matching features are
necessary for answers selection.

As for the recent efforts to apply DL methods on QA task, the straight-forward idea
is to learn the distributed representation of question and answer sentences, then cal-
culate the (cosine) similarity between two sentence vectors (Ming Tan et al. 2015). The
more ambitious effort is to train a specialized DL model for similarity estimation. But
the best results have been, so far, reported as combination with other features like
keywords matches by a machine learning method (Wang and Nyberg 2015; Yin et al.
2015; Severyn and Moschitti 2015).

As for the IR circle, language model is the state-of-the-art model. Compared with
learning to rank, the best performed machine learning techniques in web search
experiments, language model are still deemed enough to prove a new feature or new
strategy designed for the retrieval process. Therefore, in this paper, we do not exhaust
variants of learning to rank methods in search, but simply choose two classic forms of
language model, the query likelihood model and the KL divergence model.

3 Hybrid Approach via Rank SVM

In this paper, our work focuses on mining the inter relationship between question and
candidate answer sentences from three perspectives: surface string similarity, sentence
relevance based on retrieval model and relations based on DL text distribution
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representation. In order to find a quick and robust answer selection model which
doesn’t depend on extra resources to train, we use linear rank SVM model to combine
all features of the three types for ranking candidate answer sentences.

3.1 Measures for Surface String Similarity

Various methods have been used to compare the matching between two sentences
(Turney 2006). Especially, the recent success of automatic machine translation eval-
uation circle also provides another group of string similarity metrics based on n-gram
matching (Kondrak 2005), e.g, BLEU, ROUGE and NIST (Papineni et al. 2002; Lin
et al. 2004). In our work, we collect the following measures to capture surface string
matching between question and the answer sentences:

• Recall and precision of n-gram: Recall and precision of n-gram matches for
question and candidate answer sentences.

• MT evaluation metrics: BLEU-1, BLEU-2, BLEU-3, BLEU-4 and NIST5.
• Longest Common Sub-sequence(LCS): The sum of all the same sub-sequence

length between question and candidate sentences.
• Edit distance: Defined as the least steps to transform the question sentence to

candidate sentence using insertion, deletion and substitution.
• Tf-isf sum: For each matched n-gram, we multiply its frequency by its “reverse

sentence frequency” to get a new weight. Then add all the value for each n-gram.
• Words match: The number of same words in question and candidate sentences.
• Nouns match: The number of same nouns in question and candidate sentences.
• Verbs match: The number of same verbs in question and candidate sentences.
• Cosine similarity: Question and candidate sentences are assumed to be two vectors

in a |V|-dimensional vector space. |V| is the number of unique terms in the corpus.
Calculate the cosine of the angle between two vectors.

In addition, the organizer of the evaluation provided another kind of metric: the
translation probability of each candidate sentence given the question. We add it to our
system to measure the similarity of question and answer sentences.

3.2 Features Based on Retrieval Models

Here we apply IR-based techniques (Lavrenko et al. 2001; Manning et al. 2008; Huerta
2010) to estimate the relevance between two sentences.

Query Likelihood Model. Given a query sentence Q, we rank the candidate answer
sentences according to probability PðCijQÞ. According to Bayes’ Rule, we can cal-
culate this by:

PðCijQÞ ¼ PðCiÞPðQjhCiÞ
PðQÞ ð1Þ
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where hCi is the distribution of candidate sentence Ci. We set the prior probability of
each candidate sentence Ci equally, so PðCijQÞ / PðQjhCiÞ. PðQjhCiÞ is the probability
that the query text could be generated by the candidate sentence language model and
calculated by:

PðQjhCiÞ ¼
Yn

j¼1

PðqjjhCiÞ ð2Þ

where qj is a query word and question sentence Q contains n query words. We need
estimate the language model for each candidate sentence.

According to the maximum likelihood estimator, we estimate the sentence language

model PðwjhCiÞ by fw;Ci
Cij j . fw;Ci is the number of times word w occurs in candidate

sentence Ci. Cij j is the total number of words in Ci.
For a word w who doesn’t occur in candidate Ci, we apply Dirichlet smoothing

method to mitigate the zero-probability problem:

PðwjhCiÞ ¼ ð1� kÞ fw;Ci þ lPmlðwjCÞ
Cij j þ l

þ kPmlðwjCÞ ð3Þ

By analyzing all the queries, question words like what and who occur frequently
and they put forward questions. Other words in a question sentence are called query
words. The query words nearer to a question word are more important. So we
re-estimate the sentence language model by:

P0ðqjjhCi
Þ ¼ 1

Z
� k � e�k posðqjÞ�posðqcÞj j ð4Þ

where posðqjÞ � posðqcÞ is the distance between word qj and word qc. Z is the regu-

larization term which is the sum of k � e�k posðqjÞ�posðqcÞj j for all qj.

3.3 Features Based on Deep Learning

Word Embedding. One of the baseline systems provided by the task trains a word
embedding model (Mikolov et al. 2013). It represents a sentence as vector by com-
puting the average of word vectors that occur in this sentence. The cosine of candidate
and query sentence vectors is regarded as the probability that the candidate would be an
answer.

BLSTM Model. In this paper, we use BLSTM architecture for answer selection
(Wang and Nyberg 2015) because it can learn from context information. Figure 1,
without attention module within the dashed box, shows the main structure of this
model.
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Putting embeddings transformed from words into the LSTM sequentially, then we get a
matrix that represents semantic of the question or answer sentence. After max-pooling,
a vector are generated, which represents the semantic of a sentence. finally, we put the
two sentence vectors into a softmax layer to compute the relation of the two sentences.
Output of the architecture is a probability that presents the possible of candidate
sentence being an answer. We train our model to maximize the probability of answer
sentence.

Attention based BLSTM Model Attention model is always used to make the pred-
icate representation matched with predicate-focused sentence representation more
effectively (Yin et al. 2015; Zhou et al. 2016; Severyn 2015). Answer sentences use
specific words to answer specific question such as name of people to who, words that
represent time to when. To better utilize the relationship among words in question and
answer sentence, we multiply hidden units by an alignment matrix to generate attention
and add it to input question’s BLSTM units. Figure 1 as a whole shows the structure of
this model.

4 Experiments

4.1 Evaluation Metrics

The evaluation metrics of DBQA system are mean reciprocal rank (MRR) and mean
average precision (MAP). MRR and MAP are defined as formulas (5) and (6):

Fig. 1. BLSTM model (with attention)
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MRR ¼ 1
Qj j

XQj j

i¼1

1
ranki

ð5Þ

MAP ¼ 1
Qj j

XQj j

i¼1

AvePðCi;AiÞ ð6Þ

where Qj j is the total number of questions in evaluation set and ranki is the position of
the first answer sentence in your sorted candidate answer sentences set, and

AvePðCi;AiÞ ¼
Pn

k¼1
ðPðkÞ�relðkÞÞ

minðm;nÞ denotes the average precision.

4.2 Experiments Results and Analysis

The provided training data set contains 8772 questions and a document for each
question. We perform 4-fold cross validation to examine the hybrid approach. And we
also set 4 different conditions with different feature combination:

• Group 1: features based on surface word matching.
• Group 2: features in group 1 plus features based on query likelihood models.
• Group 3: features in group 1 plus features based on deep learning models.
• Group 4: all features we proposed.

Evaluation results of four group features are showed in Table 1. And contribution
of each typical single feature for three aspects is in Table 2. It reveals that the most
effective features are that based on query likelihood models and BLSTM model. MRR
of these features reach up to 0.65 while others are almost not larger than 0.5.

Features based on string similarity don’t make a considerable effect individually.
Putting them together, we have gained 0.1 improvement for both MRR and MAP
evaluate metrics. It generates a remarkable result after adding features based on query
likelihood models to group 2. The value of MRR is 0.7320 and of MAP is 0.7292.

Features based on DL models are somewhat inferior to the IR model. And for DL
models, BLSTM model with attention has lower evaluation results compared with that
without attention. This situation is strange as related work having showed an opposite
result. We think this may arise from the very limited training data provided for the deep
training, which usually depends on a very large corpus.

Table 1. Evaluation of different feature sets

Feature set MRR MAP

Group 1 0.6151 0.6126
Group 2 0.7320 0.7292
Group 3 0.6870 0.6848
Group 4 0.7854 0.7822
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For candidate answer sentences among which models of feature group four and five
give a highest score to the real answer, we analyze their corresponding questions.
Query likelihood models perform differently from BLSTM models. Generally speak-
ing, language model performs better than DL models in training data set. But when
question sentences contain specific question words like how many, DL models perform
better than language model.

Finally, we combine all these features of three types. The results of four-fold cross
validation are 0.7854 and 0.7822 for MRR and MAP, respectively. That is, all the
features are utilized and training over the whole provided data to be tested by the final
open text, achieving a result of 0.8120 in MRR and 0.8111 in MAP.

5 Conclusion

In this paper, we examine the existing question-answer sentence methods from three
perspectives, and propose a hybrid solution by ranking SVM. We reveal that the
surface word similarity doesn’t work well in selecting answer sentences. In contrast, an
improved IR model performs best in this task, better than the state-of-the-art deep
learning techniques. Combing all these model results under the rank SVM framework,
we achieve in the open test with 0.8120 in MRR and 0.8111 in MAP.
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Abstract. Document-based Question Answering system, which needs
to match semantically the short text pairs, has gradually become an
important topic in the fields of natural language processing and infor-
mation retrieval. Question Answering system based on English corpus
has developed rapidly with the utilization of the deep learning technol-
ogy, whereas an effective Chinese-customized system needs to be paid
more attention. Thus, we explore a Question Answering system which is
characterized in Chinese for the QA task of NLPCC. In our approach, the
ordered sequential information of text and deep matching of semantics of
Chinese textual pairs have been captured by our count-based traditional
methods and embedding-based neural network. The ensemble strategy
has achieved a good performance which is much stronger than the pro-
vided baselines.

Keywords: Question Answer · DBQA · Semantic matching · Chinese
text

1 Introduction

Question Answering (QA) has attracted great attention with the development of
Natural Language Processing (NLP) and Information Retrieval (IR) techniques.
One of the typical tasks named document-based question answering (DBQA)
focuses on finding answers from the question’s given document candidates. Com-
pared with the traditional document retrieval task, DBQA system usually usWes
fluent natural language to express the query intent and desires an accurate result
which has discarded most unmatching candidates.

Due to the short length of the text in DBQA task, data sparsity have become
more serious problems than those of the traditional retrieval task. The relevance-
based IR methods like TFIDF or BM-25 cannot solve these semantic matching
c© Springer International Publishing AG 2016
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problems effectively. Thus, word embedding technology [1] has been applied in
some English QA system as well as the Chinese QA system. Moreover, the
question text is natural language with complete syntax structures instead of
some keywords in document-retrieve task. A sentence should be considered as a
sequence or a tree instead of an unordered word bag, and each components has
different semantic contributions to the whole sentence. In summary, an effective
QA system should consider the following problems simultaneously.

(1) Matching the semantics-similar texts which is synonymous paraphrased.
(2) Taking the sequential information of the question text into consideration,

instead of an unordered set of words.

For the first problem, enumerating all the paraphrase rules of text seems
to be impossible. We usually adopt the embedding-based method in which two
words have a closed embedding representations when they usually appear in
the similar context. These representation can capture the semantic link between
independent terms to some extent in a distributed way. For the second problem,
people are more likely to firstly elaborate the premise and then ask the related
issues under such premise according to the Chinese expression habit. In the bag-
of-words model, an unordered set of words in questions will lose the information
to distinguish the premise and issues. We utilize the position-aware information
in our count-based model and keep the order of the word or character sequence
in the neural network during the row-pooling and col-pooling operations.

This paper elaborates an approach for the Open Domain Question Answer-
ing shared sub-task of Document-based QA task in NLPCC-ICCPOL 2016. We
combine the count-based and embedding-based method with an ensemble strat-
egy. In order to adapt to the Chinese expression habit, we integrate the features
of Chinese into both the count-based method and embedding-based method,
which achieves significant improvement upon baselines in the final evaluation.

2 Related Work

QA task focuses on automatically understanding natural language questions and
selecting or generating one or more answers which can match semantically the
question. Due to the shorter text than the traditional task of document retrieval,
structured syntactic information and the lexical gap are two key points for QA
system. For the first point, tree [2] and sequential [3] structure have been pro-
posed to utilize the syntactic information instead of an unordered bag-of-word
model. Some efforts like lexical semantics [4], probabilistic paraphrase or trans-
lation [5] have been made to alleviate the problem of lexical gap. Moreover,
feature-based ensemble method [6] tries to combine both the semantic and syn-
tactic information to rank the answers by the data-driven learning mechanism.

Recently, the end-to-end strategy motivates researchers to build a deep
symantic matching model which can also model the sequential text. With the
development of the embedding-based neural network, deep learning has achieved
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a good performance in the QA task [7]. Severyn et al. propose a shallow convolu-
tional neural network (CNN) which combines the ordered overlapped information
into the hidden layer [8]. Recurrent neural network (RNN) and the following
long short-term memory neural network (LSTM) [9,10] which can model the
sequential text are also applicable for the textual representation and matching
of question and answers. Santos et al. propose an attentive pooling networks
with two-way attention mechanism for modelling the interactions between two
sequential text, which can easily integrating a CNN or RNN network [11].

3 Methods

3.1 Data Exploration

The provided dataset of the DBQA task contains a training dataset and a test-
ing dataset. There are 181882 question-answer pairs with 8772 questions in the
training set, and 122532 pairs with 5997 questions in the testing set.

Word-Level and Character-Level Overlap. Intuitively, The question-
answer pair with more overlapped words seems to be more topic-relevant, which
means a higher matching probability. In the whole training test, we get the trend
as showed in the Fig. 1. It is easily found in the range from 0 to 13 of the x-axis
that the more overlapped words between the question-answer pairs, the more
likely the QA pairs match. Data are dispersed in the range between 15 and 28
because the samples are not enough. Moreover, the information of character-level
overlap showed in Fig. 2 will cover many paraphrased patterns of Chinese.

Sequential Structure Information. Traditional IR model like TF-IDF or
BM25 model treats a query or a document as a bag of words, in which the

Fig. 1. The x-axis means the number
of overlapped words in both question
and answer sentences. y-axis refers to
the probabilities of becoming the target
answers.

Fig. 2. The x-axis means the number of
overlapped characters in both question
and answer sentences. While y-axis refers
to the probability of becoming the target
answer.



A Chinese Question Answering Approach 937

Fig. 3. The x-axis refers to the relative
position of the overlapped word in the
question sentence. the y-axis means the
question-answer matching probability

Fig. 4. Similar to Fig. 3, it shows the
relationship between the relative position
of the overlapped characters in question
sentences and the matching probabilities.

sequential information of structure is ignored. In the scenario of QA system
with a shorter length of questions and answers, sequential information may
help a lot for the matching of the question-answer pairs and a more elabo-
rate model which takes the sequential information into consideration is needed.
Roughly speaking, the words in different positions of a sentence may reflect
different syntactic and semantic structures. For the example of the question
“ ”, the word “ ” in the forward position is
the limited premise of the issues of the latter words “ ” and “ ” while
the rearward word may be more relevant to the issues. In the training and test-
ing set, we easily find the positive statistical correlation between the overlapped
position and its corresponding probability of question-answer matching in Fig. 3
for word-level overlap and Fig. 4 for character-level overlap.

3.2 Data Preprocessing

Due to the lack of the obvious boundaries of Chinese, we use the pynlpir1 [12] to
segment the Chinese text. Stopwords are removed for dropping the useless high-
frequency words which are not discriminative and have little semantic meaning.
The 300-dimention word embedding is provided by the NLPCC competition.
Moreover, we have trained an embedding model of some crawled pages from the
site of Baidu Baike (http://baike.baidu.com/).

3.3 Feature Extraction

Questions’ Categories and Answers’ Classification. The questions is
divided into 5 categories in our paper. 3 of them are concerned with name
entity, which are person, place and organization. The remaining two are time
and number. Due to the lack of large-scale labeled data, we can not adopt a

1 https://github.com/tsroten/pynlpir.

http://baike.baidu.com/
https://github.com/tsroten/pynlpir
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learning-based question classifier [13]. Alternatively, a template-based question
classifier can cover most cases for the simplified taxonomy. The first three NER-
based categories can be recognized by the LTP online API2. Meanwhile, we use
templetes of regular expression to distinguish the types of number and time.

Overlap Score. In Sect. 3.1, there is a statistical correlation between the match-
ing probability and the overlapped information. For Chinese text, it’s hard for
us to find the dictionary which can contain all the near-synonym pairs. An
alternative approach is to use the character-based metric due to the fact that
many synonymous paraphrased pairs share the same characters in Chinese. We
calculate both the word-level and character-level scores of overlap as follows:

Scoreoverlap(Q,A) =
n∑

qi∈Q

freq
A
(qi) · weight(qi) (1)

where a question Q has n words (characters) and the answer A has m words
(characters). The weighted model is based on the position of qi in the sentence.
freq

A
(qi) is denoted as the smoothed frequency of the qi in the answer A.

BM25 Score. The BM25 model is implemented as Eq. 2.

Scorebm25(Q,A) =
n∑

qi∈Q

IDF (qi) · freq
A
(qi) · (k + 1)

freq
A
(qi) + k · (1 − b + b · LengthA

Lenghtavg
)

(2)

where freq
A
(qi) is the frequency of the qi in the answer A. k and b are adjustable

parameters for the specific task. LengthA and Lenghtavg are the length of the
answers A and the average length of the whole answers, respectively.

Weighted Embedding. Embedding technology embeds words into a uniform
semantic space, which makes it possible to find the relationship between words.
Sentence is simply considered to have been lapped by words linearly. Different
words can contribute different weights for the whole meaning of a sentence, which
depends on their position, semantic structure and IDF. We get the representation
of a word or a Chinese character as Eq. 3

Representation(S) =
∑n

i=0 weight(si) · −−−−−−−−−−→
embedding(si)∑n

i=0 weight(si)
(3)

si is the character or word in a sentence (question or answer), and embedding(si)
is the corresponding embedding vector. Then we calculate the inner product
between the representation of questions and answers as the final score.

2 http://www.ltp-cloud.com/.

http://www.ltp-cloud.com/
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Fig. 5. The structure of our neural network

Neural Network. Besides the weighted combination of the inside word embed-
ding, we have built a neural network which is showed as Fig. 5. In our approach,
both word-level embedding and character-level embedding have been adopted
to form the sentence matrices of question and answers. A trainable matrix U
is used for bridging the question embedding matrix and the answer embedding
matrix. The following tanh function can avoid the explosion of the previous acti-
vated value. The information of the ordered position can still be remained in the
full-connection layer by the operation of row-pooling and col-pooling instead of
max-pooling [11]. After the softmax layer, the last output layer contains two
floating numbers which represent the probabilities of question-answer matching
and unmatching respectively. Cross-entropy loss function is used for the opti-
mization process.

Other Features. Edit distance is usually used to measure the similarity of tex-
tual strings. While Jaccard index gives the similarity of morphemic sets between
the textual pairs. The length of answer is often considered as a significant feature.

3.4 Model Ensemble

We have presented various fundamental features in last chapter, which will
directly affect the degree of how question and answer matches. We adopt a linear
regression model, learn-to-rank model3 and tree-based boost model to integrate
those features after the normalization of Z-score.

3 https://sourceforge.net/p/lemur/wiki/RankLib/.

https://sourceforge.net/p/lemur/wiki/RankLib/
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4 Experiment

The provided baselines and our result are showed as follows (Table 1):

Table 1. The result of our approach.

Method MAP MRR

Average word embedding 0.4610 0.4610

Machine translation 0.2410 0.2412

Paraphrase 0.4886 0.4906

Word overlap 0.5114 0.5134

Count-based features 0.7750 0.7756

Embedding-based features 0.7467 0.7470

All features 0.8005 0.8008

Due to the fact that the above baselines are based on the bag-of-word model
and do not have a learn-based mechanism, the performance is rather poor. In
the final evaluations, our approach gets the MRR of 0.8008 and ranks 5th among
the 18 submissions (4th among the 15 teams).

In our approach, the final scores of some models are treated as features of the
ensemble method. As mentioned in the Sect. 3.1, features which can effectively
model both syntax and semantic information may be more likely to be correlated
to matching labels. In the syntax of Chinese expression, for example, the key
words which are related to the issues of question usually appear in the latter
positions of the question sentence, while the words in the front positions are more
related to the indiscriminative premise which are satisfied by most candidate
answers. Moreover, an effective semantic match strategy is also needed. We adopt
both the character-level and word-level models in our approach, and a deep
neural network may help a lot while our network is a little shallow and compact.

In our experiment, the traditional models like BM25 do not have the potential
to do the semantic matching, while the character-based model outperforms the
word-character in Chinese. A position-aware deep neural network with the end-
to-end strategy may be the trend for the QA tasks. Due to the low-dimension
features space, the linear regression has achieved a pretty good performance
comparing to the learn-to-rank method or the tree-based boosting methods.

5 Conclusion and Future Work

In this paper, we report technique details of our approach for the sub-task of
NLPCC 2016 shared task Open Domain Question answering. Some traditional
methods and neural-network based methods have been proposed. In our app-
roach, we combine the characteristics of Chinese text with our models and
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achieve a good performance by an ensemble learning strategy. Our final per-
formance is not so great due to the shallow structure of the neural network.
In our opinions, an effective representation which contains the sequential (or
tree-based) information of short text and the corresponding effective semantic
matching are the two key factors of the QA system. Both a RNN network which
can directly models sequential texts and a CNN network which is more flexi-
ble have the potential to get better performances after some adaptions in the
textual data. Moreover, although there are many shared characteristics between
English and Chinese text, an end-to-end system which is specifically applicable
for Chinese can also be the trend for Chinese Question-Answering system.

Acknowledgements. The work presented in this paper is sponsored in part by the
Chinese National Program on Key Basic Research Project (973 Program, grant Nos.
2013CB329304, 2014CB744604), the Chinese 863 Program (grant No. 2015AA015403),
the Natural Science Foundation of China (grant Nos. 61402324, 61272265), and the
Research Fund for the Doctoral Program of Higher Education of China (grant No.
20130032120044).

References

1. Mikolov, T., Chen, K., Corrado, G., Dean, J.: Efficient estimation of word repre-
sentations in vector space. arXiv preprint arXiv:1301.3781 (2013)

2. Yao, X., Durme, B.V., Callison-Burch, C., Clark, P.: Answer extraction as sequence
tagging with tree edit distance. In: Conference of the North American Chapter of
the Association for Computational Linguistics (2013)

3. Wang, Z., Ittycheriah, A.: FAQ-based question answering via word alignment
(2015)

4. Yih, W.T., Chang, M.W., Meek, C., Pastusiak, A.: Question answering using
enhanced lexical semantic models, In: Meeting of the Association for Computa-
tional Linguistics, pp. 1744–1753 (2013)

5. Zhou, G., Cai, L., Zhao, J., Liu, K.: Phrase-based translation model for question
retrieval in community question answer archives. In: The Meeting of the Associa-
tion for Computational Linguistics, pp. 653–662 (2011)

6. Severyn, A.: Automatic feature engineering for answer selection and extraction. In:
EMNLP (2013)

7. Yu, L., Hermann, K.M., Blunsom, P., Pulman, S.: Deep learning for answer sen-
tence selection. arXiv preprint arXiv:1412.1632 (2014)

8. Severyn, A., Moschitti, A.: Learning to rank short text pairs with convolutional
deep neural networks. In: SIGIR, pp. 373–382. ACM (2015)

9. Wang, D., Nyberg, E.: A long short-term memory model for answer sentence selec-
tion in question answering. In: Meeting of the Association for Computational Lin-
guistics and the International Joint Conference on Natural Language Processing
(2015)

10. Tan, M., Xiang, B., Zhou, B.: LSTM-based deep learning models for non-factoid
answer selection. arXiv preprint arXiv:1511.04108 (2015)

11. Santos, C.D., Tan, M., Xiang, B., Zhou, B.: Attentive pooling networks (2016)
12. Liu, T., Che, W., Zhenghua, L.I.: Language technology platform. In: COLING

2010, pp. 13–16 (2010)
13. Li, X., Roth, D.: Learning question classifiers. In: COLING, vol. 12, no. 24, pp.

556–562 (2003)

http://arxiv.org/abs/1301.3781
http://arxiv.org/abs/1412.1632
http://arxiv.org/abs/1511.04108
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Task: Open Domain Chinese Question
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Abstract. In this paper, we give the overview of the open domain Question
Answering (or open domain QA) shared task in the NLPCC-ICCPOL 2016. We
first review the background of QA, and then describe two open domain Chi-
nese QA tasks in this year’s NLPCC-ICCPOL, including the construction of the
benchmark datasets and the evaluation metrics. The evaluation results of sub-
missions from participating teams are presented in the experimental part.

Keywords: Question Answering � Knowledge-based QA �
Document-based QA

1 Background

Question Answering (or QA) is a fundamental task in Artificial Intelligence, whose
goal is to build a system that can automatically answer natural language questions. In
the last decade, the development of QA techniques has been greatly promoted by both
academic field and industry field.

In the academic field, with the rise of large scale curated knowledge bases, like Yago,
Satori, Freebase, etc., more and more researchers pay their attentions to the
knowledge-based QA (or KBQA) task, such as semantic parsing-based approaches
[1–7] and information retrieval-based approaches [8–16]. Besides KBQA, researchers
are interested in document-based QA (or DBQA) as well, whose goal is to select answers
from a set of given documents and use them as responses to natural language questions.
Usually, information retrieval-based approaches [18–22] are used for the DBQA task.

In the industry field, many influential QA-related products have been built, such as
IBM Watson, Apple Siri, Google Now, Facebook Graph Search, Microsoft Cortana
and XiaoIce etc. These kinds of systems are immerging into every user’s life who is
using mobile devices.

Under such circumstance, in this year’s NLPCC-ICCPOL shared task, we call the
open domain QA task that cover both KBQA and DBQA tasks. Our motivations are
two-folds:

1. We expect this activity can enhance the progress of QA research, esp. for Chinese;
2. We encourage more QA researchers to share their experiences, techniques, and

progress.

© Springer International Publishing AG 2016
C.-Y. Lin et al. (Eds.): NLPCC-ICCPOL 2016, LNAI 10102, pp. 942–948, 2016.
DOI: 10.1007/978-3-319-50496-4_89



The remainder of this paper is organized as follows. Section 1 describes two open
domain Chinese QA tasks. In Sect. 2, we describe the benchmark datasets constructed.
Section 3 describes evaluation metrics, and Sect. 4 presents the evaluation results of
different submissions. We conclude the paper in Sect. 5, and point out our plan on
future QA evaluation activities.

2 Task Description

The NLPCC-ICCPOL 2016 open domain QA shared task includes two QA tasks for
Chinese language: knowledge-based QA (KBQA) task and document-based QA
(DBQA) task.

2.1 KBQA Task

Given a question, a KBQA system built by each participating team should select one or
more entities as answers from a given knowledge base (KB). The datasets for this task
include:

• A Chinese KB. It includes knowledge triples crawled from the web. Each
knowledge triple has the form: <Subject, Predicate, Object>, where ‘Subject’
denotes a subject entity, ‘Predicate’ denotes a relation, and ‘Object’ denotes an
object entity. A sample of knowledge triples is given in Fig. 1, and the statistics of
the Chinese KB is given in Table 1.

Fig. 1. An example of the Chinese KB.

Table 1. Statistics of the Chinese KB.

# of subject entities 8,721,640
# of triples 47,943,429
# of averaged triples per subject entity 5.5
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• A training set and a testing set. We assign a set of knowledge triples sampled
from the Chinese KB to human annotators. For each knowledge triple, a human
annotator will write down a natural language question, whose answer should be the
object entity of the current knowledge triple. The statistic of labeled QA pairs and
an annotation example are given in Table 2:

In KBQA task, any data resource can be used to train necessary models, such as
entity linking, semantic parsing, etc., but answer entities should come from the pro-
vided KB only.

2.2 DBQA Task

Given a question and its corresponding document, a DBQA system built by each
participating team should select one or more sentences as answers from the document.
The datasets for this task include:

• A training set and a testing set. We assign a set of documents to human anno-
tators. For each document, a human annotator will (1) first, select a sentence from
the document, and (2) then, write down a natural language question, whose answer
should be the selected sentence. The statistic of labeled QA pairs and an annotation
example are given in Table 3:

As shown in the example in Table 3, a question (the 1st column), question’s
corresponding document sentences (the 2nd column), and their answer annotations

Table 2. Statistics of the KBQA datasets.

# of labeled Q-A pairs (training set) 14,609
# of labeled Q-A pairs (testing set) 9,870
An example Triple <微软, 创始人, 比尔盖茨>

Labeled question 微软公司的创始人是谁?
Golden answer 比尔盖茨

Table 3. Statistics of the DBQA datasets.

# of Labeled Q-A Pairs

(training set)
14,609

# of Labeled Q-A Pairs

(testing set)
9,870

An Example

\t \t 0

\t \t 0

\t \t 0

\t \t 0

\t \t 0

\t \t 1

\t \t 0
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(the 3rd column) are provided. If a document sentence is the correct answer of the
question, its annotation will be 1, otherwise its annotation will be 0. The three columns
will be separated by the symbol ‘\t’.

In DBQA task, any data resource can be used to train necessary models, such as
paraphrasing model, sentence matching model, etc., but answer sentences should come
from the provided documents only.

3 Evaluation Metrics

The quality of a KBQA system is evaluated by Averaged F1, and the quality of a
DBQA system is evaluated by MRR, MAP, and ACC@1.

• Averaged F1

Averaged F1 ¼ 1
jQj

XjQj

i¼1

Fi

Fi denotes the F1 score for question Qi computed based on Ci and Ai. Fi is set to 0
if Ci is empty or doesn’t overlap with Ai. Otherwise, Fi is computed as follows:

Fi ¼
2:#ðCi;AiÞ

jCij :#ðCi;AiÞ
jAij

#ðCi;AiÞ
jCij þ #ðCi;AiÞ

jAij

where #ðCi;AiÞ denotes the number of answers occur in both Ci and Ai. jCij and jAij
denote the number of answers in Ci and Ai respectively.

• MRR

MRR ¼ 1
jQj

XjQj

i¼1

1
ranki

jQj denotes the total number of questions in the evaluation set, ranki denotes the
position of the first correct answer in the generated answer set Ci for the ith question Qi.
If Ci doesn’t overlap with the golden answers Ai for Qi, 1

ranki
is set to 0.

• MAP

MAP ¼ 1
jQj

XjQj

i¼1

AvePðCi;AiÞ

AveP C;Að Þ ¼
Pn

k¼1
P kð Þ�rel kð Þð Þ

minðm;nÞ denotes the average precision. k is the rank in the

sequence of retrieved answer sentences. m is the number of correct answer sentences.
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n is the number of retrieved answer sentences. If minðm; nÞ is 0, AveP C;Að Þ is set to 0.
P kð Þ is the precision at cut-off k in the list. rel kð Þ is an indicator function equaling 1 if
the item at rank k is an answer sentence, and 0 otherwise.

• ACC@N

Accuracy@N ¼ 1
jQj

XjQj

i¼1

dðCi;AiÞ

dðCi;AiÞ equals to 1 when there is at least one answer contained by Ci occurs in Ai,
and 0 otherwise.

4 Evaluation Results

There are totally 99 teams registered for the above two Chinese QA task, and 39 teams
submitted their results. Tables 4 and 5 lists the evaluation results of KBQA and DBQA
tasks respectively.

Table 4. Evaluation results of the KBQA task.

Averaged F1 Rank (by averaged F1)

Team 1 0.8247 1
Team 2 0.8159 2
Team 3 0.7957 3
Team 4 0.7914 4
Team 5 0.7272 5
Team 6 0.7251 6
Team 7 0.7022 7
Team 8 0.6956 8
Team 9 0.6809 9
Team 10 0.5537 10
Team 11 0.5237 11
Team 12 0.5119 12
Team 13 0.4923 13
Team 14 0.3808 14
Team 15 0.3584 15
Team 16 0.0015 16
Team 17 0.0005 17
Below are results of LATE submissions
Team 18 0.6234 –

Team 19 0.5930 –

Team 20 0.3172 –

Team 21 0.0044 –
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5 Conclusion

This paper briefly introduces the overview of this year’s two open domain Chinese QA
shared tasks. Comparing to last year’s results (19 teams registered and only 3 teams
submitted final submissions), in this year, we have 99 teams registered and 39 teams
submitted final submissions, which has been a great progress for the Chinese QA
community. In the future, we plan to provide more QA datasets and call for new QA
tasks for Chinese. Besides, we plan to extend the QA tasks from Chinese to English as
well.
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