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Message from the Program Committee Co-chairs

We are very happy to welcome you to the proceedings of NLPCC-ICCPOL 2016, the
5" International Conference on Natural Language Processing and Chinese Computing
and the 24™ International Conference on Computer Processing of Oriental Languages.
NLPCC is the annual conference of CCF-TCCI (Technical Committee of Chinese
Information, China Computer Federation). The previous NLPCC conferences were
successfully held in Beijing in 2012, Chongqing in 2013, Shenzhen in 2014, and
Nanchang in 2015. This year is the third year when NLPCC became an international
conference and for the first time it is held jointly with ICCPOL. As a leading con-
ference in the field of NLP and Chinese computing, NLPCC has been the main forum
for researchers and practitioners in NLP from academia, industry, and government to
share their ideas, research results, and experiences, and to promote the research and
technical innovations in these fields.

We received 335 paper submissions this year covering the advanced topics of
fundamental research in language computing, multilingual access, Web mining/text
mining, machine learning for NLP, knowledge graph, NLP for social network, search
and ads, question answering as well as applications of language computing. Among
them, 119 manuscripts were written in Chinese and 216 in English. All submissions
were subject to double-blind review by at least three reviewers. The final decisions
were made at a meeting with the Program Committee (PC) chairs and area chairs.
Finally 61 (18.21%) were accepted as long papers (13 in Chinese and 48 in English)
and 42 (12.54%) as posters (one in Chinese and 41 in English). Six papers were
nominated for best papers by the area chairs. The final selection of the best paper(s)
was made by an independent best paper committee. These proceedings include the
accepted English papers, while the accepted Chinese papers are published in LR AZ
ZHR (ACTA Scientiarum Naturalium Universitatis Pekinensis).

We gratefully acknowledge the contribution of our four distinguished keynote
speakers to the conference program: Bin Yu (Fellow of American Academy of Arts and
Sciences; IEEE Fellow; Professor, University of California, Berkeley, USA), Jacob
Devlin (Senior Research Scientist, MSR, USA), Haizhou Li (IEEE Fellow, Professor,
National University of Singapore, Singapore), and Huan Liu (Professor, Arizona State
University, USA)

We would like to thank all the people who made NLPCC-ICCPOL 2016 a successful
conference. In particular, we would like to thank the area chairs for their hard work in
recruiting reviewers, monitoring the review and discussion processes, and carefully
rating and recommending submissions. We would like to thank all 188 reviewers for
their time and efforts to review the submissions. We are very grateful to Eduard Hovy
and Yajuan Lv for their participation in the best paper committee. We are also grateful
for the help and support from the general chairs, Eduard Hovy, Min Zhang, and Richard
Sproat, and from the Organizing Committee chairs, Dongyan Zhao, Zhengtao Yu, and
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Hyukro Park. Special thanks go to Yansong Feng and Xuanjing Huang, the publication
chairs for their great help.

Finally, we would like to thank all the authors who submitted their research work to
the conference, and thank our sponsors for their contributions to the conference.

December 2016 Chin-Yew Lin
Nianwen Xue
Akiko Aizawa
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Abstract. A novel word sense disambiguation (WSD) discriminative model is
proposed in this paper to handle long distance sense dependency and multi-
reference lexicon dependency (i.e., the sense of a lexicon might depend on
several other non-local lexicons under the same subtree) within the sentence.
Many WSD systems only adopt local context to independently decide the sense
of each lexicon in a sentence. However, the sense of a target word actually also
depends on those structure related sense/lexicons that might be far away from it.
Therefore, we propose a supervised approach which integrates structural context
(for long distance sense dependency and multi-reference lexicon dependency)
with the local context (for local dependency) to handle the problems mentioned
above. As the result, the sense of each word is decided not only based on the
local lexicons, but also based on various reference sense/lexicons (might be non-
local) specified by all its associated syntactic subtrees. Experimental results
show that the proposed approach significantly outperforms other state-of-art
WSD systems.

1 Introduction

Word sense disambiguation (WSD) is a process of determining the appropriate sense of
a word in the given context. It is a fundamental task in natural language processing.
Usually, we regard word sense disambiguation as an intermediate step, which could
help high-level applications in NLP, such as machine translation (Carpuat and Wu
2005; Carpuat and Wu 2007; Chan et al. 2007), information retrieval (Stokoe et al.
2003) and content analysis (Berendt and Navigli 2006). With the help of WSD, it is
expected to get a higher performance in these applications.

Among those proposed WSD systems, supervised approaches have achieved the
best performance (Tratz et al. 2007; Hatori et al. 2009; Zhong and Ng 2010). And many
of them simply extract some lexicon related features from the local context around the
target word, and then independently train a classifier on those features for each word
(Zhong and Ng 2010). Therefore, the correlation between the senses of various words
and the long distance dependency specified by the syntactic relation are not considered
by them.

© Springer International Publishing AG 2016
C.-Y. Lin et al. (Eds.): NLPCC-ICCPOL 2016, LNAI 10102, pp. 3-15, 2016.
DOI: 10.1007/978-3-319-50496-4_1
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join
Tom will board director
the company as  a nonexecutive
of the ™ film

Fig. 1. Sample sentence and its dependency tree structure (Color figure online)

However, the senses of words do have influence on each other, and the non-local
context also affects the sense selection. Furthermore, the dependency should be con-
sidered under the syntactic relation between them, as pointed out by Erk and Padé
(2008). Also, the long distance dependency should not be covered by simply adopting a
large context window, as it would involve a lot of irrelevant words and thus introduce
considerable noise. What we really want is to only utilize those closely related
non-local words specified by the syntactic structure, not those irrelevant words that are
far away from the target word.

Take the following sentence as an example: “Tom will join the board of the film
company as a nonexecutive director”. The desired sense and the sense incorrectly
assigned by Zhong and Ng (2010) of the word “director” in that sentence are listed as
follows.

(a) member of a board of directors (desired sense)
(b) the person who directs the making of a film (wrongly assigned sense)

Figure 1 shows this sentence and its dependency tree structure, and we want to
disambiguate the sense of the word “director” (marked in red color), which should be
the sense-(a) illustrated above. After having analyzed this sentence, we found that the
most important word (or the key-context-word) for deciding the sense of “director” is
“board” (in blue color), and other words in this sentence are either less relevant or
irrelevant for deciding its sense. If only the local context is adopted to disambiguate the
senses of “director” in this case (Zhong and Ng 2010), then we need to use a 17-word
window (centering on the target word “director”) to extract the key word “board”. In
this way, many noisy irrelevant words (e.g. “film”, “company”, etc.) would be also
involved. As the consequence, it will tag the word “director” with the incorrect sense
“the person who directs the making of a film” because the sense-(b) of “director”
usually co-occurs with the phrase “film company”.

To take care of sense dependency, Hatori et al. (2009) had made use of the tree
structure in their model. And they achieved a good precision with a small corpus.
However, they merely adopted a simple dependency model in which the sense of each
target word only depends on the sense of its reference-head lexicon. With only one
reference sense, as shown in the dependency tree of Fig. 1, the sense of “director” will
only depend on the sense of “join” (as it is the head). As the result, the sense of a head
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Fig. 2. The corresponding phrase structure tree

lexicon (e.g., “director” in Fig. 1) will not depend on any other non-local lexicons
under the same subtree. Therefore, multi-reference lexicon dependency (which denotes
that the sense of each word would also depend on its sibling lexicons under the same
subtree) is not taken consideration (i.e., “director” will not be related to “board” in
Fig. 2). In addition, they incorporated a large 60-word window which will import many
irrelevant words (and involve considerable noisy features).

To handle the problems mentioned above, a novel approach which integrates
structural context (which are the head-lexicons of those child-nodes under each
associated syntactic subtree) with local context to disambiguate the word sense is
proposed in this paper. This approach explicitly expresses the structural dependency
between various senses via those associated syntactic subtrees, and let each word have
one reference sense and various sibling reference lexicons under each associated
subtree. Since a head word (e.g., a verb) might be simultaneously involved in several
subtrees, it could have a different set of dependent lexicons under each associated
subtree (e.g., a verb will be the head lexicon under both “VP — VP NP” and
“S — NP VP” these two subtrees). Therefore, the sense of a head word would be
decided via jointly considering all those associated lexicons under various syntactic
relations.

Furthermore, we slightly modified the head-percolation rules (which specify a
specific child-node under each subtree to percolate its head lexicon to the subtree
root-node) to make them fit the WSD task better (e.g., for the PP-phrase “as a
nonexecutive director” in Fig. 2, we regard “director”, not “as”, as the head of this PP
so that “director” can be related to “board” under an upper level subtree
“VP — VB NP PP”).

In order to investigate the performance of our model, we conduct several experi-
ments on all-words WSD tasks. The results show that our model is significantly better
(in statistical sense) than other state-of-the-art approaches. It thus illustrates that the
proposed structural context cannot be ignored.
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2 Proposed Approach

2.1 Generate Permuted-Lexicon-Sequence

Since the dependent words of a head word might scatter around it at either left side or
right side, the search procedure would be quite complicated if we directly proceed the
WSD along the original lexicon sequence from left to right. To have a straightforward
procedure, we first permute the original lexicon sequence to move all the dependent
words of each head word to its right hand side before we conduct a search. After a
Permuted-Lexicon-Sequence is generated, the search can be proceeded strictly from left
to right. The permutation is implemented via two steps described below.

Firstly, we use a parser to process the sentence, and get its phrase structure tree. For
each sub-tree, we specify its first-head-child-node and second-head-child-node
according to a few simple pre-specified precedence rules (e.g., VP > NP > PP > MD,
if they co-occur under the same parent node). The dependence between various child-
nodes is specified as follows: (1) Let each non-head-child-node (if it exists) under the
sub-tree depend on both the first-head-child-node and the second-head-child-node
(denoted as first-reference-lexicon and second-reference-lexicon); (2) Let the second-
head-child-node depend on the first-head-child-node. Afterwards, we generate its
corresponding Permuted-Lexicon-Sequence by permuting all child-nodes into the order
“First-Head < Second-Head < NonHead” from the left to the right. Furthermore, we
move all those monosemous words under each subtree to the left side of its first-head-
child-node (because they will not depend on any other child-nodes under the subtree, as
each of them has only one sense under WordNet (WSD is thus not necessary)).
Afterwards, we perform the decoding process on this Permuted-Lexical-Sequence from
left to right.

To illustrate the permutation procedure, Fig. 2 shows the associated phrase struc-
ture tree (with the head-child-nodes marked) of the sentence given at Fig. 1. After
having marked the head-child-nodes of each sub-tree, we can extract the associated
structural context of the lexicon “director” via following 4 steps.

Step 1: Regard the terminal-node “director” as the first-head-child-node of the
sub-tree “NN — director”, and it will be the head-lexicon of NN.

Step 2:  As “JJ” and “NN” are the second-head-child-node and the first-head-child-
node, respectively, of the sub-tree “NP — DT JJ NN, “director” will be
further percolated to the sub-tree root-node “NP”. Also, the head-lexicon of
“JJ” (i.e., the word “nonexecutive”) will depend on the word “director”
(which is the head-lexicon of “NN”). Besides, as “DT” in this sub-tree is a
non-head-child-node, its head-lexicon (i.e., the word “a’’) will depend on
both “nonexecutive” and “director” which are the head-lexicons of “NN”
and “JJ”, respectively (called as the first-reference-lexicon and the second-
reference-lexicon). Since NN is the first-head-child-node under “NP — DT
JJ NN”, we will continuously traverse to its parent subtree “PP — IN NP”

Step 3: In the subtree “PP — IN NP”, “IN” and “NP” are the second-head-child-
node and the first-head-child-node, respectively. The head lexicon of “IN”
(i.e., the word “as”) will depend on the head lexicon of “NP” (i.e., the word
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join Tom will board the of company film the director nonexecutive a as

Fig. 3. The Permuted-Lexical-Sequence for the sample sentence in Fig. 1.

“director”). As “NP” is the first-head-child-node under “PP — IN NP”, we
traverse again to its parent subtree “VP — VB NP PP”.

Step 4:  In the subtree “VP — VB NP PP”, “VB” and “NP” are the first-head-child-
node and the second-head-child-node, respectively. As “PP” is a non-head-
child-node, the head lexicon of it (i.e., the target word “director”) will
depend on both the head-lexicons of “VB” and “NP” (the first-reference-
lexicon and second-reference-lexicon of this subtree). Besides, the second-
reference-lexicon (i.e., the word “board’) also depends on the first-
reference-lexicon (i.e., the word “join”). As “PP” is not the first-head-child-
node of current subtree, the traversing procedure stops; otherwise, we will
keep going until we reach the root of the whole tree.

Based on the method described above, we can find the dependency relationship
between various terminal nodes of the parse tree in Fig. 2. Figure 3 shows the asso-
ciated Permuted-Lexicon-Sequence of that sentence, in which the black arc denotes the
first reference dependency and the red arc denotes the second reference dependency.

2.2 Proposed Model

The task of WSD is to determine the correct senses of words in the given context.
Given a sentence snt, let w' denote the sequence of words (w1, wa, ..., w,) within the
sentence to be assigned their senses, and s{' denote the corresponding sense sequence
for wf{, then the word sense disambiguation problem can be formulated as:

—
m

st = arg maxxrluP(s’l"|w’1", snt), where m is the number of words to be assigned senses'.

In the discriminative model adopted by Zhong and Ng (2010), the above P(s’l” lwi, snt)
is derived as follows.

m m

P(sy i snt) = TT P(sisi" it sni) = T Plsibws,sn) o

i=1 i=1

! Which words should be assigned senses depends on the given task.
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However, if the associated parse-tree pr can be given, then P(s7|w/', snt) will be
re-formulated as:

P(swy, snt) = ZP(ST,pt\WT, snt) = maxp,P(s{', pt|wY', snt) (2)
pt

Where P(s]', pt|w', snt) can be further derived as follows.
P(SY, il snt) = P Wi snt,pr)  P(pr]sni) (3)

We will first permute those m lexicons into its corresponding Permuted-Lexicon-
Sequence LX{' according to the dependency relationship specified by the associated
parse-tree. With LX}' specified above, P(s}|w}', snt,pt) can be replaced with
P (LXS’I"|LXT”, snt, pt), where LXS' denotes a specific sense sequence assigned to LX7".

It is reasonable to assume that the sense assignment of each lexicon mainly depends
on its local context and its structural context specified by the parse-tree. In the above
formulation, for each permuted lexicon LX; in LX{', we will find its original location in
the given sentence (call it <i>), and then extract its associated local context vector CLX;
which is a window [wjf Z f{ ] around w; - (which is LX;) with the length “2K + 1”
(including w; - ). Take the following sentence as an example:

(i) He works in a bank in the capital of his hometown.

For the word “bank” in this sentence, if we set K to 3, the local context will be the
phrase “works in a bank in the capital”. We will extract the position, POS, word form
and local collocations (specified at (Zhong and Ng 2010)) of each word from them
(even they are not specified in WordNet). Take the word at the position <—2> (i.e., the
word “in” at the left side) as an example, it is not defined in WordNet as it is not a
content word; however, it still helps our disambiguation task, because it usually
co-occurs with the “bank” when its sense is “a building in which the business of
banking transacted”.

Besides the local context, we also extract the structural context sequence of each
lexicon from all its associated syntactic subtrees. Take the target word “director” in
Fig. 2 as an example, the procedure of extracting its structural lexicons is described as
follows. In the Step 2 specified in the previous section, it shows that the associated
context words under the sub-tree “NP — DT JJ NN are “a” and “nonexecutive” (the
head lexicons of “DT” and “JJ”). In the Step 3, we get only one associated context
word “as” (the head lexicons of “IN”’) under the sub-tree “PP — IN NP”. Finally, in
the Step 4, the associated context words obtained under the sub-tree
“VP — VB NP PP” are “join” and “board” (the head lexicons of “VB” and “NP”).
Those extracted words make up the structural context sequence “join board as a
nonexecutive director”, and we can see that this sequence includes the key-lexicon
“board” for disambiguating the sense of “director” without importing too many
irrelevant words (such as “the”, “of’, “the”, “film” and “company”, if a large local
context window is adopted). We will pack the lemmas, POSes and collocations of those
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words in this sequence as the structural-lexicon-dependency feature (denoted as SLX)
to improve the performance.

Also, for each permuted lexicon LX;, and for each subtree that it is involved, the
first-reference-lexicon and second-reference-lexicon under the subtree will also be
specified according to the procedure mentioned in Sect. 2.1. For each associated
subtree, use the Reference-Sense-Tuple <first-reference-lexicon-sense, second-refer-
ence-lexicon, associated production-rule> to denote its corresponding structural con-
text. The associated structure-reference-information for LX; (denoted by RXSI;) is then
a set of such tuples derived from all its associated subtrees. Take the word “director” in
Fig. 2 as an example, its structure-reference-information RXSI; will involve three
subtrees (i.e., “NP — DT JJ NN”, “PP — IN NP” and “VP — VB NP PP”). And the
corresponding tuple for the subtree “VP — VB NP PP” would be <assigned sense of
“join”, “board”, “ VP — VB NP PP”’>.

Assume that the assignment of the lexicon sense LXS; (for LX;) only depends on its
local context vector CLX;, structural lexicon information SLX; and its associated
structure-reference-information RXSI;. Let RLXI; denote the associated set of Refer-
ence-Lexicon-Tuple (which is obtained by replacing the first element “first-reference-
lexicon-sense” of the corresponding reference-sense-tuple with “first-reference-lexi-
con”), then RXSI; can be obtained from RLXI; after all associated “first-reference-
lexicon-sense” are given. Let ' denote the corresponding POS-sequence for LX[", then
the original probability factor P(LXS’I"|LX’1", snt, pt) can be derived as follows.

P(LXS’I" |LXT", snt, pt)
~ P(LXS}|LX}, 7}, CLX}', SLX}', RLXI}")

P(LXSi|LX;, t;, CLX;, ,SLX;, LXS}", RLXI,)
1

~
~

—= [s

~
~

P(LXS;|LX;, t;, CLX;, SLX;, RXSI;)
1

To enhance the coverage rate of the test set, we will pool the training samples of
various word-types (i.e., different LX;) together by replacing their LXS and first-
reference-lexicon-sense (in the tuple of RLXI) with their corresponding synsets defined
in WordNet 3.1 (i.e., replacing “P(LXS;|LX;, t;, CLX;, SLX;, RXSI;)” with “P(synset;|t;,
CLX;,SLX;, RXSI;)” in Eq. (4), in which LX; has been dropped).

3 Evaluation

3.1 Data Sets

We train various models on Semcor corpus (Miller et al. 1993), and then conduct word
sense disambiguation experiments on the test sets of senseval-2 (Palmer et al. 2001)
and senseval-3 (Snyder and Palmer 2004). We choose these corpora because they are
frequently used in evaluating WSD performance in the literature; and the quality of
these corpora is good (Navigli 2009).



10 Q. Du et al.

Semcor corpus is constructed via annotating a subset of the English Brown Corpus
(Kucera and Francis 1967) with WordNet synsets (Miller et al. 1990; Fellbaum 1998).
It is the largest publicly available sense-tagged corpus. And we select two all-words test
sets from Semantic Evaluation (Palmer et al. 2001; Snyder and Palmer 2004) (i.e.,
senseval-2 and senseval-3) as the test sets. These two testing sets are from WSJ articles
and Brown Corpus.

3.2 Experiments

Experimental Setup. We first use the Berkeley parser’ to process the sentences
extracted from the Semcor corpus (Miller et al. 1993) to get the phrase structure trees.
As some of the sub-trees we parsed only have one child node, we will use the approach
described in (Su et al. 1995) to normalize the trees. After this step, all the sub-trees
(except the leaf nodes) in the phrase structure trees will have at least two child nodes.

We then mark the head-child-node for each sub-tree in the phrase structure trees.
The rules that specify which syntactic label in the sub-tree should be the head-child-
node are taken from Penn2Malf’. Afterwards, with the method presented in Sect. 2.1,
we will permute the original sentence into its corresponding Permuted-Lexicon-
Sequence. During the permutation, we also extract the structural dependency features
and contextual features described in Sect. 2.2 from the phrase structure subtrees. We
then use those structural context and local contextual features to train a Maximum
Entropy Classifier*. When a test sentence is encountered, we will first obtain its
Permuted-Lexicon-Sequence, as mentioned above, and then proceed the decoding on
the Permuted-Lexicon-Sequence.

Results and Analysis. Tables 1 and 2 show the performance of our system on
senseval-2 and senseval-3 data-sets, respectively. In order to compare with those
state-of-the-art systems, we also add those participants that were ranked within Top-2
in SE2 all-words task into Tables 1 and 2 (the WordNet Most Frequent Sense “MFS” is
also added as the lower bound). Those official scores are extracted from (Taghipour and
Ng 2015) and (Tartz et al. 2007). It should be noted that some systems (except IMS,
T-CRF and our model) use additional training corpus, while we just use the Semcor
corpus (Miller et al. 1993) as our training set. For example, “IMS + adapted CW”
(Taghipour and Ng 2015) adopted additional six parallel corpora and DSO corpus (Ng
and Lee 1996) as the training set, besides, it used three large corpus to train the required
word embedding; and “PNNL” use additional OMWE 1.0 (Chklovski and Mihalcea
2002) and example sentences in WordNet as the training corpus. Therefore, their
performances cannot be directly compared with that of ours (i.e., only IMS and T-CRF
can be directly compared).

2 http://nlp.cs.berkeley.edu/software.shtml.
3 http://stp.lingfil.uu.se/ ~ nivre/research/Penn2Malt.html.
* hitp://homepages.inf.ed.ac.uk/lzhang10/maxent.html.
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Table 1. SE2 all-words task results. The improvement of our model over the IMS baseline is
statistically significant (p < 0.05).

SE2
IMS 68.75%
Our model 69.59%

Rank-1 system (Palmer et al. 2001) | 69.0%
Rank-2 system (Palmer et al. 2001) | 63.6%
MES 61.9%

Table 2. SE3 all-words task results. The improvement of our model over the IMS baseline is
statistically significant (p < 0.05).

SE3
IMS 64.58%
T-CRF (Hatori et al. 2009) 65.40%
Our model 66.04%
IMS + adapted CW (Taghipour and Ng 2015) | 68.20%
PNNL (Tartz et al. 2007) 67.00%
MFS 62.37%

From these two tables, we can see that the performance has been improved sig-
nificantly (p < 0.05) over the baseline on both datasets. This shows that the structural
context features are very useful for WSD. Table 3 investigates the individual contri-
bution from each set of those adopted feature sets (i.e., local context features, structural
sense dependency features, and structural lexicon dependency features), which shows
that local context feature is the most effective feature set, but other two feature sets are
also helpful.

Table 3 shows the effect of each feature on these two datasets. When we adopt just
one type of feature, the local context feature is the best. This is because the associated
reference-lexicons are within the local context window about 66% of the time (we got
the ratio of reference lexicons within the local context window are 66.34% and 65.60%
on SE2 and SE3, respectively). However, to further improve the performance, the
remaining 34% cases with complex structural dependency should also be taken care.
Besides, when we add the structural context features to the model, the improvement on
senseval-3 is better than senseval-2 (In Table 3, when we add these two structural

Table 3. The performance for each dependency relation on these two datasets

Feature type SE2 SE3

Local-context (baseline) 68.75% | 64.58%
Structural-lexicon-dependency 63.20% | 63.90%
Structural-sense-dependency 57.50% | 61.82%
Local-context + structural-lexicon-dependency 69.04% | 64.73%
Local-context + structural-sense-dependency 69.03% | 65.84%
Local-context + structural-lexicon + structural-sense | 69.59% | 66.04%
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context features, the improvement on SE3 is 1.46% while the improvement on SE2 is
just 0.84%). The reason for that is that senseval-3 contains more words whose
dependency relation is complex (As we calculated, the ratio of reference lexicons
without local context window on SE3 is bigger than the ratio on SE2).

In Table 4, we present the performance of each POS on Senseval2 all-words task.
From this tables, we find that the influences of structural context on each POS category
are different. The distribution and size of the samples may have an influence on the
results, however, we can still see that it can improve the performance of noun and verb
words significantly. And it also has a little positive influence on adj and adv words.
This is also true for SE3. This phenomenon matches the observation that the long
distance dependency and multi-reference dependency usually exist between verb and
noun words, while the adj and adv words frequently only depend on the local context.
As the use of structural lexicon dependency features, we can see the performance of adj
and adv words also improves. In summary, the structural dependency we proposed
contributes more to the words with complex dependency relations.

Table 4. The performance for each POS on SE2 all-words task.

SE2
POS Adj. Noun | Verb Adv.
#Tokens | 404 1065 |535 265
IMS 72.03% | 75.39% | 46.54% | 81.89%
Our model | 72.28% | 75.96% | 48.60% | 82.26%
Diff. +0.25% | +0.57% | +1.06% | +0.37%

4 Related Work

WSD is a well-known topic, and many related papers have been published. Navigli
(2009) had given a good survey of this field. Based on the classification method
adopted, the task of WSD could be divided into (1) Supervised (Tratz et al. 2007;
Hatori et al. 2009; Zhong and Ng 2010; Chen et al. 2014), (2) Unsupervised (Agirre
et al. 2014; Chen et al. 2009), and (3) Semi-supervised (Mihalcea 2004) approaches.
Among them, the supervised approach gives the best performance so far. As our
method is a supervised method for all-words WSD (Hatori et al. 2009; Zhong and Ng
2010; Taghipour and Ng 2015), we will focus and introduce this kind of approaches in
the following.

Zhong and Ng (2010) proposed a WSD system based on supervised learning, and
achieved state-of-the-art results on several Senseval and Semeval evaluations. They
adopted POS tags, content words and collocations in a 7-word local window as fea-
tures, and used a SVM to perform classification. In comparison with our approach, they
ignored the structural dependency and did not consider the correlation between various
senses.

On the other hand, Hatori et al. (2009) considered the structural dependency (via a
dependency tree) in addition to the local context mentioned above. They described
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these dependencies on the tree-structured conditional random fields. Furthermore, they
incorporated these sense dependencies in combination with various coarse-grained
sense tag sets, which are expected to relieve the data sparseness problem, and enable
their model to work even for words that do not appear in the training data. Their
approach was shown to be comparable to those state-of-the-art systems on Senseval
data-sets. In comparison with our approach, they adopted a large 60-word context
window, which would involve many irrelevant words and thus introduce additional
noisy information. Also, each sense only depends on one reference sense in their
model, which is inadequate in many cases.

5 Conclusion

To correctly classify each content word in the sentence, not only local context but also
structural context (which is mainly responsible for handling long distance sense/
lexicon dependency) is required. To take the structural context into account without
introducing too much additional noisy information, we propose a new approach to
describe various syntactic dependency relations between different words. In this
approach, after parsing a sentence into its phrase structure tree, we mark two head-
child-nodes under each sub-tree. Then we can use these head-child-nodes and syntactic
subtrees to describe the long distance dependency and multi-reference dependency
(which lets each target word be capable of depending on several non-local words).

Our contributions include: (1) Proposing a novel model to represent different
dependency relations between various senses, which is able to handle the long distance
multi-reference dependency that has not been touched in those previous WSD tasks.
(2) Proposing a way to permute the original lexicon sequence to improve the search
efficiency. (3) Showing that the structural dependency relations are useful for distin-
guish the senses of words with complex dependency relations.

Acknowledgements. The research work has been funded by the Natural Science Foundation of
China under Grant No. 61333018.
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Abstract. This paper presents an identification framework for extracting
Tibetan multi-word expressions. The framework includes two phases. In the first
phase, sentences are segmented and high-frequency word-based n-grams are
extracted using Nagao’s N-gram statistical algorithm and Statistical Substring
Reduction Algorithm. In the second phase, the Tibetan MWEs are identified by
the proposed framework which based on the combination of context analysis
and language model-based analysis. Context analysis, two-word Coupling
Degree and Tibetan syllable inside word probability are three strategies in
Tibetan MWE identification framework. In experimental part, we evaluate the
effectiveness of three strategies on small test data, and evaluate results of dif-
ferent granularity for Context analysis. On small test corpus, F-score above 75%
have been achieved when words are segmented in pre-processing. On larger
corpus, the P@N (N is 800) overcomes 85%. It indicates that the identification
framework can work well on larger corpus. The experimental result reaches
acceptable performance for Tibetan MWE:s.

Keywords: Tibetan Multi-word expression - Two-word coupling degree -
Inside word probability

1 Introduction

In real-life human communication, meaning is often conveyed by word groups, or
meaning groups, rather than by single words. Such word groups or multi-word
expressions (MWE hereafter) can be described as a sequence of words that acts as a
single unit at some level of linguistic analysis. MWEs are frequently used in everyday
language, usually to precisely express ideas and concepts that cannot be compressed
into a single word. As a consequence, their identification is a crucial issue for appli-
cations that require some degree of semantic processing (e.g. machine translation,
summarization, information retrieval). Very often, it is difficult to interpret human
speech word by word. Consequently, for an MT system, it is important to identify and
interpret accurate meaning of such word groups, or multi-word expressions, in a source
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language and interpret them accurately in a target language. However, accurate iden-
tification and interpretation of MWEs still remains an unsolved problem in Tibetan
natural language processing research.

The Tibetan alphabet is syllabic, like many of the alphabets of India and South East
Asia. Each letter has an inherent vowel /a/. Other vowels can be indicated using a
variety of diacritics which appear above or below the main letter. A syllable contains
one or up to seven character(s). Syllables are separated by a marker known as “tsheg”,
which is simply a superscripted dot. Linguistic words are made up of one or more
syllables and are also separated by the same symbol, “tsheg”, thus there is a lack of
word boundaries in the language. Consonant clusters are written with special conjunct
letters. Figure 1 shows the structure of a Tibetan word which is made up of two
syllables and means “show” or “exhibition”.

Vowel . Vowel il ~ - aa. N N ;
L v T ArgriraRme e gt R g i
;\‘q &N’N . & |g=|i? R |mma (Fr34X  |Qay[emBee (8= )
sheg
x T 6 ‘E,mx terday man|rich this |house|expensive|an [bought|did|.
oseibed oot Secondary Rohﬂm terday this rich man bought an expensive house.
Fig. 1. Structure of a Tibetan word Fig. 2. A Tibetan sentence and its translation

Tibetan sentence consists of one or more words, phrases or multi-word units.
Another marker known as “shad” indicates the sentence boundary, which looks like a
vertical pipe. Figure 2 shows a Tibetan sentence. It is segmented in line 2 and word by
word translation is given in line 3.

In this paper, we present Tibetan MWE identification framework. The rest of this
paper is organized as follows. In Sect. 2 we recall related work on multi-word
expression extraction methods. Section 3 describes the outline of our framework. We
propose the details of framework in Sect. 4. Then, in Sect. 5 we make experiments for
evaluation. Section 6 concludes the paper.

2 Related Work

The issue of MWE processing has attracted much attention from the Natural Language
Processing (NLP) community, including [1-13]. Study in this area covers a wide range
of sub-issues, including MWE identification and extraction from monolingual and
multilingual corpora, classification of MWEs according to a variety of viewpoints such
as types, compositionality and alignment of MWEs across different languages. Directly
related to our work is the development of a statistical MWE tool at Lancaster for
searching and identifying English MWEs in running text [14, 15] Trained on corpus
data in a given domain, this tool can automatically identify MWEs in running text or
extract MWEs from corpus data from the similar domain. It has been tested and
compared with an English semantic tagger [16] and was found to be efficient in
identifying domain-specific MWEs in English corpora, and complementary to the
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semantic tagger which relies on a large manually compiled lexicon. Extraction of
Chinese multi-word expressions from corpus resources as part of a larger research
effort to improve a machine translation (MT) system is reported in [17].

However, Tibetan MWE processing still presents a tough challenge, and it has been
receiving increasing attention. In Tibetan information processing, the shortage of
Tibetan language resource leads to the fact that most of the techniques related text
processing are still developing. Recently, the focus of Tibetan information processing
is gradually transferred from word processing to text processing. The Tibetan text
processing started in the early 1990s, mainly analyze statically at the beginning. Since
2003, research on Tibetan syntactic chunks [18-20] is reported. Since 2010, Nuo et al.
do research on chunk, multi-word equivalence for Chinese-Tibetan machine translation
system. Nuo et al. [21] construct Chinese-Tibetan multi-word equivalence dictionary
for Chinese-Tibetan computer-aided translation system. They present an identification
framework for extracting Tibetan base noun phrase in [22]. So far, there is no Tibetan
parser. We have built large scale Tibetan text resources recently, and we are tagging
Part-Of-Speech and labeling role right now, these corpora can form our training set and
test data. This paper presents identification of Tibetan MWEs using statistical methods.

3 Brief Description of Tibetan MWE Identification
Framework

The proposed Tibetan MWE identification framework consists of three main steps:
pre-processing step, context analyzing step, and language model-based analysis for
candidate n-grams, which are in boldface in Fig. 3. The two-word coupling degree
dictionary and Tibetan syllables inside word probability dictionary are trained from
annotated training corpus.

In pre-processing step, Tibetan corpus is word segmented and stored one sentence
per line. High-frequency strings are extracted using Nagao’s algorithm [23] and Sub-
string Reduction Algorithm [24]. They are initial candidate MWE. These candidates
determined to be a MWE based on their internal structure, pragmatic environment in
the text and semantic features.

In the context analyzing step, we use adjacent characteristic to capture pragmatic
environment in the text. We will calculate adjacent features such as adjacent categories,
adjacent pair categories, adjacent entropy etc., if the result is lower than threshold, the
candidate n-gram will be filtered as a noise; if higher, goes to the next step.

The final step is language model-based analysis step. Coupling Degree is used to
measure internal formation of a MWE; it can help us to examine whether high-
frequency string has a complete semantics or not. In this step, firstly, we scan the
candidate n-gram string word by word, and search Coupling Degree of pair of adjacent
words, if the result is less than the threshold; the word pair regarded as not a MWE but
a noise and be removed. Secondly, find inside word probabilities to determine whether
candidate string is started with or ended with common function words (i.e. stop words).
We combine Coupling Degree of adjacent words with inside word probabilities to
analyze candidate n-grams and remove the noises. Then output the remaining mean-
ingful strings to a file, they are MWEs.
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frequency n-grams
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Fig. 3. Flow chart of Tibetan MWE identification framework

In next section, we describe in detail how to identify Tibetan MWEs. Different
methods are evaluated, and we will select the method with best performance to generate
referable Tibetan MWE.

4 Tibetan MWE Identification Based on the Combination
of Context Analysis and Language Model-Based Analysis

In pre-processing stage, corpora text has been formatted and segmented. High-
frequency repeated strings from large-scale corpus contain meaningful strings
(i.e. MWE) as well as disturbance term (i.e. noises). The essence of extracting MWEs
from corpus is to remove those noises from candidate n-grams. This section will detail
the core steps of Tibetan MWE identification framework.

4.1 Context Analysis

Acting as a single unit, internal words in MWE are tightly related; external (or context)
words of MWE are loosely related. Meaningful string as an independent language unit
has a variety of different contexts in the real text. In order to describe the flexibility of
the string S’s context, we define a series of adjacent feature measures.
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Definition 1: Adjacent Set (abbreviated as NS)

Adjacent Set of a MWE are divided into Left Adjacent Set LNS and Right Adjacent
Set RNS, left or right adjacent words of the string S in corpus constitute LNS or RNS
respectively.

Definition 2: Adjacent Categories
Adjacent categories are divided into left and right either, respectively refer to the
number of elements in LNS and RNS.

Definition 3: Pair of Adjacent Set (abbreviated as PNS)

Each occurrence of left and right context word of the string S constitutes an adjacent
pair <L;, R;>, all adjacent pairs of the string S in corpus form PNS. Pair of adjacent set
can indicate the complete pragmatic environment of a string.

Definition 4: Categories of Adjacent Pair
It denotes the number of elements in the set PNS.

Definition 5: Adjacent Entropy

We name entropy of the adjacent pair of string S as Adjacent Entropy; Entropy is the
basic unit of information measure, represents the overall statistical characteristics of the
uncertainty. Frequency n; denotes occurrence of each pair of adjacent <L;, R> in
Tibetan corpus; the sum of frequencies denoted as N, the entropy of adjacent pair can
be formulated by the following:

== Tog(t) (M)

The greater adjacent entropy is, the more flexible pragmatic environment of string
S is; so that it is more likely to be a meaningful string. When the corpus smaller, types
of adjacent is relatively small, entropy’s ability to distinguish become poor.

4.2 Two-Word Coupling Degree

For each adjacent pair of words (w;w,), the Coupling Degree (short for CD) is
measured by the following formula:
VMI(wl,w2)

CD(wl,w2) = H0wT) T HwD)

)

where VMI is a variant of average mutual information; w;, w, represent occurrence of
words. VMI is defined as follows:

VMI(w1,w2) = P(wl, w2) log% + P(wI, w2) log%
- _ (3)
— P(wl,w2) — (wl w2)
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In this formula, P(wl,w2) is the probability of sentences where both w; and w,
adjacently occur. P(w1,w2) is the probability of sentences where both w; and w, won’t
occur. P(wl,w2) is the probability of sentences where w; occur with other right-hand
adjacent word but not w,. P(wl,w2) is the probability of sentences where wy, occur
with other left-hand adjacent word but not w;.

The denominator in CD(wy,w,) is a smoothing factor. A high VMI(w;,w,) value
shows that w; and w, have strong tendency to appear together. It is possible that one or
both of them are highly frequency words, where H(w) and/or H(w,) have high values.
Divided by this denominator, coupling degree of word pairs is decreased.

H refers to the entropy of a Tibetan syllable, defined as following formula:

H(s)= —[P(s)lgP(s) + P(5)1gP(5)] (4)

4.3 Tibetan Syllable Inside Word Probability

Tibetan each syllable has its own unique word-formation usage; certain syllables are
often in one or a few specific location (word-initial, word-medial, word-final) on
compound words. This paper focuses on word-initial and word-final syllable and their
probabilities to be a word.

Definition 6: inside word probability (short for IWP)
IWP is the probability of a sequence of two or more Tibetan syllables being a sequence
of independent MWE. IWP is defined as follows:

N(c,pos)
N(c,word)

(5)

Pword(cvpos) =

where value range of pos is 0 and 1; O indicates word-initial and 1 indicates word-final.

Makes statistics for N, Ny, N, of each syllable on word segmented corpus. N, N, N,
denotes the total number, the number of occurrence in the word-initial and word-final
position respectively; then word-initial IWP is the ratio of Ny and N, word-final IWP is
the ratio of N, and N.

Generally, a MWE begins with word-initial syllable of one word and must ends
with word-final syllable of another word. When too low word-initial IWP is detected
for the first syllable of a string, it might be noise. Similarly, when too low word-final
IWP is detected for the last syllable of a string, we can regard it as a noise. This rule can
effectively filter out disturbance term.

This comprehensive statistical filtering measure for n-gram syllable string is able to
extract more correct MWE. The performance of different measures, including context
analysis and language model-based analysis, on Tibetan MWE identification is given in
experimental parts.
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5 Experiments

5.1 Experimental Data

We conduct following experiments, on one hand, to validate effectiveness and feasi-
bility of context analysis and the language model-based analysis; on the other hand, to
test the ability of the framework on large-scale corpus. We have built
326,062,576-bytes Tibetan news corpus over the internet via an automatic crawler.
They are from three web sites, that are, Tibet Daily, People’s Daily and Qinghai Daily.
We will utilize this Tibetan News Corpus to evaluate extracted Tibetan MWEs in
Sect. 5.2.3. Part of this News Corpus is used in Sect. 5.2.1 and 5.2.2, which is ran-
domly selected and has MWE manual checking results. The two-word coupling degree
dictionary and Tibetan syllables inside word probability dictionary are trained from
annotated training corpus (58 MB). Parameters (i.e. Thresholds) used in the experiment
are listed in Table 1.

Table 1. Value of parameters in following experiment.

Parameter names | Function Value
Cnax Two-word integration threshold 0.9
Cin Two-word separation threshold 0.3
Pinital Tibetan syllable word-initial estimation | 0.4
Pgnal Tibetan syllable word-final estimation | 0.5

5.2 Evaluation

We will evaluate the precision (P), recall (R), f-score (F) of Tibetan MWE identifi-
cation in experimental part.

P =N;/N, (6)
R=N;/Ns (7)
F =2PR/(P+R) (8)

where N| denotes the number of correctly segmented Tibetan MWEs; N, denotes total
number of segmented Tibetan MWEs; N3 denotes the total number of Tibetan MWEs
in testing texts.

5.2.1 Evaluation for Different Strategies in Identifying Framework

Context analysis, two-word Coupling Degree and Tibetan syllable inside word prob-
ability are three strategies in Tibetan MWE identification framework. In this subsec-
tion, we will measure the different combination of these three strategies without
segmentation for pre-processing. In Table 2, CNG indicates candidate n-grams, CA
indicates context analysis, CD indicates Coupling Degree, IWP indicate inside word
probability.
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Table 2. Results for different combination of three strategies.

Different combination P R F

CNG 0.03/1.0 | 5.83%
CNG + CA 0.090.70 | 15.95%
CNG + CD 0.040.94| 7.67%
CNG + IWP 0.05/0.89 | 9.47%
CNG + CA + CD 0.13/0.70 | 21.93%
CNG + CA + IWP 0.20 [ 0.68 | 30.91%
CNG + CD + IWP 0.05/0.87 | 9.46%
CNG + CA + CD + IWP | 0.41 | 0.67 | 50.87%

Table 2 illustrates the comparison results for various combinations of three strate-
gies. CNG is the baseline, the f-score of CA is the best when these strategies indepen-
dently used. It means CA is most effective. IWP is better than CD; the recall of CD is the
best. In pair-wise testing, combination with CA is better than without CA. It shows that
context analysis prior to language model-based analysis is reasonable. CA can eliminate
many noises, while language model-based analysis works as a supplement filter.

1 l\
0.9
0.8 \
0.7 \ — —

0.6
0.5

0.4
/ E
03

0.1 '/_

CNG CNG+CA CNG+CA+CD CNG+CA+CD+IWP

Fig. 4. Results of ascending series of the strategies

As we see from Fig. 4, each step of filtering operations greatly improved the
precision, while reduced the recall smoothly. It means each filtering strategies works
well. CA missed correct candidate MWE more due to the small size of test corpus, it
leads to the reduction of the recall. On a large scale corpus, the problem can weaken.

5.2.2 Evaluation for the Effect of Context Analysis Granularity

Context analysis granularity is syllable or word. In this subsection, we will evaluate the
different granularity of CA. In pre-processing step, sentences in test corpus are seg-
mented or unsegmented will produce n-gram words or n-gram syllables respectively.
Results are in Table 3.
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Table 3. Comparison of different granularity.

Context analysis granularity | P | R F
Syllable (unsegmented) 0.4110.67 | 50.87%
Word (segmented) 0.74 1 0.78 | 75.95%

Table 3 shows that, both precision and recall significantly improved when
word-segmented in pre-processing. The reason is word-segmentation can avoid the
“semi-meaningless word”.

5.2.3 Evaluation on Large Corpus

Preliminary experimental results, on small scale of corpus, illustrate the effectiveness of
the combination of context analysis and language model-based analysis. The following
test will be made on the whole corpus. The size of whole corpus is too large, manually
check all extracted MWE:s is impractical. In order to quantify the result, sort the results
by the frequency or adjacent categories, and then P@N measure is used.

0.95

0.9

0.85
=&=sort on frequency

0.8 -

== sort on adjacent
categories

0.75

0.7

0.65

0.6 T T T T T T T T T |
100 200 300 400 SO0 600 700 800 9001000

Fig. 5. Evaluation on large data corpus

Figure 5 shows the P@N results in two different sort order, the frequency and
adjacent categories respectively. Comparative analysis of results found that sorting by
adjacent categories is effective than the frequency. When N changes from 100 to 1000,
results of adjacent-categories-based sorting keep steady above 80%. In terms of one
curve, the P@N first increase and then decline. It is because of some high frequency
stop-word list are in the identification results in 300 best.

The experimental results demonstrate that three strategies in framework can
improve the precision of MWEs identification; the context analysis is indeed helpful to
promote the accuracy and recall rates of Tibetan MWEs on large scale corpus.
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6 Conclusion

We are in the initial stage of identification of Tibetan MWEs. On the basis of the
existing resources of our group, we propose Tibetan MWE identification framework
and implement all its components. As a result, it works on different scale of corpus. On
small test corpus, the best F-score achieves 75.95%. On larger corpus, the P@N (N is
800) overcomes 85%. With only minor adjustment, it can be ported to other languages.
Due to the lack of resources and previous technology, the result is acceptable. Further
improvement is needed to become practically applicable for MT system.
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Abstract. In this paper, we present an approach to building depen-
dency parsers for the resource-poor languages without any annotated
resources on the target side. Compared with the previous studies, our
approach requires less human annotated resources. In our approach, we
first train a POS tagger and a parser on the source treebank. Then,
they are used to parse the source sentences in bilingual data. We obtain
auto-parsed sentences (with POS tags and dependencies) on the target
side by projection techniques. Based on the fully projected sentences, we
can train a base POS tagger and a base parser on the target side. But
most of sentence pairs are not fully projected, so we get lots of partially
projected sentences. To make full use of partially projected sentences,
we implement a learning algorithm to train POS taggers, which leads to
better parsing performance. We further exploit a set of features from the
large-scale monolingual data to help parsing. Finally, we evaluate our
proposed approach on Google Universal Treebank (v2.0, standard). The
experimental results show that the proposed approach can significantly
improve parsing performance.

Keywords: Dependency parsing - POS tagging - Resource-poor
languages - Bilingual data

1 Introduction

Since the contribution of Penn Treebank [17], statistical parsing has attracted a
lot of researchers. Many supervised algorithms have been proposed on phrase-
structure parsing, dependency parsing and other formalisms [6,12,19,23,24,32].
The experimental results in recent studies show that these supervised methods
have achieved high levels of accuracies on treebanks of several languages [20].

However, there are many languages lack human annotated resources which
are available for the major languages, such as English. One solution is to man-
ually create treebanks for the resource-poor languages which requires high cost.
Thus, there are a vast amount of researchers working on unsupervised gram-
mar induction on unannotated data [5,8,9]. Unfortunately, the performance of
the unsupervised grammar induction is significantly lower than the supervised
methods.

© Springer International Publishing AG 2016
C.-Y. Lin et al. (Eds.): NLPCC-ICCPOL 2016, LNAT 10102, pp. 27-38, 2016.
DOI: 10.1007/978-3-319-50496-4_3
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In recent years, many researchers work on transferring linguistic structures
across languages to build high performance dependency parsers for the resource-
poor languages. McDonald et al. [22] propose directly transferring delexicalized
models which based on universal POS tags. The performance of delexicalized
parsers significantly outperform state-of-the-art unsupervised grammar induction
models. Ma and Xia [15] and Rasooli and Collins [27] both use bilingual data
as a bridge between a source resource-rich language and a target resource-poor
language. They obtain state-of-the-art performance on Google Universal Tree-
bank (v2.0, standard)!. However, the main problem in their methods is that they
assume the target language has annotated data for training a POS tagger.

In this paper, we present an approach to building a dependency parser for
the target language without any annotated resources on the target side. In our
approach, the input resources include the treebank of source side, bilingual data
and the large-scale monolingual data of target side. We first train a POS tagger
and a parser on the source treebank. Then, they are used to parse the source
sentences in bilingual data. The information of POS tags and dependencies are
transferred by projection techniques via word alignment. After transferring, we
obtain the auto-annotated sentences on the target side. Based on the fully pro-
jected sentences, we can train a base POS tagger and a base parser on the target
side. But most of sentence pairs are partially projected. To make full use of the
partially projected sentences, we implement a learning algorithm to train a POS
tagger which leads to better parsing performance. We further exploit a set of fea-
tures from the large-scale monolingual data including word-cluster based features
and subtree based features to help parsing. Finally, we evaluate our proposed
approach on six languages of Google Universal Treebank (v2, standard). The
experimental results show that the proposed approach can significantly improve
parsing performance.

In summary, our contributions are as follows:

1. We propose an approach to building dependency parsers for the target lan-
guages without any annotated resources on the target side. Compared with
the previous studies, our work requires less human annotated resources.

2. We implement a learning algorithm to train a POS tagger on partially anno-
tated data which can improve parsing performance. We further improve the
systems by exploiting a set of features extracted from monolingual data.

2 Owur Approach

In this section, we describe our approach of building dependency parsers for tar-
get languages. The framework of our approach is shown in Fig. 1. The approach
includes three parts: (1) Projecting dependencies and POS tags: the informa-
tion of POS tags and dependencies are transferred via projection. (2) Building
POS taggers and parsers: the models are trained on the auto-annotated data.
(3) Enhancing the parsers: a set of features are exploited from large-scale mono-
lingual data.

! https://code.google.com/p/uni-dep-tb/.
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Fig. 1. The framework of our approach. Processing of English (source) and German
(target) as an example.

2.1 Data Preprocessing

We first preprocess source sentences in bilingual data. In order to get syntactic
information on source side, a source POS tagger and parser are trained on human
annotated treebank. The tagger and parser are used to process the source sen-
tences. Finally, to get correlations between two languages, we create alignments
on bilingual data by word alignment tools.

2.2 Projecting Dependencies and POS Tags

Following Rasooli and Collins [27], we now give a brief description of transferring
knowledge on bilingual data.

For kth parallel sentence pair S¥ = S¥ . .. ka_ and TF =TF ... Tt’z_, where S¥
and T} are i and j word in source and target sentence respectively, sj. and
t are the length of S* and T*. Ay ; is an integer representing which word in
kth source sentence is aligned to the target j** word.

The source sentences in bilingual data are parsed and each can provide a
dependency set Dy ; = {(h,d)}, where [ € {s,t} means a source or target lan-
guage sentence, k is k** parallel pair, h and d represent head index and dependent
index in sentence which can form a dependency relation.

Dkﬁt = {(Z7J)|(Ak‘,l7Ak,j) S Dk,saiaj =0.. 'tkv Z# .7} (1)
Tfull = {Dk,t‘(*,i) S Dk,t,Vi =1.. e A Dkﬂg S P} (2)

For k" target sentence, if Ay, and Ay ; belong to the dependency Set Dy, 4,
then we say the two words in target sentence can build a dependency and (i,j)
will be added to the target dependency set Dy, ;. If all words in target sentence
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have formed a dependency, which means every word has exactly one head and the
resulting structure is a legal parse tree, we say the k' target sentence receives
a fully projected parse tree.

) ) P
Root I should like to make just a few comments

ROOT PRON VERB VERB PRT VERB ADV DET ADJ NOUN

ROOT PRON VERB ADV ADJ N()ijN VERB
Root Ich mochte nur wenige Anmerkungen machen

=

Fig. 2. An example of projecting dependencies and POS tags. If two aligned words of
two target words exist a dependency relation in source parsed sentence, this dependency
relation is transferred to the target words. In this example, target words “Ich” and
“mochte” have aligned words “I” and“like”, meanwhile there is a dependency relation
in source sentence: “I « like”. So we can get a dependency relation: “Ich < mdochte”.
POS tags are also transferred when a dependency relation is generated.

During projecting, the POS tags are also transferred from the source side
to the target side. Ma and Xia [15] and Rasooli and Collins [27] both train a
supervised POS tagger for each target language on the human annotated training
data. As an alternative solution, we also transfer the POS tags.

In our solution, the POS tags of target words are directly copied from the
aligned words in the source sentences. Figure 2 shows an example of projecting
dependency and POS tag from parallel sentences between English and German.

Since some words on the target side are not aligned during projection, they
remain unannotated. Therefore, we obtain some fully projected sentences and
lots of partially projected sentences.

2.3 CRF-Based POS Tagging Model

This section describes how to build base POS taggers and how to use partially
projected sentences to improve the accuracy of POS taggers.

Before parsing we need to tag the input sentences with POS tags. We use the
fully projected sentences as training data since each word has projected with a
POS tag. Then a base POS tagger is trained by a CRF-based model.

However, we find that about 95% of the sentences (German for example)
in bilingual data are partially projected. In order to fully exploit the projected
data, the key challenge is how to let our CRF-based POS tagger learn from
partially annotated data. Marcheggiani and Artiéres [16] show that a CRF-based
POS tagger can naturally and effectively learn from partially annotated data by
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converting a partially tagged sequence into an exponential-size set of POS tag
sequences and using all POS tags as the gold-standard reference during training,
also known as ambiguous labeling [28,30].

We directly use the basic CRF-based tagger implemented in Li et al. [13] to
learn from partially projected sentences.

2.4 Graph-Based Dependency Parsing Model

After projecting dependencies in bilingual data, we select fully projected sen-
tences of target side to train a base parser.

We use a graph-based model described in Chen et al. [4] to build depen-
dency parsers. The algorithm proposed by Carreras [2] is used for decoding and
the Margin Infused Relaxed Algorithm (MIRA) [7,18] is used to train feature
weights. We use the feature templates of Chen et al. [4] as our feature templates,
which produces state-of-the-art accuracies.

3 Enhancing the Parsers

In the above section, we build dependency parsers for resource-poor languages
with the help of bilingual data. However, the performance is still not good since
the auto-generated training data on the target side contains noise. In this section,
we further enhance the parsers by exploiting additional features from large-scale
monolingual data.

3.1 Subtree Based Features

Firstly, we use base POS tagger and base parser to process sentences in mono-
lingual data. Then, we extract subtrees in a similar way used in Chen et al. [3].
Finally, the subtrees are classified into several sets based on frequency of sub-
tree. Before describing the details about subtrees, we will discuss the differences
between Chen et al. [3] and this paper. First, the work in Chen et al. [3] only focus
on two languages: English and Chinese, while we work on six languages. Second,
the parsers they used to obtain auto-parsed data achieve higher performance
than ours since their models are trained on treebanks. It is very interesting to
see whether the subtree-based method can work under our settings.

We extract two types of subtrees: bigram-subtree and trigram-subtree. If
a subtree contains two nodes, it is a bigram-subtree. If a subtree contains
three nodes, we call it a trigram-subtree. For extracting trigram-subtrees, we
focus on two common structures: sibling-type and parent-child-grandchild type
(grandchild-type, for short).

After finished subtree extraction, we classify the subtrees into four types
based on the frequency. The top 10% most frequent subtrees are added a high-
frequency (HF) label, the top 20% most frequent subtrees are added a middle-
frequent (MF) label, and left are added a low-frequency (LF) label. If a subtree
is unseen in subtree list, we add a ZERO label. Table 1 shows the subtree based
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Table 1. Subtree based features.
Table 2. Word-cluster based features.
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features, where h refers to the head word, d refers to the dependent word, cy,
refers to the child word of the head, ¢4 refers to the child word of the dependent,
—1 refers to the word to the left of the target word, 41 refers to the word to the
right of the target word, label(h,d) is a label of subtree (h,d) and T'[1 — 7] refer
to the type of the corresponding feature template.

3.2 Word-Cluster Based Features

The word-cluster based method can reduce the need for supervised data [11], we
use them as additional features to relieve sparse problem on target languages.
Besides, word-cluster information only relies on unannotated data, so it is feasible
in our task.

We use the implementation [14] of Brown algorithm [1] to provide word-
clusters. The word-clusters are represented as a bit string. For example, the word
“apple” and the word “pear” are represented as “00110000” and “00110001”,
respectively. The length of the bit string means the degree of the clusters. We
use the same feature set as used in Koo et al. [11]. Both short bit string prefix
and full bit string clusters are used in first and second order parsing models.
Table 2 shows some examples of word-cluster based features, where h, d, cp, cq
represent head, dependent, sibling and grandchild, respectively. 4, 6, * means
the 4, 6, full bit length of word-cluster. ¢, p, w means word-cluster, POS tag and
word.

4 Experiments

In the experiments, we use English as source language, the target languages are
German (de), Spanish (es), French (fr), Italian (it), Portuguess (pt) and Swedish
(sv). Unlabeled accuracy score (UAS) is used to measure the performance on all
sentence length, excluding punctuation.

4.1 Data Sets

We use six languages in version 2.0 of Google Universal Treebanks [21] as our
test data. And the English portion is used to train a supervised source language
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parser and POS tagger. We use EruoParl data [10] as bilingual data. Sentences
in bilingual data are tokenized? before parsing and performing alignments with
Giza++ toolkit [25]. The Giza++ toolkit will generate results from both aligned
directions, we combined them to get intersection results. In order to fast our
system, we removed the sentences with length greater than 80. The large-scale
monolingual data for target languages are obtained from wikipedia®. We ran-
domly select 2 millions sentences for each language after tokenization.

4.2 Results on POS Tagging

In this section, we conduct the experiments to evaluate the performance of POS
tagging. The POS tag set we used in this paper is the universal POS tag set
defined by Petrov et al. [26]. There are 12 tags in total: NOUN (nouns), VERB
(verbs), ADJ (adjectives), ADV (adverbs), PRON (pronouns), DET (determin-
ers and articles), ADP (prepositions and postpositions), NUM (numerals), CONJ

[

(conjunctions), PRT (particles), ‘" (punctuation marks) and X (others).

Table 3. POS tagging accuracies on different languages of (1) the POS tagger only
trained on fully projected sentences and (2) the POS tagger trained on sentences that
at least 80% words have POS tags.

Lang de es fr it pt SV avg
#sent w/ 100% proj 23k |24k |17k |15k |16k |47k |24k
accuracy 87.58 | 85.24 | 85.51 | 87.18 | 88.55 | 87.32 | 86.90
#sent w/ above 80% proj | 57k | 187k | 112k | 114k | 120k | 240k | 138k
accuracy 88.25 | 84.80 | 86.91 | 88.44 | 89.06 | 87.78 | 87.54+0.64

Table 3 shows the statistics on POS tagged training data that we obtained
for target languages. We first use fully projected sentences as training data to
train POS taggers. Then, we add the partially projected sentences in which at
least 80% words have the POS tags to train new POS taggers. The results are
evaluated on test data from treebanks. From the table, we find that the average
accuracy of our POS taggers is about 86.90% when training on fully projected
sentences. After adding partially projected sentences, the POS tagging accuracy
has a 0.64 average absolute improvement which achieves 87.54%. As reported
in Ma and Xia [15], the average accuracy of POS taggers which trained from
hand-annotated data is around 95%. Although there is a big gap between our
accuracy and the supervised accuracy, it is reasonable since our method only
depend on alignment information and source resources.

2 https://github.com/moses-smt /mosesdecoder/blob/master /scripts/tokenizer /tokeni
zer.perl.
3 https://dumps.wikimedia.org/.
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4.3 Results on Parsing

In this section, we evaluate the parsing performance on six target languages.
Table 4 lists all results of first-order and second-order systems.

Table 4. Parsing results on Google Universal Treebank (v2.0, standard). We use first
and second order models respectively. “base” is the baseline model that parsers POS
taggers are trained by fully projected sentences. “+p” means adding the partially pro-
jected sentences to train POS taggers. “+st” represents adding subtree based features
and “+4cl” is adding word-cluster based features.

First order

Lang | Base | +p +p+st +p+cl +p+st+-cl
de 61.62 | 62.09+0.47 | 63.66+2.04 | 65.61+3.90 | 64.85+3.23
es 68.63 | 69.06+0.43 | 70.58+1.05 | 71.40+42.77 | 71.75435.12
fr 67.51 | 68.11+0.60 | 68.65+1.14 | 68.42+0.91 | 69.05+1.54
it 69.43 | 71.05+1.62 | 70.6241.10 | 71.8542.42 | 71.89+42.46
pt 66.70 | 68.86+2.16 | 69.7043.00 | 71.2144.51 | 71.49+4.79
sV 72.56 | 72.38-0.18 | 73.01+0.45 | 72.74+0.18 | 73.13+0.57
avg | 67.74 | 68.59+0.85 | 69.37+1.63 | 70.21+2.47 | 70.36+2.62
Second order
Lang | Base | +p +p+st +p+-cl +p+st+cl
de 64.67 | 65.06+0.30 | 65.71+1.04 | 67.04+2.37 | 67.62+2.95
es 70.29 | 71.04+0.75 | 71.66+1.37 | 73.23+2.04 | 73.62+3.33
fr 68.62 | 69.71+1.00 | 70.9742.35 | 70.7442.12 | 70.7942.17
it 70.00 | 71.69+1.69 | 72.10+2.10 | 72.66+2.66 | 72.82+2.52
pt 68.12 | 70.34+2.22 | 71.30+3.18 | 72.54+4.42 | 72.94+4.52
SV 73.88 | 73.70-0.15 | 73.84—0.04 | 73.87—0.01 | 74.4210.54
avg |69.26 | 70.26+1.00 | 70.93+1.67 | T1.68+2.42 | 72.05+2.79

Parsing with Base POS Taggers. The base parser is trained by fully pro-
jected sentences. From the “base” column, it has a performance of 67.74% in
first order and 69.26% in second order. The “base” model in second order model
has a 1.52 absolute improvement than in first order model. As mentioned before,
our approach is totaly an automatic system that can provide POS taggers and
dependency parsers for target languages. There is no previous work can be com-
pared directly, so we use these results as our Baseline.

Parsing with New POS Taggers. Meanwhile, when we add partially pro-
jected sentences to train new POS taggers for giving POS tags, the parsing
performance has an obvious improvement due to the improvement on POS tag-
ging accuracy. It achieves 68.59% and 70.26% in first and second order models,
respectively.
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Parsing with Subtree Based Method. From Table4, we can see that the
subtree based method also has an improvement on baseline. Both first order and
second order models, it gives about a 1.6 average absolute improvement.

Parsing with Word-Cluster Based Method. Following Téackstrom et al.
[31], the number of word-clusters is set to be 256. As shown in “4p+-cl” col-
umn, a 2.47 and 2.42 absolute improvement have got for both first and second
order models. When we directly minus the improvement caused by “+p”, the
improvement is still impressive.

Parsing with Hybrid Method. Our training algorithm can combine subtree
and word-cluster features to train a new model. When adding these features at
the same time, both first order and second order models can get the best results.
Especially the second order model reaches an average UAS of 72.05% for six
languages which is also the best performance in this paper.

Compared with Ma and Xia [15] (76.67%) and Rasooli and Collins [27]
(78.89%)*, our parsers perform a little worse. However, our approach does not
require any annotated resources on the target side while theirs need human-
annotated POS tags for target sentences. This indicates that there still has
much room to improve our parser. In future work, we will consider to combine
the techniques in their approaches with ours.

5 Related Work

Some work focus on unsupervised grammar induction methods. Based on shared
logistic normal distribution, Cohen and Smith [5] modify the EM algorithm for
learning a probabilistic grammar. Spitkovsky et al. [29] combine several simple
algorithms to build organized networks. Unfortunately, the unsupervised meth-
ods significantly lag behind supervised methods.

Some work focus on syntactic information transferring from resource-rich
languages. Based on a universal POS tag set for different languages, McDonald
et al. [22] train delexicalized parsers which can directly parse target languages.
Téackstrom et al. [30] apply typological and language-family features to a dis-
criminative parser.

Recently, work based on parallel data get a high accuracy. Ma and Xia [15] use
unannotated data as entropy regularization and parallel guidance to train prob-
abilistic parsing models for resource-poor languages. Based on alignment infor-
mation and the dependency relations in source sentences, Rasooli and Collins
[27] propose a density-driven method which get state-of-the-art performance.

Based on parallel data, dependencies transfer is a useful method to deal with
the dependency parsing problem on languages which lack manually annotated
resources. Our approach is inspired by Rasooli and Collins [27], we use the similar
way to obtain dependency projected sentences in bilingual data. However, they
add soft POS tag constraints since they assume the target words have POS
tags. The main difference in this paper is that the POS tags for target sentence

4 When using multiple source languages, they get an average accuracy of 82.18%.



36 J. Yu et al.

is generated by projected sentences instead of tagging by a POS tagger trained
on treebank. In this way, our approach is more practical to apply on resource-
poor languages. Meanwhile, we demonstrate the utility of subtree based and
word-cluster based methods on six languages.

6 Conclusions

We present a simple yet effective approach for parsing resource-poor languages
without any supervised direction. In our approach, we use partially projected
sentences to improve the accuracy of POS taggers that later results in better
parsing performance. Subtrees from auto-parsed data and word-clusters from
unannotated data are used to further improve the performance of parsing models.
We first obtain projected parse trees from bilingual data, and the POS tags are
directly copied from source word in projected word pair. Second, base parsers
are trained by these fully projected sentences. We train POS taggers using fully
projected and partially projected sentences. Finally, we add subtree based and
word-cluster based features to enhance the parsers. In this approach, bilingual
data and monolingual data are raw resources that the target language can easily
provide, which makes our approach more practical than the previous studies.
Future work we will consider more on the accuracy of POS tags and enlarge the
train data for dependency parser.
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Abstract. Semantic interaction between text segments, which has been
proven to be very useful for detecting the paraphrase relations, is often
ignored in the study of paraphrase identification. In this paper, we
adopt a neural network model for paraphrase identification, called as
bidirectional Long Short-Term Memory-Gated Relevance Network (Bi-
LSTM+GRN). According to this model, a gated relevance network is
used to capture the semantic interaction between text segments, and
then aggregated using a pooling layer to select the most informative
interactions. Experiments on the Microsoft Research Paraphrase Corpus
(MSRP) benchmark dataset show that this model achieves better perfor-
mances than hand-crafted feature based approaches as well as previous
neural network models.

Keywords: Gated relevance network - Paraphrase identification -
LSTM

1 Introduction

Paraphrase Identification is usually formalized as a binary classification task,
which determines whether two text segments of arbitrary length and form con-
tain the same meaning. Identifying paraphrases plays an important role in ques-
tion answering [1], text similarity measures [2], natural language inference [4]
and plagiarism detection [3]. For instance, one would like to detect that the
following two sentences are paraphrases:

S1. The settlement includes $4.1 million in attorneys’ fees and expenses.
S2. Plaintiffs’ attorneys would get $4.1 million of the settlement.

Recently, neural network models have been increasingly focused on for their
ability to minimize the effort in feature engineering of NLP tasks [5-7]. Deep
feature learning has also been explored in paraphrase identification. [8] uses
unsupervised recursive autoencoders to compute representations on all levels of
a parse tree. These features are used to measure the word- and phrase-wise sim-
ilarity between two sentences. [9] adopts convolutional neural network models
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for paraphrase identification. [11] learns multigranular sentence representations
using convolutional neural network (CNN) and models interaction features at
each level. These features are then fed to a logistic classifier for paraphrase iden-
tification. [12] first models each sentence using a convolutional neural network
that extracts features at multiple levels of granularity and then uses multiple
types of pooling to find the most informative features.

Until now, most works on paraphrase identification focus only on feature
extraction. On the other hand, in paraphrase identification, a proper modeling
of the feature-feature interaction is also very important. For instance, consider
the example inputs:

S1. Other changes in the plan refine his original vision, Libeskind said.
S2. Many of the changes are improvements to the original plan, Libeskind said.

In the above examples, although S1 and S2 have different syntactic struc-
tures, S1 is a paraphrase of S2 since both of them express the same meaning,
and “refine” and “improvements” are synonyms. S1 and S2 own intensive seman-
tic correlations, which determine the paraphrase relationships between two sen-
tence. Therefore, how to acquire the semantic correlation or interaction between
sentence pairs is of great value for paraphrase identification.

In this paper, based on our previous work, we leverage a neural network model
for paraphrase identification, called as bidirectional Long Short-Term Memory-
Gated Relevance Network (Bi-LSTM+GRN), which is originally proposed to
detect implicit discourse relation [13]. In order to preserve the contextual infor-
mation around the word, we encode the text segment to its positional represen-
tation via a recurrent neural network, specifically, a bidirectional LSTM. Then,
to capture the interaction between text segments, we adopt a gated relevance
network to capture the semantic interaction between those positional represen-
tations. Finally, all the interaction scores generated by the relevance network are
fed to a max pooling layer to find the strongest interactions. We then aggregate
them to predict the paraphrase relation through a multi-layer perceptron (MLP).
Our model is trained end to end by back-propagation. The main contribution of
this paper can be summarized as follows:

(1) A gated relevance network is adopted to capture the semantic interaction
between text segments, and then aggregated using a pooling layer to select
the most informative interactions.

(2) In order to preserve the contextual information, we encode the text segment
to its positional representation through a bidirectional LSTM.

(3) We conduct experiments on the Microsoft Research Paraphrase Corpus
(MSRP). Extensive experimental results demonstrate that the neural net-
work is effective for paraphrase identification.

2 Related Works

Prior works on paraphrase identification have mainly focused on feature engi-
neering. Several types of features have been found useful, including: (1) string
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similarity metrics such as n-gram overlap and BLEU score [14,15], as well as
string kernels [16]; (2) syntactic operations on the parse structure [17,18]; and
(3) distributional features obtained by latent semantic analysis [19,20].

Recent work has moved away from handcrafted features to modeling with
distributed representations and neural network architectures. [8] computes the
representations of constituents in a binarized constituent parse using recursive
neural network. [21] first uses matrix factorization techniques to obtain sentence
representations, and combines them with fine-tuned sparse features using an
SVM classifier for paraphrase identification. [9] proposes convolutional neural
network models for matching two sentences. They perform comparisons directly
over sentence representations without considering the positional information. [22]
proposes a tree-based LSTM neural network architecture for sentence modeling.
[11] also develops a convolutional neural network architecture for paraphrase
identification. [12] first models each sentence using a convolutional neural net-
work that extracts features at multiple levels of granularity and then uses mul-
tiple types of pooling to find valuable features. [10] is very similar to our work.
The tensor layer is used for modeling the interactions between two text segments
in semantic matching task.

Our method is different to these research in several ways. First, we do not
use syntactic parsers, yet our method still outperforms [22] on the paraphrase
identification task. This result is appealing because high-quality parsers are dif-
ficult to obtain for low-resource languages or in specialized domains. Second, we
encode the text segment to its positional representation through a bidirectional
LSTM, which is able to capture some latent linguistic structures. Third, we use
a gated relevance network to capture the semantic interaction between the inter-
mediate representations of the text segments, which is shown to be very effective
for paraphrase identification.

3 Methodology

The architecture of our method is shown in Fig. 1, which is composed of such
components as word representation, Bi-LSTM based sentence modeling, gated
relevance network, max-pooling and MLP. In the following sections, we will
illustrate the details of the proposed framework.

3.1 Embedding Layer

In the word representation component, each input word token is transformed
into a vector by looking up word embeddings. It is reported in [5] that word
embeddings learned from large amounts of unlabeled data are far more satis-
factory than the randomly initialized embeddings. Currently, there are many
pre-trained word embeddings that are freely available [25]. A comparison of the
available word embeddings is beyond the scope of this paper. Our experiments
directly utilize the publicly available word embeddings trained on 100 billion
words of Google News by [25].
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Fig. 1. A illustration of bidirectional LSTM-GRN for paraphrase identification.

3.2 Sentence Modeling with Bi-LSTM

The recurrent neural network is suitable for modeling sequential data by nature,
as it keeps a hidden state vector h, which changes with input data at each step
accordingly [26-28].

One problem of the recurrent neural network is known as gradient vanishing
or exploding. This leads to the difficulty of training. Long short term memory
(LSTM) units are proposed in [29] to overcome this problem. The main idea is
to introduce an adaptive gating mechanism, which decides the degree to which
LSTM units keep the previous state and memorize the extracted features of the
current data input.

Concretely, the LSTM-based recurrent neural network comprises four compo-
nents: an input gate i;, a forget gate f;, an output gate o;, and a memory cell ¢;.

it = (T(Wi.l't + Ui.ht,1 + bz) (1)
ft = O'(Wf.l‘t + Uf.ht_l + bf) (2)
[ O'(Wo.xt + Uo.htfl + bo) (3)
g+ = tanh(Wy.xy + Ug.hy—1 + by) (4)

The three adaptive gates i¢, f;, and 0; depend on the previous state h;_1 and
the current input z;. An extracted feature vector g; is also computed by Eq.4,
serving as the candidate content.

The current memory cell ¢; is a combination of the previous cell content ¢;_1
and the candidate content g;, weighted by the input gate i; and forget gate f,
respectively.
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=1 ® g+ fr @i (5)

The output of LSTM units is the recurrent networks hidden state, which is
computed as follows.
h; = 0, ® tanh ¢; (6)

In the above equations, o denotes a sigmoid function; ® denotes element-wise
multiplication.

We use the bidirectional LSTM to capture the context from both the past
and the future [31]. Two separate LSTMs are used to preserved the previous and
future context information in the bidirectional LSTM model, one encodes the
sentence from the start to the end, and the other encodes the sentence from the
end to the start. Therefore, we can gain two representations E) and E at each
position t of the sentence. Then we concatenate them to get the intermediate
representation at position ¢, i.e. hy = [E, (h_t] h; is interpreted as a representation
summarizing the word at position ¢ and its contextual information. A illustration
for the bidirectional LSTM are shown in Fig. 2.

Fig. 2. A illustration of bidirectional LSTM.

3.3 Gated Relevance Network

X = x1,29,...,2, and Y = y1,¥2,...,y, are two text segments, and we use a
bidirectional LSTM to get their positional encoding Xj = xn,,n,, ..., zn, and
Yh = Yy, Yhas -, Yn, respectively. Then the relevance score is computed between
every intermediate representation pair x5, and yp,,;. Generally, the main methods
to measure their relevance include cosine distance, bilinear model [32,33], single
layer neural network [34], etc.

Bilinear Model is defined as follows:

8(ha, hyj) = hgiMh’yj (7)

M e R¥>* The bilinear model is a simple but efficient way to incorporate the
strong linear interactions between two vectors. But this model has a weakness,
which is the lack of ability to deal with nonlinear interaction.
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Single Layer Network is defined as:

ha,

S(hecol) =1V [ 1] +0), ®)

Yj

where f represent a standard no-linear function, V' € RF*%n e R¥, and
u € R*. The single layer network could capture nonlinear interaction, while at
the expense of a weak interaction between two vectors.

Each of the two models have its own advantages, and they can not take the
place of each other. In our work, we adopt gated relevance network to incorporate
the two models through the gate mechanism, which can capture more complex
semantic interactions more powerfully. The incorporated model, namely gated
relevance network (GRN), is defined as:

s(hﬂcmhyj) = UT(Q © hiM[l:T]hZ/g‘

hﬂwb),

9
Ha-gosv ) ?)

Yi

where f is a standard no-linear function, M1 € R dn>dn ig 4 bilinear tensor.

The tensor product hz;M (L] hy, results in a vector m € R", where each entry
is computed by one slice k = 1,2, ...,r of the tensor: my = hgiM[“] hy,. V €
R™%n e R" and u € R". g is a gate expressing how the output is produced
by the linear and nonlinear semantic interactions between the inputs, defined as:

ha,

g=0o(W, [h } +by), (10)

Yi

where W, € R™*?% b € R", and ¢ denotes the logistic sigmoid function.

The gated relevance network will produce a semantic interaction score for
the intermediate representation of two text segments between them. Thus the
output of the gated relevance network for two text segments is an interaction
score matrix.

3.4 Max-Pooling Layer and MLP

The paraphrase relation between two text segments is often dominated by some
strong semantic interactions, therefore, we adopt the max-pooling strategy which
partitions the score matrix as shown in Fig.1 into a set of non-overlapping
sub-regions, and for each such sub-region, outputs the maximum value. The
pooling scores are further reshaped to a vector and fed to a multi-layer percep-
tron (MLP). For the task of paraphrase identification, the outputs of the whole
network are the probabilities of two different classes, which is computed by a
softmax function after the fully-connected layer. We name the full architecture
of our model Bi-LSTM+GRN.
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3.5 Model Training

Deep architecture with gated relevance network for paraphrase identification
could be stated as a parameter vector 6. Given a text segment pair (X,Y") and
its label [, the training objective is to minimize the cross-entropy of the predicted
and the true label distributions, defined as:

C
LIX, Y380 == 1log(ly), (11)
j=1

where [ is the one-hot representation of the ground-truth label /; 1 is the predicted
probabilities of labels; C' is the class number.

To minimize the objective, we use stochastic gradient descent with the diag-
onal variant of AdaGrad [30] with minibatches. The parameter update for the
i-th parameter 6, ; at time step ¢ is as follows:

a
016 = 0115 — —F——01,i, (12)

t
ZT:] g‘IQ',’L

where « is the initial learning rate and g, € RI?~:l is the gradient at time step
7 for parameter 6, ;.

4 Experiments

4.1 Dataset and Evaluation Metrics

To evaluate the performance of our method, we use the Microsoft Research Para-
phrase Corpus (MSRP)[35]. The dataset consists of 5,801 sentence pairs, which
contains 4,076 instances for training and 1,725 for test, respectively. The aver-
age sentence length is 21, the shortest sentence has 7 words and the longest has
36. Each sentence pair is annotated with a binary label indicating whether the
two sentences are paraphrases, so the task here is a kind of binary classification.
The training set contains 2753 true and 1323 false paraphrase pairs; the test set
contains 1147 true and 578 false pairs. Systems are evaluated by the accuracy
and macro-averaged F'1 score.

4.2 Parameter Settings

In this section, we experimentally study the effects of different kinds of para-
meters in our proposed method: word embedding size, pooling size, number of
tensor slices, learning rate, and minibatch size. For the initialization of the word
embeddings used in our model, we use the publicly available word2vec vectors
that were trained on 100 billion words from Google News. The vectors have
the dimensionality of 300 and were trained using the continuous bag-of-words
architecture [25]. Words not presented in the set of pre-trained words are ini-
tialized randomly. All the text segments are padded to have the same length of



46 Y. Shen et al.

30, and the intermediate representations of LSTM are also set to 50. The other
parameters are initialized by randomly sampling from the uniform distribution
in [—0.1,0.1].

For other hyper-parameters of our proposed model, we take those hyper-
parameters that achieved best performance on the development set. The final
hyper-parameters are show in Table 1.

Table 1. Hyper-parameters of our model

Minibatch size m = 64
Word embedding size | d = 300
Pooling size (p,q) = (3,3)

Number of tensor slices | r = 2

Learning rate a=0.01

4.3 Baselines

Several variants of our method of Bi-LSTM-+GRN are selected as the baselines
for comparison, which are listed as below:

— LSTM: We use two single LSTMs to encode the two text segments, then
concatenate them and feed to a MLP for paraphrase identification.

— Bi-LSTM: We use two single bidirectional LSTMs to encode the two text seg-
ments, then concatenate them and feed to a MLP for paraphrase identification.

— LSTM+GRN: We use the gated relevance network to calculate the semantic
interaction scores between every intermediate representation pair in the two
text segments generated by LSTM. The rest of the method is the same as our
full model.

The results on Microsoft Research Paraphrase Corpus (MSRP) are shown in
Table 2. From the experimental results, we have several findings.

Table 2. The performances of different variants on the MSRP Corpus.

Variants 13
LSTM 69.76%
Bi-LSTM 72.53%

LSTM+GRN 83.13%
Bi-LSTM+GRN | 86.5%

It is easy to notice that LSTM and Bi-LSTM achieve lower performance
than all of the methods using gated relevance network to capture the semantic
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interactions between the intermediate representation pairs. It helps to show that
the main disadvantage of using LSTM or Bi-LSTM to encode a text segment
into a single representation is that some important semantic interactions can not
be fully preserved when compressing a long sentence into a single representation.

Our model and its closest variant, namely, Bi-LSTM+GRN and
LSTM+GRN achieve better performance than LSTM and Bi-LSTM. It helps
to show that the interaction between intermediate representation pairs is useful.
The main disadvantage of using LSTM or Bi-LSTM to encode a text segment
into a single representation is that some important semantic interactions can
not be fully preserved when compressing a long sentence into a single repre-
sentation. The Bi-LSTM+GRN approach can further improve the performance
of LSTM+GRN, which also demonstrates that Bi-LSTM is more powerful in
modeling the paraphrase identification.

4.4 Results of Comparison Experiments

To evaluate the performance of our method, we select six approaches as competi-
tors. Table 3 summarizes the performances of [8,9,11,12,18,21] and our model.
The accuracy and macro-averaged F1 measure results are presented for these
methods. Based on the experimental results, we make the following observations:

Table 3. Comparison of the proposed method with existing methods in the MSRP
dataset.

Model Acc. F

[18] 76.1% | 82.7%
[8] 76.8% | 83.6%
21] 80.41% | 85.96%
[9] 69.9% | 80.9%
[11] 78.4% | 84.6%
[12] 78.6% | 84.73%
Adopted | 80.92% | 86.5%

Most models adopt word embedding as representation except [18,21]. [18,21]
are both traditional hand-crafted feature based methods, which do not use neural
networks for feature learning. Of the two, [21] makes use of unsupervised learning
on the MSRP test set and rich sparse features, so it can obtain higher F1.

Our method, Bi-LSTM+GRN, obtains the highest F1 of 86.5% without extra
artificial features. It outperforms previously reported best system of [21] with the
F1 of 85.96%, although it has taken extra hand-crafted features into account. It
shows that our method can learn a robust and effective representation by using
Bi-LSTM.
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[8] use feature learning procedures to avoid intensive feature engineering,
and can capture the meaning combination to a certain extent and achieve a
higher performance. However, the recursive procedures depends on the syntactic
tree. Errors in syntactic parsing inhibit the ability of it to learn higher quality
features.

[9,11,12] all apply convolution neural network to the extraction of sentence
features and lead to satisfactory results, which shows CNN is able to learn valu-
able features for paraphrase identification.

Compared with CNN based methods, our models yield a better performance.
One of the reason is that the way of sentence representation are different. Our
model uses LSTM as the encoder. We take word positional representation into
account through a bidirectional LSTM, which is beneficial to select the most
informative interaction in later stage. Since [9,11,12] leverage CNN to learn rep-
resentation of the entire sentence, it helps to show that the bi-LSTM is valuable
for sentence modeling in paraphrase identification. Another reason should be
due to that we adopt a gated relevance network to capture the semantic interac-
tion between text segments, which can model interactions between text segments
precisely.

5 Conclusion

In this paper, we adopted bidirectional Long Short-Term Memory-Gated Rel-
evance Network (Bi-LSTM+GRN) for paraphrase identification, which uses a
gated relevance network to capture the semantic interaction between text seg-
ments, and then aggregate those semantic interactions using a pooling layer to
select the most informative interactions. Experiments on the Microsoft Research
Paraphrase Corpus (MSRP) benchmark dataset show that our model achieves
better performances than previous neural network models with the F1 of 86.5%.

In the future work, we will extend this model to related tasks including
question answering and information retrieval.
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Abstract. The development in society and technology generates more Nominal
Compounds to represent new concepts in various domains. Earlier literature in
linguistic studies has gathered and established several syntactic categories of
Nominal Compounds, which can be used for automatic syntactic categorization of
these compounds. This paper is focused on Nominal Compounds of head-modifier
construction because experiments show that most Nominal Compounds are
head-modifier constructions. Based on the combination of templates and word
similarity, this paper proposes an algorithm for automatic semantic interpretation
which improves the recall ratio while maintaining the precision ratio. The results
of syntactic categorization and automatic semantic interpretation of the Nominal
Compounds are also applied in dependency parsing and machine translation.

Keywords: Nominal Compound in Chinese * Syntactic category - Automatic
semantic interpretation - Dependency parsing - Machine translation

1 Introduction

N + N Compounds are important in language. A large number of new concepts are
generated by combining two nouns, such as “jishu jingji, XK (£¥5F(Technology
Economics)” and “xinxi jishu, 1§82 X AR(Information Technology)”. The N + N
Compounds are also called Nominal Compounds. Leonard [1] showed that the number
of Nominal Compounds are increasing in an explosive speed. Statistics in Zhu [2]
showed that there are about 14,249 Nominal Compounds in every 10,000 sentences.

Several Natural Language Processing tasks such as Machine Translation, Infor-
mation Retrieval require the syntactic categorization and automatic semantic inter-
pretation of Nominal Compounds. Nominal Compounds are formed by adjoining two
nouns. However, the relationships between the two nouns are hard to detect. For
instance, the “zhuozi yizi, £ F#5F(desk and chair)” is a coordination, while the
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DOI: 10.1007/978-3-319-50496-4_5
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“mutou zhuozi, A5 F(wooden table)” is a head-modifier construction. How to
identify the syntactic structure of a Nominal Compound and interpret its semantics is a
challenging research topic.

2 Related Literature

Different from many other languages, Chinese grammar is more flexible and is not
characterized by morphological inflections. As a result, the syntactic categorization and
the automatic semantic interpretation are more difficult. Wu [3] initially analyzed the
combination modes of Nominal Compounds on the basis of syntactic structure,
semantic structure and rhetorics. Yang and Feng [4] and Li [5] and some others
discussed the issue of classification of Nominal Compounds from the linguistic per-
spective. However, there is few research conducted on the automatic syntactic cate-
gorization of Nominal Compounds.

In regard of the automatic semantic interpretation of Nominal Compounds, Zhao
et al. [6] used a top-down approach to annotate the semantic roles of the Nominal
Compounds beginning with nominalized verbs. Wang et al. [7] used the bottom-up
approach to search for “implicit predicates” [8] in Nominal Compounds and used
searching engines for semantic interpretation. Liu [9] discussed the automatic syntactic
categorization of Nominal Compounds and proposed an improved method for auto-
matic semantic interpretation based on Wang’s research. Pasca [10, 11] models the
semantic interpretation template of Nominal Compounds as expression query.

Wei [12] combined the bottom-up and top-down approaches and proposed a new
approach to automatic semantic interpretation based on Nominal Compound templates.
The implicit predicates proposed in Wei are mostly their functional roles or agents [13].
The experiments in the research showed that the automatic semantic interpretation
achieved a precision of 94.2% for 245 Nominal Compounds, but the recall is about
60.0%. In addition, Wei’s study is weakened for its limited knowledge base of the
nouns, limited number of function roles and agents, insufficient generalization of
semantic interpretation templates, and lack of in-depth exploration of the template
ambiguity. The research above assumes that Nominal Compounds are head-modifier
constructions, which is not the case in language. Thus it is necessary to conduct
syntactic categorization first.

3 Syntactic Categorization of Nominal Compounds
in Chinese

3.1 Basic Rules

Linguists have already collected several rules for the detection of syntactic relations in
Nominal Compounds. These rules requires SKCC [14] and HowNet [15] for imple-
mentation, as shown in Table 1.

The rules for the coordination construction, the subject-predicate construction, the
appositive construction and the head-modifier construction are used in sequence.
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Table 1. Rules for syntactic categorization of Nominal Compounds

Syntactic relation Rule Instance
Coordination The semantic class of N1 is the same as that of | /M& F K (wheat
relation N2 and corn)
The DEFs in HowNet of the two nouns are B4 &4 (boys
identical and girls)
The corresponding IDs of N1 and N2 are
identical or their first 4 digits are identical and
both end with “01”
Subject-predicate The semantic class of N1 is TIME or HUMAN SR ERAXR

relation

Apposition

Head-modifier
relation

The semantic class of N2 is TIME its DEF in
HowNet is “time|d¥[8]”

The semantic class of N1 is BODY
COMPONENT

The semantic class of N2 is
BODY COMPONENT, ARTIFACT, WASTE,
COLOR or NATURAL-STUFF

The semantic class of N1 is PROFESSION
The semantic class of N2 is RELATION
The semantic class of N1 is PROFESSION

The semantic class of N2 is ORGANIZATION
or INDIVIDUAL

N1 is the hypernym of N2
N2 is the hyponym of N1

The semantic classes of N1 and N2 are different
and the compound is not subject-predicate or
apposition relation

N1 is the hyponym of N2, N2 is the hypernym of
N1

N1 and N2 are part-whole relation

The DEFs in HowNet of the two nouns are
identical

N1 and N2 share the same ID in TongYiCiCiLin
except for the last two digits and the ID of the
second noun ends with “01”

(today is Sunday)

w5 Hif
(covered with cold
sweat)

E5R FUR

= 2R DAL,

(policeman)

RIEE FHR (host
school)

NP W=L =g v
(Monster
Baigujing)

TR /MA (expert
group)

L ER (art of
calligraphy)

&ML HLAL (aircraft
nacelle)

=lfE &
(hypertensive)

3.2 Context-Based Rules

The syntactic relation of Nominal Compounds can also be identified according to the
phrases constructed from N1 and N2. For instance, if the construction “N1BIN2(N2 of
N1)” is legal, the N1 N2 construction is identified as head-modifier construction. If the
construction “N1F0/%/5/LL R N2(N1 and N2)” is legal, the N1 N2 construction is
identified as coordination construction. Based on the above observation, we established

the following rules:
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If only the construction “N1BIN2(N2 of N1)” is found in corpora, “NIN2” is a
head-modifier construction; if only the constructions “N1F0/5/ /L N2(N1 and
N2)” are found in the corpora, “NIN2” is a coordination construction; If all the above
constructions are found in corpora and the occurrences of “N1§0/5/% /LI N2 (N1
and N2)” are more frequent than “NI1HJIN2 (N2 of N1)”, the construction is a coor-
dination construction, otherwise it is a head-modifier relation. For instance the com-
pound “{FE A0S (tourist and guide)” occurs more frequent than “{f7%&HISi (the
guide of tourist)”, thus “youke, {fi#% (tourist) daoyou, S¢if}(guide)” is a coordination
construction.

3.3 Rules of Named Entities

This section explains the rules for Nominal Compounds with named entities. Named
entities include name of person, name of place and name of organization etc. Both
“NT + NS” and “NR + NS” are illegal compounds. “NS + NT”, “NR + NT”,
“NT + NR”, “NS + NR”, “NT + N” and “NS + N” are head-modifier constructions.
The “N + NR” compound is an apposition. The “NR + NR” is not discussed in the
present research.

In regard of NS1 + NS2, if NS1 and NS2 are of the same ID in TongYiCiCiLin, the
compound is a coordination construction, otherwise it is a head-modifier construction.
For instance, “aomen, V[ J(Macao) taiwan, & {Z(Taiwan)” is a coordination con-
struction, while “jiangsu, ¥175.(Jiangsu) nanjing, B %R (Nanjing)” is a head-modifier
construction.

As for N + NS compound, if N is of the semantic class SPACE, LOCATION,
RELATION, IDENTITY or GEOGRAPHIC-ENTITY, the compound is an apposition.
Otherwise if N contains the character “ji, #E(ancestral home)”, it is a subject-predicate
construction, otherwise it is a head-modifier construction. For instance, the compound
“shoudu, B5%B(capital) beijing, LT (Beijing)” is an apposition, and the compound
“zuji, fi%&(ancestral home) zhejiang, W#FI1(Zhejiang)” is a subject-predicate
construction.

In regard of NT1 + NT2, if NT1 and NT2 share the same affix, the compound is a
coordination construction, otherwise it is a head-modifier construction. For instance,
the “minzhengbu, FREXEP(ministry of civil affairs) caizhengbu, WAEXEP(ministry of
finance)” is a coordination construction.

In regard of N + NT, if N is of the semantic class ORGANIZATION, IDENTITY,
PEOPLE and HUMAN, the compound is an apposition, otherwise it is a head-modifier
construction. For instance, the compound “zhongzi, - (seed) zhongguodui, H[EIPA
(Chinese team)” is a apposition.

As for NR + N compound, if N is of the semantic class IDENTITY, PROFES-
SION, PERSON AND RELATION, the compound is an apposition. Otherwise if N is
of the semantic class ORIGIN, APPEARANCE, or PHYSIOLOGY, the compound is a
subject-predicate construction, otherwise it is a head-modifier construction. For
instance, the compound “jinyong, % /& (Louis Cha) xiansheng, 5t (mister)” is an
apposition and the compound “luxun, &3 (Lu Xun) shaoxingren, tH¥ A (native of
Shaoxing)” is a subject-predicate construction.
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3.4 Rules for Syntactic Categorization

We summarize the above rules and propose the following rules for Nominal
Compounds:

(1) If the compound N + N contains a named entity, the rules of named entities
applies for syntactic categorization;

(2) Otherwise, the DEFs for N1 and N2 are obtained from HowNet and the basic rules
applies (if the noun is not found in HowNet, it is replaced by a synonym in
TongYiCiCiLin);

(3) If the above rules cannot deal with the situation (for instance, the noun is not
found in HowNet), the context-based rules apply.

3.5 Syntactic Categorization Experiments

The data for syntactic categorization are selected from the corpora compiled from the
texts of the first half of 1998 People’s Daily and the texts from 1991 and 2004 Xinhua
News. A total number of 770,456 Nominal Compounds is retrieved for the experiment.

After the test, 688,247 compounds are categorized, among them are 224 apposi-
tions, 28 subject-predicate constructions, 3,413 coordination constructions and 684,582
head-modifier constructions. The other 82, 209 compounds are not categorized. Manual
check is performed on all the subject-predicate constructions, coordination construc-
tions, appositions and a sampling of 3,000 head-modifier constructions. Because the
numbers of appositions, subject-predicate constructions, and coordination constructions
are small, the computation of precision, recall and F-measure is conducted on
head-modifier constructions.

Table 2 shows that the head-modifier constructions take a large share in Nominal
Compounds. We have therefore proceed to conduct automatic semantic interpretation
on those head-modifier constructions which are automatically acquired and manually
checked in the above process.

Table 2. Classification results of modifier-head construction

Syntactic relation Precision | Recall | F-measure
Head-modifier relation | 96.12% | 96.68% | 96.40%

4 Automatic Semantic Interpretation of Head-Modifier
Nominal Compounds

4.1 Description of the System

The discussion above shows that the head-modifier constructions take a large share in
Nominal Compounds. We have therefore proceed to conduct automatic semantic
interpretation on those head-modifier constructions. Figure 1 illustrates the structure of
the system. We have modified Wei’s algorithm by introducing TongYiCiCiLin and
adding new semantic interpretation templates and template-based acquisition of similar



56 T. Wu et al.

s N
Noun Matching
\ J
Acquisition Acquisition of
of Templates Templates
Based on Based on
Semantic |Semantic Classes Similarity R
Classes
S—
Noun
Collection List | Most Similar Matching |
’ Interpretation Templates | | Interpretation Templates |
s ~N
Verb Acquisition 4’| functional or agentive roles |~—
\ | J
(" GeneratiOn of )
eneratiOn o Interpretative Phrases
Interpretative Phrases
J

Output Phrases

Fig. 1. Description of the system

words. The algorithm consists of the following components: noun matching, acquisi-
tion of interpretation templates, verb acquisition and generation of interpretative
phrases.

4.2 Resources and Similarity Computation

The following resources are used for similarity computation: TongYiCiCiLin, a noun
list, a noun collocation list and a result list. TongYiCiCiLin is used to extend the
dictionary and to compute similarity. The noun list contains information about the
semantic class, semantic roles of the nouns. The noun collocation list contains different
combinations of semantic classes and their corresponding semantic interpretation
templates. The Nominal Compounds and the semantic interpretation templates that
obtain correct interpretations are chosen to form the result list.

Based on TongYiCiCiLin, we propose an algorithm to compute the similarity
between Nominal Compounds that contain the same number of nouns. Before com-
puting the similarity between Nominal Compounds, the similarity between the nouns
are first computed. In TongYiCiCiLin, the nouns are stored in the data structure of
trees. The method to compute the similarity between noun A and noun B is give in
Eq. 1.
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Ao A, Bisnotin the same tree
S(A,B) = { J; x"=ktl A Bisinthei-th branch (1)
1 A, Bisin the same leaf node

where )V() = 0.1, )u] = 065, )Q = 08, /13 = 09, /l4 = 0.96.
Last, the similarity between two Nominal Compounds NC1 and NC2 that have the
same number of nouns is computed with Eq. 2.

Sim(NC1,NC2) = (ﬁ S(Ai, B)))" (2)
i=1

where A; is the ith noun in NC1, B; is the ith noun in NC2, n is the number of nouns in
NCI1 or NC2.

4.3 Noun Matching

When we are searching for a noun, if it is in the Noun List, information can be retrieved
directly. Otherwise, we switch to TongYiCiCiLin to search for all the synonyms and
then search for the synonyms in the Name List. All the information obtained in the
above search is stored as the information for the noun. For instance, if “quanguo, Z=[F]
(whole country)” is not found in the Name List, we use the information of “juguo, 2 [
(whole country)” for the purpose.

4.4 Acquisition of Semantic Interpretation Templates

Template Acquisition Based on Semantic Class Combination. In Wei’s method,
semantic interpretation templates are acquired via semantic class combination in
Nominal Compounds. We have adopted Wei’s method in this paper. To interpret a
Nominal Compound, we retrieve the information of semantic classes of S1 and S2 for
the nouns N1 and N2. If the combination of S1 and S2 is found in Noun Collocation
List, the template can be used straight forwardly. Otherwise, the higher semantic
classes of S1 and S2 are obtained and searched for in Noun Collocation List. This
process is repeated until a template is obtained or the top semantic class is reached.
Algorithm 1 illustrates the above process.

Template Acquisition Based on Word Similarity. Although the semantic interpre-
tation templates for the majority of Nominal Compounds can be directly obtained from
Noun Collocation List, it is difficult to obtain semantic interpretation templates for
some Nominal Compounds. To solve this issue, we acquire the templates on the basis
of word similarity. The Nominal Compound in the Result List that is the most similar to
the one in question is named as the “maximum match”. When the similarity of the
“maximum match” is above 0.8, the filter value, the correct semantic interpretation
template is used as the template for the Nominal Compound in question. Algorithm 2
illustrates the process of acquire templates based on word similarity.
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Algorithm 1. Template Matching by Semantic Class

Require: N1’s and N2’'s semantic class set SI and S2

Ensure: interpretation template set Template
GetTemplate (S1, S2)
{
if S1 is null or S2 is null
then return null
foreach S in S1
foreach S’ in S2
if S+S’ in the Noun Collection List
then {
Get the templates T
Template.Add (TI)
}
else {
GetTemplate (S1.HigherSemanticClass, S2)
GetTemplate (S1, S2.HigherSemanticClass)

Algorithm 2. Template Matching by Similarity

Require: NI and N2
Ensure: interpretation template set Template
if Template = null
then {
Calculate all the similarity with NCs in the Result
List
Get the most similar NC’s templates T and its similari-
ty S
if S > 0.8
then Template.Add (TI)
}

Verb Acquisition and Generation of Interpretative Phrases. When a semantic
interpretation template requires a functional role or a thematic role for a noun, it can be
obtained by looking up the word for its information.

Finally the nouns and the functional roles or thematic roles (if needed) acquired are
inserted into corresponding places to generate interpretative phrases.

For instance, the compound “shiyou shichang Z5I# m#(Oil Market)” possesses
the interpretative template “V2 + N1 + B3 + N2” where V2 is the functional role of
N2. Thus the function role of “shichang T }}(market)” (N2) is “maimai 3% $2(trade)”,
and the interpretative phrase is “35 275l (the market of trading oil)”.
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4.5 Experiments of Automatic Semantic Interpretation

The test set is randomly selected from the head-modifier constructions acquired from
the experiments of Nominal Compound syntactic classification that also occur fre-
quently in the corpora. We have used Wei’s algorithm as the base line and introduced
the semantic interpretation template, synonym matching and templates acquired on the
basis of word similarity. The experiments for both the base line algorithm and the
algorithm proposed in this paper are given in Table 3. It can be seen in the Table that
the algorithm proposed in this paper achieved an increase of 15.07% in recall while
maintaining the precision ratio. The F-measure has increased 7.86%. This shows that
the methods proposed in the paper has achieved its goal.

The analysis on those Nominal Compounds that are not correctly interpreted in
both the base line and the proposed algorithm is given in Fig. 2. The nouns for which
no information can be obtained are themselves compound words, such as “gaoxinjishu
=#T#U KR (high and new technology)” and “huodezhe 3%f5% (gainer)”.

Table 3. Experimental result.

The Token | Number of nominal Number of Precision | Recall | F-measure
improved | sum compounds for correct

process interpretation interpretation

Base line | 1,069 825 715 86.67% | 66.88% | 76.25%
+Template | 1,069 932 810 86.91% |75.77% | 80.96%
+Synonyms | 1,069 950 828 87.16% | 77.46% | 81.31%
+Similarity | 1,069 | 1,014 876 86.39% |81.95% | 84.11%

N
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Fig. 2. Statistics of failure interpretation

5 Application in Syntactic Parsing and Machine Translation

5.1 Correction in Syntactic Parsing

Nominal Compounds are common in Chinese. In written Chinese, the ratio is even
higher. In dependency parsing, Nominal Compounds form an important part which
have to be dealt with in the process of parsing sentences. We analyzed the retrieval and
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analysis in dependency parsing and identified the weakness in its process so that the
proposed method can be used to improve the analysis of Nominal Compounds in
dependency parsing.

4,036 Nominal Compounds are selected from the automatic syntactic classification
and manual checking. For each Nominal Compound, sentences are retrieved from the
corpora. In total 66,698 non-repetitive sentences are collected. The sentences are parsed
using HIT Dependency Parser. For instance, the parsing result for the sentence “3X &
— R 7R [E| B & B YL (This is a voyage to display national and military prestige)”
is given in Fig. 3. In the parsing result, the compound “guowei [E| & (national prestige)
junwei % J8 (military prestige)” is identified as head-modifier construction, but it is in
fact a coordination construction.
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Fig. 3. Example of syntactic analysis

Manual check shows that 25,628 sentences are correct and 41,070 are wrong. The
reasons that cause the above errors in parsing are summarized in Table 4. As shown in
the table, the major factors that cause errors are coordination constructions and
appositions. In other words, if these two types of constructions are correctly parsed, the
parser shall perform better. We hope that the automatic syntactic categorization system
can be integrated into the dependency parsing so that the parser can correct these errors.

Table 4. Type and number of wrong dependency analysis

Error type No. %
Coordination constructions are wrongly parsed as head-modifier 38,784 | 94.43
constructions

Appositions are wrongly parsed as head-modifier constructions 1,739 4.23
Head-modifier constructions are wrongly parsed as subject-predicate 274 0.67
constructions

Coordination constructions are wrongly parsed as subject-predicate 119 0.29
constructions

Other error 154 0.38

5.2 Application in Machine Translation

We randomly select 100 Nominal Compounds that are correctly interpreted. For each
Nominal Compound, a sentence that contains the compound is selected from the
corpora. The sentence is then modified by replacing the original compound with its
interpretation.
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Both the original sentence and new sentence are fed into Google translator and
Baidu translator. The translation results are assessed manually. The score is distributed
within [—5, +5], where —5 denotes a completely incorrect translation and +5 a fully
correct translation. The assessment of the translation results are given in Table 5. In the
figure, the second line is the Google translation, and the third is the Baidu translation.

Table 6 gives the experiment results. It shows that the Chinese-English of Google
on-line translation system yields poorer translation when the replacement is performed
while the Baidu translation system gives better overall translation results. We hope that
the research result can be integrated into Machine Translation systems.

Table 5. Translation results and scores

Phrase/sentence Translation by Google/score Translation by Baidu/score
MR Hardness 1 | Material hardness 4
M RJEIRE S Hardness of the material 5 | Hardness of materials 5
PBOM FE B RS PBO high hardness of the PBO material hardness is not
AL material difficult to process 3 easy to process 4
PBOM FIHIEE E 1R PBO high hardness materials The hardness of PBO material is
SRR difficult to process 2 very difficult to be processed 5

Table 6. Mean score of machine translation test

Phrase/sentence Score for Score for
Google Baidu

Nominal Compounds 1.0400 1.2800

Interpretation of Nominal Compounds 0.7366 2.0700

Sentence Instance where Nominal Compounds are 0.1233 0.4267

found

Sentences with Nominal Compounds replaced 0.1167 0.4900

6 Conclusions

This paper proposed a rule-based method of syntactic categorization of Nominal
Compounds, improved the automatic semantic interpretation based on TongYiCiCiLin
and Nominal Compound similarity, and added to the semantic interpretation templates.
The obtained experiment results are applied in dependency parsing and machine
translation with satisfactory results.

We plan to further explore the syntactic categorization of Nominal Compounds and
their automatic semantic interpretation and apply the obtained knowledge in other
tasks.
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Abstract. Word sense representation is important in the tasks of infor-
mation retrieval (IR). Existing lexical databases, e.g., WordNet, and
automated word sense representing approaches often use only one view
to represent a word, and may not work well in the tasks which are sen-
sitive to the contexts, e.g., query rewriting. In this paper, we propose a
new framework to represent a word sense simultaneously in two views,
explanation view and context view. We further propose an novel method
to automatically learn such representations from large scale of query logs.
Experimental results show that our new sense representations can better
handle word substitutions in a query rewriting task.

Keywords: Word sense induction + Graph clustering - Query rewriting

1 Introduction

As the amount of the information on the Internet increasing exponentially, there
are growing demands in the information retrieval (IR) industry to understand
the queries better, so as to provide the users with more accurate and diverse
results. Such query understanding tasks require fine modeling of word mean-
ings to capture subtle semantic differences of words. For example, query rewrit-
ing, an important IR task in many realistic search engines, should rewrite a
query with synonymous or similar words with the ones in the query, so as to
obtain more retrieval results. In practice, in order to avoid semantic drift of
query meanings, we mainly use synonyms to rewrite the query. Take the query
38 O IR E g 5 5 (Where can I have breakfast in Wudaokou)” as an exam-
ple, we would like to use “H.%(breakfast)” to substitute “F. 5 (breakfast)” as a
rewriting of the query. However, many words in queries are ambiguous, and we
need to use the context to determine which sense a word would use, and the
synonymous words of this sense will be used to rewrite the query. This means
that the task should exploit two views of a word sense: the explanation view,
containing synonyms of the sense, and the context view, representing in what
contexts this sense is used. Unfortunately, most existing works on word sense
representations are not suitable for the task.

© Springer International Publishing AG 2016
C.-Y. Lin et al. (Eds.): NLPCC-ICCPOL 2016, LNATI 10102, pp. 63-75, 2016.
DOI: 10.1007/978-3-319-50496-4_6



64 L. Chen et al.

Traditional lexical databases, such as WordNet [10,11], groups words into
sets of synonyms called synsets, providing short definitions and usage examples.
It only uses the explanation view to represent the word senses, while the context
in the usage examples is rather limited. Furthermore, it requires lots of human
efforts to construct and update, thus is difficult to adapt to other domains or
languages.

On the other hand, automated word sense induction (WSI) has attracted
more and more attention. Previous works on WSI mainly focus on characterizing
word meanings by modeling the contexts or descriptions of the ambiguous word,
including unsupervised clustering [5,14,15], or topic models [2]. Recent research
efforts also attempt to build a continuous vector to represent a word or a sense
of a word [3,4,6,7,9,12,16], and the models are usually trained on the contexts
and/or the textual descriptions of the words. Those approaches often use only
one view to represent a word, which makes the two aspects of word sense interact
with each other, and may confuse the query rewriting model.

In this paper, we propose a novel framework, two-dimensional semantic space
(TDSS), which jointly use two vectors, the explanation vector and the context
vector, to represent a word sense. The explanation vector is generated using
synonyms, serving as a description of this sense. For convenience, we also call
those words as its explanation words. The context vector is constructed based
on the corresponding context of the sense. We further propose an approach
to obtain such TDSS representations for word senses from large scale query
logs. The explanation words and context words are extracted from the query
paraphrases, and further grouped into multiple senses. Experimental results on
33 Chinese words and a query rewriting case study show that our approach can
output reasonable word senses, which can be further used in the task of query
rewriting.

2 Related Work

In this section, we briefly review previous studies on traditional context-oriented
WSI methods.

Previous studies in WSI are often context-oriented. Those approaches can
be divided into three categories: unsupervised clustering approaches, generative
approaches and word embedding approaches.

In cluster-based approaches, WSl is treated as a clustering problem. The men-
tions of a target word are grouped into several clusters according to the similarity
of their contexts. Many different clustering algorithms have been used so far, e.g.,
k-means [14], agglomerative clustering [15], information bottleneck [13].

The graph-based cluster methods can also be used in the task of WSI [§],
where words are the nodes and the co-occurrence between words are the edges.
Community detection algorithms can be employed to discover word communities
in the graph, which is used to represent word senses.

Generative approaches assume that different senses have different lexical dis-
tributions. For example, [2] utilizes a parametric Bayesian model, i.e., LDA, to
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solve the WSI task. The word senses are characterized as distributions over words
and an ambiguous word is then drawn from a distribution of senses. In order to
automatically decide the number of senses, instead of LDA, [17] propose to use
a nonparametric Bayesian model, called Hierarchical Dirichlet Process (HDP).

Recently word embedding approaches have attracted more and more atten-
tion In those approaches, a word or the sense of a word is often represented by a
continuous vector which is built by neural network algorithms [3,4,6,7,9,12,16].
Most approaches use the contexts and/or the textual descriptions of the words
to train those models.

3 A New Word Sense Representation Framework

In TDSS, we represent the sense of a word in two views, explanation view and
context view. We use synonyms of a word to generate its explanation view. Take
the word “Z (see, look)” as an example, the explanation view of one of its senses
may consist words such as “[iif(read)” and “¥| ' (browse)”-

For the context view, we extract words from the contexts where this meaning
is used. In the example of the word “F (see, look)” we can use the words which
often exist in its contexts, such as “4i(book)”, “fi 4% (newspaper)”, etc., to generate
the context view.

Formally, given a word w with k senses, its ith sense can be represented as
a tuple S; =< E;, C; >, where E; is a vector representing the explanation of
this sense, and C; is a vector representing the context of this sense. We also
assign a popularity for E;, which indicates how popular E; is among all sense
explanations of the target word. We restrict that the popularity of all sense
explanations of a word should sum up to 1:

k
ZPop(Ei) =1 (1)
i=1

Generally speaking, the senses used in more common and diverse contexts are
often more popular. We calculate the popularity of a sense based on the proba-
bility of the sense’s contexts:

i)

Pop($.) = O
X P(Cy)

(2)

In this paper we construct the vectors as a simple bag of words (BoW)
model, where each dimension of the vector is a word in the sense explanations
or contexts. It is possible to use more sophisticated models such as topic models
or word embedding, which will be our future work.



66 L. Chen et al.

4 TDSS Sense Extraction

In order to automatically obtain the TDSS representations of word senses, we
first extracting paraphrases from the query logs, and detect word alignments
between those paraphrase pairs. Then we extract substitution pairs as well as
the corresponding contexts based on the alignments. The substitutions of a word
will be considered as its explanation words. Finally, for a given word, we collect
all its substitutions as well as the corresponding contexts, adopt a clustering
algorithm to group the substitutions into different senses and further obtain the
TDSS representation from each sense.

4.1 Explanation Words and Context Extraction

Generating Paraphrases. Given the query logs, we adopt the approach in
[18] to generate sentential paraphrases from them, which will be further used as
the sources of mining explanation words and contexts of word meanings.

Word Alignment. For each pair of sentential paraphrases, we align the words
in one paraphrase to their corresponding substitution words in the other. We
adopt a rule-based aligning strategy for the word alignment. Two words are
aligned if they are the same, synonyms (according to an existing thesaurus), or
the words inside a window around them (window size is set to 1) are the same
oI Synonyms.

Substitution and Context Extraction. Generally speaking, two aligned
words a and b in a paraphrase pair can be synonyms, co-hyponyms or hyper-
nyms, etc. Thus, we can use a word’s substitutions to form the explanation views
of its senses. For each sense, we also need a context vector C. The words inside
a fixed window size (set to 3 empirically) of the query paraphrases are extracted
to generate the context vectors.

Now for each substitution pair, we will compute the substitution probability
approximately based on all paraphrases. Given a word a and its substitution b,
the probability of a is substituted by b can be calculated as:

freq(a — b)
> fregla — b;)

b;eB

3)

pla—b) =

where freg(a — b) is the times a is substituted by b in total, B is all words
which can substitute a.

It is also important to estimate the probability of the target word w substi-
tuted by the explanation word e given the context word ¢. Formally, p(w — e|c)
can be calculated as:

freg(w = elc)

>, [freq(w — eilc)

e;€E.

(4)

p(w — ele) =
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where freq(w — elc) is the times that w is substituted by e given the context
word ¢, F. is the set of all words that can substitute w under the context word c.

4.2 Sense Graph Construction

In our approach, the senses of a word are captured from the sense graph of this
word. The graph is constructed based on the substitution pairs and the context
words extracted in the previous subsection. For a given word, we collect all its
substitution words, which can be seen as its explanation words. Then we connect
the obtained explanation words by their pairwise relatedness estimated based
on the substitution probabilities and context words obtained in the previous
subsection.

Graph Pruning. Since there are lots of noises in the generated substitution
pairs, we need to prune the sense graph to reduce the noises. The following
strategies are used to prune the graph.

The first strategy is simple: we prune any explanation words with low substi-
tution probabilities or low substitution frequencies. The pruning thresholds are
set empirically for this strategy.

The second strategy utilizes triangle-like substitutions to prune unreliable
graph nodes and edges. The assumption is that a triangle-like substitution struc-
ture are more stable and reliable, and can help us to prune the noises from the
graph. Suppose we have a node a in the sense graph of a word w, which means w
can be substituted by a. If we can find another node b in the graph satisfying a
can be replaced by b, then we reserve both a and b. Otherwise, a will be pruned
from the graph. Figure 1 illustrates a triangle-like substitution structure, where
J=(go on a trip) is the word w, jj; 145 (travel) is the word a and jz47(take a trip)
is the word b.

Edge Weighting. The weights of the edges in the sense graph indicate the
relatedness between the explanation words. Given the sense graph of a word w,
and two nodes a and b in this graph, the edge e,; between the two nodes is
weighted as:

weight(eqp) = asub(a,b) + (1 — a)sim(a,b) (5)
Substituted by Substituted by

JiRAT (take a trip)

Fig. 1. Illustration of the triangle-like substitution structure.
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I EH (see) |
#ﬂc'_"?ﬁ'.(visit) f‘a” on)
R (visit)

# % (look over) | 2 Hfi(diagnose)
. =7 (heal) JATT (cure)

I 31|
i (observe) 7 y—

HZ2 (observe)

and treat

Fig. 2. An abridged example of the semantic graph. The weights of the edges are also
omitted for the sake of brevity.

sub(a,b) is the substitution relatedness between a and b, which is calculated as
the average value of p(a — b) and p(b — a). sim(a,b) is the context similarity
(cosine similarity) between a and b, calculated based on the contexts in which
w is substituted by a and b respectively. The context word c is weighted by
the conditional probability p(a — b|c). « is a parameter used to adjust the
importance of the two components. It will be optimized on a held out set.

After the pruning and edge weighting step, for each target word, we obtain a
sense graph from all remaining substitutions as well as their pairwise weightings.
Figure 2 illustrates an abridged version of a sense graph for the word 7. The
meanings of % in Chinese includes ¥4 (visit), 3457 (cure) and yj%¢(observe),
ete.

4.3 Sense Generation and Weighting

After we construct the sense graph for a word, we adopt a clustering method
to group the explanation words into several clusters, and further generate the
TDSS representation for the senses of this word.

Graph Clustering. Now we will cluster the explanation words and context
words into different senses. Many algorithms can be used for this task, such as
KMeans, HAC, and density-based clustering algorithms. It is more suitable to
use the algorithms which do not need to determine the number of clusters in
advance, since it is difficult for us to know the exact numbers of the senses of
each word.
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We choose a label propagation algorithm to cluster the graph. All nodes of
the graph will be initialized with a different sense. In each iteration, for each
node of the graph, we collect all its neighbors, and the score of each sense is
calculated by summing the weights of all neighbors which support it. The senses
whose scores are higher than a threshold will be the senses of this node. If the
senses of less than 10% nodes are modified in an iteration, the procedure will
stop.

Sense Generation. After the clustering, we can obtain the TDSS representa-
tions for senses of the target word w. Each cluster can be used to construct the
explanation vector of one sense. The value of each dimension in an explanation
vector F is the substitution probability of the corresponding explanation word:

E = (p(w - 61),}7(111 - 62)7 "'7p(w - em)) (6)

where e; is the explanation words in the cluster. For each sense, we aggregate
all its sense words’ contexts together, and filter the ones whose frequencies are
too low. The remaining words form the C' vector of this sense. The value of the
elements in C is the conditional probability that the target word w is substituted
by the explanation words of the current sense given the corresponding context
word c¢. Thus, C' is computed as:

C = (p(w = Ele1), p(w — Eleca), ..., p(w — Elep)) (7)

where E is the set of the explanation words of the corresponding sense, and
p(w — Elc;) is calculated as:

plw = Blei) = Y plw — ejle;) (8)
e;€EE

According to the definition of the sense popularity in Sect. 3, given a word w
which has k senses, the popularity of S; can be computed as:

>, freg(c)

Pop(S;) = };e(z— (9)

> 2. freq(e)

j=1ceC};

where freq(c) is the frequency of the context word ¢, C; is the set of context
words of 5;. Since the popular senses are usually more important for the users,
we collect the senses with the top n popularity as our results. Table1 shows
some samples of the generated senses for the word #7(beat).

5 Experiments

We construct a dataset with 33 ambiguous Chinese words to evaluate the per-
formance of our model. Those words are manually selected from the ambiguous
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Table 1. Samples for induced word senses

Word |Sense word cluster S; and context cluster C';

Senses: 1 %l (injection), 73 4 (injection)

Contexty:9% [ (whitening), Z}T (hepatitis B), ik 24 (Anesthetic)

Senses: T (to war), B (strategy), 1L 5 (pass game level), FEI (attack)
Contexts: 8] R (Blade Soul), 24 (equipment), 4N (plug-in), 1% fE(skills)
Senses: b Hi(mark), 5 K (written), B A (keyboard input), 1] Hi(show)
Context3:WPS, $55 (parentheses), “F- /7 (square), S #%4(document)
Sensey: 771] (beat cruelly), 211 (be beaten), 1 (Slap), K] (beat up)
Contexty: 778 (wake up), 2% )L(baby), % /A (husband), f % (guard)

¥T(beat

words in the Chinese query logs, and the dataset is designed to be represen-
tative for different kinds of words, including nouns, verbs, adjectives, adverbs,
words with only one character, and words with multiple POS tags. Resolving the
ambiguity of those words is highly important for the task of query understanding
in the industry. The words we use are listed in Table2: Each word’s explana-
tion words are collected and clustered into senses manually by three volunteers.
We integrate their annotations by majority vote. This dataset will be our gold
standard for evaluating the explanation view. We do not manually generate the
context views because they usually contain too many words. The context views
will be evaluated implicitly in the case study.

Table 2. The words used in our evaluation. The English words afterwards illustrate
two representative meanings of the Chinese words.

7 (ring, give up, etc.) 5E(whole, finish, etc.)
¥ 1 (weak, thin, etc.) Bt (fresh, novel, etc.)
& (. (yellow, adult, etc.) {5 (letter, trust, etc.)
[ JH (sill, threshold, etc.) {il(wrap, bag, etc.)
/i3 (fuel charging, cheer up, etc.) H (straight, directly, etc.)
Z(leave, remove, etc.) 1 (put, release, etc.)
#(hot, popular, etc.) fR# (represent, representative, etc.)
Y (light, smooth, etc.) I (good, like, etc.)
1% (through, completely, etc.) { ‘H (cheap, interest, etc.)
HH(hook, link up with, etc.) | B K (reckoning, get even with, etc.)
/K43 (humidity, exaggeration, etc.) [A] & (comrade, gay, etc.)
% (look, read, etc.) [-T(mouth, opening, etc.)
7 (wide, relieve, etc.) 45512 (solid, strong, etc.)
#7 (hit, from, etc.) 47 (branch, divide, etc.)
L (rush for, catch up with, etc.) {t(flower, spend, etc.)
L /5 (breakfast, a bit earlier, etc.) JZ2J% (pimple, knot, etc.)
1 (negative, burden, etc.)
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The query logs we use are from one popular Chinese search engine. We col-
lect the queries from the year 2012 and 2013, producing about 230,000,000 para-
phrase pairs.

5.1 Evaluating Explanation Word Extraction

It is almost impossible to compute the exact recall of explanation words extrac-
tion because we can only collect the ones which are common. Thus, we only
consider the precision as well as the recall with respect to common explanation
words against human annotations. The results show that our explanation word
extraction can achieve a precision of 62.9%, and a recall of 79.1%. In order
to study how the incorrect extractions are generated, we randomly select 200
incorrect substitutions, and manually investigate the paraphrases from which
they are extracted. We summarize the major reasons with the top 3 proportion
are: incorrect paraphrase mappings, incorrect word segmentations and typos or
grammatical errors in the queries. The proportion of each reason is listed in
Table 3.

Table 3. The major reasons of incorrect substitution extraction.

Reasons Percentage(%)

Incorrect paraphrase mappings | 37.0

Incorrect word segmentations | 32.0

Typos or grammatical errors 35.0

The top 1 reason is incorrect paraphrase mappings. Since the paraphrases are
automatically generated from query logs, they inevitably contain some noises and
incorrect mappings. Sometimes a user may click a title which is highly related but
not the same as the query. For example, the query is “Ui{i Fqq=* 8] & /- (How
to see the pictures in the QZone), but the title which the user actually clicked
is “fn ] I f&qq= (8] #& i (How to upload the pictures to the QZone). This will
make <~ (see) be aligned to « |4 (upload), and afterwards an incorrect sub-
stitution is extracted.

Second, incorrect word segmentation results may also invite incorrect substi-
tutions. In Chinese natural language processing, word segmentation is an impor-
tant and necessary preprocessing step. The errors in word segmentations would
certainly effect the task of word alignments, and further bring noises to substitu-
tion extraction. For instance, in the paraphrases «f5—A~ A\ i3k 1548 2;7(There
is a person I miss so much) and 45—/ 4 ik 448 25 (There is a girl
I miss so much), the correct segmentation of the last three characters
should be “#f(so much) 28 (miss)”, but the second sentence is wrongly seg-
mented as “IF 4 (miss so much) 7#x(miss)”. It makes “I#(so much)” be aligned to
“/#*E (miss so much)”, which does not make sense.
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Finally, the queries input by the users, and the titles of the clicked webpages,
are often not well normalized. Some of them may contain wrongly written or
mispronounced characters, some of them may even contain serious grammatical
errors. Under these circumstances, a word may be aligned to another word which
is fully unrelated with it. Take the paraphrases «/z 4 7}t /¥ |- 52 /& 24> (How to
complete Warcraft on Battle.net) and «/& 4 7¢ ik W | $7 &5 24 (How to play War-
craft on Battle.net) as an example, the word « 5z7(complete) in the first sen-
tence should actually be the word «F7»(play), which is a synonym of the word
«}7(play) in this context. Because «5z(complete) and «F»(play) pronounce the
same in Chinese, sometimes the users may use the first word by mistake. This
will generate an incorrect substitution between «5z»(complete) to «F7(play).

We can observe from Table 3 that the sum of the proportions of the three
reasons is larger than 100%. This is because some incorrect substitutions are
extracted for multiple reasons.

5.2 Evaluating Word Sense Generation

We use the B-cubed criterion [1] to evaluate the performance of the explanation
word clustering. We also manually evaluate the performance of generated word
senses according to the explanation view. The results of the top 20 senses are
listed in Table4.

Table 4. The performance of explanation words clustering.

P(%) | R(%) | FMeasure(%)
Clustering |89.4 |49.3 |60.1
Word sense | 67.0 |59.7 | 63.1

We can observe that the senses we generated achieve a precision of 67%. The
correct explanation views can represent the sense of a word well. For example,
one sense of the word “ Z(see)” consists of explanation words “ j4y7 (treat a
disease)”,“ y4(cure)” and “ pEyg(heal)”. We can also see that the clustering
precision is much higher than the recall. This is because we tune the parameters
to make the clusters smaller but more accurate, so as to decrease the effect
of the noises in the explanation words. Furthermore, in most tasks of query
understanding, a smaller but more accurate cluster would be better than a larger

cluster with noises.

5.3 Case Study: Query Rewriting

Now we will evaluate how the TDSS representations of word senses perform in
the query rewriting task compared with two strong continuous word represen-
tation approaches, CBOW and skip-gram [9]. We randomly collect 921 queries
containing the 33 Chinese words, and manually labeled the words which can
substitute the target word.
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For CBOW and skip-gram baselines, we first selected the top 100 simi-
lar words from the vocabulary as candidates. Then we compute the similarity
between the candidates and the contexts of the target words in the queries, and
the ones above a threshold will be collected as the rewriting words. We use the
extracted query paraphrases which contain the 33 words to train the CBOW
and skip-gram model.

For our TDSS word senses, we select the best sense for the target word
based on the similarities between the query and the context views, and the
explanation words of the selected sense will be used as the rewriting words. As
for the evaluate criterion, we use the precision of the generated rewriting words.
Since it is difficult to obtain the exact recall of the results, we use the average
number of correct rewriting words of all the queries in the dataset instead. The
results are listed in Table 5.

Table 5. The performance of TDSS and the baselines in query rewriting.

Approach | Precision(%) | Average number of correct rewriting words
CBOW 19.0 1.8
Skip-Gram | 6.4 3.2
TDSS 51.2 2.9

From the results we can observe that our TDSS representations can obtain the
best precision. This is mainly because that it separates the essentials of a word
sense, explanations and contexts, into two views, while the existing approaches,
i.e., CBOW and skip-gram, combines them into one view, which may blur the
differences of the two types of information. Skip-Gram can obtain a little more
correct rewriting words than TDSS, but in practice the precision of the words
are more important for us since a incorrect substitution would invite incorrect
retrieval results, which may decrease the user experience. The results also imply
that the context view works well in query rewriting, which implicitly proves that
our approach can generate reliable context view for word senses.

6 Conclusions

In this paper, we describe a novel word sense representation framework, which
captures the sense of a word in two separate views, explanation and context,
and further propose an approach to extract such representations from large
scale of query logs, without replying on much human involvement. Experimental
results on a Chinese dataset show that our new word sense representation frame-
work can help better handle information retrieval tasks, such as query rewriting,
where fine modelling of word meanings is desired. For further work, we will look
for more robust representations for word meanings to better represent the two
views, and will also attempt to apply the obtained word senses to more retrieval
applications.
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Abstract. The discovery of new words is of great significance to natural lan-
guage processing for the Chinese language. In recent years, training words in a
corpus into a new word vector representation with neural network model has
shown a good performance in representing the original semantic relationship
among words. Accordingly, the word vector representation is then introduced
into the discovery of new word in Chinese text. In this work, we propose a new
unsupervised method for discovering new word based on n-gram method. To
that end, we first trains the words in corpus into a word vector space, and then
combine some elements in the corpus as candidates for new words. Finally, the
noise candidates are dropped based on the similarity between two elements in
the new word vector space. By comparing to some classical unsupervised
methods such as mutual Information and adjacent entropy, the experiment
results show that the propose method has great advantage on performance in
discovering new words.

Keywords: Word embedding - New words discovery * Semantic relationship -
n-gram

New word discovery is a very important research topic in Chinese natural language
processing. As we know that Chinese is not like the language of English, in which there
are fixed separators between words in text, thus word segmentation is usually a nec-
essary step at the beginning of information processing with massive text in Chinese.
Since the performance of the best word segmentation is not so perfect that the new
word in a corpus may be divided into smaller word elements, obviously, which may
cause a wrong results of information retrieval. Therefore, the task of new word dis-
covery is closely related to word segmentation [1]. Sproat and Emerson pointed out that
the emergence of new words greatly influenced the segmentation accuracy of word
segmentation tools, and 60% of word segmentation errors were caused by new words
[2]. However, the concept of “new word” are not well-defined in literature. In the field
of Chinese textual information processing, there are two concepts: new words and
unlisted words. New words refer to words that appear with the development of the
times, whereas, unlisted words refer to words that do not appear in the dictionary of
current word-segmentation tools. In literature, the new words and unlisted words did
not be distinguished [3], so do in this study.
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At present, the methods for new words discovery methods are divided into two
types of supervised and unsupervised. The supervised method is mainly based on
statistical learning. This method requires a large amount of labeled data and a large
number of feature selection work. However, obtaining a large amount of labeled data is
often costly, and feature selection requires a wealth of experience for textual semantics
recognition. The unsupervised method is mainly based on a set of rules, or calculating
some statistical measurements. Rule-based approach requires the development of a
large number of language rules, and thus their reusability is poor. The methods based
on some simple statistical indicators are also with poor performance in new words
discovery because of their high computational complexity.

With the great development of research on neural network training and deep
learning in recent years, some word vector representation models can characterize the
implication of words very well as well as the semantic relationship between words.
Especially, we notice that if a new word is wrongly separated by the software, the
separated parts should be semantically similar in the new word vector space. For
example, word ‘Zhang Yong’ (5K28) is used as a name of Chinese people, but it had
always been separated by software into the wrong form of two smaller word elements
as ‘Zhang/Yong/> (5%/58/). Now, with an appropriate trained neural network model, we
can find that the corresponding word vectors of the two words of ‘Zhang’ (5K) and
‘Yong’ (58) are very similar. Based on this interesting semantic relationship, we
propose a new algorithm to identify new words from massive Chinese text based on the
well trained word vectors. Along this line, the n-gram (n > 2) word string whose term
frequency is greater than 2 in the corpus is extracted as the candidates of word. Then,
based on the similarity of two word vectors, the wrong combined new words are
pruned. Finally, a set of new words are obtained.

1 Related Work

As an important step in the field of Chinese textual information processing, new word
discovery can also be regarded as a form of multi-word expression. In recent years,
there are lots of researchers have been devoted into this area. The methods for new
word discovery are mainly of two categories, the one is the supervision method, mainly
based on the statistical method. This type of methods usually uses the new word
discovery task to transform the sequence label task, using the machine learning method
to train the model on the artificial labeled data, and then use the trained model to mark
the unlabeled data automatically. Fu and Luke regarded the recognition of new words
as a sequence labeling process. Some of the data are first hand-marked to train the
Hidden Markov Model (HHM), which marks the contextual characteristics of the
words, the connection and the word-formation patterns. And then use the trained model
to predict the word segmentation and get the marked sequence. Finally, a new word is
obtained according to the marking pattern. Their experiments have achieved a good
result [4]. However, the process of this method is relative complicated, and the large
corpus is another limitation. Goh et al. [5] used the HHM model for coarse word
segmentation and pre-labeling. In the method, the SVM model was trained to obtain the
character-based annotation, and then the new words were detected using the tag of
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word sequence to obtain the final segmentation. However, the initial error of word
segmentation in this method would be a big inducement of the big errors generated in
the follow-up processing work. By using initial word segmentation and part of speech
tagging, Xu and Gu [6] presents a method based on SVM, which is trained for a new
word space vector. The candidate words in their work are predicted by combining the
related constraints and relaxation variables on a test corpus. The candidate of new
words is vectorized and then put into the SVM classifier. The classification results
would be introduced into judging the candidates were new words or not. Chen et al. [7]
used the conditional random field to transform the new word detection task into a
problem of evaluating whether a word segmentation boundary is a new boundary.
Along this line, they proposed a series of statistical features to distinguish the new word
boundary. And then use the conditional random field method to synthesize these fea-
tures to achieve the new words in an open field. Although good results had been
achieved in their experiments, their method still need a large number of data labeling
and complex features building.

The other kind of method is the unsupervised methods, including the rule-based
and some statistical indicators based method. The rule-based methods use the language
rules to match the new words in the text. The methods based on statistical indicators
usually find the repeated n-gram word strings in the corpus as candidate word strings,
and use some statistical indicators to check whether the candidate word string can be
recognized as a new word. In the method presented by Wang et al. [8], they first make
word segmentation, then sort out the 2- to 8-gram word strings, and finally use some
matching and statistical information to identify new words. Zheng et al. [1] proposed a
new word discovery method based on users’ behavior in a specific area. First, they
select representative words in a field, then use these words, as well as some of user
input dictionary to find experts in the field, and they do the new word discovery by
analyzing the input dictionary of the experts. Pecina and Schlesinger [9] used 55
different statistics to carry out 2-gram lexical recognition experiments. The results show
that mutual information (MI) algorithm is one of the best methods to measure lexical
relevance. In [10], the PMI algorithm is combined with a small number of basic rules to
automatically identify 2- and n-gram new words from large-scale corpus. In [11], the
authors argue that if the candidate word string can be recognized as a new word, the
word string should also be appeared in a different sentence environment. Based on this
idea, the new word can be discovered by evaluating the information entropy around the
candidate word string.

It can be seen that the methods based on machine learning, such as HMM and
conditional random fields, can achieve good results, but still need a large amount of
pre-labeled data. Usually these data are difficult to obtain and need to carefully features
selection and optimization. Methods based on rules or some indicators do not need lots
of labeled data, but the calculation of these indicators is usually costly. Another feasible
way is to integrate rules and a variety of indicators together, or embedded these
indicators into a machine learning model [7]. In this work, we propose an unsupervised
method for new word recognition based on word vectors representation, which is
simple and efficient.
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2 The New Word Discovery Method Based on Word
Vector Pruning

In textual information processing, the word vectors trained by neural network or deep
learning, can be a good representation of words and a feasible token of the se-mantic
relationship between words and words. In this paper, we will leverage the se-mantic
relationship to recognize the new words in a Chinese corpus. Firstly, the text is seg-
mented, and then the n-gram word string whose frequency is greater than the threshold
is extracted as candidate new words. Finally, the similarity or distance of the word
vectors between the words in different parts of n-gram is used to prune. The n-gram
(n > 2) obtained after pruning is used as a new word.

The new word recognition process is shown in Fig. 1. The corpus used in exper-
iment consists of two part, one is the mass of external text data, mainly used to train
word vector, the other is used to discover the new words.

Corpus for new word discovery

Y

External corpus .
Preprocessing (sentence seg-

mentation and word segmenta-

v tion)
Word Y
Segmentation o
Mining n-gram words sequence
v \
Word Vector .
.. » Pruning Based on Word Vector
Training

A

New Words

Fig. 1. The new words recognition flow

2.1 Data Preprocessing

This method mainly uses two parts of corpus, one part is external corpus, and the other
part is the corpus used for new word discovery task. The external corpus does not need
special data preprocessing, but word segmentation. This method also can use the other
trained word vectors by some institutions, such as Google. However, pre-trained
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Chinese word vector is relatively lacking, but [10] pointed out that an optimized model
of single-machine multi-threading can train billions of words per hour, and these
trained words can be saved for other natural language processing tasks. The corpus of
the new word discovery task is divided by Chinese sentences or question marks, and
then the word segmentation is performed by word segmentation software.

2.2 Word Vector Representation and Training

If we want to use machine learning method to solve the Natural language processing
problem, we need to mathematical characteristics of some symbols, change the word into
the word vector is one of the ways. There are two kinds of word vectors. One is the
One-hot Representation, that is, to build a lexicon, the dimension of the vector is equal to
the size of the lexicon, the corresponding dimension is 1; the other is the word vector,
which is the Distributed Representation. It is the word vector got when training language
model by neural network or deep learning. Distributed Representation word vector
characterizes the potential semantic relations well. Simultaneously the dimension of the
One-hot Representation is low, which avoids the problem of dimensionality and sparsity.

Literature [9] pointed out that the statistical language model can be expressed as:

p(w]) =TT, pOwiwi ), (1)

Here, w, represents the tth word, w/™! = (wy,wy,...,w,_2,w,1) represents the
word sequence before w,.

Bengio et al. used neural network training language model to get the word vector
[10], Mikolov et al. [10—13] proposed Skip-gram and CBOW model. These two models
can train the large-scale corpus efficiently, and experiments show that Skip-gram model
get the best performance in describing the semantic relationship between the words.
Therefore, this paper also uses the Skip-gram model to train word vectors.

2.3 Mining n-Gram Word String

If several adjacent words often appear together in the corpus, they are probably new
words, we call such a sequence of words n-gram words sequence, n represents the
number of words in the sequence of words. For example, there is such a sentence “CEO
Zhang Yong said ...” (“ceolKBERIN...”), after the word segmentation, it turns into
“CEO/Zhang/Yong/said ...” (“ceo/5k/FB/FK7~...”). If the “Zhang Yong said” appears
in multiple sentences, we can find 3-gram words sequence {‘Zhang’, ‘Yong’, ‘said‘}.
Our goal is to find all n-grams whose frequency of occurrence is greater than the
threshold, while n in each n-word string is as large as possible. In this paper, an efficient
algorithm is designed to mining the n-word string whose n is the maximum.

Firstly, construct the data set T: The text data set D is crawled from the target
website by the crawling software in the beginning; and then a standard text prepro-
cessing mentioned above is performed on the data set D; For each document D; € D,
use the segmentation software to segment the content and label the punctuation marks
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and stop words, thus D; is divided into »; terms d; (j = 1, ..., n;). Scan the word
segmentation results, replace all the punctuation marks and stop words with line breaks,
complete the text segmentation, and form the final text data set T. In fact, the i th
segmented text in the data set T can be regarded as a word vector #; composed of a
series of ordered semantic words. Where £ is consist of m; ordered semantic word units
1;i(i=1,...,m;). The element 7; is the j th semantic word in the i th segmented text in
the data set T.

T={t,..ti-. 17}, )

Here, |T| indicates the number of text after the division.

Next, we scan the dataset T to find all 2-gram words whose frequency is greater
than the threshold, and record the location index of all these 2-gram words. These
2-gram strings are then incremented left and right to increase N according to their
position index until the stop condition is reached. Stop conditions is that the string
frequency is less than the threshold or encountering stop words when left and right
expansion. Through this algorithm we can find a large number of candidate word
strings, but these candidate words cannot be directly seen as a new word, because this
error rate is high. The candidate words sequence forms we found by the frequent
sequence mining algorithm are shown in Table 1.

Table 1. Sample for candidate word sequence

T | Candidate word string

T1 | {“Zhang™, “Yong™, “Said”) (3", “B", “&7R"))
T2 | {“alibaba”, “declared”} ({“PIEEE", “BH”))
T3 | {“integrity”, “department”}({“BELE", “BF"})

CLINNT3

T4 | {“propose”, “privatization”, “offer”} ({“$2H}”, “FLBHL”, “BEL97))

—_

It can be seen from Table 1 that the extracted n-gram candidate words sequence can
not be directly used as a new word, for example, in the candidate word series of
{‘Zhang’, ‘Yong’, ‘Said’}({‘iK’, ‘5>, ‘&R7~’}), “Zhang Yong” is a new word, but
“Zhang Yong said” cannot serve as a new word. Therefore, we need to introduce
pruning at this time, remove the word “said”, the remaining “Zhang Yong” as a new
word.

2.4 Pruning Based on Word Vector

If a new word is mistakenly separated, the different parts of the misclassified semantics
should be very similar, and the word vector is a good representation of this semantics,
that is, their word vector should be very similar. For example, in our experiments we
can find in the 3-gram words sequence of {‘Zhang’, ‘Yong’, ‘Said’}, the cosine sim-
ilarity between word vectors corresponding to “Zhang” and “Yong” is 0.38, while the
cosine similarity between the word vector of “Yong” and “Said” is 0.01. Based on this
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feature, we prune the candidate words sequence, that is, pruning the distance of the
corresponding word vector in the candidate words sequence. If the similarity between
words and words is less than a certain threshold, we prune them:

f(vecl, vec2) > threshold, (3)

Where f is a function of the vector similarity or distance metric, depending on the
specific form of more than f or less than f. Table 2 lists the word vector pruning
algorithm. Here, all candidate word strings are denoted by C, and C is a
two-dimensional array form. Each item represents a candidate word string, and Vec
represents the training word vector.

Table 2. Word vector pruning algorithm

Algorithm 1 Word vector pruning algorithm
Input: C, Vec, threshold

Output: new words sets NW

1: N\W=2¢

2: for item in C do

3: flag=0

4: fori=1 to [item| do

5. if {Vec[item[i]], Vec[item[i+1]])>threshold:
6

7

8

if len(item[flag:i])>1:
NW « item[FLAG: ]
FLAG=I+1
9: endif
10: end for
11: end for
12: return NW

After the pruning of the word vector, we find that the “Said” in candidate word

strings of [“Zhang”, “Yong”, “Said”] can be removed, so as to correctly identify the
new word such as “Zhang Yong’.

3 Experiment Results

3.1 Data Sets and Experimental Settings

In this paper, we collected a total of 53.9 M corpus of company news from SINA finance
network (http://finance.sina.com.cn/chanjing/). In the experiments, the first 5,000 sen-
tences in the 53.9 M news corpus are selected as the corpus of the new word discovery
task. The data preprocessing is carried out on the selected 5000 sentences, including
sentence segmentation with Chinese full stops and question marks and the word seg-
mentation with Jieba, and a total of 143765 words are obtained after the process.

We use the Google’s open-source tool word2vec (https://code.google.com/p/
word2vec/) to generate word vectors. The selected model is Skip-gram model with
window size 6. In word2vec, the word vector dimension is adjustable. The experi-
mental results in literature [10] demonstrate that the higher the word vector dimension,
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the better the effect, while more data is required. In this paper, the dimension of word
vector after training is 200 dimensions.

3.2 The Result of New Word Detection

In the corpus of new word discovery task, 278 new words are marked in this paper. We
get 604 candidate word strings by mining the n-gram word strings, and compute the
frequency distribution of n-gram word strings and the frequency distribution of n in
n-gram, as shown in Figs. 2 and 3. Finally, we get 216 new words after pruning
algorithm. Many of these new words are named entities such as “Mogujie” (“ErE"),
“Qiongyouwang” (“Z3{f#X0”), “Hedge Fund” (“XJ{hE<"), “Shareholding Ratio”
(“FFRELBT™), “Lin Han” (“$&"), “Shao Xiaofeng” (“HPE%$%”), “Jiang Peng” (“%
5y and so on.

20

200

1 2 2 2l 1
L2 1314 1516 17131920 2122 23 24 25 26 27 28 29 30 31 32 33 33 35 36 37 30 39 40 Al 42 43 44 &5 46

Fig. 2. The frequency of n-gram

600

500 -

400

300

200

100

Fig. 3. The frequency of n
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3.3 Comparative Analysis

In order to better illustrate the effectiveness of the new word discovery method pro-
posed in this paper, we conduct a comparative analysis of existing methods under the
same data set, mainly with unsupervised methods of mutual information and left-right
information entropy, and supervised method based on conditional random field.

(1) Mutual information is defined as

p(x,y)
P20 @

Where p (x) is the probability that x occurs.
(2) The entropy of information entropy is defined as

PMI(x,y) = log

LE(w) = 1 e C(a,w) log@, (5)

Where w is the word, A is the set of left and right words in w, and C (a, w) is the
number of simultaneous occurrence of a and w.
(3) The conditional random field is defined as

P(YVIX:0) = Zogen{ 3, fhor. 1)} (©

Where 0 is the model parameter, (Y, X) is an arbitrary characteristic function,
and Z(X;0) = 3", exp{>_; 0k-@(Y’,X)} is the normalization factor.

In this paper, we use the correct rate (precision), recall rate (recall) and F value
(F-measure) to evaluate the performance of each system:

Precision — #new words correctly identified

; ()

F#recognized words

1 # new words correctly identified 8)
recall = ,
#new words in corpus

2 X precision X recall

F — measure = —
precision + recall

The experimental results of the above 3 methods and the method presented in this paper
are shown in Table 3.

Table 3. The comparison results

Method Precision | Recall | F-measure
PMI 61.8% 55.9% | 58.7%
Information entropy 59.1% 51.3% | 54.9%

Conditional random field | 72.2% 50.6% | 61.1%
Word vector pruning 812% |60.1% | 69.1%
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From the results in Table 3, it can be seen that the new word discovery method
based on word vector pruning proposed in this paper is much better than other methods.
This method can make full use of the word vector by external corpus training, which
has already depicted the semantic relations, but mutual information and left-right
information entropy can not use these external information, which is one reasonable
reason why our method can get better performance than other two indicators. Worthy
of note is, due to the lack of training datasets and special feature selection optimization,
the conditional random field method cannot reach a good performance.

3.4 Different Vector Similarity Measure Pruning Comparison

The metric of similarity or distance between two vectors is mainly Cosine similarity,
Euclidean distance, Manhattan distance, etc. We use these three indicators to prune the
word vector, and conduct a comparative analysis of the performance of these indica-
tors. The three indicators are calculated as follows:

Cosine similarity:

( D i XiYi
\/Z?:1 xlz' \/E?:l )’iz

cos ) =

); (10)

Euclidean distance:

n

dist(X,Y) = Zi:l (o — yi)z, (11)

Manhattan distance:
dist(X,Y) = 3" | — i, (12)

When the cosine similarity indicator is selected, the candidate word string is
scanned, if the cosine similarity between the adjacent two word words is smaller than a
certain threshold value, the pruning is carried out; If Euclidean distance or Manhattan
distance is selected, the similarity of distance between adjacent word words is larger
than the threshold value, and the pruning is carried out. Figure 4 is the experimental
results of the pruning with different indicators, in each plot the abscissa represents the
threshold, the red solid line represents the corresponding accuracy, the blue dashed line
represents the recall rate.

As we can see from Fig. 4, the intersection of accuracy rate and recall rate is
located in the vertical coordinates of 0.7 when Cosine similarity is selected, and those
rates are less than 0.6 when Euclidean or Manhattan distance is selected. For a more
intuitive comparison, Fig. 5 shows the accuracy-recall curve at different distance
methods, and we also add the accuracy-recall curve based on n-gram word frequency
pruning. The results show that the best performance reached by using the cosine
similarity, while Euclidean distance and Manhattan distance are significantly worse
than the cosine similarity. The worst is based on N-word string frequency pruning, but
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its accuracy rate is very high when the recall rate is low. Therefore, we choose the
cosine similarity to measure word vector distance. Meanwhile, the high frequency
N-gram word string is directly selected as a new word, which can correct some errors
of the words vector pruning, as to improve the algorithm accuracy and recall rate.
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4 Conclusions and Future Work

New words will be continuously emerged along with the development of society, these
new words will be used to delivery more and more new information in communication
with text. Simultaneously, people rely much on word segmentation for textual infor-
mation processing, especially, under the situation of massive data. However, the dic-
tionaries used in current tool for word segmentation can not include all the new words.
The new word is not only a key point but difficulty in Chinese natural language
processing.

In recent years, the word vector representation obtained by neural network model
can maintain the semantic relationship between words well. We can see that, if a new
word is misclassified into smaller parts by a word segmentation software, the different
parts of the misclassification should be similar in the new vector space. Based on this
consideration, this paper proposes a new unsupervised method for word discovery. The
method is mainly contributed to drop noise candidates based on the similarity between
two elements with their new word representation. Moreover, it is a combination of
word vector representation with the traditional n-gram method. Experiments show that
the proposed method is superior to the existing unsupervised method.

In the future, we will further increase volume of the corpus for training better word
vector representation, and improve the accuracy of the algorithm of word discovery by
introducing some other methods, such as mutual information index.

Acknowledgments. The work was partly supported by the National Natural Science Foundation
of China (No. 71271044/71572029/71671027).
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Abstract. Word deletion (WD) problems have a critical impact on the
adequacy of translation and can lead to poor comprehension of lexical
meaning in the translation result. This paper studies how the word dele-
tion problem can be handled in statistical machine translation (SMT)
in detail. We classify this problem into desired and undesired word dele-
tion based on spurious and meaningful words. Consequently, we pro-
pose four effective models to handle undesired word deletion. To eval-
uate word deletion problems, we develop an automatic evaluation met-
ric that highly correlates with human judgement. Translation systems
are simultaneously tuned for the proposed evaluation metric and BLEU
using minimum error rate training (MERT). The experimental results
demonstrate that our methods achieve significant improvements in word
deletion problems on Chinese-to-English translation tasks.

Keywords: Machine translation - Word deletion - Automatic evaluation

1 Introduction

Machine translation (MT) has been applied to many applications. The evaluation
of MT system quality often considers both adequacy and fluency [1]. For poor
translation results with low adequacy, the problem is mainly caused by word
deletion problems, word insertion problems, and incorrect word choices. Word
insertion problems are not common during translation [2]. Incorrect word choices
are eliminated by improving translation model [3,4] or using domain adaptation
[5]. So far, the word deletion (WD) problem has not gotten enough attention in
statistical machine translation (SMT) systems and research community.

Every language has some spurious words that do not need to be translated,
referred to as desired WD. See Fig. 1 for an example. The Chinese word ‘#f /jiw’
and the English word ‘the’ have no counterparts in the other language and will
be translated to empty word e during translation. It is possible to learn phrase
pairs ‘5t /jiu, € and ‘the, €’ for desired WD from a word aligned bilingual training
corpus. Consequently, SMT systems realize the function of desired WD. For
© Springer International Publishing AG 2016

C.-Y. Lin et al. (Eds.): NLPCC-ICCPOL 2016, LNAI 10102, pp. 91-102, 2016.
DOT: 10.1007/978-3-319-50496-4_8
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future spurious belongs to  children
chinese |k | [[#1| | m¥ [Hr ]
weilai Jiu shuyu haizi

Translation the future € belongs to

Fig. 1. Example of desired and undesired word deletion. Words in dashed rectangle do
not have counterparts in the target language. Letters under Chinese words are Chinese
Pinyin.

desired WD, Li et al. in [6] proposed three models to handle spurous words and
utilized different methods to calculate the translation probability that the source
words would be translated into empty word e. However, undesired WD appears
along with desired WD during phrase extraction. For example, the phrase pair
‘J& T /shuyu % ¥ /haizi, belongs to’ in Fig. 1 is an undesired WD as the source
meaningful word ‘f%¥-/haizi’ has no counterparts in the target language and
results in a translation error.

In this paper, we focus on WD problems for SMT systems. First of all, to
identify desired and undesired WD, we use frequency to identify spurious and
meaningful words in the source language. Second, as undesired WD is directly
caused by incorrect phrase pairs, we categorize undesired WD into four classes
at the level of phrase pairs. For each class, we introduce a model that is used as a
feature and integrated into a log-linear model [7] for SMT to improve translation
performance. In addition, WD problems are more about the adequacy needed for
evaluation. But the most commonly used evaluation metrics, like BLEU [1] and
METEOR [8], are more about precision and fluency and do not take WD into
account. However, the human evaluation approach is quite expensive that it can
take weeks or longer to finish the evaluation. Therefore, we develop an automatic
evaluation metric that highly correlates with human judgement to evaluate the
translation performance in terms of adequacy. Finally, translation systems are
simultaneously tuned for our proposed evaluation metric and BLEU using MERT
[9]. The experimental results demonstrate that our proposed methods achieve
promising improvements on Chinese-to-English translation tasks.

2 The Proposed Approach

This section presents a number of solutions for the problem of WD. As desired
WD is about source spurious words and undesired WD is about source meaning-
ful words. To identify desired and undesired WD, we use frequency to distinguish
between spurious and meaningful words. As spurious words always have high fre-
quencies in one language, we refer to the words with high frequencies as spurious
words, and the others as meaningful words. Despite the obvious need for han-
dling undesired WD, it is surprising that most current SMT approaches do not
consider undesired WD explicitly and undesired WD problems frequently appear
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in the output of SMT systems [3,4,10]. Therefore, as undesired WD is directly
caused by incorrect phrase pairs selected by the decoder, then we categorize
it into four classes at the level of phrase pairs. As a result, we introduce four
models that can easily be integrated into the standard log-linear model to tackle
undesired WD issues.

2.1 Undesired WD Classification

Previous work demonstrated that improving the quality of phrase pairs was more
effective than improving word alignment for tackling WD issues [11]. Mean-
while, undesired WD is directly caused by incorrect phrase pairs selected by
the decoder. So, first of all, we categorize the direct causes of undesired WD
problems into four classes at the level of phrase pairs.

1. Empty Translation: A source phrase with only one word that is meaningful
is translated to empty word e. See Fig. 2(1).

2. Unaligned Words: Undesired WD occurs with the unaligned source meaning-
ful words that have no counterparts in the target language. Figure 2(2) shows
an example.

3. N-to-1 Alignment Error: Multi-words of a source phrase are aligned to the
same target word, and some of the alignments are incorrect. It reads as if
some of source words are not translated at all. See Fig. 2(3).

4. Meaningful-to-Spurious Phrase: A source phrase having meaningful words is
translated into a target phrase having no meaningful words. Undesired WD
occurs with the source meaningful words. See Fig. 2(4).

thegpgi}]fgce } spurious product and culture }previiusly be
CENE] T | A sefe ) BA =
gziliziz;l‘il};riz i le gl;;r;b;h he wenhua} yigian shi
€ [ € and chinese culturel ~Was previously
Incorrect " Correct Incorrect ‘ Correct
(1) Empty Translation (2) Unaligned Words
rj[frggg‘ market I according estimate quqgggqu I culture
EXII it TR ek
jiagyi shichang } ju\ guji lia?jie } wenhua
Ak v ke M
market | according to estimates the | culture
Incorrect ‘ Correct Incorrect ‘ Correct
(3) N-to-1 Alignment Error (4) Meaningful-to-Spurious Phrase

Fig. 2. Categorization of undesired WD problems. Words in dashed rectangle do not
have counterparts in the target language. The dashed arrows between source and target
phrases are incorrect alignments.
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Figure 2 shows the four classes of undesired WD. In Fig. 2, cases on the left
side are incorrect and cases on the right side are correct. The first three classes
have no overlap, but the forth class may include the first three classes.

2.2 Undesired WD Model

For each class of undesired WD problems, we use an effective model to handle
it. This model is summarized in Eq. 1.

h=F(s,t,M,L,A) (1)

where s is the source phrase, t is the target phrase, M is the meaningful word
list, L is the lexical translation tables for which only top-n items that are sorted
according to the maximum likelihood probability will be reserved, and A is the
word alignment between s and ¢.

Based on Eq.1, we design four new features that can easily be integrated
into the log-linear model for SMT.

Empty Translation. If a source phrase s, having only one word that is mean-
ingful that is translated to empty symbol € on the target side, we set this feature
value to 0. Otherwise the feature value is 1. The empty translation model is
summarized in Eq. 2.

he{O if [s|=1&se M;&t=c¢ @)

1 otherwise

where M is a meaningful word list in the source language.

Unaligned Words. For unaligned meaningful word s; in s, if there are no
unaligned counterparts ¢;, we set this feature value to 0. Otherwise the feature
value is 1. See Eq. 3 for a summarization.

0 if |s] >2&
Ji,s; € 8,8, € Mg, Vk, (i, k) ¢ A,
hy = Vi, t; € t,Yh,(h,j) ¢ A, (3)
((si5t5) & Loate | (t5,5:) & Luas)
1 otherwise

where Lgo; and Lo, are bidirectional lexical translation tables that are utilized
to check if the word pair (s;,t;) is translated reciprocally.

N-to-1 Alignment Error. For a phrase pair (s,t), a source word s; in s has
just one aligned target word t; in ¢, and ¢; has more than one aligned source
words, if (s;,t;) is not translated reciprocally, an undesired WD occurs. Also,
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we use Lgop and Lyos to check if the word pair (s;, ;) is translated reciprocally.
This model is summarized in Eq. 4.

0 if |s| >2&
di,s; € 8,8 € Mg,
3j,(i,7) € A,Yh,h # 4,(i,h) ¢ A,
Ik, k #i,(k,j) € A,
((si:t5) & Lot | (85, 8:) & Li2s)
1 otherwise

Meaningful-to-Spurious Phrase. If a source phrase s with meaningful words
is translated into a target phrase t having only spurious words, a new feature
with value 0 will be added to indicate this. Otherwise the feature value is 1. This
model is summarized in Eq. 5.

0 ifdi,s; €8, €M,&

hp = Vj,tj S t,tj ¢ M, (5)
1 otherwise

where M; is a meaningful word list of the target language side.

2.3 Integration into SMT Decoder

An undesired WD model can easily be integrated into the standard log-linear
model for SMT. In Eq. 6, four new features are added to the log-linear model:

el = argI?aX{Pr (e{\f{)}
e

1

M
= argel?ax{ Z AP (6{, fii)}

1 m=1

N
= argmax{ Z /\mhm (6{, fl])

€1 m=1

+ Aehe 4 Auhu + Aaha + Aphp} (6)

where the first NV features come from the baseline SMT model, and h., hy, hq,
and h, are the proposed four new features for undesired WD problems, A, Ay,
Aa, and A, are the corresponding feature weights.

3 Evaluation Metric - Recall of WD

The human evaluation approach for WD problems is quite expensive. This is a big
problem because MT researchers want to see daily quality improvement for their
MT systems. This is our motivation to develop an automatic evaluation metric.
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Generally speaking, undesired WD is about the source language in which
meaningful words are not translated. But from another point of view, reference
translations produced by human beings in the development set contain complete
lexical meaning for each corresponding source sentence. Therefore, the higher
the recall of meaningful words between the machine-produced translation and
human-produced reference translations, the less undesired WD occurs.

In this section, we describe the recall of WD, an automatic evaluation metric
that is based on unigram recall between the machine-produced translation and
human-produced reference translations of SMT. Unlike BLEU and METEOR,
not all words are useful to calculate the recall of WD. First of all, we use the
meaningful word list M; of the target language to weed out spurious words
from meaningful words of machine-produced translations and human-produced
reference translations. Second, we use the reserved meaningful words to calculate
this score.

More importantly, we will simultaneously use the proposed recall of WD and
BLEU to define an error function through interpolation and learn optimized
feature weights using MERT.

3.1 Unigram Recall
At the sentence-level, the unigram recall is represented by R; in Eq.7.

Yoo

unigrameC

oo

unigram’ €R

Ry =

¢ = Cepip (unigram)
N
r= an -C, (um’gram ) (7)
n=1

to compute c, first, we must count the maximum number of times a word occurs
in any single reference translation. Second, we clip the total count of each can-
didate word by its maximum reference count, and the clipped counts are the
values of ¢ for each candidate word. The definition of ¢ shows here is the same
as the one used by Papineni et al. in [1]. r is the average number of times a word
occurs in all reference translations. N is the number of reference translations and
wy, is the uniform weights. In our baseline, we use N = 4 and uniform weights
wy, = 1/N.

From Eq.7 we can see that the sentence is our basic unit of evaluation, but
one usually evaluates SMT systems on a corpus of entire documents. In Eq. 8,
r1 is the unigram recall score on a corpus of entire documents.



Better Addressing WD for SMT 97

2 >«

Ce{candidates} unigrameC

2 2. v

Re{references} unigram’ €R

(®)

r =

First of all, we compute the unigram matches sentence by sentences. Second, we
add the clipped unigram counts for all the candidate sentences and divide by the
average value of the total number of words in all reference translations in the
test corpus to compute the recall score. As defined, the r; ranges from 0 to 1, if
71 is more than 1, we set r; to 1. Few translation will attain a score of 1 unless
they are identical to one of the several reference translations. To verify that rq
distinguishes between very good translations and bad translations on undesired
WD problems, we will give the verification of r; in Sect. 4.4.
Finally, the evaluation score for MERT is summarized in Eq.9.

Score = a* BLEU + (1 — «) * Recall (9)

we set a to 0.7 in our experiment by default because it seemed work best on our
data sets.

4 FEvaluation

In this section, we applied the proposed methods to a state-of-the-art phrase-
based SMT system [12] and carried out experiments on two Chinese-to-English
translation tasks.

4.1 Experiment Setup

Our SMT system followed the general framework of phrase-based translation
[10], including bidirectional phrase translation probabilities, bidirectional lexical
weights, an n-gram language model, target word penalty, and phrase penalty. In
addition, the ME-based lexicalized reordering model proposed by Xiong et al. in
[13] was employed in our system. We used a decoder with beam search and cube
pruning [14] to decode new sentences. By default, the reordering limit was set to
10 and the beam size was set to 30. The maximum length of the source and target
phrases were limited to 5 words. A specific empty symbol € on the target language
side was posited and any source words were allowed to translate into e [6].

4.2 Corpus

Our experiments were conducted on two Chinese-to-English translation tasks:
news and web domains. In both domains, our bilingual data consisted of 2.43
million sentence pairs selected from the NIST portion of the bilingual data of
NIST MT 2008 Evaluation. The 5-gram language model for both translation
tasks was trained on the Xinhua portion of English Gigaword corpus (16.28 M) in
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Fig. 3. A relationship between recall of Fig. 4. A relationship between recall of
WD and BLEU4 on newswire translation. WD and BLEU4 on web translation.

addition to the target side of the bilingual data. For the news domain, we used the
NIST 2006 Newswire MT evaluation set as our development set (616 sentences)
and the NIST 2008 Newswire and 2008 progress Newswire MT evaluation sets
as our test sets (691 and 688 sentences). For the web domain, we used the NIST
2006 Webdata MT evaluation set as our development set (483 sentences) and
the NIST 2008 Webdata and 2008 progress Webdata MT evaluation sets as our
test sets (666 and 682 sentences).

The GIZA++ [15] tool was used to perform the bidirectional word align-
ment between the source and target sentences. After running GIZA++ in both
directions, we applied the grow-diag-final refinement rule on the intersection
alignments for each sentence pair. More importantly, our comparison systems
were simultaneously tuned for recall of WD and BLEU through interpolation
using MERT.

4.3 Results

Tables 1 and 2 depict the recall of WD and BLEU score of different systems for
the Chinese-to-English translation. In all tables, * indicates a score significantly
better than baseline at p < 0.05.

On the Chinese-to-English Newswire translation in Table1, all of our pro-
posed models improved the recall score on the test sets (Row +Empty, +Unaln,
+N-to-1, and +Content). When the four new features were used together for
tackling undesired WD issues, our proposed method achieved a recall of WD
score increase of 4.66 and 3.79 for the NIST 2008 newswire and 2008 progress
newswire test sets (Row +All), respectively. More interesting, our method
yielded a gain of 0.90 BLEU score increase on the NIST 2008 progress newswire
test set. Figure 3 explains this phenomenon, if recall of WD increases in a reason-
able range and the BLEU score will remain stable at the same time. But when
the score exceeds a reasonable range, the BLEU score will decreased obviously.
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Table 1. BLEU4 and recall of WD for various methods on newswire translation.

Method NIST 2008 nw NIST 2008 pro nw
BLEU% | Recall% | BLEU% | Recall%
Baseline 30.76 63.03 28.28 57.26
+ Empty |31.17 65.66" |28.73 59.23*
+ Unaln | 30.85 66.09" | 28.75 59.58"
+ N-to-1 |31.15 65.84" |28.90" |59.43"
+ Content | 31.13 65.85" |28.69 59.22*
+ All 30.88 67.69* |29.18* | 61.05"

Table 2. BLEU4 and recall of WD for various methods on web translation.

Method NIST 2008 wb NIST 2008 pro wb
BLEU% | Recall% | BLEU% | Recall%
Baseline 22.22 53.62 23.07 52.77
4 Empty | 22.55 | 55.40% | 24.00° | 54.74*
+ Unaln 22.37 56.35" 24.14* 55.74*
+ N-to-1 |22.49 56.11* 23.97* 55.24*
+ Content | 22.67 56.64* 23.89* 55.69*
+ All 22.31 57.82 * | 23.90* 57.01"

From Fig.3 we can see that the reasonable range for the NIST 2008 progress
newswire test set was from 58.2 to 61.4. A recall score that is less than 58.2 or
more than 61.4 can result in a decrease for the BLEU score. As the recall of
WD for baseline system is 57.26 which is less than 58.2, it is reasonable that
the BLEU score of baseline system is less than the BLEU score of the proposed
system.

When we switch to Chinese-to-English Web translation in Table 2, the results
are similar to those in Table 1. E.g., the achievements are 4.20 and 4.24 points
on the recall of WD for the NIST 2008 web and 2008 progress web test sets,
respectively. On the NIST 2008 progress web test set our method yields a gain
of 0.83 BLEU score increase, which is the same for Newswire translation task,
Fig. 4 can explain this phenomenon and shows the reasonable ranges for different
test sets on the Chinese-to-English Web translation task.

4.4 Recall of WD vs Human Evaluation

To verify that the proposed recall of WD distinguishes between translations
with more or less undesired WD, we computed the recall of WD on the output
of a human translator, a good SMT system with the four proposed models,
and a baseline SMT system. Our experiments were conducted on the Chinese-
to-English Newswire domain. The test set was the NIST 2008 newswire. The
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Table 3. Distinguishing translations of different quality for undesired WD in the
Chinese-to-English newswire translation task.

Method | 2008 newswire

BLEU% | Recall% | # Delete
Baseline |27.73 60.78 450
Proposed | 27.89 64.94 330
Human | 46.74 79.48 0

human translation was made by extracted one of the four reference translations,
and the other three reference translations were used to evaluate the translation
performance.

The results are shown in Table 3. Column ‘# Delete’ in Table 3 is the number
of undesired WD determined by human evaluators from 200 randomly selected
translation results. For the human translation, we regard the value of ‘# Delete’
as 0. The recall score of a human translation with 0 deleted meaningful words in
row Human is 79.48, while the recall score of baseline system with 450 deletion
errors in row Baseline is 60.78. From this we can see that recall of WD can dis-
tinguish between a good translation (human translation) and a bad translation
(SMT). To be useful, this metric must also reliably distinguish between trans-
lations that do not differ so greatly in terms of BLEU score. Table 3 shows that
the recall score of the proposed system with 330 deleted meaningful words in
row Proposed is 64.94, which is higher than 60.78 for the baseline system with
450 deleted meaningful words. From the results we can see that the proposed
recall of WD have a high correlation with human judgement for WD issues. The
less undesired WD occurs, the higher the value of recall score is, and vice versa.

5 Related Work

Li et al. in [6] proposed three models to handle spurious source words. They uti-
lized different methods to calculate the translation probability that the source
words to be translated into empty word e. Menezes and Quirk in [16] presented an
extension of the treelet translation method to include order templates with struc-
tural insertion and deletion. The above studies focus only on desired WD prob-
lems caused by spurious words. Zhang et al. in [11] focused on unaligned words
only and applied hard deletion and optional deletion of the unaligned words on
the source side before phrase extraction. Though easy to implement, this method
introduced more noise into the phrase table. Zhang et al. in [11] showed that
reducing the noise in phrase extraction is more effective than improving word
alignment [17-20]. Parton et al. in [21] presented a hybrid approach, APES, to
target adequacy errors. Huck and Ney in [22] investigated an insertion and dele-
tion model that was implemented as phrase-level feature functions that counted
the number of inserted or deleted word.
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In contrast to previous studies, we handle this problem in detail. We first cat-
egorize WD problems into desired and undesired WD. Second, we categorize the
undesired WD problems into four sub-categories and develop four effective mod-
els to tackle this issue. Consequently, we have proposed an automatic evaluation
metric for WD problems that allows MT researchers to see quality improvement
for an SMT system every day. Finally, our comparison systems were simultane-
ously tuned for the proposed metric and BLEU using MERT.

6 Conclusion and Future Work

In this paper, we tackle the WD issue for SMT systems. First of all, we use
frequency to classify WD problems into two categories, desired and undesired
WD. Second, we categorize the direct causes of undesired WD into four classes.
For all classes, we have developed effective models that are used as features and
integrated into an SMT log-linear model to address the undesired WD problem.
Finally, we propose an automatic evaluation metric, recall of WD, that is based
on a generalized concept of unigram recall between the machine-produced trans-
lation and human-produced reference translations to evaluate the translation
performance for WD problems. Meanwhile, our translation systems were simul-
taneously tuned for recall of WD and BLEU through interpolation using MERT.
The experimental results demonstrate that our proposed methods achieve sig-
nificant improvements in the Chinese-to-English translation tasks.

In the future, we plan to continue our research on the automatic evaluation
metric for WD problems. In addition, we will study sophisticated models to
tackle the WD issue.
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Abstract. Terms extensively exist in specific domains, and term trans-
lation plays a critical role in domain-specific statistical machine trans-
lation (SMT) tasks. However, it’s a challenging task to extract term
translation knowledge from parallel sentences because of the error prop-
agation in the SMT training pipeline. In this paper, we propose a simple,
straightforward and effective model to mitigate the error propagation and
improve the quality of term translation. The proposed model goes from
initial weak monolingual detection of terms based on naturally annotated
resources (e.g. Wikipedia) to a stronger bilingual joint detection of terms,
and allows the word alignment to interact. The extensive experiments
show that our method substantially boosts the performance of bilingual
term detection by more than 8 points absolute F-score. And the term
translation quality is substantially improved by more than 3.66% accu-
racy, as well as the sentence translation quality is significantly improved
by 0.38 absolute BLEU points, compared with the strong baseline, i.e.
the well tuned Moses.

1 Introduction

Terms, defined by specialists, a noun or compound word used in a specific con-
text, deliver essential context and meaning in human languages [25], such as
technical terms “header text” and “summary”!. Terms extensively exist in spe-
cific domains. For example, in Microsoft Translation Memory, there are 8 terms
out of every 100 words, whereas named entities are nearly nonexistent. What’s
more, new terms are being created all the time, such as in areas of computer sci-
ence and medicine. Thus, term translation plays a critical role in domain-specific
statistical machine translation (SMT) tasks.

However, unlike person names or other named entities having obvious char-
acteristics and boundary clues, it’s a challenging task to extract term translation
knowledge from parallel sentences in the SMT training pipeline. A typical SMT
training pipeline consists of monolingual term recognition, word alignment and

! In this paper, we do not consider named entities (e.g., person names, location names,
organization names, time and numbers) and treat named entities non-terms.
© Springer International Publishing AG 2016

C.-Y. Lin et al. (Eds.): NLPCC-ICCPOL 2016, LNAI 10102, pp. 103-115, 2016.
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translation rule extraction. So, the term recognization errors will propagate into
the next stages. To make matters worse, it is expensive to annotate training data,
in practice, to obtain high-quality term recognizers for various specific domains.

As a result, the poor performance of term recognition further decreases the
quality of word alignment and translation rule extraction. Thus, it is a challeng-
ing task to extract term translation knowledge from parallel sentences. Thus,
frequent term translation errors make users hard to follow MT results in specific
areas. For example, in the case of Microsoft Translation Memory, more than
10% of high-frequency terms are incorrectly translated by our baseline system,
although the BLEU-score is up to 63%.

In order to mitigate the error propagation and improve the quality of term
translation, we propose in this paper a simple, straightforward and effective
model for jointing bilingual term detection and word alignment. The proposed
model goes from the initial weak monolingual detection of terms based on natu-
rally annotated resources, e.g., Wikipedia, to a stronger bilingual joint detection
of terms, and allows the word alignment to interact. A brief overview of the
proposed model is shown in Fig. 1.

In Fig. 1(a), the starting point is the weak English term recognizer, the weak
Chinese term recognizer and the HMM-based word alignment model. Obviously,
there are some critical errors denoted by red color (the italics words and the
dotted lines).

Fortunately, based on Fig. 1(a), we have the following observations: (1) The
initially recognized monolingual terms can act as anchors for further detecting
terms. (2) The source terms and target terms in parallel sentences come in pair,
and it provides mutual constraints for bilingual term detection. (3) The detected
bilingual term pairs can further improve the performance of word alignment, in
turn, word alignment can contribute to term recognition.

Based on the above observations and inspired by [2,27], the proposed model
adopts the initial results as anchors, then enlarges or shrinks the boundaries of
the anchors to generate new term candidates, and allows the word alignment to
interact, as shown in Fig. 1(b). Finally, we get a stronger bilingual joint detection
of terms and the promoted word alignment as seen in Fig. 1(c).

In the experiments, our proposed joint model has achieved remarkable results
on bilingual term detection, word alignment, term translation and sentence
translation. In summary, this paper makes the following contributions:

1. The proposed simple and straightforward model jointly performs bilingual
term detection and word alignment for the first time.

2. The proposed joint model starts with low-quality naturally annotated mono-
lingual resources rather than expensive human annotated data to perform
initial term recognition, and allows the word alignment to interact with bilin-
gual term detection, finally gets a stronger bilingual detection of terms.

3. The proposed model substantially boosts the performance of bilingual term
detection and word alignment, and finally significantly improves the per-
formance of term translation in the specific domain compared to a strong
baseline.
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Fig.1. A brief work flow overview Fig. 2. The four-stage framework for
of the proposed model. (Color figure joint bilingual term detection and word
online) alignment.

2 Related Work

To automatically recognize terms, researchers have proposed many approaches,
which can be divided into two types. One aims at using linguistic tools (e.g.
POS tagger, phrase chunker) to filter out stop words and restrict candidate
terms to noun phrases [1]. The other focuses on employing statistical measures
to rank the candidate terms (n-gram sequences), such as mutual information
[4], log likelihood [17], t-test [6], TF-IDF [20], C-value/NC-value [9], and many
others [14,30]. More recent term recognition systems use hybrid approaches that
combine both linguistic and statistical information.

However, seldom is the full range of the problem dealt with by any one
method. First, most works rely on the simplifying assumption [11,15] that the
majority of terms consist of multi-word, In fact, [21] claims that 85% of domain-
specific terms are multi-word units, while [15] claims that only a small percentage
of gene names are multi-word units. Such an assumption leads to very low recall
for some domains. Second, some approaches apply frequency thresholds to reduce
the algorithm’s search space by filtering out low frequency term candidates.
Such methods have not taken into account Zipf’s law, again leading to reduced
recall.
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In this paper, in order to improve the recall, we adopt naturally annotated
resources for term detection, such as Wikipedia, and focus on supervised machine
learning approaches based recognition approaches for SMT with a wide range of
domains.

Most bilingual term alignment systems first identify term candidates in the
source and target languages based on predefined patterns [16], statistical mea~
sures (e.g., frequency information) [17], or supervised approaches [7], and then
select translation candidates for these terms. In such pipeline approaches, the
error propagation has a negative impact on the bilingual term detection and
term translation.

3 The Proposed Joint Model

In this section, we first introduce the whole framework, then propose a formalized
representation, and finally describe the important details.

3.1 The Framework for Jointly Detecting Bilingual Term
Pairs and Aligning Words

In this paper, in order to jointly detect bilingual terms and align words, we
propose a four-stage framework as shown in Fig. 2: (A) Initialization stage goes
from initial weak monolingual detection of terms based on naturally annotated
resources. (B) Term candidate expansion stage, expanding the associated term
candidate set to remedy the errors occurred in the previous stage. (C) Bilingual
term detection stage. The framework obtains a stronger bilingual joint detection
of terms. (D) Word alignment and bilingual term re-detection stage. The frame-
work allows the word alignment to interact with the bilingual term detection
results. In Fig. 2, only the key points are showed.

(A) Initialization Stage

The first stage includes the following steps: initial word alignment, initial
term recognition, initial term completion and initial term alignment. Let 5‘1] =
5182 ... denote the source sentence, and t{ = tyty ...t; denote the target sen-
tence, where J and I are the numbers of words in source sentence and target
sentence, respectively.

Initial Word Alignment and Initial Term Recognition: Given the source-
target sentence pair (si ,t]I»)7 we can get the initial word alignment A =

- - . . @ . .
G102 .. .4y, the initial recognized source terms ST, and the initial recognized

target terms ﬁf, where Q and P are the numbers of initially recognized
terms of the source and the target sentence, respectively. In word alignment,
a; = {tla(j) = i}, and the expression a(j) = i denotes that the target word t; is
connected to the source word s;.

For this work, the word alignment refers to the HMM-based word align-
ment model by default. The term recognition tool is based on the Stanford
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Classifier [19], which is trained by naturally annotated Wikipedia monolingual
sentences, e.g., hyperlinks, boldfaces and quotes. And a beam search style decod-
ing algorithm is employed to convert the classification results to appropriate
term recognition results. As a result, we can get initial weak monolingual term
detectors.

Initial Term Completion: In order to prevent the incorrect term alignment

o . @ P .
caused by the initial term recognition errors, ST, and 77T, will be fixed by the

following operation: if none of aligned target words of the source term ST, is
recognized as the term, then the one, which is most likely to be a term, of them

—p
will be added into T'T'; ; the same operation will be applied to the target terms.

Initial Term Alignment: We construct the initial term alignment set M=
(P . . @
Ml(P ) by generating a Cartesian product of the source term set ST, and the

target term set ﬁf We rank each candidate JT/.fk of the initial term alignment
set in descending order with the score calculated by the Viterbi algorithm [8]
using the pre-trained term alignment model. The k-th initial term alignment is
denoted by My, = mims...mg, where my = (ST4,TT),).

In the first stage, the initial term alignment is based on the pre-trained term
alignment model, which is implemented according to the HMM-based word align-
ment model. And the training data is the bilingual term dictionary consisting of
Wikipedia titles and the domain-specific term database.

Example: For the example in Fig. 1, the input of the first stage is the following:

(1) The English (source) tagged sentence “<Header> text that appears in the <summary> .” and the Chinese (target)
tagged sentence “HI 7E <HWZE + {1 bk SCA> -

(2) The initial English terms ([header], [summary]) and the initial Chinese terms ([f§% #1 9 Fr3k SCA)).

(3) The initial word alignment “NULL{3} tiI{1,4} 7E{5.6} fE{7} t{} B{} prk{} STE{2} - {8}".

And the output is the following result:

(1) The fixed initial English terms ([header], [summary]) and the fixed initial Chinese term ([ HE}], [#§22 =+ fHR-k%
ZN)

(2) The initial term-alignment set ({ [header]::[ s} 1], [summary]:: [ 2 # {9 #73k SCA]}; {[header]:[F5% 7 1 bR
Sk SCAR), [summary]::[ HER] }; {[header]::[f§22 1 1 Rk SCAR), [summary]::[#22 5 (4 F52k SUAT}; {[header]::[ H
A1, [summary]::[HEH]}).

(B) Term Candidate Expansion Stage

In order to mitigate the error occurred in the previous stage, we generate another
two term candidate sets ST 1Ql and TTL " sets by allowing the initial term to
enlarge/shrink its boundaries up to four words on each side. Each time, when
the one of the boundaries is enlarging /shrinking, the another one should be fixed.
And finally we get a series of term candidates. The limitation “four words” is an
empirical value. In addition, the regenerated terms in this stage are not allowed
to overlap different initial terms, but they can share the same base initial term.

Example: For the example in Fig. 1, the input of the second stage is the initial
term-alignment set, and the output is the following result:
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(1) The regenerated English term set ([header] — {[header text], [header text that], [header text that appears], [header
text that appears in]}; [summary] — {[summary], [the summary], [in the summary], [appears in the summary], [that
appears in the summary] }).

(2) The regenerated Chinese term set([HEl] — {[HF 7E]}, (2 F 09 bk SO — {[7F 52 & 0 drk 3
il, H;ﬁfgi& TR BRSO o ) R R AR, EE R R, R [ B Bk SO, 189 BRk SORR, Rk 3C

Nl 1.

(C) Bilingual Term Detection Stage

The third stage is to jointly perform monolingual term detection and bilin-
gual term alignment. We conduct a beam search process to select the top
K updated term alignment set M = M1 based on the initial term alignment set

M the re-generated source terms STQ and the re-generated target terms TT1

The searching process will keep removing those overlapping terms from the can-
didate list. The k-th updated term alignment is denoted as My = mims...mg
where m, = (TTp7 ST, ) We can get the probability of each updated term align-

ment P(Mk|ST1Q ,TTF") for each k. As a result, the proposed framework obtains
a stronger bilingual term detection.

Example: For the example in Fig. 1, the input of the third stage includes the
regenerated English term set and the regenerated Chinese term set, and the
output is the following result:

The updated-term-alignment set ({[header text]:[¥73k LA, [summary]::(#§ 2 H11}; {[header text]::[#F7R % SUA],
[summary]::[m%]}; -Total 132 (11 X 12) term pairs will be generated).

(D) Word Alignment and Bilingual Term Re-detection Stage

In the last stage, the framework allows the word alignment to interact with
the bilingual term detection results through jointly executing bilingual term re-
detection and word alignment via a generative model. The joint word alignment
tool in this stage is the extension for the initial word alignment tool in the first
stage. As a result, we can get the final word alignment A* = aja3...a% and the
final term alignment M* = mim3 .. .my, using the generative word alignment
model based on the constraint of the updated term alignment M.

Example: For the example in Fig. 1, the input of the last stage is the updated-
term-alignment set, and the output is the following result:

(1) The re-ranked updated-term-pair set({ [header text]::[Fik SUZA], [summary]::[f522]}; {[header text]::[f] Rk 3C
ZK], [summary]:[FH2]}; ).

(2) The top 1 word alignment “NULL{6} H¥i{4} ZE{5} #Z{7} {3} A{} #rk{1} STA{2} - {8}".

(3) The top 1 term alignment in updated-term-pair set({ [header text]::[F73k SCA], [summary]::[FHZE]}).

3.2 The Joint Model

We put all the four stages together, and the proposed joint model can be formu-
lated as:

(A*, M™) = argmax maxP(Mk,Mk\STl ,TT1 ,s1,t1) x P(si, A, Mk|t1)} (1)
(M, A) | My,
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~ —Q —P

where P(My, My|ST ,TT, ,si,t!) refers to the bilingual term alignment prob-
ability, and P(s{, A, My|t]) refers to the the word alignment model based on the
constraint of the updated term alignment Mj.

The following steps are executed jointly with respect to ST ?, ﬁf, s{ and
tf: monolingual term recognition, bilingual term alignment and word alignment.
And there is no independence assumption among those term pairs including in
the associated term-pair sequence.

Next, we will introduce the important derivation details. The derivation looks
like a somewhat complicated framework, but it’s not so hard to comprehend and
implemented.

3.3 Derivation Details

In Eq. (1), the bilingual term alignment probability, in the fourth stage as shown
in Fig.2, is computationally infeasible and will be simplified and derived as
follows:

~ —=Q =P ~ = Q =P .
P(My, My|STY , TTy ,s1,t1) ~ P(My|STT,TT1 ) x  [[ [ Plmaling, st t1)

mq €My 5, €M),
(2)

It implies that monolingual term recognition and bilingual term alignment are
executed jointly. In Eq. 2, P(MMS‘T ?,/ﬁf) denotes the initial term alignment
probability in the first stage, and P(m|myg, s{,t]) denotes the elastic bilingual
term alignment model in the third stage.

In the next subsections, we will introduce how to compute the important
submodels embedded in the four stages as shown in Fig. 2.

(1) The Initial Term Alignment Probability

The initial term alignment probability, in the first stage, is based on the max-
imum entropy model [3]. In this paper, we design a set of feature functions

~ ~Q —P
hf(Mk,S’T?,TT1 ), where f =1,2,..., F. Let Ay be the weight corresponding
to the feature function. We adopt GIS algorithm [5] to train the weight Aj.
According to [22], we have the following initial term alignment model:

~ ~Q —P
exp [y Arhy (M, ST TTY) |

ZM}Z exp [E?:I )\fhf(]’\\jl;7 5'\’1/“(17 ﬁp)}

~ ~—Q —P
P(M,|STY ,TT ) =

3)

In order to calculate the initial term alignment model, we employ the following
three feature functions in this paper: phrase translation probability (denoted as
h1), lexical translation probability (hs) and co-occurrence feature (hs).

The phrase translation probability h; is calculated by the pre-trained term
word alignment model as follows:

hi (M, STV TT ) = log P(ST, [T} , M) +log P(TT, |STY, My) (4

The lexical translation probability hs is calculated by the pre-trained term word
alignment:
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ha (M, ﬁ“?,ﬁf) = log lex(éi“fffff, M) + loglem(ﬁf|ﬁ?, M) (5)

The co-occurrence feature hg is calculated based the current parallel corpus:

— - t(STy, TT t(TT (0, ST
ha(Ve, ST 7T ) logl—I(CO“”( v Toiw) , coentlai “)> (6)

=1\ count(x, TTm(q)) count(*,ﬁ’q)

(2) The Monolingual Term Likelihoods

This is the key step of ~the third stage as well as the whole joint model. Given
the initial term T = T = W ws . . .wg, where w; refers to the i-th word, and
H is the number of words. Then, the re- generated term T' can be formulated
as 1T = T1 = wWwz ... W = W—_g,, ... W_1W1 W2 . wHwH .Wyqp, where df,
refers to the left distance, namely numbers of words enlarged (d r > 1) or shrunk
(dr, < —1) from the left boundary; similarly, dr refers to the right distance. In
fact, t; and ¢ are the anchor points that we can enlarge or shrink the initial
recognized term. Then, the monolingual term likelihoods can be derived as:

P(T|T, OtherTokens) ~ P(T)*" x (1 — P(@W_a, ... 1)) x
(1= P(@y1...Wyay))" x P(T)™ (7)
where P(x) refers to the probability that * is a term given by the initial mono-
lingual term recognition model; 1 — P(x) refers to the probability that the

enlarged/shrunk part * is not a term; (3 refers to the corresponding weight (the
optional value is 0.25).

(3) The Elastic Bilingual Term Alignment Model

The elastic bilingual term alignment model, in the third stage, can be further
decomposed:

P(mgliing, s1,t1) = > P(Lk|STy, TT,) x P (mg|fig, s7,t1) (8)

Ly

where Ly, denotes internal component alignment, P’ (mg|f,, s7,t!) denotes the
elastic bilingual term model, and the word alignment probability P(Ly|ST,, TT,)
is determined by the pre-trained term alignment model. The elastic bilingual
term model can be derived based on the monolingual term likelihoods as follows:

P (mg|ig, si,t]) ~ P(STq|§Tq, OtherTokens) x P(TTpﬁ?p, OtherTokens) (9)

(4) The Word Alignment Model

The word aligned model, in the last stage, is calculated according to the HMM
word alignment model [26]:

J
P(si, A, M|t;) = [ p(as, Mi|aj—1,I) x P(s;|ta;) (10)

j=1

where P(s;|t,,;) denotes the word translation probability.
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Let p(ajlacj—1y,I) be the HMM alignment probability according to [26], and
con flict(j, My) be the indicator which indicates whether the current word align-
ment a; has a conflict with the term alignment My, then:

, _ _]o if conflict(j, My) = true

plaj; Mylag-1), 1) = {p(aj|a(j_1),1) if conflict(j, My) = false (11)
At last, about the computational cost of our implementation, the time tends

to increase 3—4 times more than the baseline HMM-based word alignment, and

the memory requirement rises at nearly 2—-3 times.

4 Experiments

We conduct the experiments to test the performance of our four-stage joint
model in improving the performance of bilingual term detection and word align-
ment. In addition, we will check how much improvement the proposed model can
achieve on the final SMT result. The performance of recognition and alignment
is evaluated by precision (P), recall (R) and F-score (F); the quality of term
translation and sentence translation is evaluated by precision (P) and BLEU,
respectively.

Table 1. The performance of term Table 3. The performance of word

recognition. alignment

P/% |R/% |F/% P/% |R/% |F/%
En-Baseline 62.94 [65.61 64.25 GIZA++ 69.28 | 75.83 |72.41
Ch-Baseline 57.21 166.67 |61.58 Baseline-1 67.06 73.18 169.99

En-Joint-C-Stage |67.35 |71.47 |69.34 Baseline-2 64.47 |70.62 |67.41
Ch-Joint-C-Stage |65.13 |74.86 |69.65 Joint-C-Stage |69.45 |76.49 |72.80
En-Joint-D-Stage | 71.20**|76.84**(73.91**  Joint-D-Stage|71.19™* | 78.51"" | 74.67"*
Ch-Joint-D-Stage|67.89** |75.03"* | 71.28™"

Table 4. The performance of translation

Table 2. The performance of bilingual

term alignment Term/P/%|Sent/BLEU/%
Moses 87.30 63.58
P/% |R/% |F/% Baseline-1 86.53 63.09
Baseline 49.38 156.41 |52.66 Baseline-2 78.43 62.68
Joint-C-Stage |53.47 |59.44 |56.29 Joint-C-Stage |87.73 63.54
Joint-D-Stage|58.29** |63.78"* 60.91™" Joint-D-Stage|91.04™*  63.96™"

“¥*” means the scores are significantly better than the corresponding previous line with p < 0.01.
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4.1 Experimental Setup

All the experiments are conducted on our in-house developed SMT toolkit includ-
ing a typical phrase-based decoder [28] and a series of tools, including term
recognition, term alignment, word alignment and phrase table extraction.

We test our method on English-to-Chinese translation in the field of soft-
ware localization. The training data (1,199,589 sentences) and annotated test
data (1,100 sentences) are taken from Microsoft Translation Memory, which is
a domain-specific dataset. And additional data employed by this paper includes
Wikipedia terms (1,133,913) and Microsoft Terminology Collection (24,094
terms). The gold standard of term recognition and word alignment are human
annotated. What’s more, all data have been submitted for public. The statistical
significance test is performed by the re-sampling approach [12].

4.2 Results and Analysis

(1) The Term Recognition Tests

First, we compare the performances of term recognition in the different joint
stages with the baseline system, e.g., the pipeline approach. The correspond-
ing systems are denoted as “En-baseline”, “Ch-Baseline”, “En-Joint-C-Stage”,
“Ch-Joint-C-Stage”, “En-Joint-D-Stage” and “Ch-Joint-D-Stage”, respectively.
“*_Baseline” refers to that term recognition and bilingual term alignment are
executed individually. “*-C-Stage” means that only term recognition and term
alignment are executed jointly. “*-D-Stage” refers the proposed four-stage frame-
work. We report all the term recognition results in Table 1.

In contrast to the pipeline approach, the figures in Table 1 show that the ini-
tially detected terms can act as quite useful anchors for further detection, and the
performance of monolingual term recognition has been increased by at least 9.66
points absolute F-score through the proposed four-stage framework. According
to the bold figures in Table 1, we can draw a conclusion that word alignment can
substantially increase the performance of monolingual term recognition.

(2) The Bilingual Term Alignment Tests

Second, we compare the performances of bilingual term alignment in different
stages. We report all the bilingual term alignment results in Table2. The bold
figures in Table?2 indicate that the performance of bilingual term alignment
has been increased by 8.25 points absolute F-score, with the feedback of word
alignment and the constraint of source terms and target terms being pairing off.

(3) The Word alignment Tests

Third, we evaluate the performance of proposed joint model on word alignment.
Both GIZA++ [23] and the HMM-based approach “Baseline-1” take no account
of terms. Then, the term pipeline approach is implemented as our “Baseline-2”.
The term pipeline approach means that the following steps will be accomplished
sequentially without feedback: term recognition, bilingual term alignment and



A Simple, Straightforward and Effective Model 113

word alignment. “Joint-C-Stage” means that word alignment is executed indi-
vidually in the fourth stage. And “*-D-Stage” refers the proposed four-stage
framework. In this paper, we adopted the balanced F-measure [10,18] as our
evaluation metric for word alignment. All results are reported in Table 3.

In Table3, “Baseline-1” is the pure HMM-based word alignment, while
GIZA++ enables IBM model 1-5, HMM and other alignment improvements.
Thus, the word alignment result of “Baseline-1” is worse than that of GIZA++.
And the pipeline approach (“Baseline-2”) cannot improve the performance of
word alignment, because the performance of monolingual term recognition is too
weak for the scarcity of specialized annotated data. The bold figures in Table 3
show that our proposed joint model has increased the performance of word align-
ment by 4.68 and 2.26 points absolute F-score, compared to the HMM-based
method and GIZA++, respectively.

(4) The SMT Translation Tests

Finally, we test whether the proposed joint model can further improve the perfor-
mance of term and sentence translation. The Moses (GIZA++) and the HMM-
based approach “Baseline-1” take no account of terms. Then, the term pipeline
approach is implemented as our “Baseline-2”. The word alignment was con-
ducted bidirectionally and then symmetrized for extracting phrases as Moses
[13] does. All the MT systems are trained by the same training set and tuned by
the development set (1,100 sentences) using ZMERT [29] with the objective to
optimize BLEU [24]. The test set includes 1,100 sentences with 1,208 bilingual
term pairs altogether. In order to highlight the performance of term translation,
we count the number of terms that is translated exactly correctly, and the term
translation results are denoted as “Term/P” (exact match). The sentence trans-
lation results are labeled “Sent/BLEU”. We report all the translation results in
Table 4.

In Table4, GIZA++ makes the SMT result of “Baseline-1” are worse than
Moses. However, with the help of the proposed joint model, the term translation
quality is significantly improved by more than 3.66% accuracy. Non-term words
are also strongly improved by the joint model, because the accuracy rating of
term words alignment has been much improved and fewer non-term words are
aligned incorrectly to term words. In sentence translation, the bold figures in
Table4 demonstrate that it improves the translation quality by 0.38 absolute
BLEU points, compared with the strong baseline system, i.e., well tuned Moses.
Considering one term on average in a single sentence in the test set, the BLEU
scores are very promising actually, and our goals on term translation have been
achieved.

For the example in Fig. 1, with the aid of the joint model, the SMT sys-
tem acquired more reliable term translation knowledge from training sentences,

such as “header text |/l ﬁ%j{j‘(”. For the source sentences “header text is not
included”, the result of the baseline systems is “$@/‘§9<%sz2!§, head text is

not included”. Fortunately, we can achieve the correct term translation result
PRELEIRL U from the system “Joint-D-Stage”.
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In summary, we can draw the conclusion that the proposed four-stage joint
model significantly improves the performance of monolingual term recognition,
bilingual term alignment and word alignment, and further significantly improves
the performance of SMT in term translation and sentence translation.

5 Conclusion

In this paper, we have presented a simple, straightforward and effective joint
model for bilingual term detection and word alignment. The proposed model
starts with weak monolingual term detection based on naturally annotated
monolingual resources, then jointly performs bilingual term detection and word
alignment, finally substantially boosts bilingual term detection and word align-
ment, and significantly improves the quality of term translation and sentence
translation. The experimental results are promising.

Acknowledgments. The research work has been funded by the Natural Science Foun-
dation of China under Grant No. 61403379.
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Abstract. Active learning is an effective machine learning paradigm which can
significantly reduce the amount of labor for manually annotating NLP corpora
while achieving competitive performance. Previous studies on active learning
are focused on corpora in one single language or two languages translated from
each other. This paper proposes a Bilingual Parallel Active Learning paradigm
(BPAL), where an instance-level parallel Chinese and English corpus adapted
from OntoNotes is augmented for relation extraction and both the seeds and
jointly selected unlabeled instances at each iteration are parallel between two
languages in order to enhance active learning. Experimental results on the task
of relation classification on the corpus demonstrate that BPAL can significantly
outperform monolingual active learning. Moreover, the success of BPAL sug-
gests a new way of annotating parallel corpora for NLP tasks in order to induce
two high-performance classifiers in two languages respectively.

Keywords: Active learning - Parallel corpus - Relation classification

1 Introduction

Supervised learning, particularly statistical supervised learning, has amassed a huge
success in natural language processing during the past decades, from fundamental tasks
such as POS tagging, chunking and parsing etc. to a wide range of high-level appli-
cations such as information extraction, question answering, sentiment analysis and
machine translation etc. Nevertheless, it is based on many high-quality and high-volume
manually annotated corpora, whose construction is both expensive and time-consuming.

Active learning (Settles 2009) is an effective way to significantly reduce the amount
of labeled training data while preserving the comparable performance with supervised
learning, avoiding the disadvantages caused by semi-supervised learning (Zhu 2005) or
distant learning (Mintz et al. 2009). Current studies on active learning focus on
annotating corpora for a specific NLP task or multiple related tasks in the same lan-
guage (Reichart et al. 2008). With the emergence of large amount of parallel corpora,
e.g. in machine translation, one may ask the question: can active learning benefit from
these parallel corpora?

© Springer International Publishing AG 2016
C.-Y. Lin et al. (Eds.): NLPCC-ICCPOL 2016, LNAI 10102, pp. 116-128, 2016.
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However, there are few instance-level parallel corpora for NLP tasks except
machine translation where only sentence-level parallel corpora are available. In order to
investigate bilingual active learning on NLP tasks in a broad sense, e.g. relation
extraction, we first construct an instance-level (e.g. semantic relation instances between
entities) parallel corpus from the Chinese/English bilingual corpora of OntoNotes, then
based on the corpus we propose a BPAL paradigm where all instances for training and
testing are parallel.

The effectiveness of our BPAL paradigm suggests that a new bilingual annotation
scheme can work in this way. Given a small number of labeled instances for seeds, two
classifiers in Chinese and English are induced respectively, which are in turn used to
predict the unlabeled instances. The most informative unlabeled instances are jointly
selected and presented to an oracle for annotation and further added to the training
dataset. This annotation process is repeated until two classifiers achieve competitive
performance. Thus our contributions lie in three aspects:

(1) Construct an instance-level parallel Chinese/English corpus for relation extraction
(2) Propose a bilingual parallel active learning paradigm
(3) Induce a new way of bilingual annotation for NLP tasks

The paper is organized as follows. Section 2 reviews the related work, particularly
in multi-task active learning. Section 3 details the construction process of a parallel
corpus while Sect. 4 presents our Bilingual Parallel Active Learning paradigm. Finally
Sect. 5 reports the experimental results and Sect. 6 concludes the paper.

2 Related Work

Active Learning in NLP

Active learning (AL) has been successfully applied to a lot of NLP tasks, such as POS
tagging (Engelson and Dagan 1996; Ringger et al. 2007), word sense disambiguation
(Chan and Ng 2007; Zhu and Hovy 2007), syntactical parsing (Hwa 2004; Osborne and
Baldridge 2004), named entity recognition (Shen et al. 2004; Tomanek et al. 2007;
Tomanek and Hahn 2009) and sentiment detection (Brew et al. 2010; Li et al. 2012) etc.

Multi-task Active Learning in NLP

Different from the aformentioned AL studies on a single task, Reichart et al. (2008)
introduce a multi-task active learning (MTAL) paradigm, where unlabeled instances are
selected using rank combination for two annotation tasks (i.e. named entity and syn-
tactic parse tree). They demonstrate that MTAL in the same language outperforms both
random selection and one-sided example selection AL strategies.

Zhang (2010) propose an MTAL framework exploiting output (label) constraints
(e.g., inconsistent predictions) among related tasks. They formalize this idea as a
cross-task value of information criteria, in which the reward of a labeling assignment is
propagated and measured over all tasks. Experiments on Named Entity Recognition
demonstrate its effectiveness in actively collecting labeled examples for multiple
related tasks.
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Machine translation is an important NLP application inherently involving bilingual
parallel corpora. Haffari and Sarkar (2009) utilize active learning for multilingual
machine translation, where highly informative sentences for a newly added language in
multilingual parallel corpora are jointly selected in order to enhance the overall per-
formance for multiple language pairs. Different from their method involving multiple
language pairs, we actively and jointly select parallel relation instances used for rela-
tion classification in two languages respectively.

Our work is most similar to Qian et al. (2014), where comparable Chinese and
English corpora are used in bilingual active learning. Two pseudo-parallel corpora are
generated by first translating from one language to the other, then aligning entity
mentions and relation instances between two languages. However, the pseudo-parallel
corpora contain much noise caused by automatic translation and imperfect entity
alignment. Moreover, their training and test datasets are not parallel. Instead, we build
our active learning paradigm on manually annotated parallel corpora. All the training
and test datasets are parallel, making them an ideal and fair platform to test the
bilingual active learning paradigm, we call this learning paradigm Bilingual Parallel
Active Learning (BPAL).

3 Corpus Annotation

Acquisition of instance-level parallel corpora is a great challenge to bilingual parallel
active learning, considering the prohibitive labor amount to label entities and relations
in two languages and then align them with instances in a traditional way. We address
this issue by selecting a parallel corpus containing entity annotation in one language,
augmenting it with relationship annotation, then mapping these annotations into the
other language, and finally review them manually to ensure the annotation quality.

3.1 Corpus Selection

There are many parallel corpora for machine translation, but there are few with entity
annotation. Although the ACE RDC2005 (ACE 2002-2007) corpora containing entity
and relationship annotations do have both English and Chinese versions, they are at
most comparable in some degree. Turning one of them into a instance-level parallel
corpus is both labor-intensive and time-consuming. Fortunately, the OntoNotes corpus
has 325 Chinese/English parallel articles from Xinhua News Agency where the English
articles are manually translated from Chinese. Therefore, they have high rate of sen-
tence alignment, furthermore, entity and coreference information has already been
annotated. Nevertheless, only named entities are annotated in the corpus, i.e., entities
with “NAM” mention level. All the “Nominal” and “Pronoun” entity mentions are left
out. Another issue with the corpus is the partial coreference chains, i.e., many broken
coreference chains exist in OntoNotes. This does not fully satisfy the requirement of
relation extraction in a broad sense.
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3.2 Annotation of Chinese Corpus

In order to take full advantage of the annotation information in the OntoNotes corpus,
we first extract annotated entities and coreference chains from the Chinese corpus.
However, due to the problem of partial entity mention and the broken coreference
chain, in the second step we manually adjust entity annotation, either add new entity
mentions with nominal or pronoun expressions, or combine two separate coreference
chains into a unified one, finally the relationships between two entities are annotated.
A specific annotation tool in Java is developed for this purpose.

In order to reflect the common characteristics in Chinese and English, we make
some modifications to the ACE annotation scheme. The first is related to entity nesting.
While it is common in both languages, it is ignored in the ACE annotation for tech-
nicality purpose. We argue that the inclusion of entity nesting will greatly increase the
number of entity mentions and relationships because there usually exists a relationships
between an entity mention and its nested one. Another issue is related to entity role.
Some entities may assume different roles in different contexts, e.g., a GPE entity can
represent an area, its organization or its people. This difference can be realized by
various roles assigned to a GPE entity mention depending on its context. In a similar
way, we find that another type of entity (ORG) also has this characteristic yet not
addressed in the ACE scheme, therefore we introduce the roles of “ORG” and “FAC”
to the ORG entity type to better discern between different contexts.

3.3 Mapping to English Corpus

Mapping the entity and relationship annotations from Chinese to English includes four
steps, i.e., sentence alignment, word alignment, entity and relation mapping.

Sentence Alignment: Due to the high translation quality of news text from Xinhua
News Agency, a simple yet effective similarity-based unsupervised method is adopted
to automatically map Chinese and English sentences. The similarity score between
Chinese and English sentence pair is based on the location and length of the sentences,
the number of entity mentions in the sentences and the pairwise word similarity
between two sentences. Sentence alignment can be performed based on the pairwise
similarity scores between Chinese and English sentences. The basic idea is first to find
the maximally matching sentence pair as the parallel pair, then split the sentence ranges
using this pair, and continue the process in the respective sentence sub-ranges.

Word Alignment: GIZA++ is applied to word alignment between Chinese and
English. The small scale of the OntoNotes parallel corpus will decrease the perfor-
mance of word alignment, so the corpus is first incorporated into the FBIS corpus and
then they as a whole are fed into GIZA++.

Entity Mapping: A simple heuristic strategy is adopted to entity mapping other than
more complex methods, such as Maximum Entropy (Feng et al. 2004). In order to
further simplify the mapping process, two constraints are applied. The first is that an
entity mention in Chinese is a string of contiguous words, so is its counterpart in
English; the second is that at most one Chinese entity mention can be mapped into an
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English entity mention. The basic idea for entity mapping is that first find all the
English words that are aligned with the Chinese words in a Chinese entity mention and
conjoin those English words into an English entity mention if they are closely posi-
tioned and do not intertwine with other English entity mentions.

Relation Mapping: Given entity mapping has been finished, relation mapping is quite
intuitive. If two entity mentions involved in a relationship in Chinese are both mapping
to their counterparts in English, then their counterparts in English also have a rela-
tionship with the same relation type. However, two issues should be considered in the
mapping process. The first is that two English entity mentions involved in a rela-
tionship must be in the same sentence, which is not always the case when a Chinese
sentence is translated to English. The second is that if two entities in English exchange
their order, the direction of their relationship should be reversed.

3.4 Manual Adjustment

Due to the high quality of the corpus, no significant manual adjustment is needed after
mapping. The only exception is about syntactic class for relation instances in English
since it is likely to change from Chinese to English and it can not be predicted reliably.
In order to facilitate the analysis afterwards, all the relation instances in English should
be examined and modified accordingly to ensure that their syntactic classes are correct.

3.5 Alignment Statistics

In order to examine how much of the annotated information in Chinese is retained after
they are aligned with those in English, Table 1 reports the number of original anno-
tations in Chinese, the number of aligned annotations in English and their alignment
rate (AR) for different levels of annotated information such as entities, entity mentions
and relationships.

Table 1. Annotation alignment statistics

Annotation types | Chinese | English | AR (%)
Entity mentions | 14,982 | 14,738 |98.4
Entities 6,917 | 6,864 |99.2
Relationships 4,905 4,732 196.5

The table shows that the AR scores for all annotated information are well above
95%, suggesting that no significant information loss occurs during the mapping from
Chinese to English. Furthermore, the AR score for entities is the highest while that for
relationships is the lowest. The reason is intuitive, that if any one of entity mentions is
aligned, the entity is aligned, and only if two entity mentions involved in a relationship
are aligned, can the relationship between them be aligned.
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4 Bilingual Parallel Active Learning

4.1 Problem Definition

With an instance-level Chinese and English (designated as ¢ and e) parallel corpus at
hand, this paper intends to examine the effect of bilingual active learning using relation
classification as an example. Assume we have labeled and aligned a small number of
labeled instances in two languages, denoted as Lc and Le respectively, and a large
number of unlabeled, but aligned instances in both languages, denoted as Uc and Ue.
The test instances in both languages are also aligned (denoted as Tc and Te.) in order to
ensure that the test instances for both languages are the same for fair comparison.
Generally, we have the following parallel data sets:

L.< L,
U(r g Ue
T.< T,

The objective is to actively induce SVM classifiers in both languages which assign
relation labels to candidate instances that have semantic relationships, denoted as SVM..
and SVM, respectively, to improve their classification performance. We call this task as
Bilingual Parallel Active Learning since there are not only two languages involved, but
the instances are parallel anywhere, any time during learning process.

4.2 BPAL Algorithm

The basic idea of BPAL is that given instance-level parallel seed set at hand, unlabeled
instances are jointly selected in two languages are the most informative to both clas-
sifiers and therefore they can boost the classification performance in greater degree than
two individual classifiers do. Figure 1 shows the algorithm for BPAL, where the batch
size n denotes the number of unlabeled instances augmented to the training set at each
iteration.

Note that at Step 5 the unlabeled instances are jointly selected according to their
uncertainty scores, which is the combination of two uncertainty scores from two
individual classifiers. Similar to Qian et al. (2014), the individual score is gauged using
least confidence (LC) metric (Settles and Craven 2008), denoted as H,. and H, for
Chinese and English instances respectively. That is, the least confidence a classifier has
for an instance, the most informative it is to the classifier. Specifically, the geometric
mean is adopted as the joint uncertainty score as follows:

Hy = VAT, (1)

Where H, is the joint uncertainty score for the parallel instance.
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Algorithm Bilingual Parallel Active Learning

Input:
- L. and L,, labeled parallel instances in Chinese and English respectively
- U, and U,, unlabeled parallel instances in Chinese and English respectively
- n, batch size
Output:
- SVM, and SVM,, two classifiers for Chinese and English respectively
Repeat:
1. Learn the Chinese classifier SVM, from L.
2. Use SVM_ to classify instances in U,
3. Learn the English classifier SVM, from L,
4. Use SVM, to classify instances in U,
5. Jointly choose the » most uncertain instance pairs {E.|E.} from {U.|U,}, and have them
labeled by an oracle
6. Remove E, from U, and add them to L. with their manual labels
7. Remove E, from U, and add them to L, with their manual labels
Until certain number of instances are labeled or certain performance is reached

Fig. 1. Bilingual parallel active leaning algorithm

5 Experiments

5.1 Corpora

The above corpus is used as the experimental dataset, which contains 6,864 entities and
4,732 positive relation instances aligned between Chinese and English. Relation
instances are generated pairwise between entity mentions in a sentence which has a
relationship. Evaluation is done in a five-fold cross-validation strategy. For the purpose
of fair comparison, the partition of training and test sets is exactly the same between
Chinese and English. The SVMLIB package' is adopted as our multi-class classifier
with default linear kernel and parameters. The standard Precision (P), Recall (R) and
Fl1-score (F1) are used to evaluate the classification performance.

5.2 Experimental Methods

In order to evaluate the advantage of bilingual parallel active learning, we performed
five different methods as follows. For fair comparison, it is worth to note that the total
number of labeled instances in Chinese and English remain the same across different
methods.

SL-MO (Supervised Learning with monolingual labeled instances): only the mono-
lingual labeled instances are fed to the SVM classifiers for both Chinese and English
respectively. In each iteration step, n randomly selected Chinese or English instances

! https://www.csie.ntu.edu.tw/ ~ cjlin/libsvm/.
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are augmented to the training data L. and L, respectively. Therefore, the total number
of added instances in each iteration is 2n.

AL-MO (Active Learning with monolingual instances): this is the normal active
learning method applied to a single language. That is, in each iteration, n Chinese
instances as well as n English instances are selected based on uncertainty score. The
total number remains 2n.

AL-CR-MO (Monolingual Active Learning with cross-lingual instances): normal
active learning is performed in a source language, however, in each iteration, 2n least
confidently predicted instances are additionally mapped to the target language and fed
to that classifier, so the target classifier is solely dependent on the source language. For
example, if Chinese is the source language, 2n Chinese instances are mapped to
English and thus augmented to the English training data L,. Another experiment should
be performed when English is the source language.

AL-CR-BI (Bilingual Active Learning with cross-lingual instances): the same as
AL-MO, normal active learning is applied to both Chinese and English respectively.
However, in each iteration, n selected Chinese instances are mapped to English and fed
to the English training data L,. Likewise, n selected English instances are mapped to
Chinese and fed to the Chinese training data L.. The total number remains 2n.

AL-BI (Active Learning with bilingual instances, i.e. BPAL): the two actively
learning classifiers are independently trained and used to predicted the unlabeled
instances, however, they share the same labeled and unlabeled data with Chinese and
English views. That is, 2rn unlabeled instances are chosen by the joint uncertainty score
predicted by two classifiers in two languages. (cf. Sect. 4.2).

5.3 Features for Relation Classification

We follow a feature-based approach for the underlying relation classifiers other than
kernel-based one since the latter performs much slow and thus is inappropriate for
active learning. The features adopted are similar to those in Zhou et al. (2005) and Qian
et al. (2014), including four major categories related to lexical and entity features as
follows:

(a) Lexical features for entities and their contexts: WM1, HM1, WM2, HM2, HM12,
WBNULL, WBFL, WBF, WBL, WBO

(b) Entity types and classes: ET12, EST12, EC12

(c) Mention levels: ML12, MT12

(d) Overlap: #WB, #MB, M1 > M2 or M1 < M2

5.4 Evaluation Metrics

Standard metrics such as Precision/Recall/F1-score are often used to evaluate the
performance for supervised learning relation extraction. However, it is better to
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quantitatively compare various active learning methods using a statistical metric called
deficiency (DEF) (Schein and Ungar 2007):

>_iz1 (Fu(REF) — Fi(AL))

DEFW(AL REF) = 5= (REF) — Fi(REF))

)

Where n is the number of iterations involved in active learning and F; is the
Fl-score of relation classification at the i™ iteration. REF is the baseline method like
SL-MO and AL is an improved variant of REF, such as AL-CR-MO, AL-CR-BI or
AL-BI etc. This metric actually measures the extent to which REF outperforms AL.

5.5 Experimental Results
Comparison of Various Active Learning Methods

Table 2 reports the performance of DEF for various active learning methods where
SL-MO is used as a baseline for DEF calculation. The DEF scores are averaged for 10
runs. Each run has five disjoint test data sets and its DEF scores are averaged across
these sets. All the following experiments adopt this setting except explained otherwise.

Table 2. Comparison of different active learning methods
Languages | AL-MO | AL-CR-MO | AL-CR-BI | AL-BI

Chinese | 0.349 |0.271 0.274 0.233
English 0.378 0.362 0.291 0.277

The table shows that AL-BI performs best among these active learning methods
while AL-MO performs worst. This demonstrates that BPAL can achieve the best
performance due to the fact that the unlabeled instances are selected based on the joint
uncertainty score in both languages, thus these instances are informative for both
classifiers. However, there are mixed results for the other two methods. While
AL-CR-BI outperforms AL-CR-MO in English, the former underperforms the latter in
Chinese. It implies that the Chinese instances mapped from the English instances which
are selected by the English classifier are as informative as those selected by its own
classifier while this is not true vice versa.

Learning Curves for Active Learning

In order to gain some insight into the learning process, Fig. 2 illustrates the F1-scores
during iterations for five learning methods in Chinese and English respectively. The
performance scores for a particular method are sampled from one of 10 runs in one
specific data set. Note that for AL-CR-MO and AL-BI, the iteration number is only 19
because their batch size is twice that of other three learning methods.

The figure shows that during all iterations generally AL-BI performs best among all
learning methods while SL-MO performs worst. This advantage is more obvious
during initial steps. AL-BI and AL-CR-MO perform comparably better during the first
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(b) English

Fig. 2. Active learning curves for Chinese and English

three iterations, but ever since AL-BI outperforms AL-CR-MO and reaches the apex at
the 7™ iteration. It implies that two languages interplay to a great degree during that
period. After the 1o® iteration, all active learning methods show similar behavior
because the most informative instances have already been added to the training set.

Impact of Different Batch Size

Figure 3 depicts the DEF scores under different batch sizes for various active learning
methods in Chinese and English respectively. The horizontal axis represents the batch
size with variable steps while the vertical axis represents the DEF score. For meaningful
comparison, the batch size for AL-CR-MO and AL-BI is twice that of the other
methods. The figure shows that under different batch sizes AL-BI consistently
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Fig. 3. DEF scores under different batch size

outperforms the other active learning methods in both Chinese and English. In most
cases, the order of performance for different methods is AL-BI > AL-CR-MO >
AL-CR-BI > AL-MO. This implies that bilingual parallel active learning can attain
robust improvements across different batch sizes.

Impact of Different Seed Sizes

Figure 4 illustrates the DEF scores under different seed sizes for various active learning
methods in both Chinese and English respectively. Six typical sizes (160, 320,480, 640,
800, 960) are selected for experimentation for the purpose of simplicity. The figure
indicates that under different sizes AL-BI consistently outperforms other active
learning methods in Chinese, and in English it does so except under the size of 800
where AL-CR-BI outperforms AL-BI.
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Fig. 4. DEF scores under different seed size



Bilingual Parallel Active Learning Between Chinese and English 127

6 Conclusion

In order to investigate the effectiveness of active learning in two languages, this paper
first manually builds an instance-level Chinese/English parallel corpus based on the
parallel part of OntoNotes. Then a Bilingual Parallel Active Learning paradigm is
proposed to make full use of bilingual corpora to reduce the amount of labeled
instances for relation classifiers in two languages while obtaining the comparable
performance with supervised learning. Experimental results show that the BPAL
paradigm outperforms active learning in one single language and also performs
robustly across various settings. This implies a potential annotation scheme can be
induced from the effectiveness of BPAL for other NLP tasks.

We will publish the instance-level Chinese/English corpus in the future for other
bilingual research on the corpus. We will also combine co-training with active learning
to further reduce the amount of manual labor for annotation.
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Abstract. This paper annotates the English corresponding units of Chinese
clauses in Chinese-English translation and statistically analyzes them. Firstly,
based on Chinese clause segmentation, we segment English target text into
corresponding units (clause) to get a Chinese-to-English clause-aligned parallel
corpus. Then, we annotate the grammatical properties of the English corre-
sponding clauses in the corpus. Finally, we find the distribution characteristics
of grammatical properties of English corresponding clauses by statistically
analyzing the annotated corpus: there are more clauses (1631,74.41%) than
sentences (561,25.59%); there are more major clauses (1719,78.42%) than
subordinate clauses (473,21.58%); there are more adverbial clauses
(392,82.88%) than attributive clauses (81,17.12%) and more non-defining
clauses (358,75.69%) than restrictive relative clauses (115,24.31%) in subor-
dinate clauses; and there are more simple clauses (1142,52.1%) than coordinate
clauses (1050,47.9%).

Keywords: Clauses - Parallel corpus - Clause-based - Clause alignment -
Discourse-based translation * Chinese-to-English translation

Clause is the basic unit of discourse translation. Previous research has shown that in
Machine Translation Systems, the acceptance rate of clause-based translation is 45%
higher than the sentence-based translation [1]. Thus, clause-based translation model has
become an important subject for discourse-based machine translation studies [2].
Nowadays, statistical translation is grounded on the large scale bilingual aligned
samples and bilingual grammatical knowledge. Therefore, one of the most important
issues for discourse-based machine translation studies appears to be building
clause-aligned and -annotated parallel corpora.

In Chinese-to-English translation, English corresponding units of Chinese clauses
(ECUCC) in the translation are complex and diverse. One key issue of translation is to
select the proper form of ECUCC for translation. For example, in (1), Chinese clauses
C1 and C2 are translated to English corresponding units E1 and E2. Functionally, E1 is
the major clause and E2 is the subordinate clause (the adverbial clause); structurally, E1
is the restrictive relative clause and E2 is the non-defining clause (the present participle).
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En recent years Shanghai’s Pudong has promulgated and implemented 71 regu-
latory documents relating to areas such as economics, trade, construction, planning,
science and technology, culture and education, etc., /“?ensuring the orderly advance-
ment of Pudong’s development.

As shown in (1), if we can provide bilingual clause-aligned samples and add
grammatical annotations for clauses, it will not only provide an effective guide for the
translation of parallel clauses, but will also lay a foundation for discourse-based
Machine Translation Studies. At present, several Chinese-English parallel corpora have
been built on the sentence- (usually marked with period) or paragraph-alignment [3, 4].
Studies on clause-aligned parallel corpus at a preliminary stage [2] that there are few
annotated resources of grammatical knowledge for segmenting parallel texts into
clauses.

In this paper, we recount our experience in annotating ECUCC and statistically
analyze them. Firstly, based on Chinese clause segmentation we segment English texts
into corresponding units for parallel text to get a Chinese-to-English clause-aligned
parallel corpus (Sect. 1). Then, we annotate the grammatical s of the ECUCC in the
corpus to get a grammatical annotated corpus (Sect. 2). Finally, based on the annotated
corpus we find the distribution characteristics of grammatical properties of ECUCC by
statistically analyzing the annotated corpus (Sect. 3).

1 Chinese-to-English Clause-Aligned Parallel Corpus

Building a Chinese-to-English clause-aligned parallel corpus is based on the following
principles: (1) define the rules for Chinese clause segmentation in Chinese-English
parallel texts; (2) based on the results of Chinese clause segmentation, divide English
translated texts into units, and get the best English corresponding units in a linear
sequence, which are ECUCC.

The rules for Chinese clause segmentation in our study applies the definition of
clause by Li [6, 7]: “Clause is the basic unit of discourse analysis, including the
traditional simple sentences and clauses in compound sentences. Structurally, an
independent clause contains at least one predicate and at least one proposition; func-
tionally, an independent clause is not used as any grammatical component to other
clauses, and there is only propositional relationship between two independent clauses;
formally, there must be punctuation (comma, semicolon, or period) between two
independent clauses. Besides, some traditional phrases, which are similar to typical
clauses in structure, function and forms are treated as clauses.” Studies [5, 6] have
shown that such definition of Chinese clause provides operability to create and auto-
matic analyze large-scale annotated corpus.

The “based on the results of Chinese clause segmentation divide English translated
texts into units” means that we divide English translated texts based on the results of
segmentation Chinese clauses. In example (2), Chinese text is divided into three clauses
which are marked as C1, C2 and C3 and accordingly, English corresponding unit are
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divided as E1, E2 and E3. Grammatically, E1 is a typical clause, E2 and E3 are not. E2
is a clause group, and E3 is an infinitive phrase. According to the nature of English, E2
would be divided into two English clauses (“...expand...” and “use...”). But we
analyze E2 which is the corresponding unit to Chinese clause C2 as the final unit, based
on the rules for Chinese clause segmentation. Therefore, we call E1, E2 and E3 as
English corresponding unit of C1, C2 and C3. However, sometimes we also call these
corresponding units of Chinese clause as “English clause”.

Q) “WHIESERE—SRENIMNERKTE, /BT RNINR 7 » I
SNEFIEPRMEBHIAR & 1F, /OB S REWIMEREHERILE.

ElZhejiang Province will further raise the level of opening up to the outside world,
//F*diligently expand its foreign trade, and use foreign funds and international eco-
nomic and technical co-operation, /**to progressively perfect its marketing network of
foreign economic and trade business.

Q) R—BFEL FERBN_BEEZACT, BKEIZ T

ElThis number was an increase of 20.3 billion yuan, /5*a growth of 27% compared
to the end of the previous year.

The “best English corresponding units in a linear sequence” means that the English
corresponding unit segmentation should correspond to the Chinese clauses in a linear
sequence, but not necessary in semantics. For example, in (3), E1 and E2 semantically
are not equal to the C1 and C2 because of the position of the adverb (compared to the
end of the previous year). In this case, E1 and E2 are the best English corresponding
units in a linear sequence of C1 and C2.

Based on the above principles, we select 100 Chinese-English parallel texts (news)
to build a Chinese-to-English clause-aligned parallel corpus, in which Chinese clauses
and their English corresponding units are aligned.

2 ECUCC Grammatically Annotated Corpus

In the ECUCC grammatically-annotated corpus, 2192 ECUCC taken from the
Chinese-to-English Clause-Aligned Corpus are analyzed and annotated. Grammatical
properties of ECUCC are analyzed and annotated under certain principles and systems.

2.1 Grammatical Analytic Principles of ECUCC

To deal with problems of grammatical analysis of English corresponding units, we
formulated the analytic principles through analysis and verification.

First, in the process of identification of the grammatical properties of ECUCC, both
their inner structure and external function should be considered. As shown in Example
(1), structurally, the core verbs in E1 and E2 are different between restrictive relative
and non-defining; functionally, general structures are different between the major and
subordinate in the global structure.
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Second, for identifying the major object of ECUCC, the global function takes
priority over the local function. Sometimes ECUCC is complicated in the inner
structure, and it is difficult to identify its grammatical properties. In this case, the
identification of the structure and function is based on the major object of the unit,
while the identification of the major object is based on the global function of its global
structure. For example, in (4), E1 is complicated by its inner structure (it consists of
major clause and adverbial clause, while adverbial clause is composed of coordinate
attributive clauses). The whole sentence is a complex sentence: El is the major clause,
E2 is a subordinate clause. Thus, E1 can be identified as “major clause + finite
structure” according to the function of major object (“recently there were...”).

@) “HERENERENHRF R CERSE—T AETU LN—F
EHEAMTULAIRBIREFIAE, BARIF=mME—a— A1, /HREEEK
BAZtt==N.

ElAccording to the Pudong New Region’s Economy and Trade Bureau follow - up
investigation into 157 large industrial projects that were introduced in the seven years
of Pudong’s development, and that have more than 10 million US dollars invested,
recently there were 116 that finished construction and went into operation, /“* with the
percentage of going into operation reaching up to 73.9%.

Third, sometimes omissions in ECUCC influence the identification of their gram-
matical properties. In this case, the analysis should be based on the completed sentence.
For example, in (5), there is an ellipsis of preposition “with” in clause E3 and E4. It is
required to complete E3 and E4 before the analysis. Thus, E3 and E4 are identified as
“coordinate” “prepositional phrase” and “adverbial”.

() EE-ZE+—R, NMESERSHMRETIZ - BHHATFILITAE
BE—-TUEE+IR, ARSI+ S AIUCET, ICREB LR +RESA
CET, IFERES S ZA—T—BHE+T=ZAR.

ElErom J anuary to November of last year, the inland signed 1,474 new contracts for
foreign contracted projects and cooperation of labor service and design consultation in
Hong Kong, /“*with a contracted value of 2.094 billion US dollars, /**a completed
turnover of 1.58 billion US dollars //**and 21,153 man - times of labor service sent to
Hong Kong.

2.2 Grammatical Analytic System of ECUCC

Based on the studies of the corpus, the grammatical analytic system has been func-
tionally and structurally formed [7] (Further details follow in Sect. 3).

Functionally: firstly, according to the grammatical properties of a whole sentence
(simple sentence, coordinate sentence, complex sentence) and the position of a clause,
English clauses can be divided into independent clauses, coordinate clause, major
clauses and subordinate clauses; secondly, according to the function, clauses can be
divided into adverbial clauses, attributive clauses and so on; finally, according to
quantity of clauses with the same function in a sentence, clauses can be divided into
simple clauses and coordinate clauses.
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Structurally: firstly, according to the properties of predicate verbs, clauses can be
divided into restrictive relative clauses and non-defining clauses; secondly, depending
on particular conditions, non-defining clauses can be divided into infinitive, present
participle, past participle, non-verb, preposition structure and other subcategories.

3 Classification and Statistical Analysis of ECUCC

3.1 Sentences and Clauses

ECUCC may be a sentence, or a clause. Separate sentence as example (6) and clause
group as example (7) can independently performed an utterance function. Clauses
which include coordinate clauses and various types of major or subordinate clauses (see
Sect. 3.2) cannot performed an utterance function. It should be combined with other
clauses to form a complete sentence.

6) “BREFRBRO—INERZTNE, CREFEFHERRRLE]
TRMERTHIEREIARLE,

El Construction is a principal economic activity in developing Pudong. /“*These
years there have been several hundred construction companies and over four thousand
construction sites that have spread out all over this stretch of hot turf.

(7) R REF—A S BERBEIME T, SEEXN 2B RARE, 7
BT T (R Z AL BRBCR DU BRI MR B SR M IR EAZ P R ABR = 3
TR AERERIERY BIRMEE.

ElThe unification of the world economy is intensifying with each passing day.
Facing the Challenges brought by globalization, each country should continuously
implement sound economic policies and deepen structural reform so as to enjoy the
most benefits from the process of globalization and to minimize the negative effects.

The statistical distribution of sentences and clauses of ECUCC is given in Fig. 1.
The results show that clauses are more than sentences by three times which indicates
that Chinese clauses are more likely to be translated as English clauses rather than
English sentences.
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800 0o 561
600 473, 21.58%
400
400 200
zw - °
) Maior clauses  Subordinate clauses
Sentences/ clause groups Clauses

Fig. 2. Statistical distribution of major
Fig. 1. Statistical distribution of sentences and clauses and subordinate clauses in English
clauses in English corresponding units corresponding units
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3.2 Major Clauses and Subordinate Clauses

ECUCC may be characterized by major clauses or subordinate clauses. English major
clause units include simple major clauses (example 9) and coordinate major clauses
(example 10) (details of simple/coordinate clauses follow in Sect. 3.5 below), coor-
dinate clauses (example 8), sentences (example 6) and clause groups (example 7). The
major clause units are generally finite structures and can be independently used as
sentences. Subordinate clause units include 20 kinds of clauses such as attributive
clauses, adverbial clauses, infinitive, and present participle clauses (see Sects. 3.3, 3.4
and Table 1). Subordinate clause units are barely used as independent sentences.

®) C'REFA, hEH ORITIEE B AERER A SEIRG], /rE AR
2 BSIRLRAL B A AT (R 57 4R A F St URER i

ElLastOctober, the Import and Export Bank of China invited Nomura Securities of
Japan to be advisors, /%%and submitted a formal assessment application to the Com-
mune Bond Research Institute of Japan, a famous assessment institution in Japan
(Coordinate clause).

) ...... M RIS S A A E R AIEY S XANE R 20, (IEiEERIME XE
FE%E, IO BRI EAME A RIE S, /OB RIS B — IR
RN IE IS

....... ElInstead, Pudong is taking advantage of the lessons from experience of
developed countries and special regions such as Shenzhen /®?by hiring appropriate
domestic and foreign specialists and scholars, //**by actively and promptly formulating
and issuing regulatory documents, //“*and by ensuring that these economic activities
are incorporated into the sphere of influence of the legal system as soon as they appear
(Simple major clause).

(10) “' BATEFFHIRR T R F MESAVEKIRE /@ TR IARERIRESNE
CBE— NN PR LR TATIE R RS B AR, /CIEERE T
b5 RIR S RERRZEE.

ElThe key of the current economy is not striving for a higher growth rate, //**but is
adjusting structures and increasing benefits, /“*so as to make macro controls which
were implemented from the second half year of 1993 obtain greater achievements
//**and push the national economy onto a road of constant, rapid and healthy devel-
opment (Coordinate major clause).

The statistical distribution of major clauses and subordinate clauses in English
corresponding units is given in Fig. 2. The results show that major clauses are more
than subordinate clauses by four times. It indicates that Chinese clauses are more likely
to be translated as English major clauses rather than subordinate clauses.

3.3 Functions of Subordinate Clauses: Adverbial and Attributive

Functions of subordinate ECUCC can be adverbial (examples 11-12) and attributive
(examples 13-14).
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(11) R MENEFR BN E % SMBEIAPRAIMEER, 2R
WEREAFVERKBE T Re st —S U/,

ElIf the Asian economic situation deteriorates or the outside influence of the
financial crisis becomes larger, /“*the growth rate of worldwide demand for crude oil
may possibly further decrease (Simple adverbial clause).

(12) "ETFFEBRIEIEE R, EF=BRK, CRME =&+ 2HR.

ElBecause the art of manufacturing Mao - tai is complicated //%*and its production
cycle is long, /*the output of Mao - tai is extremely limited (Coordinate attributive
clause).

(13) “'chE A ORITRIE 72 B REUSRRIEAZERAA -, (CLEBASH
i LA P ERRI TRV R & RS 1R

ElRecently, the Import and Export Bank of China won a bond credit rating of AA -
in Japan, /“*which is currently the highest bond rating given to a Chinese bank by the
Japanese financial market (Simple attributive clause).

(14) YR, EEMERFINERPLNEE=RS, F—BE 2R,
[CHPEVNRERR A, CERRBRRE A

ElAccording to statistics, among the main products of large foreign funded enter-
prises that have currently been put into production, there are 102 brands, /“?of which 52
are foreign brands //F3and 50 are domestic brands (Coordinate attributive clause).

The statistical distribution of adverbial clauses and attributive clauses in English
corresponding subordinate clauses is given in Fig. 3. The results show that adverbial
clauses are more than attributive clauses by five times. It indicates that English cor-
responding subordinate clauses are translated as adverbial clauses in most situations.

3.4 Structures of Subordinate Clauses: Restrictive Relative
and Non-defining

Depending on core verbs, English subordinate clauses can be divided into restrictive
relative clauses and non-defining clauses. Core verbs in restrictive relative clauses vary
in terms of tense (for examples 11-14), core verbs in non-defining clauses not vary in
terms of tense or omitted. Non-defining verbs can be divided into infinitive (example
15), present participle (example 16), past participle (example 17), non-verb (example
18), nominative absolute structure (example 19), prepositional phrase (example 20) and
other structural forms.

(15) ' OSRATIRE et H ABUSE TR E N ABEPRE R T inatE 4l
BRI, (CLURI KIZSRIR.
ElThe reason behind the decision by the Import and Export Bank of China to obtain

a credit rating in Japan first is to prepare for entry into the international capital market
for financing, /“*so as to expand sources of funds (Infinitive).

(16) “'ELit, BRITEELNERFT EFREWMNE ML EX 340 %X, (R55ER
=15.
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ElAccording to statistics, currently, foreign enterprises listed on the New York
Stock Exchange have reached more than 340, /“*tripling the Fig. 5 years ago (Present
participle).

(17) “YERETIE. IZITIR T ERIE CEARMERIVEEE A,
[CEBSES ZITIR AR RIXFIINEN AE RS ETTR, KR EEHNREE
P

ElRegarding operations, this bank strengthened deposit work, /“’made RMB
deposit growth rate come back, /%*at the same time, through methods such as signing
bank - enterprise cooperation agreements and strengthening services to major clients,
etc., ®developed potential high grade clients (Past participle).

(18) R BRI ERAEEAE EHREER. LR RIFOIFR.

ElThis informal meeting of heads of Eastern Asian countries, the first time in
history, Es a good start (Non-verb).

(19) “HREE, 19974F RIZHFHPER G TR RITKIZH LIRS —
MEFIEKEN, CRKEREDZ—FL. CIOBEMHEKEIZ=8"
h.

ElThe report said that 1997 was the first year of economic growth for those
countries with transitioning economies since they had stopped implementing centrally
planned economies, the rate reaching 1.7%, * and estimated to grow by 3.25% for
1998 (Nominative absolute structure).

20) “SRIEARE IR TN 2, CHASE =T %, CRRERMX -
AZE » EBADARHREWFFEI .
» E2

ElNickel, called the “vitamin of modern industry”, ““and with more than 3,000
varieties of alloy, ™ it is the material specially required to develop space - flight,
aviation, military and modern science and technology (Prepositional phrase).

The statistical distribution of restrictive relative clauses and non-defining clauses in
English corresponding subordinate clauses is given in Fig. 4. The results show that:
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Fig. 3. Statistical distribution of adverbial Fig. 4. Statistical distribution of restrictive
clauses and attributive clauses in English relative clauses and non-defining clauses in

corresponding subordinate clauses English corresponding subordinate clauses
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(1) There are more non-defining clauses (358, 75.69%) than restrictive relative
clauses (115, 24.31%). It indicates that English corresponding subordinate clauses
are translated as non-defining clauses in most cases.

(2) In the non-defining clauses, the above three categories (present participle struc-
ture, infinitive and prepositional phrase) account for nearly 90% of the total. The
other three structures (non-verb, past participle, nominative absolute structure)
account for 11% of the total. It indicates that English non-defining clauses are
more likely to be translated as present participle structures, infinitive structures
and prepositional phrase structures than others.

3.5 Simple Clauses and Coordinate Clauses

English clauses are divided into simple clauses and coordinate clauses according to
their function. In coordinate clauses, two or two more English clauses perform the same
function. Simple clauses can be divided into sentences (example 8), simple major
clauses (example 9), simple adverbial subordinate clauses (example 11) and simple
attributive subordinate clauses (example 13). Coordinate clauses can be divided into
coordinate clauses (example 8), coordinate major clauses (example 10), coordinate
adverbial subordinate clauses (example 12) and coordinate attributive subordinate
clauses (example 14).

The statistical results show that: (1) simple clauses (1142, 52.1%) are slightly more
than coordinate clauses (1050, 47.9%) (Fig. 5); (2) coordinate major clauses (923,
53.69%) are more than simple major clauses (796, 46.31%) (Fig. 6); (3) simple sub-
ordinate clauses (346, 73.15%) are much more than coordinate subordinate clauses
(127, 26.85%) (Fig. 7).

1142, 52.1% 00 923,753:69%
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L=t 1
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127, 2685%
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Fig. 5. Distribution of sim  Fig. 6. Distribution of sim ple/coordinate subordinate
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3.6 General Analysis
1. Distribution of Types of ECUCC

The Table 1 summarizes the distribution of types of ECUCC. ECUCC are grouped in
the table by frequency range (high-frequency, intermediate frequency and low-
frequency). The table shows that: (1) There are 4 types of ECUCC of high-frequency
(X > 10%) in the corpus which account for 78.38% of the total distribution. Compared
with other grammatical types (except clause group) these four types clauses are major
clause units (see Table 2). (2) In the corpus 8 types of ECUCC of intermediate fre-
quency (1% < X < 10%) account for 18.93% of the total distribution, which including
7 adverbial subordinate clauses (16.01%) and 1 attributive subordinate clause 2.92%.
(3) 13 types of ECUCC of low-frequency (X < 1%) account for 2.69% in the corpus.
In addition to clause group, the remaining 12 categories are subordinate clause units.

Table 1. Distribution of types of ECUCC

Frequency Types No. | % Frequency | Types No. | %
range range
X > 10% Coordinate clause 673130.70 | X < 1% Simple adverbial - 21 0.96
non-verb
Independent clauses | 560 | 25.55 Coordinate attributive | 8 0.36
- restrictive relative
Coordinate major 249 | 11.36 Coordinate attributive | 6 0.27
clause - restrictive relative
Simple major clause | 236 | 10.77 Simple adverbial - past| 5 0.23
participle
1% < X < 10% | Simple adverbial - 121 5.52 Coordinate attributive | 5 0.23
present participle - non-verb
Simple adverbial - 64| 292 Coordinate attributive | 3 0.14
restrictive relative - -ing
Simple adverbial - 46| 2.10 Simple attributive - 3 0.14
infinitive present participle
Simple adverbial - 44| 2.01 Simple attributive - 2 0.09
prepositional phrase past participle
Coordinate adverbial - | 40| 1.82 Simple attributive - 2 0.09
present participle non-verb
Coordinate adverbial - | 38| 1.73 Simple adverbial - -ing | 1 0.05
infinitive
Simple adverbial - 37| 1.69 Coordinate attributive 1 0.05
restrictive relative - past participle
Coordinate adverbial - | 25| 1.14 Coordinate attributive 1 0.05
prepositional phrase - prepositional phrase
Clause group 1 0.05
Total 2192 100.00
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2. Distribution of Grammatical Functions of English Corresponding Units

The distribution of grammatical functions of English corresponding units is given in
Table 2. In general, there are two features: (1) In terms of quantity, there are 1719
major clause units (78%) and 473 subordinate clause units (22%). The former is about
4 times of the latter. Thus the major clause units are more important in Chinese-
to-English translation. (2) In terms of structure and function, the major clause units are
more complex than subordinate clause units. Structurally, the core verbs in the major
clause units are usually finite verbs, but in subordinate clause units there are different
forms of core verb such as: infinitive, present participle and so on; functionally, all
types of major clause units can be independently used as sentences. Subordinate
clauses are different between adverbial, attributive and others. Therefore, the difficulty
of Chinese-to-English translation is the translation of the subordinate clause units.

Table 2. Distribution of grammatical functions of English corresponding units

Functional Major clause units Subordinate clause units Total
structure Independent | Coordinate | In complex clauses | Adverbial Attributive
clauses
Simple Coordinate | Simple | Coordinate | Simple | Coordinate | Simple | Coordinate
Restrictive 560 673 236 249 37 6 64 8 1833
relative
Present 121 40 3 164
participle
Infinitive 46 38 84
Prepositional 44 25 1 70
phrase
Non-verb 21 5 2 28
Past participle 5 2 1
Independent 1 3
structure
Clause group 1 1
Total 561 673 236 249 275 117 71 10 2192
1719 473

4 Conclusion and Further Research

In this paper, we annotate and present the grammatical properties of ECUCC in the
Chinese-to-English clause-aligned parallel corpus. It is of a great significance to
Chinese-to-English translation. However, it should be noted here that:

(1) Chinese-to-English translation is different from English-to-Chinese translation. It
is necessary to distinguish the two translation directions during the analyzing
process. The next step of our work is to build an English-to-Chinese clauses-
aligned corpus. The basic idea is the same as building the Chinese-to-English
clause-aligned and -annotated parallel corpus.
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(2) Tt is still unknown the grammatical properties of Chinese clauses in the source
texts due to the lack of annotations. Therefore, in the future work, grammatical
properties of the Chinese clauses also will be annotated. Another paper illustrating
the problem of Chinese clauses will be written.

(3) Building the Chinese-to-English clause-aligned and -annotated parallel corpus is
grounded in the theoretical framework of Chinese-English discourse structure
parallel corpus [8]. The grammatical annotation of ECUCC is one of the important
problems under the perspective of discourse structure. In the following works, our
studies will improve and expand the scale of both corpora.
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Abstract. The problem of rare and unknown words is an important issue in
Uyghur-Chinese machine translation, especially using neural machine transla-
tion model. We propose a novel way to deal with the rare and unknown words.
Based on neural machine translation of using pointers over input sequence, our
approach which consists of preprocess and post-process can be used in all neural
machine translation model. Pre-process modify the Uyghur-Chinese corpus to
extend the ability of pointer network, and the post- process retranslating the raw
translation by a phrase-based machine translation model or a wordlist. Experi-
ment show that neural machine translation model used the approach proposed
by this paper get a higher BLEU score than the phrase-based model in
Uyghur-Chinese MT.

1 Introduction

Deep neural networks, representative of deep learning technology, have shown great
breakout in many areas such as images recognition and speech recognition. Further-
more, numbers of tasks in natural language processing (NLP) have been resolved by
neural network such as recurrent neural network (RNN). Neural machine translation
(NMT) is one of the application of sequence-to-sequence consisting of two RNNs. The
sequence-to-sequence model can cope with so many NLP tasks that it is very widely
used nowadays. In sequence-to-sequence model, one builds two RNNs that one named
encoder reads a source sentence and the other named decoder generates its relevant
target sentence. If the model used for question answering (QA) system, then the relevant
target sentence should be answer to the question. Or if the model used for machine
translation (MT), the relevant target sentence is translation. By far, NMTs have achieved
promising performance comparing with the state-of-the-art phrase based MT.
Uyghur-Chinese MT is one of the branches in MT. The research of Uyghur-
Chinese MT always focus on conventional translation systems such as phrase based
model, example based model, etc. This paper aims at solving Uyghur-Chinese MT by
using a new approach of NMT. NMT has some significant advantages over the existing
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C.-Y. Lin et al. (Eds.): NLPCC-ICCPOL 2016, LNAI 10102, pp. 141-152, 2016.
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statistical MT. First of all, NMT needs less domain knowledge. Second, NMT is jointly
tuned to maximize the translation performance, unlike the phrase based MT consisting
of so many feature functions tuned separately. Last but not the least, NMT often
requires much smaller memory size than the existing MT system relying on large scale
of phrase table. As Uyghur is a raw language lacking of corpus, especially relevant
domain knowledge and Uyghur tool, NMT seems fit for Uyghur-Chinese MT.

But Uyghur-Chinese Neural Machine Translation also has some fundamental
challenges. The first problem is parallel corpus of Uyghur-Chinese full with wrong
knowledge. And the performance of approaches based statistical is really rely on the
quality and scale of parallel corpus. Second, as Uyghur is a kind of adhesive language,
the number of Uyghur words is very large. Third, there are so many UNK in
Uyghur-Chinese NMT as the number of Chinese word is really big but the scale of
target vocabulary of NMT is restricted.

To solve the above problems, we present a new NMT model consisting of
pre-process, pointer-NMT model, and post-process. Pre-process firstly segment the
Uyghur words, then check the wrong information in corpus and correct it. Pointer-NMT
model which is a sequence-to-sequence model with attention-based pointing mechanism
translate the Uyghur sentence into raw Chinese sentence included some Uyghur words.
Post-process translate the Uyghur words in raw Chinese sentence to Chinese words by a
trained phrased-based MT model or the wordlist. Figure 1 shows how our model works.

< Input Uyghur <>—> Normalization —>< Fixed Input Qi

< Parallel corpus <>—> Pre-process —>< Fixed corpus Q—b Pointer-NMT —| NMT model Raw translation
¥/\
; v
Normalization —>< Fixed corpus <>—> Phrase-based MT ——>| MIjmodel
¥/\

Post-process

Final translation

Fig. 1. Operational flow of Uyghur-Chinese NMT

2 Related Work

Due to the academic value and application value, Uyghur-Chinese Machine Translation
is one of the test program in China Workshop of Machine Translation (CWMT) [1].
Uyghur-Chinese MT model based phrase is one of the best performance model, so
phrase-based MT model is the main stream in Uyghur-Chinese MT and many research
works have been done in it, Li et al. pointed these in a nice review of Uyghur-Chinese
MT in 2016 [2]. The specific research of Uyghur-Chinese MT includes: reordering
model of Uyghur-Chinese MT [3], filtering of Uyghur-Chinese parallel corpus for
Uyghur-Chinese MT [4], embedding syntactic information of Uyghur on
Uyghur-Chinese MT [5], and so on [6, 7]. These works mostly based on phrase based
MT, none research work have been done in Uyghur-Chinese NMT.
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| LSTM1 |->| LSTM1 |->| LSTM1
A F N F N

| My || feet || hurt| |<EOS>|

Fig. 2. The process of NMT

NMT, one of the sequence-to-sequence model, consists of an encoder and a decoder.
An encoder reads source sentence in word order and records the useful information.
A decoder produces target sentence by utilize the information of encoder and prior word.
This process is illustrated as Fig. 2. With different structure of neural network in encoder
or decoder, the performance of NMT can be vary wildly. Devlin et al. use a feed forward
neural network to model a translation model by predicting one word at a time in 2014
[8]. Zou et al. do not take the order of words in source and target phrases into account
[9], but Cho et al. done in a novel RNN Encoder-Decoder [10]. Based these researches,
Bahdanau et al. proposed an attention-based NMT [11]. The model of Bahdanau have
archive good performance, but huge numbers of OOVs handicap it to get a better result.
It is worth mentioning that the question is what this paper aims to work out.

3 Model

In this paper, we propose a novel Neural Machine Translation approach that smoothly
translates Uyghur including noise to Chinese. In pre-process, we firstly figure out the
wrong information in Uyghur sentence and normalize it. Then we train a new NMT
model by utilizing a fixed corpus which we will explicitly explain later. With the
trained NMT model, we can translate Uyghur sentence into raw Chinese. At last, we
get our final translation by retranslating the Uyghur words to Chinese words in raw
Chinese in post-process.

Our approach can be applied in all neural machine translation and effectively
enhance its performance. We describe our approach in detail as follows: we explicate
pre-process in Sect. 3.1, new Neural Machine Translation in Sect. 3.2, and post-process
in Sect. 3.3.

3.1 Pre-process

In this section, we introduce our method in pre-process which consist of two units:
normalization and modification. Normalization include segmentation of Uyghur word
and correction of wrong expression. And modification is just replacing some Chinese
words with by Uyghur word.

Normalization
Using proposed method by Yang Yating 2014, the identification of stems and affixes is
treated as a sequence labeling problem which can be achieved by conditional random
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Fig. 3. An example of segmentation of Uyghur word

field model. Effectively stems and affixes segmentation can significantly reduce the
data sparseness problem of Uyghur-Chinese MT, furthermore, can improve the quality
of translation model. For example, in Fig. 3, “nimen buneng jinxing biaozhunhua ma”.
If there is no segmentation, the knowledge of this bilingual sentence will be difficult to
use in the process of translation. Appling stems and affixes segmentation to the corpus
for machine translation benefit us much, including smaller granularity alignment and
more accurate translation knowledge.

On the other hand, misspelling is very common in Uyghur. As Uyghur word
consists of many similar letters, it is hard to avoid spelling mistakes. Because the object
of this study is Machine Translation from Uyghur to Chinese, so we check the spelling
of Uyghur.

Alogrithm 1. To normalize by Levenshtein Distance

Input: sentence={word , word, word,,..,word} ,
dic={word , word,,..,word,}

Output: sentence

1:Wordlist=Map[10]

2:for word in sentence

3: if dic.has (word)

4: continue;

5: else

6: for comparison in dic

7: distance=

8: Levenshtein.distance (compasison,word)
9: if Wordlist.notFull{():

10: Wordlist[compasison]=distance
11: else:

12: key = findMaxValue (Wordlist)

13: if Wordlist.getValue (key)> distance
14: delete (Wordlist[key])

15: Wordlist[comparison]=distance
16: for checker in Wordlist:

17: word=maxNgramCount (checker, sentence)

18:return sentence



Research for Uyghur-Chinese Neural Machine Translation 145

In this paper, we use a simple Levenshtein distance and standard Uyghur dictionary
method to check the Uyghur word. Levenshtein distance is very effective for the
language whose word is formed by letters. Algorithm 1 is the specific ideas of using
Levenshtein distance to spell check, the input standard dictionary is extracted from
other corpus (such as domain of news) of the standard language. The algorithm retains
10 nearest words with the wrong word, and finally uses the N-gram model to score the
best selection of the correct spelling of the word.

Modification

Our work makes an extension on Caglar et al. in 2016 [13]. In order to reduce the
OOVs of output sentence, we strengthen the ability of pointer network. Unlike Caglar,
we train our pointer network on a fixed Uyghur-Chinese parallel corpus with some
Uyghur words in Chinese sentence.

Before training the Pointer-model, we do not only the pre-processing but also this
modification to the parallel corpus. Our modification is finding the Chinese words of
target sentence which is inside wordlist and replacing it with corresponding Uyghur
words. This change is very simple but effective as it expands the scope of applicable of
Pointer-NMT.

A wordlist must fellow these points: (1) Wordlist consist of Chinese words and its
corresponding Uyghur words. (2) A word in wordlist always is a name entity. (3) A
word in wordlist should not so frequency. (4) A word in wordlist must have only
one-to-one translation word, and this point is very important. For instance, the English
word ‘England’ and the Chinese word ‘ying ge lan’ can be as one record of the in
wordlist.

Besides, there is still some OOVs when training the Pointer-NMT with pre-process
and modify done on the corpus. If the word is OOV, we mark it to UNK. Although this
work is common in NMT, but it has different significance as the Point-NMT can record
the useful information of location. And this work can help us restore the right Chinese
word in later step.

3.2 Pointer-NMT Model

A pointer-NMT model trained on a processed corpus can reduce the number of OOVs.
Pointer-NMT is a new model of attention based neural machine translation with pointer
network. Pointer-NMT use a MLP to decide the source of output word. If the decision
of MLP is shortlist, then translation of this word is a process of NMT. On the other
hand, the translation of this word is a process of pointing.

Attention Based NMT

Attention based NMT consisting of an encoder and a decoder is a novel model for
machine translation. Inputting to the layer in Encoder is word vectors in accordance
with the source language sentences in the order of the input source language in each of
the word through the Embedding. When read to the end of the sentence, the hidden
layer in the decoder generates output in accordance with the state of the source
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language sentence and the encoder’s hidden layer, and the hidden layer state is
recorded for the next time step usage. The output layer of the decoder generates the
probability of each target word according to the output of the hidden layer state and the
relevant information of the source language. Finally, based on the probability of the
target word generated from each time series, the maximum probability score of the
target word is found by using the beam search algorithm.

The encoder works as follows:

a. Encoder sequentially read word vector to calculate and record the hidden layer state
of moment T by using formula 1.

b. Encoder reversely read word vector to calculate and record the hidden layer state of
moment T by using formula 1.

hy :f(x(l),h(,,l)) (1)

c. To calculate the state of the BiRNN encoder of the moment T. The calculation
method of the hidden layer state of BIRNN at the moment T is shown in formula 2.

- ’7] @

Pl
hy

d. Followed by an iterative execution of a, b, and ¢ steps until the input is finished, A,
is saved at each moment.

After reading all the source language sentences, we can get a series of encoder
hidden states. The attention based neural network translation will save all the states of
hidden layer, and use a soft alignment model to select useful information between the
source sentence and output word.

The alignment model in the neural Machine Translation is different from the tra-
ditional statistical alignment model, and it is a kind of soft alignment model. Formula 3
represents the definition of the alignment model.

€jj = a(si_l 5 h]) (3)

e;j represents the matching digress of a word i in the target language with the word j
in the source language. a() represents a nonlinear function (also can be a feed forward
neural network). a() can be produced by s;_; (the hidden layer state of RNN of moment
i — 1) together with A; (the j word vector in the source sentence), and can also trained
with other part of Machine Translation system (The problem can be seen as find the
probability of h; given s;_;).

With the alignment model, we can get context dependent vector c;. The calculation
method can be calculated by the formula 4 and the formula 5.

Tx
=Y agh (4)
=1
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ay = (5)

5 explex)
k=1

Except the big difference on the calculation of context vector between attention-
based and the other neural network, the method for calculating the probability score of
the target word vector is similar.

si = f(si—1,yi-1,¢:) (6)

According to the formula 6, we can calculate the hidden layer state of i time by the
hidden layer state of the i — 1 time, the previous target word vector and the context
dependent vector. f() is a nonlinear function.

Finally, we can get the probability score of the word by the hidden layer state of the
i — 1 time, the previous target word vector and context dependent vector.

pOily, - yic1,x) = g(Vie1,8i,¢i) (7)

g() in formula 7 in the general is a nonlinear function, but also can be a multi-layer
neural network. It is important to note that the initial value of the hidden state in the
general NMT decoder is the final value of the hidden state in the encoder.

Directly visible, the introduction of soft alignment model as the attention greatly
reduced burden of compressing all source sentence in a fixed vector. The experiment of
Bahdanau also show that this approach can effectively improve the final translation
results.

Pointer-NMT

Pointer network proposed by Oriol et al. in 2015 [14] is one of neural attention, it can
handle the problems such as sorting variable sized sequences and other optimization
problems belong to this class. Pointer network differs from the common neural
attention attempts in that, instead of using attention to blend hidden units of an encoder
to a context vector at each time step, it uses attention as a pointer to select a unit of the
input sentence as the output.

Pointer-NMT not only predict whether it is required to use the pointing or not at
each time step, but also point any location of the context sequence whose length can
vary widely over examples. To achieve this, Point-NMT consists of the shortlist
softmax layer and location softmax layer.

More specifically, goal of the last softmax layer of Point-NMT is to maximize the
probability of output word sequence y = {y;,ys,...,y;} and the sequence of binary
variable Z; which indicates whether to use shortlist softmax(when z = 1) or the location
softmax(when z = 0). Formula 8 simply describe the goal, x = {x|,x,,...,x} is input
context sequence.

T,
po(v,z|x) = [ [ polyisze [y <1, 2<1,%) (8)

t=1
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In formula 8, t means time, y < t means all previous value of y, and the others as
well.

Formula 9 factorize the formula 8 further. In formula 9, the first factor means the
probability of shortlist, and the second factor means the probability of location list.

p0:21%) = [Tplwsz| 0.2 <t [T oG, )<t ,x) 9)

teT,, ! eT;

The switch probability is modeled as a multilayer perceptron with binary output.
pwi, 2| (v,2) <t) = o(f(x, h—1;0)) * p(wi | 2 = 1, (y,2) <1) (10)
Pz | (v,2) <t) = (1 — o(f(x, hi-150))) * p(li |z = 0, (y,2) <t) (11)

pwi |z =1,(y,z) <t) is the shortlist softmax, p(l;|z = 0, (y,z) <t) is location
softmax which can be a pointer network. What we should notice is that we omitted x
which is conditioned on all probabilities in the above. o(f(x,h;—1;0)) is a sigmoid
function as common. With formula 10 and formula 11, we can get the final result.

3.3 Post-process

In decoding step, we create an array to store the Uyghur words and its location when
translation meets OOVs. At the same time, we mark the OOVs to UNK for translation
and call this translation raw translation. Considering above processes, we may get an
output sentence with Uyghur words or UNK after translating the input Uyghur sen-
tence. As illustrated in Fig. 4, there is an output sentence with UNK. If we want to get
the final translation, we must do post-process on the raw translation.

We may find UNK or Uyghur words in output sentence because the pointer model
point the source of output word to location list. Obviously, we should translate the
UNK or Uyghur to Chinese in step of post-process. Luckily, the Uyghur words in raw
translation are contained in wordlist. So we can translate the Uyghur word by searching
the wordlist. A wordlist consists of words with single translation. When we meet UNK
in raw translation, we should consider how to translate the words in its relative array.

Fig. 4. A raw Chinese sentence of pointer-NMT

All in all, post-process of raw translation can be illustrated as the flow chat in
Fig. 1. The details are as follows:

a. Training a phrase based Machine translation model with Uyghur-Chinese parallel
corpus with normalized.
b. Input a raw translation.
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c. Replacing the UNK to Uyghur words according to its relative array.

d. Finding the Uyghur words which contained in wordlist and replace it to its corre-
sponding Chinese word according to wordlist.

e. Translating the remaining Uyghur words by phrase-based Machine translation
model.

f. Get the final translation.

4 Experiment

In experiment, we use the Uyghur-Chinese parallel corpus with 140,000 sentences
which published in CWMT2016 to evaluate our approach. To prove the efficiency of
our approach, we divide our corpus as illustrate in Table 1. In Table 1, ‘train’ means
size of training set, ‘dev’ means size of development set, ‘test’ means size of test set.

Table 1. The details of Uyghur-Chinese parallel corpus

Group number | train dev | test

Groupl 30,000 | 1,000 | 1,000
Group2 70,000 | 1,000 | 1,000
Group3 100,000 | 1,000 | 1,000
Group4 140,000 | 1,000 | 1,000

4.1 Experiment Set

We compare our approach with three state-of-art Machine Translation system: a
phrase-based SMT and an attention-based NMT, a pointer-NMT. In experiment, we
tried the following combinations: phrase-based MT and phrase-based MT with
post-process, attention-based NMT and attention-based NMT with post-process,
pointer-NMT and pointer-NMT of modification.

The OS we used is Ubuntu 14.04, and we use Moses3.0 to train the phrase-based
MT model. Our experiment use GIZA++ open source toolkit for word alignment tools
with the “grow-diag-the-final-and” strategy for word alignment. Except these, we limit
the extraction of phrase length to 7. In the tune process, we select the minimum error
training methods to optimize model parameters. In addition, we use SRILM tools on
the Chinese sentence in the training set to train a 5-gram language model with
Kneser-Ney smooth estimated parameter. We modified the phrased-based MT model
by adding a post-process of replacing or retranslating the OOVs after decoding.

In attention-based NMT model, we use GROUNDHOG on the parallel corpus to
train the NMT model. And our approach modified NMT by adding a pre-process of
replacing Chinese words and a post-process of replacing or retranslating the OOVs
after decoding. We set the vocabulary size to 30 K for each language, the beam size for
reaching is 10. And the other sets are the default of RNN-RNN model in Bahana et al.

In our pointer-NMT model, we have an existing code provided in https://github.
com/kyunghyuncho/dl4mt-material. In our experiments, we changed the last softmax
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layer like Caglar. And the other sets also like Caglar. We have create a word-level
dictionary from Uyghur to Chinese which contains 1103 words that neither in shortlist
vocabulary nor dictionary of common words. We modified pointer-NMT model by
training the corpus adding a pre-process and a post-process of replacing or retranslating
the OOVs after decoding.

These above combinations are respectively test on the corpus illustrated in Table 1.
The evaluation metric is BLEU as calculated by the muli-bleu.perl script which is part
of moses3.0.

4.2 Results of Experiment

Table 2 shows the BLEU scores on Uyghur-Chinese datasets illustrated in Table 1. We
find our model leads to surprisingly substantial improvement on neural machine
translation.

First of all, our method of machine translation archived the best translation.
Obviously, the better BLEU score the system get, the better performance the system
archive. From Table 2, we can draw conclusion that the Pointer-NMT with modifi-
cation which proposed by this paper is the best system among those six systems. It
seems that our approach substantially expand the ability of pointer neural network and
effectively reduce the problem of OOVs in machine translation. In test of each group,
the system of Pointer-NMT with modification get the best result.

Secondly, the modification which proposed by this paper not only worked in
attention-based NMT, but also worked in Pointer-NMT. From Table 2, we can find
significant increase between NMT and NMT with modification. What is more,
Pointer-NMT increase more than attention-based NMT when adding modification. This
because pointer neural network can point the location of OOVs in output sentence.

Thirdly, phrased-based MT with modification can get increase BLEU score, but not
clearly. The reason leading to this is just the efficiency of wordlist. In other words,
wordlist help extend its word table, but the effect of the operation in traditional way is
limited.

Last but not the least, the modification which proposed by this paper is more
efficiency in NMT when the corpus become lager. That because the numbers of
vocabulary is become more and more lager when the corpus become lager in
Uyghur-Chinese, but the size of vocabulary in NMT is fixed as usual. With the
effective post-process, NMT can reduce the OOVs by retranslating them.

Table 2. The result of Uyghur-Chinese machine translation

System Modifying | Groupl | Group2 | Group3 | Group4
Phrase-based MT No 14.12 12056 |24.13 |28.15
Yes 15.34 |20.76 |24.34 |28.45
Attention-based NMT | No 1523 12223 |23.14 |2597
Yes 15.57 2388 |24.15 |26.14
Pointer-NMT No 16.12 2248 |24.07 |26.12
Yes 17.87 [23.34 |24.25 |29.10
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5 Conclusion

In this paper, we propose a simple extension to neural machine translation model. In
order to reduce the OOVs in Uyghur-Chinese NMT, we try to add a modification
consisting of a pre-process and a pro-process in a NMT using pointers over the input
sequence. We show that the modification is really worked in Uyghur-Chinese NMT,
especially in NMT which have pointer network.

Nowadays, many research works treat neural machine translation model as a feature
function on phrase-based machine translation. And many of them did great job. While
in this paper, we simply use the phrase-based machine translation model to translate the
OOVs of NMT. Our next step is treating phrase-based MT model as an input in the last
softmax layer of NMT.
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Abstract. We propose a novel metric for machine translation evaluation
based on neural networks. In the training phrase, we maximize the dis-
tance between the similarity scores of high and low-quality hypotheses.
Then, the trained neural network is used to evaluate the new hypothe-
ses in the testing phase. The proposed metric can efficiently incorpo-
rate lexical and syntactic metrics as features in the network and thus
is able to capture different levels of linguistic information. Experiments
on WMT-14 show state-of-the-art performance is achieved in two out
of five language pairs on the system-level and one on the segment-level.
Comparative results are also achieved in the remaining language pairs.

Keywords: Machine translation evaluation - Neural networks
Similarity distance - Maximization

1 Introduction

With the development of machine translation (MT), MT evaluation (MTE) has
received increasing attention. Traditional lexical-based metrics such as BLEU
[8], Meteor [3], and TERp [11] take n-grams, synonyms, stems, word order, and
phrases into account. However, metrics based on lexical and syntactic informa-
tion are insufficient to evaluate the quality of the hypotheses, due to mismatch
errors caused by limited synonyms and references.

Recently, semantic-based metrics have become more feasible with the help
of deep learning. This paper presents an effective metric based on neural net-
works, i.e. Bidirectional Long Short Term Memory (Bi-LSTM) network [7,10] for
MTE. To capture the inner connection between hypotheses and references, we also
explore the effect of an enhanced Bidirectional Combined LSTM (BiC-LSTM)
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network, which takes the concatenation of the hypothesis and the reference as the
input, rather than feeding them separately into the network as Bi-LSTM does.

Generally, the goal of the framework is to predict quality scores of hypotheses,
which requires references and hypotheses together with quality scores as training
examples. However, the difficulty of obtaining hypotheses with quality scores
leads to the insufficiency of training examples. For instance, ReVal [6] devotes
extra effort to compute quality scores of hypotheses, producing less than 15
thousand training examples from the human judgement file of WMT-13 [1], and
subsequently requires extra resources to enlarge the training set. As the amount
of training examples is crucial to network performance, we design a new objective
during the training process, which maximizes the distance between two similarity
scores: one between the reference ref and a high-quality hypothesis posh, and
the other one between ref and a low-quality one negh. Thus, two hypotheses,
as well as the reference comprise a training example, which allows us to extract
adequate training examples from WMT human judgements. Furthermore, for
testing, the network takes only one hypothesis and one reference as an input,
then outputs an evaluation score of the hypothesis. Compared with Guzman
et al. (2015), our metric significantly reduces complexity in this respect, as we
can evaluate with a single hypothesis, while they require a pairwise setting.
Experiments on WMT-14 show that state-of-the-art performance is achieved in
two out of five language pairs on the system-level and one on the segment-level,
comparative results are obtained for remaining language pairs.

2 Learning Task

The goal of the training process in our neural network is to maximize the distance
of the similarity score between ref and posh, and the other one between ref
and negh. In the testing process, we evaluate the quality of hyp given ref by
computing the similarity score between them.

Thus, the input of our neural network is a tuple, marked as (ref, posh, negh).
The loss function of the neural network is formulated as follows:

Jop = — Z mazx (0, simP — simN) (1)

where simP is the similarity score between ref and posh, and simN is that
between ref and negh. A more detailed computation is illustrated below.

3 MaxSD Model: Maximizing Similarity Distance Model

3.1 MaxSD Model

In order to learn the similarity scores, simP and simN, we build a maxSD
model. We explore two versions of MaxSD model, the performance of two LSMT
networks, namely Bi-LSTM and BiC-LSTM. As showed in Fig. 1, we first obtain
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C f=Maximize(simP-simN) ]

[oeoocee] [eceecee]| [eceecee| [eececeo

i(C)-LSTM i(C)-LSTM i(C)-LSTM i(C)-LSTM

ref / [posh, ref]  posh /[ref, posh]  ref/[negh, ref] negh / [ref, negh]

Fig. 1. The overall architecture of the maxSD model. Bi(C)-LSTM means either Bi-
LSTM or BiC-LSTM network. Bi-LSTM network takes the left side of ¢/’ as input,
while BiC-LSTM the right one. The Bi-LSTM or BiC-LSTM network produces the
representation of each input, which then are used to compute simPn and simNn.
stmP and simN are computed by incorporating 5 metric scores, namely s,, and sp,
respectively. The objective of the architecture is to maximize the distance between
simP and simN are.

the continuous space representations of ref, posh, and negh through the Bi-
LSTM and BiC-LSTM networks, respectively. Then, the representations are fed
into a feed-forward neural network as inputs to obtain neural network(NN)-based
similarity scores, which are computed as below:

simPn = o(V - o(W{ref,., posh,| + b)) (2)
simNn = o(V - o(W{ref,, negh,] + b)) (3)
where posh, denotes the representation of posh, and negh, of negh. simPn
refers to the NN-based similarity score of posh, while simNn of negh given

ref,. simPn and simNn share the same parameter weights W, V and the bias
term b.

Incorporating Other Metrics. Next, we further optimize our model by incor-
porating lexical and syntactic metrics as features (in terms of metric scores),
namely BLEU, NIST, METEOR, TERp and DPMF [13]. The concateanation
of these 5 metric scores and the NN-based similarity scores are fed into a feed-
forward layer, whose output shows the final similarity scores, stmP and simN
(mentioned in formula (1)).

simP = o(Wg[simPn, sp,| + bs) (4)
stimN = o(Wg[simNn, s,,] + bs) (5)

where Wy is the parameter weight and bg is a bias term. s,, refers to the
concatenated 5 metric scores of neg, while sy, that of pos.
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The Testing Phase. During the testing phase, given a hypothesis hyp and a
corresponding reference ref, the similarity score between them is computed as
follows.

Firstly, the NN-based similarity score:

sim(ref, hyp) = o(V - o(W/refr, hypr] + b)) (6)

where ref, denotes the representation of ref, and hyp, of hyp. W and V are
parameter weights, and b is the bias term. All W, V and b are the same with
that in the training phase. Then, the final similarity score

sim = o(Ws[sim(ref, hyp), -] + bs) (7)

where Wy, bg are the same with that in the training phase. s, refers to the
concatenated 5 metric scores of hyp given ref.

3.2 Bi-LSTM and BiC-LSTM Networks

We use Bi-LSTM and BiC-LSTM networks separately to produce the continuous
space representations of ref, posh and negh, which are denoted as ref,, posh,
and negh,.

Bi-LSTM Network. Bi-LSTM networks have been employed to substantially
improve performance in several NLP tasks. As illustrated in Fig.1, Bi-LSTM
network consists of two parallel layers, a forward and a backward layer, propa-
gating in two directions. These two layers enable the network to capture both
past and future features for a given timestep. The two representation sequences
produced by each layer are concatenated at each timestep, followed by mean
pooling which outputs the representation of the sentence.

mean pooling

Backward f @ /@ @

@ Forward

Fig. 2. The Bi-LSTM network. The circles marked from 1 to m consist of a sentence,
whose representation is trained by the Bi-LSTM network.
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l

mean pooling

R

Q/‘ .

s1

Fig. 3. The BiC-LSTM network. sl denotes a sentence with length of m, while s2
the other with that of n. sl and s2 are concatenated to go through the BiC-LSTM
network, producing the representation of the second sentence s2, which contains the
inner connection between sl and s2.

BiC-LSTM Network. In order to capture inner connection between two sen-
tences, we further propose an enhanced BiC-LSTM network (as illustrated in
Fig. 2), which takes the concatenation of the two sentences as input. The output
is the representation of the second sentence. For instance, if the input of the
forward layer is the concatenation of hyp and ref, denoted by [hyp,ref], and
that of the backward layer is the concatenation of reversals of both hyp and ref,
then the network produces the representation of ref (Fig. 3).

4 Experiments and Results

4.1 Datasets

Experiments are conducted on the WMT metric shared task. Each training
example is a tuple (ref, posh,negh), extracted from the human judgement file
of WMT-13, of which each line contains 5 human ranks of 5 randomly chosen
hypotheses of a specific segment.

For duplicated tuples, we only retain one of them. There are also two tuples
with opposite positions of posh and negh due to the inconsistent ranks between
two annotators [2], in which case we remove the tuple appearing less often.
Hence, we clean the training with respect to inconsistency and redundance. In
all, we obtain 285908 tuples for training. Evaluation is conducted on WMT-14
for other languages into English.

4.2 Setups

Sentences with lengths exceeding 100 words are filtered out. The 300-dimensional
glove word vectors [9] are used as the word embedding. The parameter weights
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are initialized by sampling from a normal distribution. We train for 10 epoches
using adadelta. Our mini-batch size is 16, and dropout is used as suggested by
[14]. The average of segment-level scores is the system-level score.

4.3 Results

We present two versions of our metric, namely maxSD-1 and maxSD-2 based
on Bi-LSTM and BiC-LSTM networks respectively. We compare our metric
with the best two in WMT-14, DISCOTK-PARTY-TUNED and BEER [12] on
segment-level, and DISCOTK-PARTY-TUNED and LAYERED [4] on system-
level respectively. Additionally, the other incorporated metrics are also listed
in Tables1 and 2 for comparison. Scores in bold indicate best scores overall
and those in bold italic show best scores achieved by our metric. Results in
Tables 1 and 2 show that two versions of our metric outperform all other metrics,
except DISCOTK-PARTY-TUNED, in all five directions both at the segment-
and system-level. And our metrics are slightly behind the top-performing met-
ric DISCOTK-PARTY-TUNED, which combines 17 different metrics requiring
external resources and tuning efforts. However, for ‘hi-en’, we yield better results
than DISCOTK-PARTY-TUNED, achieving the state-of-the-art results, with
Kendall tau of 0.444 on the segment level and Pearson correlation of 0.979 on
the system level. It is also worthy noting that maxSD-2 achieves the best perfor-
mance in two (‘hi-en’ and ‘fr-en’) out of five directions at the system-level, and
maxSD-1 the best in one direction at the segment-level. One interesting finding is
that the enhanced maxSD-2 does not outperform maxSD-1. We suspect that the
long length of the concatenated sentence affects the performance of BiC-LSTM
network. As recommended by [5], significance tests for differences in dependent
correlation with human assessment were carried out for all competing metrics.
Results of significance tests are shown in Fig. 4.

Table 1. Segment-level Kendall’s tau correlations on WMT-14.

Metrics cs-en | de-en | fr-en | ru-en | hi-en | PAvg
BLEU 218 |.266 |.376 |.263 |.299 |.285
NIST 231 1.295 |.392 |.285 |.342 |.309
TERp-A .293 |.335 |.389 |.307 |.407 | .346
METEOR 282 |.334 |.406 |.333 |.407 |.355
DPMF 283 |.332 | .404 |.324 | .426 |.354
maxSD-1 .312 | .353 | 429 | .342 |.444 | .376
maxSD-2 310 | .8353 | .431|.342 | .440 | .375
DISCOTK-PARTY-TUNED |.328 | .380 |.433 | .355 | .434 | .386
BEER 284 | .337 | .417 |.333 |.438 |.362
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Table 2. System-level correlations on WMT-14.

Metrics cs-en | de-en | fr-en | ru-en | hi-en | Average
BLEU 963 |.830 |.961 |.784 |.928 |.893
NIST 949 |.803 |.964 |.796 | .667 |.836
TERp-A 863 |.909 |.976 |.815 |.438 |.800
METEOR 980 |.927 |.975 |.807 | .457 |.829
DPMF .999 | .920 |.967 |.832 | .882 |.920
maxSD-1 945 |.920 | .977 | .827 | 978 |.930
maxSD-2 .9481.919 | .977 .825 |.979 | .930
DISCOTK-PARTY-TUNED | .975 |.943 |.977|.870 | .956 |.944
LAYERED 941 |.893 |.973 |.854 |.976 |.927
THNEEEEN o maxSD-2
DiscoTK-party maxSD-1
meteor LAYERED
BLEU BLEU
NIST DiscoTK-party
© | maxsD-2 NIST
maxSD-1 PDF
LAYERED meteor
TERp-A TERp-A
523383585 58326585
o 3T gz xo Qg dzn g
Y E 5 s ¥ H s s ¥ E M
% E E S E E %
2 2
o o
(a) cs-en (b) hi-en
. maxSD-2 .-.-.-. meteor .- DiscoTK-party
[ | maxSD-1 I piscotk-party B LAvERED
TERp-A B For PDF
meteor . .- maxSD-1 maxSD-1
B LAvERED B maxsp-2 maxSD-2
DiscoTK-party B TErRp-A TERp-A
PDF B LAvErRED meteor
NIST BLEU NIST
BLEU NIST BLEU
A R §f55535826 8650586 @
(c) fr-en (d) de-en (e) ru-en

Fig. 4. Significance test results for differences in dependent correlation with human
judgement (Williams test) for all competing pairs of metrics. A green cell denotes a
significant win for the metric in a given row over the metric in a given column at
p < 0.05.“PDF” in the figure corresponds to “DPMF” mentioned above. (Color figure

online)
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5 Conclusion

Our proposed metric based on neural networks effectively achieves the state-of-
the-art performance in two out of five language pairs on system-level and one on
segment-level, and achieve comparative results for the remaining language pairs.
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Abstract. Neural machine translation (NMT) is an emerging machine
translation paradigm that translates texts with an encoder-decoder
neural architecture. Very recent studies find that translation quality
drops significantly when NMT translates long sentences. In this paper,
we propose a novel method to deal with this issue by segmenting long
sentences into several clauses. We introduce a split and reordering model
to collectively detect the optimal sequence of segmentation points for a
long source sentence. Each segmented clause is translated by the NMT
system independently into a target clause. The translated target clauses
are then concatenated without reordering to form the final translation
for the long sentence. On NIST Chinese-English translation tasks, our
segmentation method achieves a substantial improvement of 2.94 BLEU
points over the NMT baseline on translating long sentences with more
than 30 words, and 5.43 BLEU points on sentences of over 40 words.

1 Introduction

Neural machine translation [1,17], as a newly emerging machine translation app-
roach, quickly achieves state-of-the-art performance on some language pairs, e.g.,
English-to-French [5,8,13]. It establishes a neural translation architecture with
an encoder and decoder, which is very different than that of traditional statisti-
cal machine translation. The encoder reads variable-length source sentences and
encodes them into a fixed-length vector while the decoder generates a target
translation from this fixed-length vector. The entire encoder-decoder model is
jointly trained to optimize the likelihood of a target translation given a source
sentence.

Pioneering studies on NMT [3,16] show that the performance of NMT is
getting worse as source sentences get longer. The primary cause of translation
quality loss on long sentences, not difficult to understand, is that fixed-size vector
representations produced by the encoder for source sentences are not capable of
encoding all cues for the decoder to generate translations.

In order to address this issue, attentional mechanisms [1,12] have been pro-
posed to enhance the ability of the decoder to selectively focus on parts of a
source sentence that are relevant to predicting the next target word, instead
of only relying on fixed-size vectors. Yet another strand of approaches to deal-
ing with this issue is to segment long sentences into a sequence of phrases.

© Springer International Publishing AG 2016
C.-Y. Lin et al. (Eds.): NLPCC-ICCPOL 2016, LNATI 10102, pp. 162-174, 2016.
DOI: 10.1007/978-3-319-50496-4_14
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For example, Pouget-Abadie et al. [16] propose a segmentation method that use
the same encoder-decoder network to find an optimal segmentation by measur-
ing confidence scores of segmented phrases. Their method, unfortunately, cannot
handle long-distance reordering.

In this paper, we propose a simple yet effective approach to long sentence
segmentation for NMT based on traditional word alignments. Our goal is to seg-
ment long sentences into short clauses, each of which can be not only translated
into target language as a whole unit, but also concatenated to form the final
translation without reordering. In order to achieve this goal, we incorporate two
sub-models into our method: a split and a reordering model. The split model
finds segmentation points on long sentences to ensure that each segmented clause
can be translated as a whole unit. The reordering model measures the probabil-
ity that translations of two neighboring segmented clauses can be concatenated
in a straight order. The two models are used to collectively detect the optimal
sequence of segmentation points for long source sentences.

Our contributions lie in three aspects. First, we are the first to add a reorder-
ing model to the segmentation method so as to avoid reorderings across seg-
mented clauses. Second, the proposed method uses word alignments generated
by traditional SMT methods to guide segmenting for NMT, which combines the
merits of both SMT and NMT. Third, our method can substantially improve
NMT on long sentence translation by more than 5 BLEU points on a Chinese-
to-English translation task.

2 Related Work

A variety of long sentence segmentation methods have been proposed for con-
ventional statistical machine translation. In early work, Brown et al. [2] propose
a method to divide a long source sentence into a series of segments in order to
increase translation speed. Doi and Sumita [7] generate segment sequence candi-
dates based on an N-gram model, and select the best segment sequence according
to the measure of sentence similarity. Xu et al. [20] present an alignment-based
segmentation method that segment clauses recursively until the length of a seg-
mented clause is smaller than a given threshold. In spoken language transla-
tion, Matusov et al. [14] introduce an approach to long sentence segmentation
that determines segment boundaries with a log-linear combination of a language
model, prosodic features as well as a segment length model. Xiong et al. [19]
present a framework to learn segments of sentences that can be translated as a
unit into the target language.

With regard to neural machine translation, the performance drop on long
sentence translations is much more bigger than that of traditional statistical
machine translation due to fixed-size representations used for variable-length
source sentences in NMT. Attentional mechanisms [1,12] have been introduced
for robust long sentence translation by accompanying fixed-size representations
with additional cues of source words that are going to be translated. Segmen-
tation methods that are specifically designed for NMT have also been explored.
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Pouget-Abadie et al. [16] propose a segmentation method that finds optimal
segmentations with maximal confidence scores computed by an RNN encoder-
decoder network. Our method can be considered as a combination of segmen-
tation and attention philosophies as we split long sentences into a sequence of
clauses that are then translated with an attention-based NMT system. Addi-
tionally, the advantage of our method over that of Pouget-Abadie et al.’s is the
ability of handeling reorderings across segmented clauses. We will empirically
show that this ability contributes a lot to improvements in Sect. 5.

3 Neural Machine Translation

Typically, neural machine translation builds on a recurrent neural network based
encoder-decoder framework [4,17]. Without loss of generality, we take the NMT
architecture proposed by Cho et al. [4] in this paper. In their framework, the
encoder encodes a source sentence x and repeatedly generates a hidden vector
over each word of the source sentence as follows:

hy = f(xh ht—l) (1)

where z; is the word embedding of the ¢tth word in the input sentence, h; is a
hidden state at time ¢ (Note that hg is an all-zero vector), and f is a non-linear
activation function. Normally the function is defined as a gated recurrent unit
(GRU) [6], which is computed as follows:

hi =1 —z)ohi—1+ 2 o Ty,
Zt = O'(Wzl't + Uzht—1)7

71,5 = tcmh(Wxt + U(’l"t o htfl))a
Tt = O_(Wrxt + Urhtfl)'

(2)

where o is an element-wise multiplication, o is a logistic sigmoid function. z; and
r are the update and reset gate, respectively.

The decoder is also an RNN that predicts the next word y; given the context
vector c¢ (i.e., the fixed-size vector of the source sentence, normally the last hidden
state of the encoder computed in Eq. (1)) and hidden state s;. The hidden state
of the decoder s; at time t is computed as follows:

St :f(8t717yt7170)7 (3)

where f is the activation function, the same as that used in the encoder. The
conditional probability of the next word is calculated as follows:

PWelye—1,ye—2, .- y1,¢) = g(5¢,Ys—1,¢). (4)

where g is a softmax activation function.
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Bahdanau et al. [1] introduce an attention network into NMT to cope with
the issue of long sentence translation. The conditional probability is therefore
reformulated as:

p(yt|yt—1ayt—27 o y1,6) = g(se, yr-1,¢t)s (5)

St = f(Stfla Yt—1, Ct), (6)

where the context vector ¢; computed as a weighted sum of all hidden states of
the encoder as follows:

Ta:
Ct = Zatjhj7 (7)
i=1

exp(es;)
= (8)
LYk eap(en)
ey = a(si—1, hyj), 9)

where ay; is the weight of each hidden state hj, e;; is a matching score of the
input around position j and the output at position ¢ obtained by an alignment
model a.

The encoder-decoder NMT framework can be trained to optimize the like-
lihood of the target given the source on a parallel corpus, for instance, using a
minibatch stochastic gradient descent algorithm with Adadelta. In our experi-
ments, we use the RNNsearch model [1] with the attentional mechanism as our
NMT baseline.

4 The Segmentation Method

In this section, we describe the proposed segmentation model, including the split
and reordering sub-models.

4.1 The Split Model

The split model is used to find the optimal sequence of split positions so that each
segmented clause can be translated as a whole unit. In other words, the transla-
tions of these segments are still continuous in the target language. Satisfying this
requirement, each clause can be translated by the NMT system independently.

So how can we find these split positions? We use word alignments, which can
be obtained from either a traditional SMT system or an attention-based NMT
system. As we want to combine the strengths of the two machine translation
paradigms, we use a traditional word aligner (e.g., GIZA++) to produce word
alignments in this paper. Given a source sentence ¢ = {¢1, ¢, ..., ¢y}, its coun-
terpart target sentence e = {e1,ez,..., ey} and their word alignments A. we
can find a consecutive source sequence ¢ that is mapped to a consecutive target
segquence ef using the phrase extraction algorithm [15] except for that we do
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not impose any length constraints. We refer to the source sequence CZ as a split-
table segment. For a position k, if we can find a splittable segment ¢], (j > k)
or ¥ (k> 1), k is regarded as a split position, otherwise it is not. Through this
method, we can collect a set of split and non-split positions. The split model is
similar to the bracketing model proposed by Xiong et al. [19]. The difference is
that we use it for segmenting instead of bracketing.

Using these positions as positive and negative training instances, we can train
a maximum entropy classifier (MaxEnt) to automatically detect split positions
on new source sentences. In particular, the classifier predicts whether a source
word w is a split position as follows:

o eap(Y; 0ifi(y, x(w)))
p(ylz(w)) = Zy/ 63317(22' 0;f: (v, x(w)))

where y € {true, false} (split, non-split), the function f; € (0,1) are features,
0; are the weights of these features, and z(w) is the context of word w.

We define the features as binary indicator functions f(x(w),y), which can be
formulated in the following way:

1, y = true and wy = “ren”
filz(w),y) = {0 otherwise ()

(10)

The context z(w) is defined as a 7-word window centered at the current word
w: x(w) = {w_g, w_9,w_1,w, w1, ws, w3 }. In Table 1, we show feature templates
that we use in our experiments. 8 € {true, false}, v is a word from the con-
text x(w).

Table 1. Teature templates for the split model

Template | f(z(w),y) = 1 if and only if

y=p0and w_g =7y
y=p0and w_g =7y
y=p0and w_1 =7

y=p0and w =~

y=pand w1 =7
y=p0and wa =7

N | OO W N

y =0 and ws =7y

We can compute the probability that a word w; is a split position using the
split classifier. For a source sentence, we can find the optimal sequence of split
positions s = {s1, $2,..., sk} as follows:

k
s = argmax H s, (12)

=1

where g5, denotes the probability of the split position s;, computed according to
Eq. (10).
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4.2 The Reordering Model

The proposed split model does not solve the reordering problem of segmented
clauses. We therefore further propose a reordering model to address this issue. As
we mentioned before, we do not want to reorder segmented clauses after trans-
lation. Instead, we want to concatenate the translations of segmented clauses
monotonically (i.e., in a straight order). The reordering model is to ensure that
the found sequence of split positions has the highest probability that any two
neighboring clauses are in a straight order.

Given a sequence of segmented positions s = {s1, s2, ..., Sk}, the reordering
model is formulated as follows:

k
r= Hp(straighﬂCﬁi,C;) (13)

=1

where C? is the segmented clause before the split position s;, C¢ is after the
split the position. p(straight|C? ,CY) is the probability that the two clauses are
in a straight order after translation.

In order to calculate the probability of a straight order, we again resort to

the MaxEnt model. The probability is computed as follows:

exp(_, Onfn(straight,C? ,C7))
Eo ewp(Zh ehfh(07 ng ) C;ll))

where o € {straight, inverted}. Similar to Xiong et al. [18], we use boundary
words of clauses as features fj,. Taking the two neighboring clauses w; and wf i
as an example, we will extract boundary words w;, w;, w;41,wy to construct the
feature functions.

p(straight|CL , CF)) = (14)

4.3 Joint Model: Combining the Two Submodels

We combine the split and reordering model together to form the joint model.
Given a segment position sequence s¥, the joint model is defined as follows:

k

JM = Hp&' *Ts; (15)
i=1

where, ps, is the split probability computed according to Eq. (10), 75, is the
straight probability estimated according to Eq. (14).
We use a beam search algorithm to find the optimal sequence of segmentation

positions s:
k

s = argmax Hpsi * T, (16)

i=1
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5 Experiment

We conducted a series of experiments on Chinese-English translation to examine
the effectiveness of the proposed long sentence segmentation method. Particu-
larly, we investigate:

e Whether the split and reordering model can improve NMT on long sentence
translation.

e Whether our model is able to outperform other segmentation methods, such
as random segmentation, segmentation according to punctuation or clause
length.

e How the proposed model changes the way that NMT translates long sentences.

5.1 Setup

We used Chinese-English bilingual corpora that contain 2.9 M sentence pairs
with 80.9 M Chinese words and 86.4 M English words as our training data. All
corpora are from LDC data.!

For the NMT system, we used the GoundHog?, a Theano-based implemen-
tation of RNNsearch-50 [1]. In the RNNsearch model, the attentional mecha-~
nism was added. The encoder of RNNsearch consists of a forward (1000 hidden
unit) and backward (1000 hidden unit) recurrent neural network. The maximum
length of sentences that we used to train GroundHog in our experiments was set
to 50 for both the Chinese and English side. Sentences with more then 30 words
account for 37.92% in the training data. We used the most frequent 30 K words
and replaced rare words with a special token “UNK”. We used the stochastic
descent algorithm with mini-batch and Adadelta to train the model. Once the
RNNsearch model was tranied, we adopted a beam search to find possible trans-
lations with high probabilities. We set the beam width of RNNsearch to 10. The
BLEU scores of RNNsearch model on NIST test set are shown in Table 4.

We also trained Moses [11] on our data as yet another baseline. Word align-
ments were produced by GIZA++. We ran GIZA++ on the corpus in both direc-
tions, and merged alignments in two directions with “grow-diag-final” refinement
rule [10]. We trained a 5-gram language model on the Xinhua portion of the GIGA-
WORD corpus using SRILM Toolkit with modified Kneser-Ney Smoothing.

The beam width that we used to search the optimal sequence of segmentation
positions was set to 5. And the minimum length of segmented clauses was set to
18 words.

In order to validate the effectiveness of the proposed segmentation method,
we concatenated NIST02 and NISTO03 and selected sentences of length >30
words from the combined set to form our dev-set. Similarly, we concatenated
NIST04/05/06/08 into one corpus, from which we extracted sentences with more
than 30 words to form our test set. We used case-insensitive BLEU to evaluate

! The corpora include LDC2003E14, LDC2004T07, LDC2005T06, LDC2005T10 and

LDC2004T08 (Hong Kong Hansards/Laws/News).
2 https://github.com/lisa-groundhog/GroundHog.
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translation quality. We tested statistical significance in BLEU score differences
with the paired bootstrap re-sampling [9].

5.2 The Split Model

In order to examine the effectiveness of the proposed split model, we use this
model alone to segment long sentences through a beam search. The segmented
clauses are then translated by the baseline NMT system and concatenated
monotonically to form final translations for long sentences. In order to study
the performance change of NMT translating longer sentences, we extract sen-
tences with more than 40 words from our test set to construct a new test set
Test-40.

The results are shown in Table2. From the table, we can clearly observe
a large drop of translation quality in terms of BLEU when the NMT baseline
(RNNsearch) translates sentences of over 40 words vs. sentences of over 30 words
(23.55 vs. 27). Although RNNsearch is equipped with an attention network that
alleviates the issue of fixed-size representations by allowing the decoder to pay
attention to relevant parts of source sentences, translating long sentences remains
a big challenge for NMT. In contrast, we do not observe performance drop on
the traditional SMT system Moses.

Table 2. BLEU scores of our split and reordering model against the two baselines
(RNNsearch and Moses) on the test set. Test-30/Test-40: the test set that consists
of sentences with more than 30/40 words. +: statistically significantly better than
RNNsearch (p < 0.01). *: statistically significantly better than Moses.

System Test-30 | Test-40
RNNsearch 27.00 23.55
Moses 29.53 29.74
RNNsearch + split 27.77% 125.00"
RNNsearch + split + reordering | 29.947* | 28.89™

Although the performance is lower than that of Moses, the split model
achieves a gain of 0.77 BLEU points on Test-30 and 1.45 BLEU points on Test-
40. These improvements suggest that the split model is able to improve NMT,
especially when sentences are very long (e.g., >40 words).

5.3 The Reordering Model

Pouget-Abadie et al. [16] introduce a segmentation method that does not deal
with reordering issue. Since they have carried out experiments on translations
between English and French that follow a very similar word order, this is not a
big problem. However, for Chinese and English, the word order difference cannot
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Table 3. BLEU scores of different segmen- Table 4. The BLEU scores of the
tation methods on Test-30. Rand.: random GroundHog on the NIST test set. We

segmentation. Leng.: segmentation accord- select the NIST03 as our development
ing to the length of clauses. Punct.: segmen- set and NIST04, NIST05, NISTO06,
tation according to punctuations. NISTOS as our test set.
System Test-30 NIST |BLEU
RNNsearch 27.00 NIST03|32.71
Moses 29.53 NIST04|35.52
RNNsearch + Rand. [26.26 NISTO05|30.92
RNNsearch + Leng. 26.73 NIST06|29.32
RNNsearch + Punct.|27.67 NIST08|22.51
RNNsearch + Joint. [29.94

be neglected. Our strategy to address this problem is to keep reorderings inside
clauses so that we do not need to reorder clauses. In doing so we can focus on
long sentence segmentation while avoiding inter-clause reorderings. Intra-clause
reorderings are still handled by the NMT system.

We further conducted experiments to investigate the impact of the proposed
reordering strategy on long sentence translation. The last row of Table 2 shows
the results. The incorporation of the reordering model can further achieve an
improvement of 2.17 BLEU points on Test-30 and 3.89 on Test-40. Comparing
with the improvements obtained by the split model, we find that the longer
sentences get, the larger improvement the reordering model can obtain. This
is reasonable. On the one hand, the NMT baseline suffers from a larger loss
when sentences get longer. On the other hand, there are more long-distance
reorderings when sentences get longer. Therefore the reordering model will be
more beneficial.

We also observe that the joint model achieves an improvement of 2.94 BLEU
points over RNNsearch on Test-30. The performance is even higher than the
state-of-the-art SMT system Moses by 0.41 BLEU points.

5.4 Comparison

We further compared our segmentation model with three different segmentation
methods: random segmentation, segmentation by length, and segmentation by
punctuations. The first randomly segments long sentences into clauses without
using any constraints. The second segments long sentences into clauses the length
of which is in the range of [avg—12, avg+12] where avg is the average number
of words per sentence of the entire test set. The last method segments long
sentences according to Chinese punctuations, e.g., comma, question mark and
so on. We segment sentences on every punctuation marks regardless of segment
length.

The comparison results are shown in Table 3. Only the segmentation by punc-
tuation is better than RNNsearch. The other two methods (random segmentation
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Table 5. Average length of target translations generated by different systems on
Test-40.

System Avg-length
RNNsearch 43.71
RNNsearch + joint model | 54.87
Moses 56.91
34
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Fig. 1. Performance curves of RNNsearch, the split model, joint model and Moses in
terms of the length of source sentences.

and segmentation by length) undermines translation quality of long sentences.
All these three segmentation methods significantly underperform the joint model.

5.5 Analysis

We want to further study how the proposed segmentation method changes the
way that NMT translates long sentences. In order to answer this question, we
first investigated the performance curves of the NMT baseline, the split model,
Moses and the joint model in terms of the length of source sentences. We plot
these curves in Fig. 1, from which we can observe that

e Attention-based NMT still suffers from an increasing loss when sentences
get longer on Chinese-English translation. This indicates that long sentence
translation remains an unsolved challenge for attention-based NMT.

e The curves of both the split and joint model always appear to be on top
of the curve of the NMT baseline. Surprisingly, the joint model is able to
strongly prevent from performance drop when sentences get long. Comparing
the performance of translating sentences of over 60 words against that on
short sentences, we find that the joint model suffers from an absolute drop of
less than 5 BLEU points while the attention-based NMT loses more than 15
BLEU points.
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e Regarding the conventional SMT system Moses, we do not observe a signifi-
cant drop of performance on long sentences. This is consistent with prvevious
findings on traditional SMT.

Second, we took a deep look into target translations generated by RNNsearch
and RNNsearch enhanced with the proposed segmentation model. Particularly,
we analyzed the average length of these translations. Table5 provides this sta-
tistical information. The average length of translations generated by RNNsearch
is 43.7 words, much shorter than those of RNNsearch+joint model (54.9 words)

Table 6. Examples of translations generated by RNNsearch, RNNsearch with the
proposed segmentation model. Segmented clauses on the source side are indicated in
“[]”. The fragments that are not translated by the NMT baseline are highlighted in red
color.

Source [t A B IR R R R A AEAE MR AT, (LR X0 Ak ep R A 1 — MR
RITFAE,] [0 EL S A5 Hh 16 BT A 55 7, 50 B0 ) SO R T AN P RS 1, A%
FEEARK, A3 aAE P [ 2 B IR A ST ]

Reference  |He thinks that even though Google's success is not yet necessarily visible, as
far as Google China is concerned, it's been an excellent beginning, and that with
hard work from the China team, support from headquarters, and a dauntless spirit,
he firmly believes that in the future Google will achieve astonishing success in
China.

RNNsearch |he said that although the success of the valley was not enough in front, it was a
very good start in china. he firmly believes that in the future, the south african
valley will make an unprecedented achievement in the future.

RNNsearch +|[he thinks that although the success of the valley songs may not necessarily lie
Joint Model |ahead, this is a good beginning .] [in addition, by relying on the efforts of the
chinese team, he firmly believes that in the future, the song of valley songs will
attain astonishing results.]

Source [7E b By F AR 2 AN RLE BT AT, 1 15 0 5 A frlod A A H 7R
ST AR 52 R S AR T I 3] [ S 7 A RGN A B 1 5 VR Ao
(ECHTBUR S 2 4k 22 7] LA BIAE B AN SUEAT Fefi . PR 9 75 A A LA B A
HE AT IE R PISH. ]

Reference  |Prior to Mashal's reiteration of refusing to recognize Israel, Marzouk, another
Hamas political leader, said in an interview with Egyptian TV that Hamas will
absolutely not recognize the legitimate status of Israel, but the new government
will continue to keep contact with Israel in various areas, because recognizing
Israel or not is a totally different thing from whether to have contact with it.
RNNsearch |when UNK reiterated that he refused to acknowledge israel's legitimate status,
the new administration would continue to engage in contact with israel in various
fields, because whether or not isracl and UNK have dealings with him.
RNNsearch +|[when UNK reiterated that he refused to acknowledge israel, another political
Joint Model |leader, a political leader of the united states, stated:] [UNK will not recognize
the legitimate status of israel. but the new administration will continue to hold
contact with israel in various fields, for whether or not israel will deal with each
other.]
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and Moses (56.9 words). This indicates that some information of source sentences
may be lost and not translated by RNNsearch.

Table 6 displays two examples that exactly verify this. In the first exam-
ple, the beginning part of the second segmented clause on the source side
M H A BT SEIREA is not translated at all by RNNsearch. Similar
cases are also found in other translation examples (highlighted in red color). In
contrast, our segmentation method is able to help the NMT system convey the
missing information from the source side to the target side.

6 Conclusion and Future Work

In this paper, we have presented a new segmentation method for neural machine
translation to deal with long sentence translation. The method consists of a split
and reordering model. The split model segments long sentences into clauses that
can be translated as a whole unit while the reordering model is able to avoid
inter-clause reorderings. The two models collectively find the optimal sequence of
clauses that can be translated independently by NMT system and monotonically
concatenated to form final translations for long sentences. It achieves an improve-
ment of up to 5 BLEU points over the baseline on long sentence translation.

As we train the split and reordering model based on word alignments, we
would like to investigate how big the impact of word alignment quality imposes
on our model. We are also interested in exploring linguistic information in our
split and reordering model, such as source-side parse trees.
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Abstract. Topic segmentation plays an important role for discourse
analysis and document understanding. Previous work mainly focus on
unsupervised method for topic segmentation. In this paper, we propose
to use bidirectional long short-term memory (BLSTM) model, along
with convolutional neural network (CNN) for learning paragraph rep-
resentation. Besides, we present a novel algorithm based on frequent
subsequence mining to automatically discover high-quality cue phrases
from documents. Experiments show that our proposed model is able to
achieve much better performance than strong baselines, and our mined
cue phrases are reasonable and effective. Also, this is the first work that
investigates the task of topic segmentation for web documents.

Keywords: Topic segmentation + Neural network + Web documents -
Sequence mining

1 Introduction

Topic segmentation is a natural language processing (NLP) task, which aims
to segment a document into topically similar parts, it is also called text seg-
mentation or discourse segmentation in various scenarios. This level of analysis
provides a better understanding about document structure and topic shift, which
are helpful information for many NLP tasks such as discourse parsing, dialogue
generation etc.

There have been decades of research about topic segmentation, previous work
mainly focus on unsupervised approach. TextTiling [12] is one of the most famous
and earliest algorithms for topic segmentation. It is based on one simple intu-
ition: lexical cohesion within each topic segment is high, while lexical cohesion
between different topic segments is low. Therefore, the core part of TextTiling
algorithm is to calculate lexical similarity of adjacent segments and then choose

© Springer International Publishing AG 2016
C.-Y. Lin et al. (Eds.): NLPCC-ICCPOL 2016, LNAI 10102, pp. 177-188, 2016.
DOI: 10.1007/978-3-319-50496-4_15
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an appropriate threshold to determine topic boundaries. This algorithm is sim-
ple and computationally efficient, however, when annotated corpus is available,
it fails to utilize training data and unable to learn an accurate model. Other
unsupervised variants of TextTiling algorithm such as C99 [6] and TopicTiling
[18] also suffer from this issue.

On the contrary, supervised approach is able to learn more complex and
accurate model. As long as training data is sufficient and feature set is good
enough, its performance is much better than unsupervised approaches. In this
paper, we conduct experiments with conditional random field (CRF) and LSTM,
both of them significantly outperform TextTiling algorithm.

For sequence modeling task such as topic segmentation, capturing long dis-
tance information is a key issue. Thanks to the gating mechanism in LSTM, it
preserves useful information for a long time period. Bidirectional LSTM is a com-
bination of forward LSTM and backward LSTM, therefore it is able to exploit
useful features from both sides. Our experiments show that BLSTM consistently
beats CRF and LSTM, and achieves best fl-score.

Different from previous work which focus on news or scientific documents, in
our work, we conduct text segmentation for web documents. According to our
observation, cue phrase is a strong indicator for topic boundary. For example,
“EB—", “SB "7 are frequently used to start a new topic. [9] presented a bayesian
framework to identify cue phrases automatically. Different from their work, we
treat cue phrase identification as a frequent subsequence mining problem, and
come up with a variant of Apriori algorithm to mine cue phrases from annotated
corpus. It turns out that our proposed algorithm is able to precisely locate those
cue phrases and therefore boost system performance.

This paper makes three major contributions: 1. To the best of our knowl-
edge, this is the first work that successfully applies neural network model for
supervised topic segmentation and achieves promising results; 2. We present a
novel algorithm based on frequent subsequence mining to identify cue phrases;
3. For the first time, the possibility of topic segmentation for web documents is
examined.

2 Related Work

Due to the lack of large scale high-quality topic segmentation datasets, unsuper-
vised approach is most widely adopted. Two of the early algorithms are Text-
Tiling [12] and C99 [6], both of which are based on the intuition that word
distributions differ significantly if there is a transition in topic. TextTiling is
more computationally efficient while C99 algorithm shows better performance.
Vector space model is used to compute cosine similarity of sentences, but it
fails to capture semantic similarity of different words. Later work used Latent
Semantic Analysis (LSA) [7] and Latent Dirichlet Allocation (LDA) [16,18] to
compute sentence similarity more accurately.

Generative models were also presented to improve performance of topic seg-
mentaion system. Similar to LDA, topics are seen as latent variables and words
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are seen as visible variables. Hidden Markov Model (HMM) [20] and several
variants of LDA [8,14,17] were proposed. Carefully designed generative models
outperform lexical similarity based models, however they are usually much more
complicated and require efficient inference algorithms.

Supervised approach is also examined when large amount of training data
is available. Therein, topic segmentation is formulated as a binary classification
task. [10] trained decision tree classifier on a rich set of features such as cue
phrases and lexical cohesion. Support Vector Machine (SVM) [11] was also tried
on datasets from different domains. Experiment results showed its superiority
over unsupervised models.

Evaluation of topic segmentation systems is non-trivial. Classification-based
metrics such as precision, recall and fl-score are useful but sometimes too strict.
Py, metric was proposed by [2] to alleviate this problem. To calculate Py, we need
a sliding window of fixed length, and check whether the predicted segmentation
is consistent with ground truth within this window. Now P} is the most widely
used metric within the literature of topic segmentation. However, Py metric also
has its own problems, WindowDiff (WD) [15] and word error rate based [3]
metrics were proposed in later research.

LSTM [13] is a variant of vanilla recurrent neural network (RNN), which
aims to solve gradient vanishing/exploding issue during training and allow useful
information to flow over a long distance. It has been widely used for sequence
modeling tasks such as word segmentation [4], named entity recognition [5] and
Part-of-Speech tagging [19] etc.

3 Models

3.1 BLSTM (Bidirectional Long Short Term Memory)

LSTM is a recurrent network with gating mechanism. There are many variants
of LSTM unit, here we adopt one widely used architecture with three types of
gates: input gate it, forget gate f* and output gate of, ¢ denotes time step. The
formula for calculating each gate and memory cell unit are as follows:
it = tanh(Wx' + Ry ™! + b)) (
f' = tanh(Wx' + Ryy" ™" + by) (
o' = tanh(W,x' + R,y +b,) (3
z' = tanh(W_x" + R,y" ' +b,) (
Ct:itQZt+ft®Ct71 (
y' =o' ® tanh(c") (
Here x* € R?, y* € R are d dimensional input vectors and output vectors. c*
is the memory cell vector at time step t. W, W;, W, W, are weight matrices

for input. R;, R;, Ry, R, are weight matrices for output. b, b;, by, b, are
corresponding bias. tanh is used as non-linear activation function.
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Fig.1. BLSTM-CNN for topic segmentation. Example text: TELFEIEER
(I have five years of experience as a translator.)

Compared to LSTM, bidirectional LSTM captures information from both
directions of a sequence. It is a combination of two independent LSTM with
opposite directions: forward LSTM and backward LSTM. The final output vector
y! is concatenation of these two LSTM.

Below shows BLSTM’s updating formula for memory cell ¢!, output gate o?,
we omit other gates for simplicity as they are similar.

c=iloz +fioc ! ke {fb} (7)
ol =tanh(WEx' + REy!=! 4 bl), k€ {f,b} (8)
Yk = 0}, © tanh(cy), k € {f,b} (9)
y' =y} vil (10)

Among those equations, f denotes forward pass layer, b denotes backward
pass layer, y* is a concatenation of y%, yj € R? and therefore y* € R?4.
For our classification task, there is a softmax layer over output vectors:

P, (y|z) = softmax(Wy" + by,) (11)
Y ,rea = argmaz Py(y|z) (12)

The final prediction is the label with highest probability argmax P(y|x).
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3.2 CNN for Paragraph Representation

There are many ways to represent paragraph text, one-hot encoding represen-
tation would result extremely sparse feature vector. In this paper, we adopt a
popular CNN architecture to represent entire paragraph as a low dimensional
dense vector. In other words, CNN serves as a text feature extractor for BLSTM
model.

The input to CNN is a word sequence, each word w is mapped to an embed-
ding vector x,, by matrix-vector product:

Xy = WV Iy (13)

WVl is a d dimensional word embedding matrix for entire vocabulary V, v
is one-hot vector representation of word w.
The output of embedding layer is a word embedding sequence Xi.,.

X1:n = [Xla X2y 7Xn] (14)

Every convolution operation involves applying a filter v € R" to a window
of h words to produce a new feature. For example, a feature f; is generated from
a window of words X;.;1n—1 by

fi = h(V - Xiith_1 + ). (15)
b € R is a bias term, h is a non-linear transformation function such as tanh.
This operation is applied to every possible window {Xi.n,X2.h 41, -+, Xn—h+1:m}
to produce a feature map:

fz[flaf??"wfnfhﬁ*l}? (16)

with £ € R?~"+1, Max-pooling operation applies to the entire feature map and
chooses the maximum value as the feature.

f: max{f} (17)

The overall network architecture is shown in Fig. 1. Parameters of CNN and
BLSTM are jointly learned. The final output of CNN is a vector representation
of given paragraph.

3.3 Model Learning

We formulate topic segmentation as a binary classification task, and use cross
entropy loss function:

N
J= > logy + (1 -y log(1 — ) (15)
i=1
where N represents the size of training set; y* is the ground truth label, y is
model’s probability output.
To train our network, we use mini-batch stochastic gradient descent (SGD)
with adaptive learning rate computed by Adadelta [21], which shows better per-
formance and convergence property.
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4 Features

4.1 Frequent Subsequence Mining Based Cue Phrase Identification

When writing articles, people often use cue phrase to start a new topic, such as
“HSE”, “RIE7, “BRJT”. They are strong indicators for detecting topic boundary.
Collecting those cue phrases by hand would be time-consuming. Moreover, cue
phrases are often dependent on corpus domain and language. If we transplant
our system to a new domain, we have to manually summarize cue phrases all
over again.

In this paper, we propose a novel algorithm to automatically discover cue
phrases base on frequent subsequence mining. It is a variant of the famous Apri-
ori algorithm [1] for frequent itemset mining, with one key difference that itemset
is unordered while cue phrase sequence is ordered. The intuition behind our algo-
rithm is that cue phrase sequence usually appear more often at topic boundary
than other words.

Algorithm 1. Cue Phrase Sequence Mining Algorithm

Input: Corpus D = {d | d is a document},

minsup: minimum support to become a frequent subsequence,

mazxlen: maximum length of cue phrase sequence

Output: a list of cue phrase sequence S = { p | p is a cue phrase sequence}

1: function MINE(D, minsup, mazxlen)

2: C « count each word w € D

3: Py — {w | w.count > minsup}

4: S —{}

5: for i < 2 to mazlen do

6: C; — CANDIDATE-GEN(P;_1, 7 - 1)

7 for candidate in C; do

8: for each document d € D do

9: if IS-SUBSEQUENCE(d, candidate) then
10: candidate.count++

11: P; — {candidate | candidate.count > minsup }

12: S— U {Pl, P ... Pmaxlen}

13: return S

1: function CANDIDATE-GEN(C;, len)

2 candidates — {}

3 for t, in C; do

4: for t;, in C; do

5 if ¢o[1:len] == £[0:(len - 1)] and CO-OCCURRENCE(t,, ty) > minsup
then
candidates < candidates U (tq[1:len] + ¢p[len - 1])

return candidates
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Our proposed algorithm is summarized above.

We omit the implementation details of two functions: IS-SUBSEQUENCE(d,
candidate) and CO-OCCURRENCE(t,, ty). IS-SUBSEQUENCE(d, candidate)
checks whether given candidate is a subsequence of given document d. We adopt
two sequence matching strategies: prefix matching and suffix matching. In prefix
matching strategy, a candidate cue phrase w matches a paragraph p when w
is a prefix of p; Similarly, in suffix matching strategy, a candidate cue phrase
w matches a paragraph p when w is a suffix of p. CO-OCCURRENCE(t,, t},)
calculates the number of document d that both IS-SUBSEQUENCE(d, t,) and
IS-SUBSEQUENCE(d, tp) evaluate to true.

This is an iterative algorithm, which involves two key steps at each iteration:
candidate generation and candidate validation. In candidate generation step, for
each pair of length len cue phrase sequence t, and ¢, if the (len — 1)-suffix
of t, is equal of (len — 1)-prefix of ¢;, and their co-occurrence count is no less
than minsup, then t, and t; can be combined into a length len + 1 candidate.
The co-occurrence constraint is not necessary, but it can greatly reduce the
number of candidates. In our experiments, it reduces the number of length-
2 candidates from over 20,000 down to less than 300. In candidate validation
step, for each candidate, the algorithm calculates in how many documents this
candidate sequence appears, then candidates whose frequency is no less than
minsup get into the final result set S.

The worst time complexity of our proposed algorithm is exponential, how-
ever, the number of cue phrases in real dataset is often limited. Our python
implementation without any further optimization finishes within 10s.

Table 1. Examples of cue phrase sequence, “xxx” denotes some other irrelevant words

1.xxx —~ xxx | LExxx Xxx IR
Cue Phrase Sequence|2.xxx Txxx | FiExxx xxxJ A
3.XXX = xxx  [EEFTxxx  |xxx/ A
first.xxx  |first.xxx  [tools Xxx xxX introduction
English Explanation |second.xxx|second.xxx|method xxx XXX introduction
third.xxx |third.xxx |precautions xxx|xxx introduction

Some of the cue phrase sequences are listed in Table 1. It is clear that our
algorithm is able to find out high quality cue phrases. As expected, people often
use number sequence to start a new topic. The last two are due to the large
number of tutorial documents on web, and they are much less common in other
domains. Handcrafted cue phrase set may very likely miss them. Compared to
time-consuming and possibly incomplete manual cue phrase selection process,
our algorithm is more accurate, efficient and can be easily adapted to other
domains.
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4.2 Other Features

Besides cue phrase, here is a list of other features we used in experiments.

1.

Lexical feature. Paragraph text is encoded as a dense feature vector via
CNN model described above.

Part-of-Speech (POS) feature. The POS tags of words in current para-
graph. We perform word segmentation and POS tagging with open source
library jieba', the same is true for other features related to word segmentation.
Length feature. The number of characters and words in current paragraph,
previous paragraph and next paragraph. It also includes the number of para-
graph in current document.

Position feature. Whether current paragraph is the document’s first para-
graph or last paragraph.

Hyperlink feature. Whether current paragraph contains text with embed-
ded hyperlink.

Text font feature. Whether current paragraph contains text with bold or
italic font. For web documents, the first paragraph of a new topic often con-
tains such text, they can be useful information.

Many other types of features are also examined, including LDA features and

syntactic features, but they show no performance gain, therefore we choose to
not list them here.

5 Experiments

5.1 Data and Setup

Our dataset is provided by Baidu? and consists of 2951 web documents with
human annotated ground truth labels. To the best of our knowledge, this is the
largest human annotated topic segmentation dataset. Dataset used in previous
research are either much smaller or constructed automatically with the help of
some heuristics. Table 2 shows some statistics for our datasets.

Table 2. Statistics for our topic segmentation dataset.

Number of documents | Average number of paragraphs | Average number of topics

2951 15.75 2.33

Dataset is randomly split into training set (70%), validation set (10%), test

set (20%). Hyperparameters are chosen via grid search by maximizing fl-score
on validation set. Once hyperparameters are fixed, we train on both training set
and validation set, then report model’s performance on test set.

! https://github.com/fxsjy/jicba.
2 Not publicly available for now.
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Our implementation of BLSTM is based on open source library keras®. We
use Adadelta [21] to compute learning rate. The dimension of memory cell is
set to 50, mini-batch size is 16. To combat overfit, we add one dropout layer
above BLSTM output, dropout probability is set to 0.5. For CNN, the number
of filters is set to 150, the window size is set to 4 for 1D convolution, and the size
of word embedding d is set to 32, word embedding matrix W<V is initialized
with uniform random values from [—0.5,0.5].

As comparison, we also implemented some other algorithms such as TextTil-
ing, CRF*. Similar to BLSTM, hyperparameters are chosen according to valida-
tion set.

To have a comprehensive comparison of model’s effectiveness, we evaluate on
multiple metrics: precision, recall, fl-score and Pj.

5.2 Results

Table 3 shows model’s performance with all features, except TextTiling algorithm
is unsupervised and doesn’t need any feature. Notice that for P, metric, smaller
value means better performance.

Table 3. Performance comparison of different models.

Model Precision | Recall | Fl-score | Py
TextTiling 0.762 0.448 |0.565 0.146
CRF 0.859 0.624 |0.723 0.133

LSTM-CNN |0.786 0.716 | 0.750 0.092
BLSTM-CNN | 0.829 0.730 | 0.776 | 0.075

We can clearly see that supervised models significantly outperform unsuper-
vised TextTiling algorithm on every metric. CRF is a widely used model for
sequence labeling, it gets highest precision, while performs much worse than our
neural network models on other metrics. LSTM-CNN is a forward LSTM stack-
ing with CNN, all other parameters are same with BLSTM-CNN. Its fl-score is
2.6% lower than BLSTM-CNN, and Py metric 0.017 higher than BLSTM-CNN.
This performance gap implies that being able to capture information from both
left and right is helpful to do topic segmentation. BLSTM-CNN achieves the
best overall performance, highest recall, highest fl-score and lowest P.

To examine the effects of different features, we conduct a series of experiments
with BLSTM-CNN model. The results are shown in Table4. For the mapping
relations between arab number and feature name, please refer to Sect. 4.2.

Feature 1 to 4 are called basic features, in the sense that they are shared
across documents in all domains, not just web documents. Experiments show

3 https://github.com/fchollet /keras.
4 https://github.com/tpeng/python-crfsuite.
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Table 4. Comparison of BLSTM-CNN performance on different feature set.

Feature set Precision | Recall | F1-score | P,

1+2+4+3+4 0.831 0.666 |0.739 0.095
1+24+34+4+5 0.850 0.669 |0.749 0.085
1+2+3+4+5+6 0.835 0.708 |0.767 0.079
1+2+3+4+4+45+ 6+ Cue phrase | 0.829 0.730 | 0.776 0.075

that basic features are already enough to deliver a competitive result. Hyperlink
(feature 5), bold and italic text (feature 6) are unique characteristics for web
documents. Incorporating these two features results in better performance, f1-
score goes up by 2.8% and Py value goes down by 0.016. Table 4 also shows that
our frequent subsequence mining based cue phrase identification algorithm is
crucial to further boost system performance.

5.3 Error Analysis

By analyzing bad cases, we find there are two major types of document structure
that our model performs poorly: the document with hierarchical topic structure
or implicit topic structure.

— Hierarchical topic structure. When we formulate topic segmentation as
binary classification task, we actually make an implicit assumption that doc-
ument topics have a linear structure. However, some documents have hierar-
chical topic structure. Such document contains several major topics, and each
major topic contains many subtopics. For example, one document describes
how to properly configure a computer, it involves hardware configuration topic
and software installation topic. Within software installation topic, it contains
many subtopics about how to install different softwares. Our model has trou-
ble with determining the granularity of topics.

— Implicit topic structure. Cue phrase is a useful feature to identify topic
boundary. However, sometimes people starts a new topic without using any
cue phrase, and the lexical distribution between topics has no obvious dif-
ference. For example, one document contains two topics: one topic is about
positive effects of NATO?, the other one is about negative effects of NATO.
There is a significant lexical overlap between these two topics, and our model
fails to recognize the transition of underlying topic.

To handle document with hierarchical topic structure, our model need to have
a better understanding of document’s global structure, rather than merely focus
on local structure; for document with implicit topic structure, more accurate
semantic analysis algorithms are needed to detect topic boundary.

5 North Atlantic Treaty Organization.
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6 Conclusion and Future Work

In this paper, we propose to use BLSTM stacking with CNN to do topic seg-
mentation of web documents. CNN enables efficient and effective paragraph
representation learning, while BLSTM manages to capture and preserve use-
ful information from both directions. Based on the characteristics of web docu-
ments, a frequent subsequence mining based cue phrase identification algorithm
is presented to identify cue phrases automatically. Experiments show that our
BLSTM-CNN model combined with cue phrase feature is able to achieve much
better performance than strong baseline models.

For future work, we would like to verify our model’s effectiveness on other
domains and other languages. Also, other network architectures will be examined
to further improve the performance of our topic segmentation system.
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sity joint project, and National Natural Science Foundation of China (61273278 and
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Abstract. The demographic attributes gender and age play an impor-
tant role for social media applications. Previous studies on gender and
age prediction mostly explore efficient features which are labor intensive.
In this paper, we propose to use the multi-task convolutional neural net-
work (MTCNN) model for predicting gender and age simultaneously on
Chinese microblog. With MTCNN, we can effectively reduce the burden
of feature engineering and explore common and unique representations
for both tasks. Experimental results show that our method can signifi-
cantly outperform the state-of-the-art baselines.

Keywords: Multi-task learning - Social media - Neural network

1 Introduction

Chinese microblog (Weibo), which owns large number of users, has drawn great
research interests in recent years. In many cases, some users are unwilling to
share their personal information including gender, age, name and profession
etc. However, these user attributes are valuable for many applications such as
e-commerce, recommendation and burst event detection. Thus, how to recover
the missing attributes is a challenging and hot topic in social media research.
In this paper, we focus on predicting two important user attributes: gender and
age.

Many previous studies have conducted wide investigation on gender pre-
diction and age prediction using textual information on social media. Therein,
feature selection is the research focus and some important findings have been
concluded. For example, females tend to use more pronouns and emotion words,
while males tend to use more technology words and links. Younger people use
more alphabetical lengthening, more capitalization of words, more slang words
and more Internet acronyms, compared to elders.

As we know, previous work is mainly confined to bag-of-words text represen-
tation and feature engineering, a large amount of language processing work is

© Springer International Publishing AG 2016
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required, especially when those systems are transplanted to another language.
In our work, we aim to predict user gender and age on Weibo and can not com-
pletely draw on the experience of prior research due to the immature Chinese
language processing tools such as word segmentation and emotion word identifi-
cation. In such case, we hope to seek a new text representation which is relatively
independent of language and appropriate for predicting user gender and age.

The second limitation of previous studies is that they usually treat each
attribute prediction task independently. For example, [16] employed a logistic
regression model to predict gender, and a linear regression model to predict age.
The two regression models were essentially independent and are susceptible to
different sets of features. However, in our opinion, with the same text as input,
there must exist some underlying connections between two different prediction
tasks.

In recent years, convolutional neural network (CNN) has shown great suc-
cess over simple bag-of-words method for modeling text data [10,22]. With the
considerations above, we adopt CNN to learn word embeddings and useful task-
specific features, and further design the multi-task convolutional neural network
(MTCNN) to predict user gender and age simultaneously on Weibo, inspired
by the work of [7] which achieves success in several NLP tasks. On one hand,
the neural network techniques exhibit more expressive power and have shown
promising performance, compared to the widely used model such as SVM. On
the other hand, the multi-task learning framework can learn several tasks at the
same time with the aim of mutual benefit. With the neural networks embedded
in the multi-task learning framework, the lower layer implicitly learns the gen-
eral representation shared by gender prediction and age prediction, and the last
layers generate unique efficient features that are task-specific. In addition, to the
best of our knowledge, we are the first to jointly predict user gender and age on
Chinese social media.

To adapt to the characteristics of Chinese language, we directly make use
of Chinese words and characters as input of the MTCNN model, avoiding com-
plex language analysis. Finally, experiments show that our neural network model
outperforms the SVM baseline, and multi-task learning further improves perfor-
mance on both tasks.

2 Multi-task Convolutional Neural Network (MTCNN)

If multiple tasks share the same input or have some underlying connections, it
makes sense that the multi-task learning model has the capability to exploit use-
ful information from multiple data sources, and leads to better generalization
performance. Within the framework of multi-task learning, there are a whole
bunch of different algorithms along with various application scenarios. In this
paper, we choose NN-based model, whose key idea is to share lower representa-
tion layers and have independent task-specific output layers.
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Referring to [7], under the MTCNN model, we define two prediction tasks:

Task 1: Gender Classification
Task 2: Age Regression

The output of task 1 is a probability distribution, while the output of task 2 is
a single real value.

2.1 Model Description

Our MTCNN model is designed to consist of one input layer, one embedding
layer which maps input word sequence to a word embedding matrix, followed
by one convolution layer and one max-pooling layer, finally two independent
output layers, as shown in Fig. 1. For gender classification, we use softmax out-
put layer; for age regression, linear output layer is used. Here, we do not use
deeper structure, as it requires longer training time and does not show much
performance gain in our experiments. The MTCNN model can also be seen as
the combination of several independent CNNs with shared parameters.

........... l Treeelll, .. Gender Classification

#wE OIS =S
|

Age Regression

I Word embedding matrix I I 1D convolution I I Max pooling I I Output layer I

Fig.1. Multi-task Convolutional Neural Network (MTCNN). Example sentence:
&hirE EE/‘JE(Focus to finish my own business.)

Words are represented by column vectors in an embedding matrix W4V,
where d is a hyperparameter denoting the size of word embedding, |V| is the size
of vocabulary. Each column in folv‘ € R? corresponds to the embedding of
the i-th word in the vocabulary V. A word w is mapped into its embedding x,,

by matrix-vector product:
Xy = WdX‘V|V’w (1)
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where v¥ is a one-hot vector of size | V| which has value 1 at index w and zero in all
other positions. The word embedding matrix W*!V| is a parameter to be learned.

The output of embedding layer is a word embedding sequence Xi.,,, where
each row x; corresponds to one word.

X1:n = [X1;X27"~7xn] (2)

Then comes one convolution layer and one max-pooling layer. A convolution
operation involves a filter v € R*?, which is applied to a window of h words to
produce a new feature. For example, a feature ¢; is generated from a window of
words X;.i4n—1 by

¢ = f(V Xiiyn—1 +0). (3)

Where b € R is a bias term and f is a non-linear transformation function such as
tanh. This operation is applied to every possible window of words in the sentence
{X1:h,X2:ht1, - - -y Xn—ht1:n} t0 produce a feature map:

Cc= [61,62,-~-,Cn—h+1], (4)

with ¢ € R"~"*+1, We then apply a max-pooling operation over the feature map
and take the maximum value as the feature.

¢ = max{c} (5)
The intuition behind max-pooling operation is to capture the most important
feature, namely the one with the highest numeric value.

Assume U is the output of max-pooling layer, for gender classification task,

Ygen = softmax(UW,) (6)

where y 4., denotes the output gender probability distribution, W is the task-
specific weight matrix to be learned.
For age regression task,
Yage = UWwW, (7)
where y,4. denotes the age regression output, W, is the corresponding weight
matrix.

2.2 Model Learning

To train MTCNN, we need to define the loss function first. For gender classifi-
cation task, we use cross entropy error function:

N n.
gen = Z Z 1Og yz (8)
i=1 j

where N represents the size of training set; n. is the number of possible classes,
which is 2 in this task, male or female; g is an indicator function, which evaluates
to 1 if 4th instance’s label is class j, and 0 otherwise; yg is the output probability
distribution.
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For age regression task, we use mean square error (MSE) function:

N
1 *
Jage = _N Z(YI —-Y: )2 (9)
i=1

where y; is a real value provided by model output, y; is the groundtruth value
of user’s age.
The overall loss function is a linear combination of above two loss functions:

J(W, Wen, Wage) = Jgen + Cage (10)

where C' is a hyperparameter to be chosen to balance two loss functions and
make sure two tasks achieve best performance at roughly the same time.

We use similar learning procedure with [7]. Instead of using stochastic gradi-
ent descent (SGD), we use mini-batch SGD with adaptive learning rate computed
by Adam algorithm [11], which shows better performance empirically.

More details about our model’s learning procedure are shown below:

Select the next task.

Select next mini-batch of training examples for current task.
Update network parameters by backpropagation.

Go to step 1, unless validation error no longer decreases.

Ll

3 Weibo Data

Weibo! is a Chinese social network and microblogging service with more than 300
million monthly active users. The main language that users publish is Chinese,
but sometimes they may use some English words. For the purpose of this study,
we implement a spider? to collect data from Weibo. We remove those users with
less than 40 followers as they are likely to be spam users. Verified organizations
are also excluded.

Finally, our dataset consists of 263,460 entries of weibo text. 20% is ran-
domly chosen as test set, 10% as validation set, and 70% as training data. All
users have public gender information as it’s mandatory. The age information
is deduced from birthday. Birthdays earlier than 1950-01-01 or equal to 1970-
01-01 are filtered. In our dataset, 136,072 entries of weibo have valid birthday
information.

Table1 shows some statistics about our dataset, 53% of users with valid
gender and birthday information are female, which is slightly more than male
users. Majority of users are young people ranging from 16 to 25 years old.

To gain an intuitive insight about our dataset, we exhibit several most rep-
resentative words for different groups. We use an open source Chinese word
segmentation tool Jieba® to process the Weibo text and compute the ratio of the

! http://weibo.com.
2 https://github.com/intfloat /sina-weibo-crawler.
3 https://github.com/fxsjy /jieba.
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Table 1. Statistics of our dataset with both valid gender and birthday information

Gender Age

Male | Female | 0-15 | 16—25 | 26-35 | 36—45 | 46+
Count 63069 | 73003 | 10760 | 78417 1 33052 | 10832 | 3011
Percentage | 46.3% | 53.6% | 7.9% |57.6% | 24.3% | 7.9% |2.2%

segmented words occurring in each group. Table 2 shows the highest-frequency
words in each group. The results are consistent with previous studies: females
focus more on emotion and entertainment, and males are more interested in
technology; Young people love to express their feelings, and elders talk more
about serious topics such as finance.

Table 2. Words with highest frequency ratio. (corresponding English explanation in
parenthesis)

Age Gender
young(< 25) ratio|elder(> 25) ratio|male ratio|female ratio
/D (young girls) 8.92 |/ 7 (stock market) 0.47 |51/ 1(brother) 6.71 ! 0.14
cry 8.85 |2 FF(public) 0.76 |LIVE 6.29 | kM) (kiss) 0.19
AR7H (tears) 8.22 |¥54i(index) 0.86 | /& #l(company name) 5.68 | /A% (princess alias) 0.23
# (cute) 8.0 |I#H% (blog) 0.93 | A& F(killer) 5.58 |1 % (actress name) 0.25

4 Experiments

4.1 Experimental Setup

In our experiment, we configure the hyperparameters of the MTCNN model
through grid search by maximizing performance on validation data. Finally, the
size of word embedding d is set to 50, the number of filters is 250. We use Adam
algorithm to compute adaptive learning rate [11], and mini-batch size is fixed
to 32. The hyperparameter C' is set to 120 to balance two loss functions. Word
embedding matrix W is initialized with uniform random values from [—0.5,0.5].

Unlike English, Chinese text has no space to explicitly separate word from
characters, word segmentation alone is a difficult task, especially for social media
text. It is generally agreed that character-level model suffers less from data
sparseness problem, while word-level model can better capture the underlying
meaning of text. Therefore, it would be interesting to compare those two different
settings. In our experiments, we examine both character-level models and word-
level models.
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4.2 Baselines
To evaluate our method, three models are used for comparison.

— Baseline. For gender classification, baseline model always predicts the major-
ity class, which is female. For age regression, baseline model always outputs
the average age of training dataset to minimize MSE.

— SVM. We extract unigram features and then train two support vector
machine models. One is for gender classification and the other one for age
regression.

— Convolutional Neural Network (CNN). We build two separate CNN
models with same network structure as our proposed MTCNN model, except
they don’t share any parameters.

The SVM model is implemented using the machine learning tool sklearn [17].
The implementation of the neural networks is based on the widely used theano
library [3]. For the NN-based models CNN and MTCNN, we adopt the same
network configuration and hyperparameters.

Text preprocessing is same for all models, we remove characters and words
whose frequency is no more than 3, replace consecutive number sequence and
url with special symbols. English characters are all converted to lowercase.

4.3 Results

We compare the three baseline models with MTCNN, considering segmented
words or characters as the text features. Accuracy and MSE are used as the
evaluation metrics. The experimental results are shown in Table3. From this
table, it is clear that segmented words are more appropriate to be features of
social media text than Chinese characters. Once the size of available dataset is
large enough, the data sparseness is no longer a serious problem.

Table 3. Model comparison

Gender (Accuracy) | Age (MSE)
Baseline 0.536 80.86
Char-Level | SVM 0.643 71.71
CNN 0.665 68.63
MTCNN | 0.687 68.17
Word-Level | SVM 0.670 67.57
CNN 0.710 61.86
MTCNN | 0.714 59.07

On the whole, the two neural network models MTCNN and CNN both sig-
nificantly outperform SVM, as they have the capability of learning useful com-
bination and transformation of raw text features. SVM is elegant, intuitive and
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often used as state-of-the-art model for user attributes prediction in previous
work. However, SVM is basically a linear model, which makes it fail to learn
more abstract features. We also tried kernel SVM, however, it shows worse per-
formance and requires longer training time.

Another interesting phenomenon is that our best model’s performance is
far from perfect. To figure out the reasons, we carried out some preliminary
experiments to examine how well human can do in these prediction tasks, results
show human can only do slightly better than our best model, if not worse.
One reason is the existence of spam users, who just keep publishing ads, and
make it almost impossible to discriminate their gender or age, even though we
have already applied some rules to exclude spam users when collecting data.
Meanwhile, due to the informal expression of Weibo text and some disguise of
users, even human fail to precisely locate some strong indicators and know the
user’s real interests. Similar results on Twitter were given in [16], concluding that
gender and age prediction on social media is a difficult task even for human.

H—+ MTLNN
0.75 e CNN
¢ svm

Test Accuracy

0.60!

20 40 120 140 0 20 40 100 120 140

60 80 100 60 80
Size of dataset(*1000) Size of dataset(*1000)

(a) Gender Classification (b) Age Regression

Fig. 2. Model performance comparison with respect to various size of dataset

To further examine why we adopt the multi-task learning framework, we com-
pare MTCNN and CNN, as they both adopt the NN technique and CNN also
achieves comparable performance. Figure 2 shows the performance comparison
of the models on gender and age prediction respectively. The curves describe the
changing of the test accuracy/MSE with respect to the size of dataset. We can
clearly see from those two groups of curves: as more data come in, the accuracy
of gender classification steadily increases, and the MSE of age regression steadily
decreases. Meanwhile, the MTCNN model consistently beats CNN regardless of
dataset size, especially when the dataset is relatively small, and their perfor-
mances are pretty close when dataset is large enough. As all configurations are
exactly the same for them except MTCNN has shared layers, multi-task learn-
ing mechanism becomes the only factor that can explain the difference between
MTCNN and CNN. That means multi-task learning is able to get better gener-
alization performance and learn more robust features.
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4.4 Error Analysis

To have a deeper understanding about our model’s behavior and the major
difficulty of this task, we choose some representative examples from our dataset,
as listed in Table4. There are two groups: Gender Group and Age Group. Each
group consists of three cases.

Table 4. Positive and negative cases by SVM and MTCNN

Weibo text Truth SVM MTCNN

XY, XS ARERE T ]

(Can not be fatter any more! ')

Female Female Female

(Most homble thmg, in life is to live while regretting) Female Male  Female

[T DR

(I twisted my ankle again, sad)

RFFREHBEE, TERRm AR - (AL E]P %78 2l 22 B

Ace Cases (Make the distance small, make the dream big, at Xi’an Fanyi University)
SO TR I A RO (too long to show)

(Retweet from Daily Economic News...)

XAV RERAAE T PRk, FMBRI R RE R

(The key of this fried rice is spicy cabbage, all other stuff are secondary.)

Male Female Female

19 20.0 20.5

34 20.0 27.6

17 39.0 298

For the first case in both groups, there are some strong indicators
such as “B(fat)”, “1 17 and “¥Bi(university)”, hence both models easily pre-
dict the correct value. For the second case, MTCNN model manages to get
better results than SVM, there is no obvious evidence for these two cases, but it
is quite likely to infer the correct result. “AZE(life)” “/= 1 (regret)” are about
introspection, female users are usually more likely to do that. “£¥ (economic)”
= (news)” are serious topics, elder businessman are generally more interested
to economic news than young students. For the third case, both of our models
perform poorly, “Hfﬂlif’ﬂ(twisted my ankle again)” is simply a fact and has very
little to do with user’s gender or age. It seems that our models think females
get their ankles twisted more often. “/VR (fried rice)” “PRHZE (spicy cabbage)”
are all about cooking, it is even surprising to me that a 17-year-old would be
interested to cooking.

In conclusion, to get cases like second one correct, our model needs to have
a good understanding of given text’s semantics, which might need complex lan-
guage inference process. Cases like third one partly explains the inherent diffi-
culty of this task, it is impossible to get the right answer if there is contradictory
information or no relevant information at all.

5 Related Work

Relationship between gender and language has been studied for a long time. One
major aspect is to apply machine learning algorithms to automatically classify
gender in various context, including twitter [1,4,8,9], email, blog [14], formal
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document [12] etc. Studies show that significant difference does exist between
male and female, for example, female tend to use more emoticons, while male
tend to use more technology and political words. Another aspect is to model
gender as a social variable rather than biological variable [2], study reveals that
social gender and biological gender are not always consistent, which actually sets
an upper bound for performance of machine learning system.

Age prediction is formulated as classification or regression problem in differ-
ent scenarios. Different datasets choose different threshold to convert age into
discrete variables, then classifiers including SVM [20], maximum entropy model
[21] and decision tree [18] are trained to do age classification. Common scenar-
ios include twitter [13,20], blog [15], conversation [15,19]. There are also some
work that treat age as continuous variable [15], and formulate age prediction as
a regression problem.

[16] conducted an experiment showing gender and age prediction are hard
tasks for English text. No similar experiment has been done for Chinese. For user
attributes prediction in non-English context, [6] examined French, Indonesian,
Turkish and Japanese text. Results showed that accuracy for Japanese is much
lower than other languages. Note that Japanese and Chinese are very similar
languages, therefore we expect this is a challenging task for Chinese, too.

Multi-task learning framework includes a large set of algorithms in machine
learning literature. In this paper, we only focus on one specific form of multi-task
learning by sharing lower layers in neural network [5]. Multi-task learning neural
network can be used to learn robust features and help to deal with limited training
data problem. It has shown promising performance in many NLP tasks such as
part of speech tagging, semantic role labeling [7] and chunking. CNN is a widely
used model in computer vision, most state-of-the-art image recognition models
involve some variants of CNN. Recently, CNN has been successfully applied to
NLP tasks, such as sentence classification [10], sentiment analysis [22] etc.

6 Conclusion and Future Work

In this paper, we propose to use the MTCNN model for joint gender and age
prediction on Chinese microblogs. With Chinese word sequence as input, our
method is free from complex text analysis and able to seek the common and
unique representations useful for both tasks. Experiments show that our method
achieves much better performance than SVM and beats CNN by large margin
when the size of dataset is relatively small. Compared to similar work on English
tweets, it also shows that user attributes prediction task is harder for Chinese
text.

There has been growing interests in NLP community to do text representation
via recurrent neural network (RNN), our preliminary attempts show relatively
poor performance if we replace CNN with RNN. In the future work, we would
like to examine the feasibility of RNN for social media user attributes prediction.
Also, we will further verify the MTCNN model on other languages and test our
model on predicting more user attributes.
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Abstract. Non-negative Matrix Factorization (NMF) can learn interpretable
parts-based representations of natural data, and is widely applied in data mining
and machine learning area. However, NMF does not always achieve good
performances as the non-negative constraint leads learned features to be
non-orthogonal and overlap in semantics. How to improve the semantic inde-
pendence of latent features without decreasing the interpretability of NMF is still
an open research problem. In this paper, we put forward dropout NMF and its
extension sequential NMF to enhance the semantic independence of NMF.
Dropout NMF prevents the co-adaption of latent features to reduce ambiguity
while sequential NMF can further promote the independence of individual latent
features. The proposed algorithms are different from traditional regularized and
weighted methods, because they require no prior knowledge and bring in no
extra constraints or transformations. Extensive experiments on document clus-
tering show that our algorithms outperform baseline methods and can be
seamlessly applied to NMF based models.

Keywords: Non-negative Matrix Factorization - Dropout NMF - Sequential
NMF - Independent feature learning

1 Introduction

Non-negative Matrix Factorization (NMF) is a widely employed multivariate analysis
and latent feature learning method in machine learning. NMF use non-negative con-
straint to take the place of conventional orthogonal constraint in matrix factorization
models, and is more flexible and easier to implement in practice [1, 2].

Suppose the input sample size is N and each observation consists of M variables, a
data matrix X € RY*V is built and decomposed as X = UV, where U € RY*X and
V € RE*N are base and coefficient matrix respectively and K is the number of latent
features. Usually, we have K < min(M, N) for rank reduction and the compact rep-
resentation v; € R’i gives original data vector x; € RZK a parts-based representation by
allowing additive combination of base vectors.
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However, latent features learned in NMF often overlap in semantics as orthogo-
nality is not required. Besides, the local optimum problem is unsolved since existing
optimization algorithms are all incapable of finding a global optimum [3-5]. Many
researchers have worked out various improved methods to pick out a better-to-fit
solution to NMF, which can be roughly divided into regularized NMF, weighted NMF
and others. Regularized NMF use task specific regularization terms to construct loss
functions [6-11]. While weighted NMF assigns weights to individual observations in
loss functions according to prior knowledge [12, 13]. Or in other occasions, multiple
matrix factorization [14], matrix tri-factorization [15], and tensor factorization [16] are
adopted for multiple kinds of interconnected data sources. However, all methods
mentioned above require prior knowledge or task specific information for those
additional terms. While those supplementary information is not always available in
practice.

In this paper, we formulize NMF from a linear reconstruction perspective and
propose dropout to improve the independent feature learning ability of NMF by
breaking the correlations between latent features. Thus the semantic information in
latent features are more definite and the representations in latent space are more dis-
criminative. Based on dropout NMF, we further propose sequential NMF that enforces
independent learning of individual features and reduces ambiguity in semantics. We
compare our methods to several baseline NMF models on document clustering and use
a real-world case to demonstrate how our methods distinguish semantically related
topics. The main contributions of our work can be summarized as follows:

— Novel dropout NMF and sequential NMF that can improve NMF by preventing
feature co-adaption without additional terms or transformations are proposed.

— The proposed methods have good extensibility and applicability to existing NMF
based frameworks as detailed in experiments.

— The proposed methods show a comparable computational complexity to standard
NMF algorithm.

The rest of this paper is organized as follows. In Sect. 2, we discuss related work.
Section 3 introduces our algorithms. Experimental results on clustering lay in Sect. 4.
Finally, Sect. 5 concludes our work.

2 Related Work

NMF is an active research topic in machine learning and data mining community for its
innate interpretability. Research efforts have been made to improve NMF from various
perspectives, like regularized NMF [6-11] and weighted NMF [12, 13]. Regularization
terms in NMF are usually based on task specific assumptions and prior knowledge. The
most common regularized NMF is sparse NMF that assumes sparse representations to
be more clear and appropriate, which is typically measured via L; norm [6, 7], and a
new sparseness measure based on the mixture of L; and L, norms is put forward in [8].
Graph and relation regularized NMFs achieve good performances by preserving local
structures and relationships with low rank approximation of data [9-11]. While
weighted NMFs are popular in collaborative filtering and clustering tasks as they
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incorporate prior knowledge into loss function according to connections of instances
[12, 13]. Other than regularized and weighted NMF, multiple matrix factorization [14],
matrix tri-factorization [15], and tensor factorization [16] are proposed for tasks with
complicated and heterogeneous information sources.

First proposed in deep neural networks, dropout prevents the co-adaption of hidden
units by randomly omitting hidden units in training [17, 18] and can be considered as a
regularization method. Since the stationary co-occurrence is broken, hidden units can
still learn from others but with less dependence. Another dropout strategy is omitting
the connections between hidden units, which can also help improve the performance
[19]. A nested dropout algorithm is put forward in [20] to learn ordered representations
of data, in which the information contained in latent features decays along with the
index. Fast dropout training [21] is conducted by integrating a Gaussian approximation
of the objective function. Wager S et al. justified the equivalence of dropout and L,
regularization in generalized linear models [22]. And an adaptive dropout method is
proposed in an expectation perspective of after-dropout feature detectors [23]. Inspired
by these, we propose a novel dropout for NMF based models that works by changing
the update process of latent features instead of omitting them.

In the following section, we find that NMF can be analogized to linear neural
networks and improved with dropout strategy naturally. Hence we incorporate dropout
into NMF and NMF based methods. Moreover, sequential algorithm is proposed as
extension to dropout NMF to further improve feature independence.

3 Methodology

NMF focuses on decomposing the input non-negative data matrix into non-negative
base and coefficient matrices. Formula description of NMF is shown in Eq. (1):

L=D(X|UV), s.t. Ue R"*K v ¢ REN, (1)

D(-|-) measures the loss of information between X and its reconstruction UV. Squared
Euclidean distance and generalized Kullback-Leibler divergence are the most common
D(-|-) function in practice [2]. The former gives a quadratic loss function and the latter
yields a good probabilistic explanation. In this paper, we adopt the squared Euclidean
distance loss function:

L=|X—-UV|; = r(X"X) — 2tr(X"UV) + tr(VIUTUV), (2)

|| - |13 is the squared L, norm and #r(-) represents the trace of matrix. The multiplicative
update rules of gradient descent algorithm are shown as follows:

XVT)mk (UTX)kn

e ———— n (/R — 3
(UVVT)mk, Y T (UTUV)kn ( )

Umk < Umk
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3.1 NMF as a Linear Neural Network

NMF can be formulated as a linear neural network as the input x; is represented by a
linear combination of base vectors in U:

x; = Uy; = Zk Viilg. (4)

For intuitive understanding, we visualize the reconstruction process in Fig. 1. The
left half of Fig. 1 is the conventional notation of NMF and matrices are disassembled
into vectors to figure out how data vectors are rebuilt with linear combinations in the
right half. This is similar to a linear neural network, where matrix V serves as
full-connect coefficients between layers and {u},_, ., are feature detectors. Overfitting
happens when the feature detectors strike a balance at a saddle point during opti-
mization process.

uyT

uT

ug

Input layer Hidden layer

Fig. 1. NMF from the reconstruction perspective.

3.2 Dropout and Sequential NMF

The gradient of loss function L in Eq. (2) to the k-th latent feature is a function of all
K latent features:

OL/Ow = =2(XV7), =23 (VV)ue = gi(uy, .. w). (5)
k/

In other words, when we update u; in any gradient descent based algorithm, uy is
learnt from all other latent features:

Uy <— Uy _Hkgk(ulv"'auk)a (6)

I1; is the diagonal learning rate matrix for u,. This innate correlation between latent
features influences the optimization process and increases the difficulty of minimizing
L, unfortunately it cannot be eliminated. Traditional NMF variants, like sparse NMF
[6, 7] and weighted NMF [12, 13], try to find a better-to-fit solution with additional
constraints and transformations, as Fig. 2 shows. Sparse NMF acquires sparseness in
u; or v; and weighted NMF transfers x; into w(x;). However, the proposed dropout
NMF tries to reduce the influence of correlations between latent features.
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Fig. 2. Tlustration and comparison of different NMF based algorithms.

Since latent features are correlated in NMF, co-adaption is a state that the updates
of {ur},_,.x stop at a saddle point, where L can still be further optimized until it
reaches the max iteration. This happens because {u;},_,, have achieved a balance
according to their correlations during the past iterations. Researchers tried to avoid
co-adaption by conducting many separate NMFs on the same dataset with different
initializations or initialization strategies, which are computationally expensive [4].
Therefore, we propose dropout NMF to randomly conduct a huge number of different
NMFs in a reasonable time. In each iteration, latent features will be randomly dropped
out with constant drop probability p € [0,1], and (1 —p) x K latent features are
expected to be held. However, if u; is completely removed in an iteration, the
reconstruction of all observations will lack a corresponding component and gradients of
up 4 will be incorrect. To avoid such a situation, dropout takes place after the cal-
culation of gradients but before the updates of latent features by setting the learning rate
II; to 0:

p [ w —Ihge(uy,...,u;)  dropped out
b (_{ Uy undropped out’ (7)

The after-dropout feature set, undroppedSet in Algorithm 1 is required to have at least
one latent feature to avoid void iterations.

When p — 0, dropout NMF will degenerate to original NMF. However, there is a
high probability only one latent feature will be updated if p — 1. In such an extreme
case, uy will be independently updated and the influence of correlations will be reduced
to the least extent. However, the update process will be rather randomized, since few
latent features are kept through dropout. In order to achieve a controllable and stable
optimization process, we rearrange the update order of latent features and propose
sequential NMF in Algorithm 2. Thus latent features are sequentially updated until
convergence, just like a special case when p — 1 in dropout NMF but with more
deterministic orders.

3.3 Complexity Analysis

The multiplicative update algorithm has a per-iteration computational complexity of
O(MNK) [2], which consists of six matrix multiplications for those numerators and



206 Z. He et al.

denominator in Eq. (3) and four point-wise matrix divisions and multiplications for the
updates of matrix U and matrix V. Since the update factors for entries in U and
V remain unchanged in both dropout NMF and sequential NMF, the per-iteration
computational complexity is still O(MNK). However, it costs less calculation in each
iteration but require more iterations to converge as fewer latent features are updated in
each iteration. Thus the overall computational complexity of both our algorithms is
larger than traditional NMF, but still stay the same magnitude.

Algorithm 1. Dropout NMF Algorithm 2. Sequential NMF

Input: X, #feature K, dropout probability p Input: X, #feature K

Output: U, V Output: U, V

1: Random Initialization of U and V 1: Random Initialization of U and V
2: for t=1— maxlteration do 2: fork=1—Kdo

3 undroppedSet = dropout(K, p) 3:  fort=1 — maxlteration do

4 for k € undroppedSet do 4 Update u, as in Equation (3)
5: Update u, asin Equation (3) 5 Update V as in Equation (3)
6 end for 6: if Converge then

7 Update V as in Equation (3) 7: break

8 if Converge then 8 end if

9 break 9 end for

10:  endif 10: end for

11: end for

4 Experimental Results

Document clustering is the typical scenario for latent semantic representation of a
document corpus, where NMF is a classical solution [9, 10]. Since latent features
extracted from a document corpus can be understood as semantic topics, clustering is
conducted according to the vector-based representations in latent space.

4.1 Datasets

Two corpora are applied to evaluate the proposed methods. The first one is NIST Topic
Detection and Tracking (TDT2) corpus [24] from 6 news sources published in 1998. It
consists of 11,201 pieces of news from 96 topics, and each topic is a publicly con-
cerned event. We remove documents about multiple topics and preserve only the
largest thirty topics. The processed dataset contains 9,394 documents and 36,093
different words.

The second corpus is 20 Newsgroups [25], which is a collection of about 20,000
news documents, partitioned into 20 different groups. It was originally collected by
Lang Ken and contains 18,662 documents and only 1,359 high frequent words after
preprocess. Unlike TDT2, the news groups are not specific issues but semantically
related subjects and are further classified into 6 general categories. Detailed statistics
about these 2 datasets are in Table 1.
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Table 1. Statistics of datasets.

Statistics TDT2 | 20 Newsgroups
# documents 9394 | 19662
# words 36093 | 1359
# topics 30 20

Max. #documents in topic | 1844 | 4817
Min. #documents in topic 52 950
Med. #documents in topic| 131 3923
Avg. #documents in topic 313 | 3100

4.2 Experimental Settings

Compared Algorithms. We compare dropout NMF and sequential NMF to traditional
NMF [2], sparse NMF (SNMF) [6] and normalized cut weighted NMF (NCWNMF)
[13]. L norm of V is used in SNMF to get sparse representations of the input docu-
ments. While relations among input documents are used to conduct a transform on X in
NCWNMF. To verify the universality and extensibility of our algorithms, we also
implement the dropout and sequential versions of SNMF and NCWNMF.

Evaluation Metrics. As document x; is represented by v; in latent space, we set
I; = arg, max(vy;) to be the cluster label of x;. Accuracy (AC) and normalized mutual
information (NMI) are used to evaluate the clustering performance. Suppose q; is the
original topic label of x;, AC is calculated as:

AC = Zil o(a;,map(l;))/N, map(l) = arg, max(|{x; |l; = l,a; = k}|), (8)

where map(-) maps cluster label to corresponding topic label as described above, and
o(-,-) checks the equivalence. Mutual information (MI) measures how clusters are
divided:

MI(C,C) = Zciec,cjec'p(ci’ ¢j)(log, p(ci, ¢j) —log, p(ci) —log, p(cj)),  (9)

C and C’ are two different clustering of the same sample set, p(c;) and p(c;) denote the
probability that an arbitrarily selected document belongs to the i-th cluster in C and the
Jj-th cluster in C’ respectively, and p(c;, ¢;) is the joint probability. Since MI(C,C’) is
less than the entropy of C and C’ we normalize MI(C, C") for intuitive understanding:
NMI(C,C") = MI(C,C")/max(H(C),H(C")), H(-) denotes entropy of a division.

Parameter Settings. After grid search on TDT2, the parameter p for dropout NMF is
set to 0.5, and the balance parameter of regularization term for SNMF is set to 10. To
verify the performances on different data sizes, K is set to {5, 10, 15, 20, 25, 30}
respectively. To eliminate noise, we randomly select 20 different subsets of documents
with K topics from corpus when K <30. Clustering is evaluated by the average per-
formance on those subsets. As to 20 Newsgroups dataset, we use the whole dataset for
clustering. K is set to 200 for a fine grained understanding of the overlapping topics,
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and documents are mapped into the 6 general topics as in Eq. (8). Other parameters of
20 Newsgroups dataset are the same as those in TDT2.

4.3 Clustering Results

Tables 2 and 3 show the comparisons of three baseline methods with their dropout and
sequential versions on TDT2 evaluated by AC and NMI respectively. We use seq to
denote sequential for short. The best performances in three versions of methods are
boldfaced, and the global optimums are underlined. It shows that dropout and sequential
version methods perform better than conventional methods regardless of K. it demon-
strates the effectiveness of preventing the co-adaption of latent features. Dropout NMF
and sequential NMF achieve better results than SNMF, while only sequential NMF
performs better than NCWNMF. However, the best results of different K are achieved by
sequential NCWNMEF, and it indicates the extensibility and universal applicability of the
proposed sequential technique. Besides, the overall performances decrease with K be-
cause a larger dataset with more topics are more difficult for clustering.

The results on 20 Newsgroups are listed in Table 4. Similar to TDT2, performances
of both dropout and sequential algorithms are better than original algorithms, and the
best results are achieved by sequential NCWNMF. NCWNMF performs worst on 20
Newsgroups. This leads to the suspicion that the weighing procedure is influenced by
the roughly processed vocabulary, but sequential NCWNMF overcomes this obstacle.

Table 2. The AC of clustering on TDT2.

K NMF | Dropout |Seq |SNMF | Dropout |Seq NCW | Dropout Seq
NMF NMF SNMF | SNMF|NMF |NCWNMF |NCWNMF

5 0.89510.924 0.954 | 0.865 |0.929 0.870 |0.971 |0.969 0.971
10 |0.842/0.849 0.924 | 0.844 |0.868 0.915 |0.914 | 0.921 0.951
15 ]0.803|0.815 0.892 | 0.804 |0.809 0.885 | 0.879 |0.884 0.931
20 | 0.783]0.805 0.855 0.784 |0.795 0.859 |0.848 |0.867 0.906
25 10.76210.786 0.834 | 0.768 |0.771 0.826 |0.821 |0.838 0.879
30 ]0.733/0.750 0.810 | 0.755 |0.760 0.789 |0.812 |0.816 0.869
Avg.|0.803 | 0.822 0.878 | 0.803 |0.822 0.857 |0.874 |0.883 0.918

Table 3. The NMI of clustering on TDT2.

K NMF | Dropout |Seq |SNMF | Dropout |Seq NCW | Dropout Seq
NMF NMF SNMF | SNMF|NMF |NCWNMF |NCWNMF

5 0.763 | 0.804 0.877 | 0.699 |0.822 0.742 {0914 |0.903 0.921
10 |0.7180.729 0.855 |0.717 |0.757 0.826 |0.839 |0.845 0.903
15 ]0.673|0.679 0.818 | 0.671 |0.676 0.797 | 0.797 |0.805 0.881
20 | 0.655|0.666 0.773 | 0.647 |0.650 0.761 |0.760 |0.789 0.848
25 10.657]0.673 0.762 | 0.649 | 0.669 0.731 |0.749 |0.767 0.830
30 |0.608|0.617 0.747 | 0.645 |0.643 0.699 |0.741 |0.754 0.832
Avg. | 0.679 | 0.695 0.805 | 0.671 | 0.703 0.759 | 0.800 |0.811 0.869
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Table 4. Clustering performances on 20 Newsgroups.

NMF | Dropout |Seq | SNMF | Dropout |Seq NCW | Dropout Seq
NMF NMF SNMF | SNMF |[NMF |NCWNMF | NCWNMF
AC ]0.628 0.631 0.633 | 0.614 |0.629 0.628 |0.589 |0.621 0.635
NMI | 0.288 | 0.291 0.294 1 0.273 |0.288 0.288 |0.249 |0.290 0.297

4.4 Parameter Selection and Convergence Analysis

Figure 3(a) shows the convergence curves of dropout NMF on TDT2 dataset with
K =30, when p is set to {0.1, 0.3, 0.5, 0.7, 0.9} respectively. Curves are drawn
according to clustering AC along with the increase of iteration number. It can be seen
that smaller p achieves better performances when iteration number is fewer than 100.
This is because that more latent features are updated in each iteration, and the accu-
mulated effect leads to a better performance. The AC curves grow gradually after
iteration number exceeds 100, especially when p > 0.5. Considering both clustering
performance and time consumption, we set p to 0.5 as mentioned above.

We also compare the convergence curves of our algorithms with baselines on
TDT?2 in Fig. 3(b), and K is also set to 30. The overall trend is similar to Fig. 3(a), and
all methods tend to converge within 100 iterations. The AC curve of sequential NMF
does not constantly grow with the iteration number. We can see a sharp vibrate when
iteration number is around 50. This is partially because that the iteration of sequential
NMEF is set for each latent feature respectively. Thus a small change in the update of
each latent feature will accumulate to a vibrate. We also find that the performance of
sequential NMF is much better than dropout NMF with p = 0.9, for that sequential
NMF has a more deterministic update process.

1
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0.7;’,4'

0.6
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AC
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—&— Sequential NMF
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Fig. 3. Convergence curves on TDT2.

4.5 Case Study

To a better understanding of how different algorithms distinguish semantically related
topics, we pick out six publicly concerned crime topics from TDT2, and compare the
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clustering results with original topics on NMF, dropout NMF and sequential NMF.
Since legal terminologies and words about crimes are frequent in all six topics, algo-
rithms must detect out the core differences of these topics. The six criminal topics are,
(1) Middle school shooting near Jonesboro, (2) Sergeant Major Gene McKinney is
court martialed, (3) Theodore John “Ted” Kaczynski, the “Unabomber”, (4) Eric
Rudolph, the Olympic Park Bomber, (5) James Earl Ray, assassin of Martin Luther
King, died of disease in prison, and (6) The first woman, Karla Faye Tucker, to be
executed in America since 1984.

Results are shown in Fig. 4, the rows and columns of confusion matrices corre-
spond to the original topics and predicted cluster I.D.s respectively, and an entry tells
how many documents from row-indicated topic are divided into the column-indicated
cluster. Dropout NMF performs slightly better than NMF, and sequential NMF shows
significant improvements that only 19 out of 633 documents are mistakenly clustered.
Notice that both NMF and dropout NMF fail to distinguish topic 4 from topic 2,
because both crimes are motivated by gender issues and reporters are likely to discuss
both of them in the same news report: Gene McKinney (topic (2)) is convicted of
sexual harassment and Eric Rudolph (topic (4)) is responsible for a series of
anti-abortion and anti-gay-motivated bombings.

Topi Cluster Cluster Cluster
opic 3] 4]5] 6 3] 4] 5] 6] 1]2]3]4]5]s
1 1 9 9 2
6
4 2
5 2 66 66
6 5 5 2
(a) NMF (b) Dropout NMF (c) Sequential NMF

Fig. 4. Clustering results on six crime topics.

5 Conclusion

In this paper, we analyze how and why the correlations among latent features in NMF
affect performance, and put forward two novel methods for NMF, dropout NMF and
sequential NMF. Both methods improve NMF without bringing in extra constraints or
transformations. In dropout NMF, only a random subset of latent features is updated in
each iteration, and latent features are sequentially updated until convergence in
sequential NMF. Co-adaption is effectively prevented in the proposed algorithms, so
latent features are more definite and discriminative. Experimental studies on document
clustering demonstrate that our algorithms not only achieve improvements on NMF,
but also further improve existing variants of NMF. In the future, we will explore
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dropout and sequential techniques for NMF with other loss functions and variations.
The new dropout strategies will also be put forward to deal with other latent repre-
sentation based applications in different fields such as computer vision and
bioinformatics.
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Abstract. This paper intend to present an approach to analyse the
change of word meaning based on word embedding, which is a more
general method to quantize words than before. Through analysing the
similar words and clustering in different period, semantic change could
be detected. We analysed the trend of semantic change through density
clustering method called DBSCAN. Statics and data visualization is also
included to make the result more clear. Some words like ‘gay’, ‘mouse’ are
traced as case to prove this approach works. At last, we also compared
the context words and similar words on semantic presentation and proved
the context words worked better.

Keywords: Semantic change - Word embedding - Google books N-gram
corpus - Word similarity

1 Introduction

With the promotion of computer power and development of machine learning, an
increasing number of people studied in semantic analysis. Besides Word Semantic
Disambiguation (WSD) and Word Semantic Induction (WSI), semantic change
analysis is a more novel task in semantic analysis. It is defined as a change
of one or more meanings of the word in time [2], and is closely related to the
task of word sense detection [5]. The phenomenon of semantic change is widely
existed, such as the word ‘gay’ which changed the meaning from joy to male
homosexuality [19]. It has become more and more common today especially
through the Internet.

Analysis on semantic change has quantities of applications in natural lan-
guage process. For example, the hot spot in social media and news report often
occurs with high frequency of key word, which usually gains new meaning in
current context. So the detection of semantic change could apply to the hot spot
detection and event tracking. As we known, word meaning is closely related to its
context. When the semantic change occurs, words in its context also change. For
polysemant, some context words occur more frequently along with one meaning
widely used and new context words might mean a new meaning arising. The
past approaches to analyse the semantic change, no matter LSA method [18§]
or LDA method [19] are both based on the context. As the most popular word
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representation approach, word embedding [16] which vectoring a word abstractly
by its context should be valuable in this task.

This paper intends to analyse semantic change by using word embedding
to present the word. Due to its excellent ability in semantic expression, word
embedding could reflect on the semantic change more accurately. This paper
intended to detect the change occurred. We trained the word embedding on
Google-N-gram corpus, which include the publication with 500 billion words
distributed in n-gram form over centuries and analyse the change by statics and
data visualization. This approach does better in semantic change detection and
express the tendency more directly.

2 Related Work

Word semantic modelling is based on the assumption that its meaning could be
inferred from the context. Word semantic analysis mainly concentrates on the
Word Semantic Disambiguation (WSD) and Word Semantic Induction (WSI)
before. Closely related to these tasks, semantic change analysis could use the
same approach called Latent Semantic Analysis (LSA) too. Varieties of approach
have been applied to accomplish the Latent Semantic Analysis. Sagi [18] used
the TF-IDF to build a word-context matrix and obtain word vector by Singular
Value Decomposition (SVD). Then he clustered the context word and judge the
meaning of word broader or narrower by the density of cluster. The density is
defined as the average cosine similarity between words in the cluster. Gulordava
and Baroni [7] computed local mutual information (LMI) score between the
centre word and the context word and transited the word to vector by the bag
of context words. The he compared the vector of the same words from 60s and
90s corpus. Low similarity means the semantic changes has occurred.

After LDA gained improvement in natural language processing tasks, it also
has been applied to detect semantic change. Rohrdantz et al. [17] modeled con-
text by LDA in New York Times corpus. He regarded one topic as one meaning
and clustered the context into different semantics. Then he traced the context
by data visualization and detected the semantic change by the proportion of
context belong to one meaning. However Wijaya and Yeniterzi [19] treated con-
text in the whole year as a document and trained LDA on them. He traced the
change of topic rates over year to detect the semantic change and analyse the
change tendency by the topic words. He constructed a network linking words to
its context, and observes the change of the network structure.

In Jatowt’s [11] and Davies’ [3] works, semantic change were directly analyzed
through the change of context words during decades. Especially in Jatowt’s [11]
work, he proposed a framework for analyzing semantic change, which is captur-
ing semantic change of a single word and then finding evolution of similarities
between contrasting pairs of words. This framework was applied in many works
on analysing semantic change. After Mikolov et al. [16] proposed word embed-
ding, There were also some works applied word embedding on analysing semantic
change, both Kulkarni et al. [12] and Hamilton et al. [8] trained embedding and
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a transfer matrix to map vectors from different decades into the same vector
space, which make the semantic change more obvious.

3 Approaches

This section mainly introduces the approaches we applied during analysing the
semantic change phenomenon and explain the reason we chose these methods.

3.1 Word Embedding

It has been a long time to represent word as continuous vectors [4,9,10]. After
Bengio et al. [1] proposed the popular model for estimating neural network lan-
guage model (NNLM), word vector was first learned with a single hidden layer of
neural network [14,15]. Then in 2013, Mikolov et al. [16] proposed a new model
architecture to obtain the word vector directly using the CBoW and Skip-gram
model. The optimization is to maximize the joint probability between word and
its context word with a log-linear model. In this paper, we choose the skip-gram
architecture with negative sampling; its optimization is as following:

p(ei|w;) o< exp(c; * w;) (1)

This vector, we also called word embedding, was performed excellent in semantic
presentation with lower dimension than before. Recently, it is widely used in
neural network as input to deal with the natural language processing tasks.

3.2 Random Project Forest

Computation on similarity among the whole corpus for each pair was time
wasted, this paper apply the popular approximate nearest neighbour method
called Random Project Forest [13]. This method chose a point randomly and
divided the whole corpus into two parts by the vector dot product. This oper-
ation tended to project the other vectors into the direction of the vector we
picked. Recursively dividing the part until reaching the minimum leaf node size,
we got a search tree. Constructing several search trees in this way, we got random
Project Forest. In fact, each search tree is a hash function to map the vector into
a low dimension space according to the cosine distance and the forest consists
of several search tree is to improve the accuracy of mapping. To find the nearest
neighbourhoods of one vector, we just searched in each tree and got the union
set of each leaf nodes.

3.3 DBSCAN

This paper tends to cluster the vectors of words to analyse the polysemy. The
similarity of word embedding is often computed by the cosine distance, which is
hard to be applied to the prototype-based clustering method such as k-means.
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And we also wanted to cluster the vectors without defining the cluster number. So
we applied a density-based clustering method called DBSCAN (Density-Based
Spatial Clustering of Applications with Noise) [6] to deal with the problem. It
defined the € neighbourhood of one sample as an area in which all the distance
with other samples is no more than e. And it defined the core object as the sample
which holds more than N samples in its ¢ neighbourhood. N is the minimum
batch size. To cluster the samples, we traced the core object to search its density-
reachable samples. Repeating this process until all the samples were assigned to
a cluster, we got the clustering result.

4 Experiments

In this section, we introduce the experiment we applied to analyse the semantic
change. We could see the word embedding give a good performance in this task.
Then we compared the similar word with the context in the semantic change
analysis.

4.1 Preparations

Before the experiments, we should pre-process the corpus and train the word
embedding. We used Google Books N-gram corpus in this experiment. This
corpus includes publications with over 500 billion words in 7 different languages
over centuries. For the reason of copyright limitations, it is distributed in n-
gram format. The corpus provides data in five gram format with the frequency
of each n-gram in one year, the count of pages and volume it occurred. During
pre-processing, we replace the blank space with the mark /ss and remove the
five gram which has more than three continuous blank space in order to avoid
repeated train. Then we abstract the five grams in certain years and treated five
gram in a whole year as a corpus.

When training the embedding, we use the word2vec tools by Google and
make some modifications. As we trained vectors by the five gram corpus, the
windows length had to be fixed on two. During training each five gram, we
regarded the third word as target word and others as context. Each five gram
record was attached with its frequency as format (wordl, word2, ..., word5,
frequency). We apply skip-gram architecture and set negative sampling to 25.
To make the training more closely to the natural language, we apply sampling
in the training to avoid training one block repeatedly. The sampling formula is
showed as following;:
frequency

(2)

probabilty = min(———————

samplingbase
Sampling could also prevent training bias on frequent words through adjust the
value of sampling base. For frequent word, the value of sampling base is less than
its frequency, so the sampling probability was set to 1. In fact, this step reduced
the occurrence of the frequent word and increased the sampling probability of
infrequent word than before.
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Fig. 1. Frequency change of the word ‘gay’ in Google Books N-gram Viewer
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Fig. 2. The similar words change trend of term ‘gay’. The vertical axis is the number of
similar words which coexisted in different decades. The curve ‘gay_b’ means comparing
current similar words with former decade and the curve ‘gay_f’ means comparing with
the later.

4.2 Detecting the Semantic Change Based on Word Embedding

After we got the vector presentation of a word, we could detect the semantic
change trough comparing word with its similar words. The idea is that the most
similar words are not always fixed in each different year. The word which holds
the same meaning has stable contexts and similar words, while the polysemous
one has shifty contexts and similar words. So the changes of most similar words
reflect the semantic change. We use cosine similarity to show the correlation in
this paper.

In order to get the similar words, we compute the cosine similarity between
each word and extract the top N words. In order to reduce the complexity of
similarity computation, we use the Random Project Forest [13], an approximate
nearest neighbourhood algorithm based on cosine distance, to find the top N
similar words. In this paper, we filtered the top 50 similar words for each term.
Then we compared the similar words with the past decades and the next decades
to get the number of duplication. It is obvious that the semantic change has
occurred (Figs.3 and 4).
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Fig. 3. The similar words change trend of term ‘mouse’. The vertical axis is the num-
ber of similar words which coexisted in different decades. The curve ‘mouse_b’ means
comparing current similar words with former decade and the curve ‘mouse_f’ means
comparing with the later.
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Fig. 4. The similar words change trend of term ‘man’. The vertical axis is the number of
similar words which coexisted in different decades. The curve ‘man_b’ means comparing
current similar words with former decade and the curve ‘man_f’ means comparing with
the later.

We firstly apply our approach on the words which the meaning is changing
over time. After a word got a new meaning, the original one may get suppressed
and even disappeared. For instance, the word ‘gay’ was used as the meaning
of ‘joy’ originally. As shown in the Fig. 1, its frequency decreased sustainably
before 1970s. After 1970s, the frequency increased as long as the meaning of ‘male
homosexuality’ occurred and gradually became the main meaning. We compared
the vectors from the corpus during 1900 to 2000, curve ‘_b’ (backward) means
comparing the current decade similar words to the 1900 and curve ‘_f” (forward)
means comparing to the 2000. Each point shows the concurrent number of the
similar words between two years. We can see the backward curve decreased while
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the forward curve increased over years. The cross point between two curves
means the sense of the word going to change. In Fig. 2, it was in the 1970s which
met the historical materials.

As we consider the case ‘mouse’; it shows similar phenomenon. Before 1950s,
most similar words of ‘mouse’ were both other animals. After 1950s, with the
development of biology, it tends to behave the meaning in clone technology.
Then in 1990s, personal computer became popular, it tends to represent the
device of computer. As for the stable word ‘man’, we can see the backward
curve is steady, which means comparing to the 1900s, the similar words was
stable over years. Although the forward curve increased, it was caused by the
increase of the vocabulary. Corpus in recent years has varieties of new words
that not occurred before, which depress the similarity between past words and
modern ones. Through the above observation, semantic change occurred when
one curved decrease and the other increased.

Compared to the works of Jatowt and Duh [11] and Davies [3], we replaced the
context vectors with the word embedding. According to Jatowts [11] works, we
chose the candidate words. He also computed the similarity of example words in
different stage to represent the semantic change and the similarity curve ascended
with the change. Compared to Jatowts [11] works, our approach represented the
change more obviously with the steep curve. And with the two cross curve,
our approach represent whether the change happened more clearly too. As for
Kulkarni’s [12] and Hamilton’s [8] works, it transfer the vectors into the same
vector space and present the semantic but consumed more computation source
and didn’t reveal that the change occurred.

4.3 Analysing the Semantic Trend with Word Embedding

Besides tracking the quantity of the similar words, this paper also analyse the
variation of similar words. In Fig. 5, we can see not only relevance between words
and its similar words but also similar words inside. In this experiment, we extract
the top 10 similar word. To show the relevance between the similar words, we
observe whether the word was top 20 similar of others.

In Fig. 5 the word ‘gay’, its similar words originally aggregate on the meaning
of joy. In 1900, it was divided into two part represent ‘joyous’ and ‘charming’,
then in 2000, this word changed to present the meaning of ‘male homosexuality’,
its similar word became ‘lesbian’ and ‘homosexual’. We could see little overlap
between top ten similar words in 1900 and 2000. The reason is that the semantic
change of words ‘gay’ was one-way, which means single meaning to single mean-
ing. New meaning occurred and gradually depressed the original one. Another
case is the word ‘mouse’ in Fig. 6. After it gained the new meaning, the original
one didn’t disappear. So we can see the word finally fixed on two meanings.
This kind of change could be called one-to-many, which means the new meaning
coexisted with the original one.

This phenomenon also revealed that the similar words mainly reflected a
word’s major meaning in current context. If term meaning changed one-to-one,
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Fig. 5. The similar words network change trend of term ‘gay’

Fig. 6. The similar words network change trend of term ‘mouse’

the similar word always concentrated on the same meaning. If it is changed one-
to-many, the similar word may cluster into several parts. Well do more analysis
in the next section.

4.4 Clustering on the Similar Words and Context Words

In the last section, we have proved the semantic change of a word could be
expressed by its similar word. Gulordava [6,7] showed the context word has a
similar effect on this problem. This section, we tried to compare the similar
words and context words on the presentation ability through clustering them.

We apply DBSCAN [6,14], a density clustering method, to cluster the words.
There are two parameters in this method: Epsilon to limit the maximum dis-
tance in the neighbourhood and Minimum size to limit the minimum number of
neighbourhood for a core object. The cosine distance ranged from —1 to 1 and 1
means two samples were the equal. During the clustering, we define the distance
as follow:
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distance = 1 — cos(vecl,vec2) (3)

In this paper, we set € to 0.5 and Minimum size to 3, we can compare the
clustering difference between two word lists (Tables 1 and 2).

Table 1. The context words clusters of term ‘mouse’

Clusters | Words
the, of, to, a, in, and, that, I, It

is, be, was, not, have, are, been, had

over, around, across
all, between, both

cell, cells, brain, skin, rat, embryo

move, moved, moving, passes
Am, Proc, Dev

use, click, button, select, drag, Place

O |00 ||| U x| W|IN| -

transfer, release, releasing, targeting

—_
o

pointer, keyboard, cursor

Table 2. The similar words clusters of term ‘mouse’

Clusters | Words

1 rat, embryo, rabbit, mice, ovary,
embryos, vivo, mast, mammary,
monkey, hippocampus, H19, vitro,
liver pancreas, retina

2 pointer, cursor

As no matter whether TF-IDFS or LDA approaches both used the context
words to represent the meaning of one word, we firstly clustered context words
to attained the division of semantic. In the case of ‘mouse’, we could find that
the top 200 context words were divided into ten parts, including signs and stop
words. The part 5 tends to express the ‘creature’ meaning of ‘mouse’ while
the part 8 and part 10 tends to express the ‘computer device’. Observing the
words in different clusters, each cluster tends to hold the same characteristic or
usage, which makes it hard to ensure the meaning of a cluster. And Quantities
of stop words often holds high frequency, which leads more context words being
computed and make it even hard to distinguish the cluster with each other.

On the contrary, the similar words were clearly divided into two clusters; each
cluster corresponded to the meaning of ‘mouse’. With the similar words, we could
easily distinguish the meaning the two clusters expressed. And according to the
size of the clusters, we could also judge which meaning played a leading role in
the corpus decade.
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5 Conclusion and Future Work

This paper provided a new analysis method on semantic change task based on
the word embedding. This paper verified that the similar word computed through
the word embedding could reflect the semantic change. Tracing the variation of
similar words, we could find the period change occurred and the variation trend
of the meaning. Compared to the context words used before, it reflected the
trend more clearly and the clusters are much more meaningful.

The experiment showed that Google books N-gram corpus adapted to the
semantic change task. It holds abundant data in regular format and long time
span. In the whole corpus, the semantic changes happened frequently make it
convenient to analyse this phenomenon. To compute the similarity of the words
in less cost, we applied approximate nearest neighbour algorithm and gain equal
effect. Different from the past method which fixed the cluster quantity, we used
the density clustering method to recognize the polysemy automatically.

During the experiments, we could see that the similar words of a term
reflect its semantic change excellently. The doublication between former and
later present the semantic stability of the word and the variation of the simi-
lar words clusters present the trend of the semantic change. The clusters of the
similar word present the polysemy of the word more accurately than the con-
text words and more directly than the LDA methods, so the change of clusters
density might also be a signal for the semantic change.

In the future, we would try to quantize the semantic change based on the
word embedding. This paper proved the word embedding has good stability
with its context and similar words. A word with no semantic change holds the
stable context and similar words. We plan to find the stable relationship and
transform the vectors into the same vector space by the stable part. Then we
could model the semantic change process and analyse whether there are other
factors influence the semantic change. And the time cost is still a shortcoming
of this approach, we also intended to optimize the training time.
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Abstract. Word embeddings play a significant role in many modern
NLP systems. Since learning one representation per word is problematic
for polysemous words and homonymous words, researchers propose to
use one embedding per word sense. Their approaches mainly train word
sense embeddings on a corpus. In this paper, we propose to use word
sense definitions to learn one embedding per word sense. Experimental
results on word similarity tasks and a word sense disambiguation task
show that word sense embeddings produced by our approach are of high
quality.

Keywords: Word sense embedding - RNN - WordNet

1 Introduction

With the development of the Internet and computational efficiency of processors,
gigantic unannotated corpora can be obtained and utilized for natural language
processing (NLP) tasks. Those corpora can be used to train distributed word rep-
resentations (i.e. word embeddings) which play an important role in most state-
of-the-art NLP neural network models. The word embeddings capture syntactic
and semantic properties which can be exposed directly in tasks such as analog-
ical reasoning [14], word similarity [8] etc. Prevalent word embedding learning
models include Skip-gram [14], Glove [20] and variants of them.

Basic Skip-gram [14] and Glove [20] output one vector for each word. How-
ever, multi-sense words (including polysemous words and homonymous words)
should inherently have different embeddings for different senses. Therefore
researchers propose to use one embedding per word sense [2,8,9,11,12,19,21,
23,24]. Previous work tends to perform word sense induction (WSI) or word
sense disambiguation (WSD) on the corpus to determine the senses of words.
Then they train the word sense embeddings on it using variants of Skip-gram or
other approaches. However, the result of WSI or WSD on the corpus is not reli-
able and the errors from WSI or WSD will have bad effect on the quality of word
sense embeddings. Besides, these approaches normally produce bad embeddings
for rare word senses.

© Springer International Publishing AG 2016
C.-Y. Lin et al. (Eds.): NLPCC-ICCPOL 2016, LNAT 10102, pp. 224-235, 2016.
DOI: 10.1007/978-3-319-50496-4_19
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Lexical ontologies such as WordNet [15] and BabelNet [18] are built by
specialists in linguistics and they provide semantic information of word senses
including their definitions. Different from determining word senses by WSI or
WSD models, semantic information provided by lexical ontologies is normally
accurate and reliable. To utilize the accurate information of word senses pro-
vided by lexical ontologies, we propose an approach based on recurrent neural
networks (RNN) to learn word sense embeddings from word sense definitions.
Our approach learns both word sense embeddings and a definition understand-
ing model. Since the collection of definitions is much smaller in scale than a
corpus for embedding training, our approach is less time-consuming compar-
ing with corpus-based learning approaches. Experimental results show that the
word sense embeddings are of high quality for both common and rare words and
the definition understanding model can understand other natural language text
besides word sense definitions.

Our contributions can be summarized as follows:

— We propose to learn word sense embeddings from word sense definitions using
RNN-based models.

— Different from previous embedding learning approaches, our learning is con-
ducted in a supervised paradigm.

— Our approach is less time-consuming comparing with corpus-based learning
approaches.

— Our approach treats senses of rare words and of common words equally since
definitions have no tendency to common words and this is hard to achieve for
corpus-based learning approaches.

The rest of this paper is organized as follows: Sect. 2 presents details of our
approach. Section 3 reports experimental results. Section 4 introduces the related
work. Section 5 concludes our work.

2 Methodology

While a corpus presents distributional properties of words, definitions provide
semantic information of word senses in a compositional way. Therefore, we
believe that we can compute word sense embeddings from definitions. We choose
to use recurrent neural networks to model semantic compositionality because
RNN-based models have been shown to be able to model semantic composition-
ality in many tasks, such as neural machine translation [1,6,10], text entailment
recognition [22] etc.

2.1 Definition Understanding Model

A word sense definition is a word sequence: {z1,za,...,2z,}. As Fig.1 shows,
RNN models take word embeddings of the words in definitions one by one and
update the internal memory according to its computation unit. The output of
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be com patlble or in accordance W|th adhere'

Fig. 1. Mapping definitions to word sense embeddings with RNN-based model.

the RNN at the last word of the definition, i.e., h,, is assumed to contain the
semantic meaning of the definition. Hence we map h,, to sense embedding space
with a transformation matrix:

ews = Wrhy, + by, (1)

where W}, is the transformation matrix, b, is the bias term and e, is the sense
embedding computed by the definition understanding model.

The specific RNN model can be a vanilla RNN model, Gated Recurrent Unit
(GRU) [3] or Long Short Term Memory (LSTM) [7]. Comparing with vanilla
RNNs, LSTMs and GRUs can hold long-term information, i.e., they can alleviate
the gradient vanishing and information-forgetting problem associated with the
vanilla RNN for long sequences [3,7].

2.2 Training Definition Understanding Model with Definitions
of Monosemous Words

Having determined the model structure, the challenge is how to train the RNN-
based definition understanding model. Since the contexts of a monosemous word
are associated with its only word sense, we assume its word sense embedding is
similar to its word embedding. So we initialize sense embeddings of monosemous
words with their word embeddings trained with Skip-gram [14] on a corpus and
thus we can train the RNN-based model parameters with sense embeddings
of monosemous words as target and their definitions as inputs. The words in
definitions are represented by their word embeddings. Word embeddings are
kept fixed during the whole training process. As word embeddings trained on
a corpus provide distributional properties of the words, our approach provides
a supervised training for model parameters by combining distributional and
compositional properties of word senses. The objective function of this training
step is

J=— Z co8(€ws, Crs) (2)

WEVmono
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where Vj,on0 is the set of monosemous words and e, is the initialized sense
embedding of the monosemous word w and ey is the word sense embedding
produced by our RNN-based definition understanding model. With this objective
function, we train e,,s to be similar to e,s. Both the sense embeddings and word
embeddings used in definitions are fixed in this step, i.e., we only train model
parameters in this step.

2.3 Word Sense Embedding Learning

We have trained RNN-based definition understanding model with sense embed-
dings of monosemous words and their definitions in the previous step. However,
we still haven’t use definitions of senses of multi-sense words. Since the word
embeddings are trained according to the co-occurrences from a corpus, the word
embedding of a multi-sense word usually represent the most common sense bet-
ter and this is shown by our nearest neighbor evaluation in Sect.3.2. So it is
not appropriate to initialize all sense embeddings of a multi-sense word with
its word embedding. Since WordNet provides a set of synonyms for each word
sense, we initialize the embedding of a word sense using the word embedding of
a synonym which contains only one sense. If there is no synonym conforms to
this condition, we initialize the sense embedding with the word embedding of a
word in its definition which has the largest cosine similarity with the original
word. Besides, the similarity should exceed a threshold § which we set to be
0.2 or we will use the word embedding of the target word sense to initialize its
sense embedding. Although these sense embeddings are simply initialized, they
still contain meaningful semantic information for training the definition under-
standing model and reversely they will also be tuned by our model. Comparing
with the last step, we still optimize the cosine similarities between embeddings
produced by the RNN-based definition understanding model and the initialized
word sense embeddings. The difference is that in this step we use definitions of
both monosemous words and multi-sense words and update all sense embeddings
jointly including sense embeddings of monosemous words because some of them
are of low quality if the words are of low frequency in the corpus their word
embeddings are trained. The objective function is as follows:

Jo = — Z Z c08(Ews, Ews) (3)

weV seSy,

where V is the whole word set and S,, is the set of word senses of word w. To sum
up, we make word sense embeddings and RNN-based definition understanding
model tune each other in this step.

2.4 Training with Word Sense Embeddings to Represent
Words in Definitions

In the previous two steps, we train the definition understanding model and learn
sense embeddings jointly using word embeddings to represent words in defini-
tions. However, some words in definitions are multi-sense words and therefore to
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use sense embeddings to represent those words is assumed to be more appropri-
ate. Besides, it can also be seen as an application of the word sense embeddings
trained in the last step.

To this end, we perform WSD for the words in definitions. We apply S2C
(simple to complex) strategy described in [2] to implement WSD. Specifically,
we identify the senses for words with less senses first and then for words with
more senses. We compute the cosine similarity between each sense embedding
of a word with its context embedding and choose the sense with greatest cosine
similarity with the context embedding as the sense of the word. The context
embedding is the average embedding of some other words in definitions. These
words include nouns, verbs, adjectives and adverbs. We use the sense embeddings
of those words whose senses have been identified and use the word embeddings
of the rest words.

The objective function is the same as the previous step, but we use sense
embeddings to represent words in definitions in this step and their sense embed-
dings are updated for the optimization of the objective function.

3 Experiments

We present qualitative evaluations and quantitative evaluations in this section.
To show our word sense embeddings capture the semantics of word senses, we
present the nearest neighbors of a word sense based on cosine similarity between
the embedding of the center word sense and embeddings of other word senses.
Besides, to show our model can actually understand a definition or any descrip-
tion, we present the most matched word senses for a given description according
to our RNN-based definition understanding model. In our quantitative evalua-
tions, we evaluate the sense embeddings on word similarity tasks and a word
sense disambiguation task.

3.1 Setup

We use WordNet 3.0' as the lexical ontology to acquire the definitions of word
senses. We choose the publicly released 300 dimensional vectors? trained with
Skip-gram [14] on part of Google News dataset (about 100B words) as word
embeddings used in our approach. We also take the word embeddings as our base-
line. We randomly initialize model parameters within (—0.012, 0.012) except that
bias terms are initialized as zero vectors. We adopt Adadelta [25] with mini-batch
to minimize our objective functions and set the initial learning rate to be 0.12.

3.2 Qualitative Evaluations

To illustrate the quality of our word sense embeddings, we show the nearest neigh-
bors of words and of their senses in Table 1. The nearest neighbors of words are

! http://wordnet.princeton.edu/.
2 https://code.google.com /archive/p/word2vec/.
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Table 1. Nearest neighbors based on cosine similarity between word embeddings or
sense embeddings.

Center word/sense | Nearest neighbors

Bank ATM machines, Iberiabank, automated teller machines
bankl financial, deposit, ATMs

bank2 riverbank, water, slope

Star matinee idol, singer, superstar

starl asteroid, celestial, supernova

star2 legend, standout, footballer

Pretty wonderfully, unbelievably, nice

prettyl remarkably, extremely, obviously

pretty2 beauteous, dainty, lovely

computed using word embeddings. The nearest neighbors of word senses are com-
puted using word sense embeddings trained with our definition understanding
model which uses GRU as its specific RNN. We leave out the sense numbers of
nearest senses because the numbers are meaningless to be presented here. As can
be seen, the nearest neighbors of the center words are normally associated with the
most common sense of the word. Whereas, the nearest neighbors of word senses
are associated with the corresponding sense of the word. Besides, some nearest
neighbours (e.g., “supernova”, “dainty”) are rare to be seen in a corpus. There-
fore it indicates even the sense embeddings of rare words are meaningful.
Although we train RNN-based definition understanding model to map a def-
inition to its sense embedding, we will show the RNN-based definition under-
standing model can also understand descriptions we made up. We compute the
cosine similarities between the embedding produced by our model according to
the description and all word sense embeddings to find those most matched word
senses. We still choose GRU as the specific RNN. Table 2 shows the most matched
word senses to the given descriptions. The descriptions in the upper subfield are

Table 2. Using our definition understanding model to find the most matched word
senses for descriptions.

Description Most matched words
Free of deceit Aboveboard, gullible, genuine
Causing one to believe the truth of something Prove, convince, falsifiable

Make (someone) agree, understand, or realize the | Convince, inform, acknowledge
truth or validity of something

The place where people live in Home, dwellings, inhabited

A machine we use every day Counter, computer, dishwasher

The animal which lives in the sea Clam, nautilus, stonefish
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definitions from WordNet and those in the under subfield are casual descriptions
made up by us. Most of the predicted words match the meaning the descriptions
convey and those that don’t exactly match (e.g., “gullible”, “falsifiable”) are
semantically relevant. The predicted words of the descriptions we make up are
coincident with the descriptions. That illustrates our definition understanding
model is effective to understand natural language.

3.3 Quantitative Evaluations

Word Similarity Evaluation on WordSim-353. WordSim-353 dataset [4]
consists of 353 pairs of nouns which are associated with human judgments on
their similarities without context information. The evaluation metrics on this
dataset is the Spearman’s rank correlation coefficient p between the average
human score and the cosine similarity scores predicted by the system.

Following [8,9,21], we use weighted average of cosine similarities between
each possible word sense pair as the similarity of the two words. Since there is
no context provided, the weights can be uniformly distributed which is adopted
by [8,21] or be determined by word sense frequency in the training set which
is adopted by [9]. We choose to take the weights uniformly distributed. The
following equation describe the weighted strategy:

ni ng

WeiSim(w,w') = Z ZP(SHW)P(%‘|wl)005(€wsmewgv) (4)

J

where w and w’ are the two given words, n; and no are the number of senses
of the two words and p(s;|w) and p(s;|w’) are the normalized weights to use s;
and s; to compute similarity, e,,,, and €y are sense embeddings.

Table 3 shows our results compared with previous approaches. Reisinger and
Mooney [21] propose to cluster the contexts of each word into groups and make
each cluster a distinct prototype vector. Huang et al. [8] also use contexts to
determine the number of senses of a word and use global context to improve
word representations. Neelakantan et al. [19] extend Skip-gram [14] to learn
multiple embeddings per word. Wu and Giles [24] cluster word senses and learn
word sense embeddings from related Wikipedia concepts. Tacobacci et al. [9] use
BabelNet [18] as the word sense inventory and apply WSD to a corpus before
they train word sense embeddings with Continuous Bag of Words (CBOW) archi-
tecture [13].

As can be seen, our approach achieves significant improvement over the orig-
inal word embeddings we use. Most improvements come from the step we train
word sense embeddings with our RNN-based models when the definitions are
still represented by word embeddings. We achieve further significant improve-
ments when we continue to jointly train the model and learn sense embeddings
using sense embeddings trained in the previous step to represent words in defini-
tions. It can be seen as an application of sense embeddings in a natural language
understanding task, so it also illustrates our sense embeddings are better than
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Table 3. Performances on WordSim-353. The bottom subfield shows the performance
of different settings of our system. SG represents just using word embeddings we
acquired. Def (Word) represents the step in which we use word embeddings to represent
words in definitions to train model and sense embeddings. Def (Sense) represents the
step in which we use sense embeddings to represent words in definitions to train model
and sense embeddings. * indicates statistical significant differences in t-test between
performances of SG(100B) and SG (100B) 4+ Def (Word). ** indicates statistical sig-
nificant differences in t-test between performances of SG (100B) + Def (Word) and SG
(100B) + Def (Word) + Def (Sense) with the same RNN model.

System p x 100
Reisinger and Mooney [21] tf-idf (Wiki2.05B) 76.0

Huang et al. [8] (0.99B) 71.3
Neelakantan et al. [19] (0.99B) 71.2

Wu and Giles [24] 73.9
Tacobacci et al. [9] 77.9

SG (100B) 66.5

SG (100B) 4 Def (Word) (vanilla RNN) 67.4(4+0.9)*
SG (100B) 4 Def (Word) + Def (Sense) (vanilla RNN) | 68.2(+0.7)**
SG (100B) + Def (Word) (LSTM) 74.1(+7.6)*
SG (100B) + Def (Word) + Def (Sense) (LSTM) 75.0(+0.9)**
SG (100B) + Def (Word) (GRU) 73.7(+7.2)*
SG (100B) 4 Def (Word) + Def (Sense) (GRU) 74.7(41.0)**

word embeddings for natural language understanding from the perspective of
real-world natural language understanding tasks. The LSTM version and GRU
version present comparable performances to be used as the specific RNN in def-
inition understanding model and vanilla RNN performs much worse than the
other two models. This is in accordance with what previous work illustrated
about the superiority of GRUs and LSTMs over vanilla RNNs [3,7].

Word Similarity Evaluation on Stanford’s Contextual Word Similar-
ities. Since we need a context to determine the sense of a word when we use
the sense embeddings in real-world tasks and evaluation on context-free word
similarity datasets does not allow us to determine the sense, it cannot fully
reveal the quality of our sense embeddings. Stanford’s Contextual Word Simi-
larities (SCWS) [8] is a data set which provides the contexts of the target words.
The way we determine the sense of the target words is the same S2C strategy
we described in Sect. 2.4. Having determined the senses of the target words, we
compute cosine similarity of their sense embeddings as their similarity. The eval-
uation metrics is also the Spearman’s rank correlation coeflicient p between the
average human rating and the cosine similarity scores given by our approach.
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Table 4. Performances for our system and other proposed approaches on SCWS
dataset.

System p x 100
Huang et al. [8] (0.99B) 65.7

Chen et al. [2] (1B) + WordNet 68.9

Tian et al. [23] (0.99B) 65.4
Neelakantan et al. [19] (0.99B) 69.3

Li et al. [11] (120B) 69.7

Liu et al. [12] (0.99B) 68.1

Wu and Giles [24] 66.4
Tacobacci et al. [9] 62.4

SG (100B) 64.4

SG (100B) + Def (Word) (vanilla RNN) 66.2(+1.8)*
SG (100B) 4 Def (Word) + Def (Sense) (vanilla RNN) | 66.8(+0.6)**
SG (100B) + Def (Word) (LSTM) 68.9(+4.5)*
SG (100B) + Def (Word) + Def (Sense) (LSTM) 69.5(+0.6)**
SG (100B) 4 Def (Word) (GRU) 69.1(+4.7)*
SG (100B) 4 Def (Word) + Def (Sense) (GRU) 69.5(40.4)**

Table 4 shows our results compared to previous approaches. Besides the
models we have mentioned, Chen et al. [2] use WordNet to acquire number
of senses of words and use definitions just to initialize sense embeddings and
then train sense embeddings on a corpus processed with WSD model. Tian
et al. [23] model word polysemy from a probabilistic perspective and combine it
with Skip-Gram [14] model. Liu et al. [12] incorporate topic models into word
sense embedding learning. Li and Jurafsky [11] use Chinese Restaurant Processes
to determine the sense of a word and learn the sense embeddings jointly.

As can be seen, the improvements from each training step of our approach
are in accordance with the results in WordSim-353 evaluation. LSTM and GRU
also present much more improvements than vanilla RNN. Our proposed app-
roach present high overall performance on both word similarity tasks. That
illustrates the word sense embeddings indeed capture the semantics of word
senses. Strictly speaking, the comparison between different approaches are not
totally fair because the resources different approaches use are different.

Word Sense Disambiguation Evaluation. We also apply our word sense
embeddings in a word sense disambiguation task to show the word sense embed-
dings capture the differences between senses of a word. In Semeval-2007 coarse-
grained all-words WSD task [17], WordNet is used as the word sense inventory.
But the evaluation of word sense disambiguation result is on a coarser-grained
version of the WordNet sense inventory and those word senses which are hard
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to disambiguate even for human are clustered into one class. The version of
WordNet used in this task is 2.1, but we learn our word sense embeddings with
WordNet 3.0. So we use the sense map?® between the two versions provided by the
developers to address this issue. To compare the effectiveness of our word sense
embedding on this task with previous work, following Chen et al. [2], we still
adopt the S2C strategy we described in Sect.2.4 to disambiguate word sense.
We also show the result produced by randomly choosing the sense of words
according to [2].

Table 5. Performances on Semeval-2007 coarse-grained all-words WSD task.

System F1

Random 62.7

Chen et al. [2] (1B) 4+ WordNet 75.8

SG (100B) 4 Def (Word) (vanilla RNN) 69.5

SG (100B) 4 Def (Word) + Def (Sense) (vanilla RNN) | 70.3(+0.8)**
SG (100B) + Def (Word) (LSTM) 75.6

SG (100B) 4 Def (Word) + Def (Sense) (LSTM) 76.4(40.8)**
SG (100B) + Def (Word) (GRU) 75.7

SG (100B) + Def (Word) + Def (Sense) (GRU) 76.3(40.6)**

The results are shown in Table 5. After we train our model and word sense
embeddings using sense embeddings to represent words in definitions, our app-
roach outperforms Chen et al. [2] on this task. It illustrates that our sense embed-
dings can actually distinguish different senses of a word and our approach can
actually learn the semantics of senses from definitions.

4 Related Work

Early word embedding learning approaches learn one embedding per word. Skip-
gram [14] and Glove [20] are the most prevalent models of this kind. Both of
them use context information extracted from an unannotated corpus to learn
word embeddings.

Since one embedding for each word sense are suggested to be better than a
single embedding for a word, many word sense embedding learning approaches
have been proposed [2,8,9,11,12,19,21,23,24]. Researchers tend to extend Skip-
gram and Glove models to learn sense embeddings with WSI or WSD as a
preliminary. Reisinger and Mooney [21] propose to cluster the contexts of each
word into groups and make each cluster a distinct prototype vector. Huang et al.
[8] determine the sense of a word by clustering the contexts and then apply it to
neural language model with global context. Guo et al. [5] propose to use parallel

3 https://wordnet.princeton.edu/man/sensemap.5WN.html.
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data for WSI and learning word sense embeddings. Neelakantan et al. [19] extend
Skip-gram [14] to a model which jointly performs word sense discrimination and
embedding learning. Liu et al. [12] associate words with topics and then extend
Skip-gram [14] to learn sense and topic embeddings. Wu and Giles [24] propose
to use Wikipedia concepts to cluster word senses and to learn sense-specific
embeddings of words. Li and Jurafsky [11] use Chinese Restaurant Processes to
determine the sense of a word and learn the sense embedding jointly. Iacobacci
et al. [9] use BabelNet [18] as the word sense inventory and opt for Babelfy [16]
to perform WSD on Wikipedia®. Then they train word sense embeddings using
CBOW architecture [13] on the processed corpus. Chen et al. [2] use WordNet
as its lexical ontology to acquire numbers of word senses and use the average
word embedding of words chosen from definitions as the initialization of sense
embeddings. And then they do WSD on a corpus and train sense embeddings
with a variant of Skip-gram on the corpus. Both of our approaches use words in
definitions to initialize word sense embeddings, but after that their training still
concentrates on the corpus while we train our model and word sense embeddings
with definitions. The disadvantage to use a corpus processed by WSD or WSI
may come from the unreliability of the processing results and since a corpus for
embedding training is usually much larger in scale than the summation of all
the definitions to get satisfied result, their approach inevitably consumes much
more time on WSD and training.

5 Conclusion

In this paper, we propose to use RNN-based models to learn word sense embed-
dings from sense definitions. Our approach produces an effective natural language
understanding model and word sense embeddings of high quality. Comparing
with previous work training word sense embeddings on a corpus, our approach
is less time-consuming and better for rare word senses. Experimental results
show our word sense embeddings are of high quality.

Acknowledgments. This work is supported by National Key Basic Research Pro-
gram of China under Grant No. 2014CB340504 and National Natural Science Founda-
tion of China under Grant No. 61273318. The Corresponding author of this paper is
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Abstract. State-of-the-art systems of Chinese Named Entity Recogni-
tion (CNER) require large amounts of hand-crafted features and domain-
specific knowledge to achieve high performance. In this paper, we apply
a bidirectional LSTM-CRF neural network that utilizes both character-
level and radical-level representations. We are the first to use character-
based BLSTM-CRF neural architecture for CNER. By contrasting the
results of different variants of LSTM blocks, we find the most suitable
LSTM block for CNER. We are also the first to investigate Chinese
radical-level representations in BLSTM-CRF architecture and get better
performance without carefully designed features. We evaluate our system
on the third SIGHAN Bakeoff MSRA data set for simplfied CNER task
and achieve state-of-the-art performance 90.95% F1.

Keywords: BLSTM-CRF -+ Radical features - Named Entity
Recognition

1 Introduction

Named Entity Recognition (NER) is a fundamental technique for many nat-
ural language processing applications, such as information extraction, question
answering and so on. Carefully hand-crafted features and domain-specific knowl-
edge resources, such as gazetteers, are widely used to solve the problem. As to
Chinese Named Entity Recognition (CNER), there are more complicated proper-
ties in Chinese, for example, the lack of word boundary, the complex composition
forms, the uncertain length, NE nesting definition and so on [7].

Many related research regards NER as a sequence labelling task. The applied
methods on CNER include Maximum Entropy (ME) [3,20], Hidden Markov
Model (HMM) [8], Support Vector Machine (SVM) [19] and Conditional Ran-
dom Field (CRF) algorithms [7,10]. Character-based tagging strategy achieves
comparable performance without results of Chinese Word Segmentation (CWS)
[2,31], which means Chinese character can be the minimum unit to identify NEs
© Springer International Publishing AG 2016

C.-Y. Lin et al. (Eds.): NLPCC-ICCPOL 2016, LNAI 10102, pp. 239-250, 2016.
DOI: 10.1007/978-3-319-50496-4_20



240 C. Dong et al.

Oracle Bone Script | ¥
ca. 1200-1050 BCE

o p Bes
Bronze Script $ “ é}:] character
ca. 800 BCE
, 1 2 4
Small Seal Script N
ca.220 BCE % + E] + }:]
Clerical Script e .
ca. 50 BCE Eﬁ W o w p pictogram
J—— —] ) ]——  stroker

Regular Script é
ca.200CE Y }E] =1

Fig. 1. Decomposition of Chinese character

&0
D23
2
€0¢
o

W

radical

instead of words. Character-based tagging simplifies the task without reducing
performance, so we apply character-based tagging strategy in this paper. With
the rapid development of deep learning, neural networks start to show its great
capability in NLP tasks and outperform popular statistical algorithms like CRF
[16]. Recurrent Neural Network (RNN) learns long distance dependencies bet-
ter than CRF which utilizes features found in a certain context window. As a
special kind of RNN, Long Short-term Memory (LSTM) neural network [13] is
proved to be efficient in modeling sequential text [14]. LSTM is designed to cope
with the gradient varnishing/exploding problems [1]. Char-LSTM [17] is intro-
duced to learn character-level sequences, such as prefix and suffix in English. As
to Chinese, each character is semantically meanful, thanks to its pictographic
root from ancient Chinese as depicted in Fig. 1 [26]. The left part of Fig. 1 illus-
trates the evolution process of Chinese character “"  The right part of Fig. 1
demonstrates the decomposition. This character “%”, which means “morning”,
is decomposed into 4 radicals' that consists of 12 strokes. As depicted by the
pictograms in the right part of Fig. 1, the 1st radical (and the 3rd that happens
to be the same) means “grass”, and the 2nd and the 4th mean the “sun” and
the “moon”, respectively. These four radicals altogether convey the meaning that
“the moment when sun arises from the grass while the moon wanes away”, which
is exactly “morning”. On the other hand, it is hard to decipher the semantics of
strokes, and radicals are the minimum semantic unit for Chinese.

In this paper, we use a character-based bidirectional LSTM-CRF (BLSTM-
CRF) neural network for CNER task. By contrasting results of LSTM varients,
we find a suitable LSTM block for CNER. Inspired by char-LSTM [17], we pro-
pose a radical-level LSTM for Chinese to capture its pictographic root features
and get better performance on CNER task.

2 Related Work

In the third SIGHAN Bakeoff [18] CNER shared task, there are three kinds of
NEs, namely locations, persons, organizations. Although other statistical models,

! https://en.wikipedia.org/wiki/Radical_(Chinese_characters).
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such as HMM and ME, once achieved good results [3,8,20], nearly all leading
performance are achieved using CRF model on this bakeoff. Many following work
emphasizes on feature-engineering of character-based CRF model [7,10].

Several neural architectures have previously been proposed for English NER.
Our model basically follows the idea of [17]. [17] presented a LSTM-CRF archi-
tecture with a char-LSTM layer learning spelling features from supervised corpus
and didn’t use any additional resources or gazetteers except a massive unla-
belled corpus for unsupervised learning of pretrained word embeddings. Instead
of char-LSTM for phonogram languages in [17], we propose a radical-level LSTM
designed for Chinese characters. [6] uses a Convolutional Neural Network (CNN)
over a sequence of word embeddings with a CRF layer on top. [14] presented a
model similar to [17]’s LSTM-CRF, but used hand-crafted spelling features. [4]
proposed a hybrid of BLSTM and CNNs to model both character-level and word-
level representations in English. They utilized external knowledge such as lexicon
features and character-type. [22] proposed a BLSTM-CNNs-CRF architecture
using CNNs to model character-level information. [28] proposed a hierarchical
GRU neural network for sequence tagging using multi-task and cross-lingual
joint training.

Only a few work focused on Chinese radical information. [27] proposed a
feed-forward neural network similar to [6], but used Chinese radical information
as supervised tag to train character embeddings. [21] trained their character
embeddings in a holistic unsupervised and bottom-up way based on [23,24],
using both radical and radical-like components. [26] used radical embeddings as
input like ours and utilized word2vec [23] package to pretrain radical vectors,
but they used CNNs, while we use LSTM to obtain radical-level information.

3 Neural Network Architecture

3.1 LSTM

RNNs are a family of neural networks designed for sequential data. RNNs take
as input a sequence of vectors (x1,X2,...,X,) and return another sequence
(hi,ho,..., h,) that represents state layer information about the sequence at
each step in the input. In theory, RNNs can learn long dependencies but in
practice they tend to be biased towards their most recent inputs in the sequence
[1]. Long Short-term Memory Networks (LSTMSs) incorporate a memory-cell
to combat this issue and have shown great capabilities to capture long-range
dependencies. Our LSTM has input gate, output gate, forget gate and peephole
connection. The update of cell state use both input gate and forget gate results.
The implementation is:

ir = c(Waixt + Wiihy 1 + Weeioq + by) (input gate)
fi =0(Wysxy + Wpshy 1 + Wepeio1 + by) (forget gate)
¢t =1 Oci1 +i ©tanh(Weexy + Wichi—1 + be) (cell state)
o = 0(Wyoxi + Wiohy 1 + Weeer + by) (output gate)
h; = o; ® tanh(c;) (output)
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where o is the element-wise sigmoid function, ® is the element-wise product,
W's are weight matrices, and b’s are biases.

We get the context vector of a character using a bidirectional LSTM. For
a given sentence (X1, Xa,...,X,) containing n characters, each character repre-
sented as a d-dimensional vector, a LSTM computes a representation IT; of the
left context of the sentence at every character ¢t. Similarly, the right context
II starting from the end of the sentence should provide useful information. By
reading the same sentence in reverse, we can get another LSTM which achieves
the right context information. We refer to the former as the forward LSTM and
the latter as the backward LSTM. The context vector of a characte_r) i§_0btained
by concatenating its left and right context representations, hy = |hy; hy|.

3.2 CRF

The hidden context vector h; can be used directly as features to make inde-
pendent tagging decisions for each output y;. But in CNER, there are strong
dependencies across output labels. For example, I-PER cannot follow B-ORG,
which constraints the possible output tags after B-ORG. Thus, we use CRF to
model the outputs of the whole sentence jointly. For an input sentence,

X = (x1,X2y.-,Xp)

we regard P as the matrix of scores outputted by BLSTM network. P is of size
n x k, where k is the number of distinct tags, and P, ; is the score of the j* tag
of the i*" character in a sentence. For a sequence of predictions,

y = (y17y27~"7yn)

we define its score as
n n
5(X,y) = Z Ayi:yi+1 + Z Piy, (1)
i=0 i=1

where A is a matrix of transition scores which models the transition from tag
i to tag j. We add start and end tag to the set of possible tags and they are
the tags of yg and y, that separately means the start and the end symbol of a
sentence. Therefor, A is a square matrix of size k + 2. After applying a softmax
layer over all possible tag sequences, the probability of the sequence y:

eS(X7Y)
S ey €05

We maximize the log-probability of the correct tag sequence during training:

p(y|X) = (2)

log(p(y|X)) = s(X,y) —log( Y e’ *¥) (3)
YyEYx
= s(X,y) — logadd s(X,y) (4)

YEYx
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Fig. 2. Main architecture of character-based BLSTM-CRF.

where Yx represents all possible tag sequences including those that do not obey
the IOB format constraints. It’s evident that invalid output label sequences will
be discouraged. While decoding, we predict the output sequence that gets the
maximum score given by:

y* = argmax s(X,y) (5)
YEYx
We just consider bigram constraints between outputs and use dynamic program-
ming during decoding (Fig. 2).

3.3 Radical-Level LSTM

Chinese characters are often composed of smaller and primitive radicals, which
serve as the most basic unit for building character meanings [21]. These radicals
are inherent features inside Chinese characters and bring additional information
that has semantic meaning. For example, the characters “VRX” (you), “f1” (he), and
“'1” (people) all have the meanings related to human because of their shared rad-
ical “I” (human), a variant of Chinese character “A” (human) [21]. Intrinsically,
this kind of radical semantic information is useful to make characters with simi-
lar radical sequences close to each other in vector space. It motivates us to focus
on the radicals of Chinese characters.

In modern Chinese, character usually contains several radicals. In MSRA
data set, including training set and test set, 75.6% characters have more
than one radical. We get radical compositions of Chinese characters from
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online Xinhua Dictionary®. In simplified Chinese, radicals inside a character
may have changed from its original shape. For example, the first radical of the
Chinese character “B&” (leg) is “” (moon), which is the simplified form of tradi-
tional radical “/” (meat), while the radical of “#}” (morning) is also “J” (moon)
and actually means moon. To deal with these variants, we replace the most
important simplified radical, which is also called bi(meaning “categories”), with
its traditional shape of radical to restore its original meaning. Both the simplified
radical and the traditional radical of a character can be found in online Xinhua
Dictionary, too. For a monoradical character, we just use itself as its radical
part. After this substitution, we get all the composing radicals to build a radical
list of every Chinese character. As each radical of a character has a unique posi-
tion, we regard the radicals of one character as a sequence in writing order. We
employ a radical-level bidirectional LSTM to capture the radical information.
Figure 3 shows how we obtain the final input embeddings of a character.

Final Embedding after Concatenation

| hl r-CT T T T T T T T T T T T T I
: Character l : Backward Forward :
: Embedding } I Radical Radical :
b 4 AN ___
Embedding Embedding

from lookup table from radicals

Backward
Radical-LSTM
Forward
Radical-LSTM
s N 7 N\ 7 N
Radical % % % 8

Embedding layer

-
O

< <
@ @ @
Radical sequence
of “§f”

Fig. 3. The final embeddings of Chinese character “#¥1”. We concatenate the final out-
puts of the radical-level BLSTM to the character embedding from a lookup table as
the final representation for the character “Fi”.

2 http://tool.httpen.com /Zi/ .
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3.4 Tagging Scheme

As we use a character-based tagging strategy, we need to assign a named entity
label to every character in a sentence. Many NEs span multiple characters in
a sentence. Sentences are usually represented the IOB format(Inside, Outside,
Beginning). In this paper, we use IOBES tagging scheme. Using this scheme,
more information about the following tag is considered.

4 Network Training

4.1 LSTM Variants

We compare results of LSTM variants on CNER to find a better variant of
LSTM. The initial version of LSTM block [13] included cells, input and output
gates to solve the gradient varnishing/exploding problem. So we keep input and
output gate in most of the variants. The derived variants of LSTM mentioned
in Sect. 3.1 are the following:

No Peepholes, No Forget Gate, Coupled only Input Gate (NP, NFG, CIG)
Peepholes, No Forget Gate, Coupled only Input Gate (P, NFG, CIG)

No Peepholes, Forget Gate, Coupled only Forput Gate (NP, FG, CFG)

No Peepholes, Forget Gate, Coupled Input and Forget Gate (NP, FG, CIFG)
No Peepholes, Forget Gate(1), Coupled Input and Forget Gate (NP, FG(1),
CIFG)

6. Gated Recurrent Unit (GRU)

CU W=

Considering formule cell state in Sect. 3.1, if we use CIG to update cell state,
there will be only one gate for both the input and the cell state, so forget gate will
be omitted. This is equivalent to setting f; = 1—1i; instead of using the forget gate
independently. GRU [5] is a variant of LSTM without having separate memory
cells and exposes the whole state each time. (5) means bias of forget gate are
initialized to 1 instead 0. Results of different variants are reported in Sect. 5.2.

4.2 Pretrained Embeddings

There are usually too many parameters to learn from only a limited training data
in deep learning. To solve this problem, unsupervised learning method to pre-
train embeddings emerged, which only used large unlabelled corpus. Instead of
randomly initialized embeddings, well pretrained embeddings have been proved
important for performance of neural network architectures [11,17]. We observe
significant improvements using pretrained character embeddings over randomly
initialized embeddings. Here we use gensim® [25], which contains a python ver-
sion implementation of word2vec. These embeddings are fine-tuned during train-
ing. We use Chinese Wikipedia backup dump of 20151201. After transforming
traditional Chinese to simplified Chinese, removing non-utf8 chars and unifying

3 https://radimrehurek.com/gensim /index.html.
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different styles of punctuations, we get 1.02 GB unlabelled corpus. Character
embeddings are pretrained using CBOW model because it’s faster than skip-
gram model. Results using different character embedding dimension are shown
in Sect. 5.2. Radical embeddings are randomly initialized with dimension of 50.

4.3 Training

We use dropout training [12] before the input to LSTM layer with a probability
of 0.5 in order to avoid overfitting and observe a significant improvement in
CNER performance. According to [17], we train our network using the back-
propagation algorithm updating our parameters on every training example, one
at a time. We use stochastic gradient decent (SGD) algorithm with a learning
rate of 0.05 for 50 epochs on training set. Dimension of LSTM is the same as its
input dimension.

5 Experiments

5.1 Data Sets

We test our model on MSRA data set of the third SIGHAN Bakeoff Chinese
named entity recognition task. This dataset contains three types of named enti-
ties: locations, persons, organizations. Chinese word segmentation is not avail-
able in test set. We just replace every digit with a zero and unify the styles of
punctuations appeared in MSRA and pretrained embeddings.

5.2 Results

Table1 presents our comparisons with different variants of LSTM block.
(1) achieves best performance among all the variants. We observe that peephole
connections do not improve performance in CNER, but they increase training
time because of more connections. Different from conclusions of [9,15], perfor-
mance decreases after adding the forget gate no matter how to update cell state.

Table 1. Results with LSTM variants. Table 2. Results with different character
embedding dimensions.

ID | Variants of LSTM | F1 Dimension | F1
(1) | NP, NFG, CIG 90.75 50 88.92
(2) | P, NFG, CIG 90.37 100 90.75
(3) | NP, FG, CFG 89.85 200 90.44
(4) | NP, FG, CIFG | 89.90

(5) | NP, FG(1), CIFG | 90.45

(6) GRU 90.43
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But performance is prompted after setting bias of the forget gate to 1, which
make the forget gate to tend to remember long distance dependencies. The way
to couple the input and forget gates does not have significantly impact on per-
formance, which is the same as [9]. GRU needs less training time due to the
simplification of inner structure without hurting performance badly. Finally, we
choose (1) as the LSTM block in the following experiments.

Table2 shows results with different character embedding dimensions. We
use pretrained character embeddings, dropout training, BLSTM-CRF architec-
ture on all three experiments. Different from results reported by [17] in English,
50 dims is not enough to represent Chinese character. 100 dims achieve 1.83% bet-
ter than 50 dims in CNER, but no more improvement is observed using 200 dims.
We use 100 dims in the following experiments.

Our architecture have several components that have different impact on the
overall performance. Without CRF layer on top, the model does not converge to
a stable state in even 100 epochs using the same learning rate 0.05. We explore
the impact that dropout, radical-level representations, pretraining of charac-
ter emebeddings have on our LSTM-CRF architecture. Results with different
architectures are given in Table 3. We find that radical-level LSTM gives us an
improvement of +0.53 in F} with random initialized character embeddings. It is
evident that radical-level information is effective for Chinese. Pretrained char-
acter embeddings, which is trained using unlabelled Chinese Wikipedia corpus
by unsupervised learning, increase result by +1.84 based on dropout training.
Dropout is important and gives the biggest improvement of 43.88. Radical-level
LSTM makes out-of-vocabulary characters, which are initialized with random
embeddings, close to known characters that have similar radical components.
Only 3 characters in the training and test set can not be found in Wikipedia
corpus. In other words, there are few characters initialized with random embed-
dings. So we do not find further improvement using both radical-level LSTM and
well pretrained character embeddings. Radical-level LSTM is obviously effective
when there is no large corpus for character pretrainings.

Table 3. Results with different components.

Variant F1

random + dropout 88.91
random -+ radical 4+ dropout | 89.44
pretrain + dropout 90.75
pretrain 86.87

Table4 shows our results compared with other models for Chinese named
entity recognition. To show the capability of our model, we train our model for
100 epochs instead of 50 epochs in the previous experiments. Zhou [31] got first
place using word-based CRF model with delicated hand-crafted features in the
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Table 4. Results with different methods. We train our models for 100 epochs in this
experiment. *Indicates results in the open track.

Model PER-F | LOC-F | ORG-F | P R F

Zhou [31] 90.09 |85.45 |83.10 |88.94|84.20 |86.51
Chen [2] 82.57 190.53 |81.96 |91.22|81.71 |86.20
Zhou [32] 90.69 |91.90 |86.19 |91.86|88.75 |90.28
Zhang [29]* 96.04 |90.34 |85.90 ]92.20/90.18 |91.18
BLSTM-CRF + radical |[89.62 |91.76 |85.79 |91.39|88.22 |89.78
BLSTM-CRF + pretrain |91.77 |92.10 |87.30 |91.28|90.62 | 90.95

closed track on MSRA data set with F1 86.51%. Chen [2] achieved F1 86.20%
using character-base CRF model. Zhou [32] used a global linear model to iden-
tify and categorize CNER jointly with 10 carefully designed feature templates
for CNER and 31 context feature templates from [30]. Zhou [32] adopted a more
granular labelling schemes for example changing PER tags that are shorter than
4 characters and begin with a Chinese surname to Chinese-PER. In the open
track, Zhang [29] got first place using ME model combining knowledge from vari-
ous sources with 91.18%, such as person name list, organization name dictionary,
location keyword list and so on. Our BLSTM-CRF with radical embeddings out-
performs previous best CRF model by +3.27 in overall. Our BLSTM-CRF with
pretrained character embeddings outperforms all the previous models except
for results of Zhang [29] in the open track and achieves state-of-the-art perfor-
mance with F1 90.95%. Especially for ORG entities, which is the most difficult
category to recognize, our approach utilizes the capability of LSTM to learn
long-distance dependencies and achieves a remarkable performance. The main
reason that Zhang [29] obtained better performance than ours by +0.23 in over-
all F} is that they used additional name dictionaries to achieve very high PER-F
while we do not use those dictionaries. Our neural network architecture does not
need any hand-crafted features which are important in Zhou [32].

6 Conclusion

This paper presents our neural network model, which incorporates Chinese
radical-level information to character-based BLSTM-CRF and achieves state-
of-the-art results. We utilize LSTM block to learn long distance dependencies
which are useful to recognize ORG entities. Different from research focused on
feature engineering, our model does not use any hand-crafted features or domain-
specific knowledge and thus, it can be transferred to other domains easily. In the
future, we would like to transfer our model to Chinese social media domain.
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Abstract. In this paper, we deal with the task of extracting first order
temporal facts from free text. This task is a subtask of relation extraction
and it aims at extracting relations between entity and time. Currently,
the field of relation extraction mainly focuses on extracting relations
between entities. However, we observe that the multi-granular nature
of time expressions can help us divide the dataset constructed by dis-
tant supervision into reliable and less reliable subsets, which can help
to improve the extraction results on relations between entity and time.
We accordingly contribute the first dataset focusing on the first order
temporal fact extraction task using distant supervision. To fully utilize
both the reliable and the less reliable data, we propose to use curriculum
learning to rearrange the training procedure, label dropout to make the
model be more conservative about less reliable data, and instance atten-
tion to help the model distinguish important instances from unimportant
ones. Experiments show that these methods help the model outperform
the model trained purely on the reliable dataset as well as the model
trained on the dataset where all subsets are mixed together.

Keywords: Temporal fact extraction - Distant supervision - Knowledge
base

1 Introduction

Knowledge base population aims at automatically extracting facts about enti-
ties from text to extend knowledge bases. These facts are often organized as
(subject, relation, object) triples. Among these relations, the relations that
require time expressions as objects play an important role in the complete-
ness of knowledge base. For example, every person should have date_of_birth
and almost all asteroid should have date_of _discovery. However, we find that
in Wikidata', 19.3% people do not have date_of _birth, and 39.3% asteroids do
! www.wikidata.org. It is a rapid-growing knowledge base and Freebase (www.
freebase.com) is migrating its data to it.
© Springer International Publishing AG 2016
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not have date_of _discovery. Therefore, extracting relations between entity and
time is an important task.

As suggested by T-YAGO [20], which extends YAGO [6] with temporal
aspects, there are two types of facts that we need to extract: First order
facts are triples like (Barack_-Obama, spouse, Michelle_Obama), whose sub-
jects are entities. Higher order facts take other facts as subjects. For example,
((Barack_Obama, spouse, Michelle_.Obama), start_time, 3_October_1992) is a
higher order fact indicating the start time of the marriage of Barack Obama
and Michelle Obama. In this paper, we will focus on first order temporal fact
extraction, which is a subtask of first order fact extraction (often referred to as
relation extraction) that focuses on extracting facts that take time expressions
as objects.

Previous work of relation extraction mainly focuses on extracting relations
between entities, and the task of extracting first order temporal facts receives
only limited attention. Some researchers try to extract first order temporal facts
from semi-structured documents like Wikipedia® [9], but how to extract first
order temporal facts from free text is seldom investigated specifically.

Indeed, most of the existing methods developed to extract relations between
entities can be used directly to extract first order temporal facts, which to some
extent explains the sparsity of researches in first order temporal fact extrac-
tion. However, there are still interesting properties in first order temporal fact
extraction that the entity-entity relation extraction task does not have.

When extracting first order facts from free text, distant supervision is often
used to build noisy datasets [12]. Given a (subject s, relation r, object o) triple in
a knowledge base, it uses s and o to retrieve text corpora like Wikipedia articles,
and collects sentences containing both s and o as supports for this triple. The
noisy nature of distant supervision has long been bothering researchers, and
various techniques have been introduced to deal with the noise [16,17].

However, it is different when applying distant supervision to first order tem-
poral fact extraction. We find that the more fine-grained the time expression is,
the more likely the retrieved sentence is a true support for this triple. For exam-
ple, sentences containing both Oct. 5, 2011 and Steve Jobs are highly likely to
indicate Steve Jobs’ death date, while sentences containing only 2011 and Steve
Jobs may only talk about his resignation. The intuition is that, there is usually
only one important thing that relates to an entity in a single day. As the time
granularity becomes coarser, more important things are likely to happen in the
same time period, and hence the data quality goes down.

We find that sentences containing full date (day, month and year) are highly
reliable and we can train a relation extractor as if we are using human labeled
data. However, there is still useful knowledge remaining in sentences containing
only coarser granularities. Therefore, how to use the less reliable data to improve
the model becomes another problem.

Following this observation, we construct the first order temporal fact extrac-
tion dataset with distant supervision. The dataset is grouped into 4 smaller

2 www.wikipedia.org.
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dataset with decreasing reliability. To fully utilize both the reliable and less
reliable data, we propose to use curriculum learning to rearrange the training
procedure, label dropout to make the model more conservative about less reliable
data, and instance attention to help the model distinguish important instances
from unimportant ones. Experiments show that these methods help the model
outperform the model trained purely on the reliable dataset as well as the model
trained on the dataset where all subsets are mixed together.

2 Related Work

Relation Eztraction. The most related thread of work to us is relation extraction.
Most of the methods in this field can be applied directly to first order temporal
fact extraction, which possibly explains why there are seldom researches that
focus specifically on extracting first order temporal facts from free text. The
commonly used paradigm in relation extraction is distant supervision [12], which
tries to construct a noisy dataset using triples in a knowledge base as guidance.
Feature based [12], graphic model based [7,16] and neural network based [23]
methods have been applied under this paradigm. To cope with the noisy nature
of distant supervision, there are also some researches aim at reducing the noise
introduced by distant supervision [17], or put this task in the multi-instance
paradigm [7,16,23]. In first order temporal facts extraction, we find that the
multi-granular nature of time expressions can help us distinguish reliable distant
supervision data from less reliable ones, and we can use this property to improve
the model performance.

Higher Order Temporal Fact Extraction. Higher order temporal fact extraction
mainly aims at identifying the valid time scope of a (subject, relation, object)
triple. Therefore, it is also referred to as temporal scoping. The commonly used
dataset is introduced by the 2011 and 2013 temporal slot filling (TSF) shared
tasks hosted by Text Analysis Conference (TAC) [5,8]. Regular expression based
methods [20], graph based methods [19] and distant supervision based methods
[2,15] have been used in this task. While our task focuses on first order temporal
facts which contain a variety of relations (see Table 1), this thread of work only
tries to find the start time and end time of a triple, which makes this task seems
easier. However, since this task takes a triple as subject, people need to come up
with different methods to handle this property, and thus makes this task harder.

Event Temporal Relation Identification. Event temporal relation identification
is a related task introduced by TempEval [14,18]. This task aims at identifying
event-time and event-event temporal relations like before, after and overlap.
Feature based methods [11] and Markov Logic Network based methods [22] have
been applied to this task. Apart from ordering events, TIE system [10] also uses
probabilistic inference to bound the start and the ending time of events. This
task differs from our task in that it deals with the relations between event and
time rather than entity and time, and it mainly focuses on ordering events while
we focuses on extracting triples that take time expressions as objects.
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3 Dataset Construction

We use Wikidata as the knowledge base and Wikipedia articles as the corpus.
There are about 29 relations that require time as object in Wikidata. To ensure
sufficient training instances for each relation, 12 relations are used (see Table1).

Distant Supervision. For each (entity e, relation r, time t) triple, we use the
official name and the aliases in Wikidata of entity e as its surface forms. As for
time ¢, we generate its surface forms in 4 granularities: Full Date (like 12 Jan.
2011), Month Year (like Jan. 2011), Year Only (like 2011), and Month Day (like
12 Jan.).

Negative Data. The negative data come from two sources. First, for every entity
mention € in a retrieved sentence, each (€,t) pair except (e, t) is considered to
have no relation. Entity mentions are identified by finding strings that matches
the canonical names or aliases of entities in Wikidata using Aho-Coraisake algo-
rithm [1]. Second, we retrieve all the sentences containing the surface forms of
entity e and detect time mentions ¢ with SUTime [4]. For each entity surface
form, we find at most 5 corresponding entities using Wikidata API3. If £ does
not appear in any triples that take entity e as subject in Wikidata, the entity
mention and the time mention are considered to have no relation.

Dataset Validation. We manually examined 20 randomly selected sentences for
each relation in each granularity (see Table1). We find that full-date data have
high quality and the data quality goes down as the granularity becomes coarser.
Since sentences containing only day and month are limited, some relations do
not have 20 instances in month-day data. Considering the limited number and
low quality, month-day data will not be used in the experiment. Note that
point_in_time and end_time data in full-date granularity are not very reliable.
This is because that these two relations often take battles as subjects. However,
descriptions about battles are often very detailed, and many retrieved sentences
actually describe specific events in the battle rather than the battle itself.

4 Model

The inputs to our first order temporal fact extraction model are sentences labeled
with an entity mention e and a time mention ¢. The task is to identify the relation
between the given time and entity. We will first briefly introduce the baseline
model. Then we will discuss several methods to utilize both the reliable and the
unreliable data to achieve better performance.

3 www.wikidata.org/w/api.php.
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Table 1. Statistics of extracted temporal relation mention. Left side of the slash is the
number of correct relation mentions, right side is the number of mentions examined.

Relation Full Date | Month Year | Year Only | Month Day
date_of birth 20/20 | 19/20 19/20 | 11/20
date_of death 20/20 | 13/20 13/20 9/20
time_of_discovery 20/20 15/20 12/20 5/20
inception 17/20 15/20 7/20 4/20
dissolved_or_abolished 15/20 8/20 10/20 1/5
time_of-spacecraft_launch | 19/20 17/20 13/20 1/1
time_of-spacecraft_landing | 18 /20 5/20 7/20 4/5
first_performance 18/20 16/20 15/20 1/2
publication_date 19/20 15/20 16/20 5/12
point_in_time 13/20 13/20 19/20 8/19
start_time 18/20 | 18/20 14/20 14/18
end_time 10/20 13/20 9/20 11/20

4.1 PCNN Model

Our basic model is the Piecewise Convolutional Neural Network (PCNN) [23],
which achieves the state-of-art results in entity-entity relation extraction task.
Following the PCNN work, we also concatenate position embeddings to the orig-
inal word embedding as input. To be concrete, for each word in the sentence, we
calculate its distance to the entity mention and the time mention. Each distance
(e.g. —2, —1, 1, 2, etc.) is associated with a randomly initialized embedding
vector, which will be updated during training.

As shown in Fig. 1, the input sentence is divided into three parts by the entity
mention e and the time mention ¢. The convolution and max-pooling operation
are applied to the three parts separately to obtain the embeddings of each part.

His .
second - - > - T~
Son e e N
Neil Young — >
( -->] -
born - > -"‘$D:D-__>_
November 1945 >
in -- > L - -
Toronto --> F--3 T2 -~
) -->| g -
[ J 1 J1 J1 J1 ]
Convolution Max-Pooling Concatenation Full Softmax
Connection

Fig. 1. The architecture of the PCNN model. In this example, Neil Young is the entity
mention and November 1945 is the time mention.
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After that, these three embeddings are concatenated and fed to a full connection
layer. Finally, the softmax classifier is used to generate the relation distribution,
and cross entropy is used as loss function.

Due to the noise in the less reliable data, we find that the model trained on
the dataset where all the subsets (except the month-day data) mixed together
performs significantly worse than the model trained only on the full-date data.
Therefore, we consider the latter one as our baseline model. Due to the high
reliability of full-date data, we use multi-class classification paradigm rather than
the multi-instance classification paradigm used in the original PCNN paper.

4.2 Curriculum Learning

Instead of adding less reliable data directly to the training set, an alternative
way to incorporate these data is to use the idea of curriculum learning [3]: start
with easier aspect of the task and then increase the difficulty level gradually.

To be concrete, we first train our model on the reliable full-date data for
c1 epochs. Since the data are highly reliable, the task is relatively easy for the
model and can give the model the basic classification ability. After that, we add
the less reliable month-year data to the training set to increase the difficulty
and train for another ¢y epochs. Finally, the most unreliable year-only data are
added, and the model is trained for the last c3 epochs.

The intuition behind this is that, after training on the reliable data for several
epochs, the model has already been positioned near the optimal point in the
space of model parameters, and therefore it is less likely to be misled by less
reliable data. Also note that since the reliable data are used throughout the
entire training procedure and is fitted more times than less reliable data, the
reliable data actually lead the entire training procedure.

4.3 Label Dropout

Inspired by the DisturbLabel method [21], which randomly convert the gold label
of a training instance to another label arbitrarily, we propose a more conservative
method called Label Dropout to exploit less reliable data.

While DisturbLabel adds noise to the dataset to make the model more robust
and generalize better, we want to use noise to make the model more conservative.
Rather than converting the gold label of a training instance to another label
arbitrarily, we only convert it to the negative label. To be concrete, for each
positive training instance, we randomly convert it to negative instance with
probability p in each epoch, where p decreases with data reliability.

The intuition is that, if a positive instance turns negative randomly during
training, it actually has two opposite impact on the model parameters, which
means it will have less influence on the model and the model will be more
conservative about this unreliable instance and gives it lower score. Apart from
that, with the help of the introduced noise, this method also forces the model to
learn the most essential features in less reliable data, and thus avoids the model
from learning unreliable features.
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Fig. 2. Instance attention model. The part with solid squares and solid lines is the
vanilla PCNN for relation extraction. The part with hollow squares and dashed lines is
the W-PCNN used to obtain weights for each training instance x;. a; is the output of
the full connection layer of PCNN, b; is the output of the connection layer of W-PCNN,
05 is the output of the full connection layer of W-PCNN] s; is the instance weight and
d; is the relation distribution.

4.4 Instance Attention

To make the training procedure more robust, we further introduce a novel
instance attention method. The intuition is that we want the model to be able
to distinguish important instances from unimportant ones. This is achieved by
applying attention mechanism to the instance level. In each batch, we generate
a weight for each instance to indicate its importance. On the one hand, under
the framework of curriculum learning, the model can learn the pattern of noisy
data and give them lower weights. On the other hand, the model can learn to
give up very hard instances or concentrate on promising instances that is not
well-learned.

To be more specific, we train a parallel PCNN model containing both the
original PCNN and a smaller PCNN (referred to as W-PCNN) with fewer con-
volution kernels designed to produce the weight for each instance x;. As shown
in Fig. 2, the part with solid squares and solid lines is the original PCNN model,
and the part with hollow squares and dashed lines is the W-PCNN. To consider
both the information of the input instance and the PCNN prediction, we con-
catenate the output vector a; of the full connection layer in the original PCNN
and the output vector by of the concatenation layer in W-PCNN. The concate-
nated vector c¢; = [aiT,biT]T is fed to a full connection layer, generating an
output vector oj:

0; = Wo X Ci (1)

where W, is the weight matrix. The weight of the input instance x; is generated
by instance level softmax:

eWSTOi
o SF L ewsTor @
1=
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where wy is the weight vector, k is the batch size and the denominator is the
used for normalization. The final batch loss is then generated by:

k

batch_loss = Z s; X 10ss; (3)
i=1

where [oss; is the cross entropy loss of instance x; generated by the original
PCNN model.

5 Experiments

Dataset Detail. We use the full-date data as our basic dataset. With 8:1:1 split,
we get 22,214 positive instances for training, 2,776 for validation and 2,771 for
testing®. Since date_of _birth and date_of death (big relations) take a large por-
tion of the data, we only use relations other than them in month-year and year-
only data as additional unreliable data, which contains 2,094 and 53,469 positive
instances separately. We generate 2 negative instances for every positive instance
using the first strategy. As for the second strategy, we generate 40,000 negative
instances for training, 3,576 for validation, and 3,493 for testing.

Hyperparameters. We use 100-dimension word embedding pre-trained using
GloVe [13] and 20 dimensional randomly initialized position embedding. We use
SGD for optimization with batch size 20, learning rate 0.1, dropout probability
0.5. The PCNN model has 200 convolution kernels followed by a full connection
layer with 200 output units. W-PCNN has 50 convolution kernels and the full
connection layer has 200 output units. The settings of curriculum learning para-
meters are ¢; = cg = c3 = 15, which means the month-year data are added in
the 16" epoch, and the year-only data are added in the 31" epoch. The label
dropout method drops month-year data with probability 0.5, and year-only data
with probability 0.7 (we do not conduct label dropout for full-date data).

5.1 Main Results

Following previous work on relation extraction, we report the precision recall
curve (PR curve) of our model. The overall PR curve on test set is shown in
Fig. 3(a). We can see that if we do not distinguish the subsets with different reli-
ability and mix them together (see the mized line), we will get significant worse
results than the model trained with only reliable subset. Therefore, we consider
the latter model as our baseline. After adding curriculum learning, the model
gains a significant boost over the baseline PCNN. Label dropout improves the
performance in the low recall region (corresponding to high precision). Instance
attention further improves the results in both high and low recall region. This
shows that all of the three proposed methods help the model make better use of
the less unreliable data.

4 The dataset can be downloaded from: github.com/pfllo/ TemporalFactExtraction.
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Fig. 3. Precision recall curves on test data. The label base refers to the basic PCNN
model trained only on the full-date data, curr refers to curriculum learning, drop refers
to label dropout, att refers to instance attention, mixed refers to the model trained with
these three types of data mixed together. The figure is truncated to better display the
main results. Therefore, some parts of the mized line are invisible.

To further investigate where these improvements come from, we also report PR
curves of small relations (relations other than date_of-birth and date_of-death) in
Fig.3(b). As we can see, the small-relation curve of curriculum learning is close to
the baseline, showing that the additional noisy instances does not contribute much
useful information to small relations and the overall boost comes mainly from the
improvement of big relations. Recall that we do not use big relations in less reliable
data, therefore the reason for the improved performance of big relations should
come mainly from the reduced false positive rate.

When label dropout is added, the noisy positive data become useful and make
the model be more conservative about its prediction. When the model assigns a
positive label to an instance that it is not very confident about, it will produce a
lower score than before, and thus makes the scores of confident predictions and
less confident predictions more separable from each other, which is reflected by
the better performance of low recall region. However, the lowered scores of less
confident predictions make them less separable from those instances that the
model is very unconfident about. Therefore, the performance decreases in the
high recall region.

Finally, instance attention enables the model to avoid the influence of noise
and very hard instances by giving them lower weights and concentrate on promis-
ing instances that are not well learned. This mechanism makes the training pro-
cedure more self-adaptive and thus smoothes the small relation curve of label
dropout, which leads to good performance in both high and low recall regions.

5.2 Influence of Curriculum Learning Parameters

Since the curriculum learning method contributes the major boost, it is worth
further investigating how its parameters influence the result. We report the PR
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Fig. 4. Influence of curriculum learning
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Fig. 5. Influence of label dropout para-
meters. The legend is in the format of
p1-p2, which corresponds to the label
dropout rate of month-year data and
the label dropout rate of the year-only
data respectively.

curves of our full model with different settings of ¢;. As we can see from Fig. 4,
c1 = ca = c3 = 15 achieves the best overall performance. Slightly increasing
c1 or slightly decreasing ¢y and c3 does not significantly influence the overall
performance, which shows the robustness of the model.

However, when we decrease the epochs trained only with full-date data (co
and c3 are also decreased to reduce their influence), the performance significantly
drops. This indicates that we should train the model with only reliable data for
enough epochs so that it is tuned near the optimal position in parameter space
before exposed to less reliable data. Otherwise, the model will be easily misled
to suboptimal positions by the noise. We can also see that increasing the epochs
for less reliable data impairs the overall performance as well. This indicates that
although our model has some resistance to the noise in less reliable data, it still
tend to overfit the less reliable data given enough training epochs.

To conclude, when tuning the model, it is safer to use larger ¢ for reliable
data and smaller ¢ for less reliable data. Note that 15 is the number of epochs
that the baseline model needs to roughly converge, which to some extent explains
why the model underfits the reliable data when c¢; is smaller than 15, and why
the model overfits the less reliable data when ¢, and cg is bigger than 15.

5.3 Influence of Label Dropout Parameters

To see how the label dropout parameters influence the model performance, we
report the PR curves of our full model with different settings of label dropout
parameters in Fig.5. As we can see, the best performance is achieved when
p1 = 0.5 (label dropout rate of month-year data) and p, = 0.7 (label dropout
rate of year-only data). Slightly increase the label dropout rate does not produce
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significant difference, which to some extent shows the model robustness. Further
increasing the label dropout rate will produce the results that are consistently
worse, indicating that high label dropout rate will decrease the amount the
information that the model can learn from the less reliable data. However, the
performance drops immediately when the label dropout rate decreases. This
indicates that the increased influence of unreliable positive data causes more
harm to the model than the loss of learnable information.

6 Conclusion

In this paper, we contribute the first dataset that focuses specifically on first
order temporal fact extraction using distant supervision. We observe that, by
grouping the data with different time granularities, we can naturally obtain
data groups with different levels of reliability. Although we can train our model
directly on the reliable full-date data, methods like curriculum learning, label
dropout and instance attention can further exploit the less reliable data and
produce better results than the model trained with only reliable ones.
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Abstract. Annotated named entity corpora play a significant role in
many natural language processing applications. However, annotation by
humans is time-consuming and costly. In this paper, we propose a high
recall pre-annotator which combines multiple existing named entity tag-
gers based on ensemble learning, to reduce the number of annotations
that humans have to add. In addition, annotations are categorized into
normal annotations and candidate annotations based on their estimated
confidence, to reduce the number of human corrective actions as well as
the total annotation time. The experiment results show that our app-
roach outperforms the baseline methods in reduction of annotation time
without loss in annotation performance (in terms of F-measure).

Keywords: Corpus construction + Named Entity Recognition - Assisted
annotation - Ensemble learning

1 Introduction

Named Entity Recognition (NER), one of the fundamental tasks for building
Natural Language Processing (NLP) systems, is a task that detects Named
Entity (NE) mentions in a given text and classifies these mentions to a pre-
defined list of types. Machine learning (ML) based approaches can achieve good
performance in NER, but they often require large amounts of annotated samples,
which are time-consuming and costly to build. One usual way to improve this
situation is to automatically pre-annotate the corpora, so that human annotators
need merely to correct errors rather than annotate from scratch.

Resulted from more than two decades of research, many named entity taggers
are publicly available now, so a question to ask is how to utilize these existing
taggers to assist named entity annotation. It is well known that multiple taggers
can be combined using ensemble learning techniques to create a system that

© Springer International Publishing AG 2016
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outperforms the best individual taggers within the system [1,2]. Therefore a
natural solution is to create a pre-annotator combining multiple taggers based
on ensemble learning. However, as far as we know, no previous study leverage
ensemble learning to combine multiple existing taggers to assist named entity
annotation.

On the other hand, when served as a pre-annotator, a system is expected
to have high recall [3,4], because in general, adding a new annotation takes
more time than modifying an existing pre-annoteated one for an annotator.
Most NE taggers are tuned to a trade-off between recall and precision, and
not all taggers support setting parameters to increase the recall. A high recall
pre-annotator may introduces some low confidence annotations, which are more
likely to be spurious than those with high confidence. In extremes, too many
spurious annotations may mislead annotators and therefore hurt precision of the
result corpus. Our intuition is that low confidence annotations play a different
role with those with high confidence. But in previous work, annotations are all
treated in the same way regardless of their confidence.

In order to address these issues, we propose an approach which combines
multiple existing NE taggers based on ensemble learning to create a high recall
pre-annotator. Annotations produced by this pre-annotator are categorized into
normal annotations with high confidence and candidate annotations with low
confidence.

Take Fig.1 as an example. Background color indicates the NE type (per-
son, location, or organization) of the annotation. A general pre-annotator may
produce annotations like Fig.1(a). Then annotators need to delete the spuri-
ous annotation ‘Washington/LOC’, and add the missed annotation ‘MaliVai
Washington/PER’. In Fig. 1(b), annotators do not need to add ‘MaliVai
Washington/PER’ due to high recall of the pre-annotator, although they still
need to delete “Washington/LOC’, and in addition, they have to delete the new
introduced spurious annotation ’Alami/LOC’. Our approach is illustrated in
Fig. 1(c), where normal annotations are rendered with black font and under-
line, while candidate annotations with gray font. Annotators do not need to
delete the candidate annotation ‘Alami/LOC’, since candidate annotations will
not be counted as valid annotations when annotators submit the results. All
that annotators have to do is approving ‘MaliVai Washington/PER’ by a simple
click on it, and the annotation ‘Washington/LOC’ will be deleted automaticly
because it has a overlapping token ‘Washington’ with the approved annotation
‘MaliVai Washington/PER’. As shown in the above example, candidate annota-
tions improve the recall, so annotators need to add less annotations. Spurious
ones among the candidate annotations do not need to be deleted by annotators,
so the number of human corrective actions will not increase significantly.

In summary, we make the following contributions in this paper. (1) We pro-
pose an approach which combines multiple existing named entity taggers based
on ensemble learning to create a high recall pre-annotator. Our approach does
not require annotators to annotate additional training data. (2) Annotations
are categorized into normal annotations with high confidence and candidate
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Karim Alami (Morocco) vs. 11-MaliVai Washington (U.S.)

Karim Alami Morocco Washington U.S.
PER LOC LOC LOC

(a) Annotations by a general pre-annotator

Karim Alami {(Morocco) vs. 11-MaliVai Washington (U.S.)

Karim Alami Morocco Washington U.S.
PER LOC LOC LOC
Alami MaliVai Washington

LOC PER

(b) Annotations by a high recall pre-annotator

Karim Alami {(Morocco) vs. 11-MaliVai Washington (U.S.)

Karim Alami Morocco Washington U.S.
PER 0.667 LOC 0.833 LOC 0.667 LOC 1.0
Alami MaliVai Washington
LOC 0.167 PER 0.167

(c) Annotations by a high recall pre-annotator treating annotations
tions in different ways according to their confidence

Fig. 1. Illustration of annotations by various pre-annotators.

annotations with low confidence, and treated in different ways to reduce the
annotation time. (3) We empirically show that our approach outperforms sev-
eral baseline approaches in terms of annotation time on a test dataset collected
from three publicly available datasets. The related resources are freely available!
for research purposes.

The remaining part of this paper is organized as follows: In Sect. 2, we men-
tion related work. Section 3 introduces definitions and system architecture, and
Sect. 4 details our method. Section 5 describes the experimental setup, followed
by analysis on the obtained results. Finally, we conclude and discuss future
directions in Sect. 7.

2 Related Work

The goal of pre-annotation is to reduce the time required to annotate a text
by reducing the number of annotations an annotator must add or modify. Pre-
annotation has been studied widely in NLP tasks such as NER ([3,5,6], semantic
category disambiguation [4], and part of speech tagging [7].

Many applications for different domains have been built in order to assist
named entity annotation, using a single tagger [5,6], or multiple taggers [3].
Lingren et al. [5] pre-annotate disease and symptom entities for clinical trial
announcements using either an automatically extracted or a manually gener-
ated dictionary. They conclude that dictionary-based pre-annotation can reduce

! http://58.192.114.226/assistedNER.
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the cost of clinical NER without introducing bias in the annotation process.
Ogren et al. [6] use a third party tagger to pre-annotate disease and disorder in
clinical domain. However, they find little benefit to pre-annotating the corpus. In
biomedical domain, to generate potential gene mentions for the semi-automated
annotation, Ganchev et al. [3] run two taggers on the texts: a high recall tagger
trained on the local corpus and a high recall tagger trained on a standalone cor-
pus. At decode time, they take the gene mentions from the top two predictions
of each of these taggers.

Stenetorp et al. [4] study pre-annotation in a sub task of NER — semantic cat-
egory disambiguation which assigns the appropriate semantic category to given
spans of text from a fixed set of candidate categories, for example PROTEIN to
Fibrin. They consider a task setting that allows for multiple semantic categories
to be suggested, aiming to minimize the number of suggestions while maintaining
high recall. Their system maintains an average recall of 99% while reducing the
number of candidate semantic categories on average by 65% over all datasets. In
the development of a Part of Speech (PoS) tagged corpus of Icelandic, Loftsson
et al. [7] combine five individual PoS taggers to improve the tagging accuracy.
Their preliminary evaluation results show that this tagger combination method
is crucial with regard to the amount of hand-correction that must be carried out
in future work.

Our approach combining multiple taggers is different from [5,6] which use
a single tagger. And it differs from [3] which uses the union of the outputs
by two taggers and requires additional training data. In addition, our study is
unique in the sense that we categorize annotations into normal annotations and
candidate annotations to reduce the number of corrective actions. Unlike NER,
either semantic category disambiguation and part of speech tagging does not
deal with mention detection, so methods in [4,7] can not be applied directly to
assisted named entity annotation.

3 Preliminaries

3.1 Definitions

NER task can be splitted into the identification phase, where NE mentions are
identified in text; and the classification phase, where the identified NE mentions
are classified into the predefined types. Only three types are considered in this
paper, namely person (PER), location (LOC), and organization (ORG). To con-
struct a NE corpus, texts in the corpus are often pre-annotated with annotations
so that human do not have to manually annotate the texts from scratch. Further,
we categorize the annotations into mormal annotations and candidate annota-
tions based on their estimated confidence. In the following, formal definitions
for annotation, normal annotation, and candidate annotation are presented.

Definition 1 (Annotation). An annotation is a tuple A = (B, T), where B is
the boundary which consists of a start position and an end position indicating a
sequence of words that makes up the mention of A, and T is the type of A, T €
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T = {PER, ORG,LOC}. We say B = B' if they have identical start positions
and identical end positions, and B # B’ otherwise.

Definition 2 (Normal Annotation). A normal annotation is an annotation with
relative high confidence. If a normal annotation is spurious, annotators shall
delete it.

Definition 3 (Candidate Annotation). A candidate annotation is an annota-
tion with relative low confidence. If a candidate annotation is correct, annotators
shall approve it. If a candidate annotation is spurious, annotators do not need
to delete 1t.

After the texts in a corpus have been pre-annotated, texts and annotations
are displayed to annotators in an user interface (UI). In our task setting, annota-
tors shall add missed annotations, re-select type for annotations with incorrect
types, delete spurious normal annotations, and approve correct candidate anno-
tations. Notice that annotators do not need to delete spurious candidate anno-
tations, and they also do not need to approve correct normal annotations. Since
re-selecting, deleting and approving are all actions performed on pre-annotated
annotations, they are collectively referred to as modifying actions. The defini-
tions of adding action and modifying action are given below.

Definition 4 (Adding Action). An adding action is an action of selecting a
span of text and selecting a type for it to create an annotation.

Definition 5 (Modifying Action). An modifying action is an action of re-
selecting type of an annotation, deleting a normal annotation, or approving a
candidate annotation.

3.2 System Architecture

The system architecture is presented in Fig. 2. Input text is annotated by sev-
eral individual taggers firstly. Then the outputs of the taggers are fed to a com-
biner which produces normal annotations and candidate annotations based on
ensemble learning techniques. Via a Web-based UI, annotators can add new
annotations and modify pre-annotated annotations, while statistical informa-
tions including total time, number of adding actions, and number of modifying
actions, are recorded automaticly by a background program. Finally, annotations
and statistical informations are submitted and stored in a database.

In the beginning of the annotation process, Majority Voting (MV) is used as
the combination strategy. After some texts have been manually annotated, these
data can be utilized to train a classifier, so the combination strategy is switched
to stacking. During the whole annotation process, newly annotated data is added
to the training data continually to retrain the classifier, and annotators do not
need to annotate additional training instances.

Annotators can add new annotations by mouse drags. When the mouse is
over an annotation, a menu will pop up, and annotators can re-select NE type
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Fig. 2. Overview of our approach.

for the annotation. If annotators need to delete a normal annotation or approve
a candidate annotation, a simple mouse click on the annotation will be enough.

The Ul is implemented in Java Server Page (JSP) and JavaScript, and all of
the data is stored in a MySQL database. The Ul runs in annotator’s browser,
and no additional software or plug-ins are required.

4 Method

Suppose there are K taggers. Given a text, the kth tagger outputs M* anno-
tations Af, ..., Ak . AF = (B}, TE). We note the set of M* boundaries

produced by the kth tagger as B*. Then the set of distinct boundaries by K
taggers is

K
B=()B" (1)
k=1
For each boundary B in B, we create a vector
z=(L",...,L%) (2)

where

3)

ko T,’fL if HBZ%,B,’% = B,
NONE otherwise.

L € L= TU{NONE} = {PER, ORG, LOC, NONE}. Now, we can utilize z to
estimate the confidence score S of B to be labeled with a label L, based on a
voter or a classifier f,

S(B,L) = f(z) (4)
For an annotation A = (B, T), if S(B,T) = arg max;;S(B, L), then it is
a normal annotation, otherwise it is a candidate annotation. In this way, the

produced annotations are categorized into normal annotations with relatively
high confidence and candidate annotations with relatively low confidence.
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5 Experimental Setup

5.1 Datasets

All the datasets in our experiments are public available. From these datasets,
64 sentences are collected as the test set to perform the actual assisted annota-
tion experiments, and 22 sentences to train the annotators. An overview of the
datasets is shown in Table 1. The last two columns are the average number of
tokens and the average number of annotations per sentence in the test set.

The three datasets are detailed below. The AKSW-News dataset consists
of 325 newspaper articles as described in [2]. Most articles in the dataset are
reports in aerospace domain. The CoNLL-2003 shared task [8] data is widely
used in NER task. Since one of our tagger (Stanford Named Entity Recognizer)
is trained on the training part of CoNLIL-2003, we only use the testing part
(CoNLL’03-Test). The average number of entities per sentence of CoNLL’03-
Test is much larger than the other two datasets, because many articles in this
dataset are about sports events, and therefore there are many players, teams,
cities or countries. Different with the previous two datasets, NEs identified in the
Reuters-128 dataset [9] are manually disambiguated to knowledge bases, while
the entity types are not given. So we manually annotated the types of the entities
in this dataset.

Table 1. Datasets used in the experiments.

Dataset Total articles | Testing sentences | Avg. tokens | Avg. annotations
AKSW-News | 325 28 34.0 2.1
CoNLL’03-Test | 447 28 86.1 13.6
Reuters-128 128 8 37.9 3.1

5.2 Taggers

Six named entity taggers are involved so far: the Stanford Named Entity Recog-
nizer? (Stanford) [10], the Illinois Named Entity Tagger® (Illinois) [11], the
Ottawa Baseline Information Extraction? (Balie) [12], the Apache OpenNLP
Name Finder® (OpenNLP) [13], the General Architecture for Text Engineering®
(GATE) [14] and the Line Pipe” (LingPipe). For outputs of these taggers, only
three classes were considered in our experiment, namely person, location, and
organization. Performance of these taggers on our test set are listed in Table 2.

2 http:/ /nlp.stanford.edu/software/ CRF-NER.shtml (version 3.6.0).

3 http://cogcomp.cs.illinois.edu/page/software_view/NETagger (version 2.8.8).
* http://balie.sourceforge.net (version 1.8.1).

® http://opennlp.apache.org/index.html (version 1.6.0).

5 http://gate.ac.uk/ (version 8.1).

7 http://alias-i.com/lingpipe/ (version 4.1.0).
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Table 2. Performance of the taggers on the testing sentences.

Tagger Precision | Recall | Fy

Stanford |0.931 0.901 |0.916
Illinois 0.880 0.825 | 0.852
OpenNLP | 0.817 0.806 | 0.811
LinePipe |0.724 0.672 |0.697
Gate 0.759 0.616 | 0.680
Balie 0.511 0.416 |0.458

5.3 Pre-annotators

The pre-annotator Ensemble+Categorization_6 which combines the six taggers
based on ensemble learning and produces normal and candidate annotations is
used to evaluate our approach. In order to measure the impact of candidate
annotations, a baseline pre-annotator Ensemble_6 which combines the same six
taggers but produces only normal annotations is tested. Another baseline pre-
annotator Union_6 produces annotations which are union of the outputs of the
six taggers. No ensemble learning technique is applied on Union_6.

To test the case where less taggers are available, a group of pre-
annotators combining two taggers are tested, which are denoted as Ensem-
ble+Categorization_2, Ensemble_2, and Union_2. For fair comparison, we choose
Stanford and Illinois — the best two taggers in terms of F; on the test dataset
(Table 2).

We also create two other baseline pre-annotators. The first one None do
not use any tagger, so annotators have to annotate sentences from scratch. The
second one Stanford uses a single tagger (Stanford) to produce annotations.

For the pre-annotators based on ensemble learning, to simulate the annota-
tion process, four strategies are used, including Majority Voting which do not
need training data, and Support Vector Machine (SVM) [15] which is trained
using 10%, 50%, 90% portion of articles in each dataset. The SVM implementa-
tion is provided by LIBSVM [16].

5.4 Assisted Annotation Experiments

Eight annotators (H; to Hg) participate in our annotation experiments. They
are graduate students in our school, and major in NLP study. Each annotator
has to annotate all of the 64 sentences, after he/she has annotated 22 sentences
to get familiar with the Web-based UI.

The 64 testing sentences are splitted into 8 subsets (S; to Sg), each of
which contains 8 sentences. Annotators are presented with the sentences in
the same order (Table3), but each sentence is pre-annotated by different pre-
annotators (P; to Pg) for different annotators (H; to Hg). We carefully design
the experiments, to ensure that each sentence will be pre-annotated by all the
pre-annotators, and will be manually annotated by all the annotators.
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Table 3. Assisted annotation experiments. Annotators are assigned to annotate sen-
tences with various pre-annotations. P, ..., Pg stand for the pre-annotators None, Stan-
ford, Union_2, Ensemble 2, Ensemble+Categorization_ 2, Union_6, Ensemble_ 6, and
Ensemble+Categorization_6, respectively.

Subset | Hy | Ho | H3 | Hy4 | H5 | Hg | H7 | Hg
S1 P1 |Ps |P3s Pg | Ps|Py | Pr7 | Py
Sa Py  P7|Pys |Ps|Ps P3| Ps|P1
S3 Ps |Ps |Ps | Py | Py |Po | Py |Psg
Sa Py |Ps |Ps P3| Ps|P1 |Ps| Py
Ss Ps |P4s|P7 P2 |P1 | Ps | P3| Psg
Se Pe |Ps |Ps Py | P2 |P7 | P4 |Ps
S7 P; | P2 [Py Ps | P3|Pgs |Ps|Py
Ss Ps | P1 |P2 |P7|Ps | P5s | Ps|Ps

6 Results and Analysis

6.1 Performance of Pre-annotated Annotations

In Table4, we present performance of pre-annotated annotations. The pre-
annotator Ensemble+Categorization_6 achieves highest recall of 0.981, and only
0.14 annotations per sentence need to be added by annotators. Annotators
do not need to modify spurious candidate annotations, and only 0.58 normal
annotations need to be modified per sentence, although the precision of Ensem-
ble+Categorization_6 is very poor.

Table 4. Performance of pre-annotated annotations. ‘Spurious’ stands for the average
number of spurious annotations per sentence, which annotators have to modify, either
delete or re-select the entity type. ‘Missed’ stands for the average number of missed
annotations per sentence, which annotators need to add.

Pre-annotator Precision | Recall | Spurious | Missed
None N/A N/A 0.00 7.25
Stanford 0.931 0.901 |0.48 0.72
Union_2 0.854 0.948 |1.17 0.38
Ensemble_2 0.908 0.871 | 0.64 0.94
Ensemble+Categorization_2 | 0.326 0.950 |0.69 0.36
Union_6 0.528 0.976 | 6.33 0.17
Ensemble_6 0.928 0.922 |0.52 0.56
Ensemble+Categorization_6 | 0.256 0.981 | 0.58 0.14
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6.2 Performance of Annotators

The performance of annotators are presented in Table5. The pre-annotator
Ensemble+Categorization_6 which combines six taggers and produces normal
and candidate annotations assists human to take the least time per sentence.

Table 5. Experimental results. The second column Time is the average time in seconds
taken per sentence, Naaq is the average number of adding actions per sentence, and
Nmoaify is the average number of modifying actions.

Pre-annotator Time | Nadd | Nmoaity | Precision | Recall | Fy

None 38.05 | 7.39 | 0.00 0.920 0.916 |0.918
Stanford 19.25 [ 0.56 |0.34 0.959 0.951 |0.955
Union_2 19.58 | 0.38 |1.08 0.970 0.959 | 0.965
Ensemble_2 20.80 |0.72 | 0.61 0.961 0.953 |0.957
Ensemble+Categorization_2 | 19.23 | 0.34 | 0.81 0.959 0.949 |0.954
Union_6 26.97 10.16 6.23 0.963 0.953 |0.958
Ensemble_6 18.80 | 0.48 |0.44 0.961 0.951 |0.956
Ensemble+Categorization_6 | 18.27 | 0.14 | 0.75 0.970 0.959 | 0.965

6.3 Analysis

There are 64 sentences in the test dataset, and each of them is pre-annotated
by 8 pre-annotators, and then annotated by 8 annotators. Finally we get 512
instances. The time model computed on these instances by means of linear regres-
sion is as follows:

Time = 0.14 - Nyoken + 2.83 - Nagqg + 1.84 - NModify + 8.60 (5)

where Time is the total time in seconds spent on a sentence, Nproken is the
number of tokens in the sentence, N,4q is the number of adding actions, and
Ninodiy is the number of modifying actions. The model has an intuitive interpre-
tation: the annotator read each token (0.14 sec per token); adding an annotation
takes 2.83 sec, and modifying an annotation takes 1.84 sec. Additionally, there is
8.60sec of overhead per sentence. For this model, the Relative Absolute Error
(RAE) is 33.2%.

As we expected, adding an new annotation takes more time than modify-
ing an existing annotation. The estimated time taken by adding and modify-
ing annotations per sentence is listed in Table6. Ensemble+Categorization_6
outperforms Ensemble_6 because candidate annotations improve recall. Union_6
does not achieve good performance due to too much spurious annotations which
need to be deleted. Since two taggers does not bring as many annotations as
six taggers do, Ensemble+Categorization_2 does not perform as well as Ensem-
ble+Categorization_6.
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Table 6. Estimated time taken by adding actions and modifying actions per sentence.

Pre-annotator T add Tmodify Tadd+modify
None 20.92 | 0.00 20.92
Stanford 1.59 10.63 2.22
Union_2 1.06 |1.98 3.04
Ensemble_2 2.03 |1.12 3.16
Ensemble+Categorization-2 | 0.97 | 1.50 2.47
Union_6 0.44 |11.47 1191
Ensemble_6 1.37 10.81 2.18
Ensemble+Categorization_6 | 0.40 | 1.38 1.78

7 Conclusion

In this paper, we employ ensemble learning techniques including voting and
stacking to combine multiple existing named entity taggers. The proposed pre-
annotator achieves high recall, and therefore the number of adding actions is
reduced. Based on their estimated confidence, annotations are categorized into
normal annotations and candidate annotations to reduce the number of mod-
ifying actions. In addition, our approach does not require human to annotate
additional training data. We conduct experiments under various pre-annotation
conditions. The experiment results show that our approach outperforms the
baseline methods in reduction of the number of corrective actions as well as the
annotation time, without loss of performance (in terms of F-measure). In future
work, we will increase the amount of testing data, evaluate on Chinese datasets,
and apply our approach to other NLP tasks.
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Abstract. Chinese event extraction is a challenging task in informa-
tion extraction. Previous approaches highly depend on sophisticated fea-
ture engineering and complicated natural language processing (NLP)
tools. In this paper, we first come up with the language specific issue
in Chinese event extraction, and then propose a convolution bidirec-
tional LSTM neural network that combines LSTM and CNN to capture
both sentence-level and lexical information without any hand-craft fea-
tures. Experiments on ACE 2005 dataset show that our approaches can
achieve competitive performances in both trigger labeling and argument
role labeling.

Keywords: Event extraction - Neural network - Chinese language
processing

1 Introduction

Event extraction aims to extract events with specific types and their participants
and attributes from unstructured data, which is an important and challenging
task in information extraction. In this paper, we focus on the Chinese event
extraction task proposed by the Automatic Content Extraction (ACE) program
[7], which defines the following terminology for event extraction:

Trigger: the main word that most clearly expresses the occurrence of an
event.

Argument: an entity, temporal expression or value that plays a certain role
in the event.

There are two primary subtasks of an ACE event extraction system, namely
trigger labeling and argument labeling. For example, consider the following
Chinese sentence:

S1: Intel /£ HE WAL T R HL -

Intel founds a research center in China.
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In the trigger labeling task, “#3L" (founds) should be labeled as the trigger of
event type Business. Then in the argument labeling task, “Intel”, “ E” (China),
and “WFFUHL (research center) should be labeled as the roles of Agent, Place
and Time respectively in this event.

Current state-of-the-art approaches [4,5,14] usually rely on a variety of elab-
orately features. In general, we can divide them into two categories: lexical
features and sentence-level features. Take trigger labeling on the following
sentences for example: the word “A3L” (found) indicates a Business event in S1
but not in S2 or S3.

82:'E HOL T 1994 5 BIAE & — 30 IR & WGl Y AREA -
It was founded in 1994, and now is a very popular band.
S3: ERBE & ML AL -

The hospital has founded rescue centers.

Sentence-level features maintain important clues of the whole sentence.
We can summarize S2 as “E 5& —3 KPA” (it is a band) and encode it into a
sentence-level feature, which indicates that the verb “A3L” (founded) is not a
trigger.

Lexical features contain semantic information of words and their surround-
ing context. In S3, given the next word “BHEH /L (rescue centers) as a lexical
feature, we can infer that “A3L” (founded) is not a trigger of type Business.

Traditional approaches [2,4,6,13] usually rely on a series of NLP tools to
extract lexical features (e.g., part-of-speech tagging, named entity recognition)
and sentence-level features (e.g., dependency parsing). Although they achieve
high performance, they often suffer from hard feature engineering and error
propagation from those external tools.

Recently, neural network models have been employed to produce competi-
tive performance against traditional models for many NLP tasks. Chen et al.
[5] propose a convolutional neural network to capture lexical-level clues, with
a dynamic multi-pooling layer to capture sentence-level features, which yields
state-of-art on English event extraction.

Inspired by the effectiveness of neural networks, in Sect. 2, we present a con-
volution bidirectional LSTM neural network that can learn both lexical and
sentence-level features without any hand-engineered features in Chinese event
extraction task. Specifically, we first use a bidirectional LSTM to encode the
semantics of words in the entire sentence into sentence-level features without
any parsing. Then, we can take advantage of a convolutional neural network to
capture salient local lexical features for trigger disambiguation without any
help from POS tags or NER.

We are also enlightened by the work of Chen and Ji [6], who are the first to
report the language specific issue in Chinese trigger labeling. So we propose a
character-based method committed to the problem in Sect. 2.3. Section 3 presents
the model applied to argument labeling, and Sect. 4 discusses the experimental
results. Section 5 concludes this paper.
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2 Trigger Labeling

Trigger labeling, also called event detection, aims to discover the event triggers
and assign them a predefined event type.

Unlike previous work [2,6], which divide event detection into two subtasks:
(1) trigger identification: to recognize the event trigger; (2) trigger classification:
to assign an event type for an identified trigger. We jointly learn trigger identi-
fication and type classification by one network to reduce the error propagation
problem of a pipeline model. Before we present our solution, we first come up
with the language specific issue in Chinese trigger labeling.

2.1 Language Specific Issues

Unlike English, Chinese do not have delimiters between words. That makes word
segmentation a fundamental step in Chinese event detection. However, we find
that segmentation granularity does have an impact on the prediction. As shown
in Table 1, these triggers cannot be recognized accurately if we simply predict
whether a word is an event trigger or not. We summarize them as the following
two types.

Table 1. Examples of inconsistency problem between words and triggers. Words are
segmented by spaces.

# |Sentence Triggers

S4 JLTE TREEN 36 BN TR - & NIVEM (arrested)
| |The suspects were arrested.

S5 BB T & T i (shoot)

Polices shoot and Kill a criminal. |58 (kill)

T —TF TR0 AR |
X ZIN
56 It is a premeditated murder case. D474 (murder)

Cross-word Triggers: While many events anchor on a single word, multiple
words could reasonably be called a trigger. In S4, the arrest_jail event should be
triggered by neither “V& A\ nor “Y&M”, but “WEATEM” (arrested).

Inside-word Triggers: Almost all Chinese characters have their own meanings,
and some of which can be triggers themselves. There may be greater than one
trigger in a word like “@i 58 (shoot and kill). Continuous characters of a word
can also form a trigger such as “XI7%” (murder) in “XIZRZ” (murder case).

Table 2 summarizes the number of problematic triggers we found in ACE
2005 Chinese corpus using different Chinese word segmentation tools. Even the
minimum inconsistency rate is as high as 14%.

To address the language specific issues, we treat event detection as a sequence
labeling task rather than classification. Sentences are tagged in the BIO scheme,
where each token is labeled as B-type if it is the beginning of an event trigger
with type type, or I-type if it is inside a trigger, or O otherwise. Our first labelling
model is a word-based BiLSTM model with a CNN layer as shown in Fig. 1.
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Table 2. Number of triggers inconsistent with the words.

NLP tools

Cross-word

Inside-word

Total

Stanford NLP?*

487

166

653

JiebaP

554

85

639

NLPIR®

314

172

486

ahttp://nlp.stanford.edu/software/segmenter.shtml.
bhttps://github.com/fxsjy/jieba.
Chttps://github.com/NLPIR-team/NLPIR
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Fig. 1. The main architecture of our word-based model. The local contextual feature
¢t (grey rectangle) in (a) for each word wy is computed by the CNN as (b) illustrated.
Our convolutional neural network learns a representation of local context information
about the center word “¥% A”. Here the context size is 7 (3 words to the left and to
the right of a center word), and we use a kernel of size 4 with two feature maps. The
symbol P in sentence of (b) represents a padding word.

2.2 Word-Based Method

LSTM Network. Recurrent neural networks (RNNs) maintain a memory
based on historical contextual information, which makes them a natural choice
for processing sequential data. Unfortunately, it is difficult for standard RNNs to
capture long range dependencies due to vanishing/exploding gradients [3]. Long
Short-Term Memory [10] is explicitly designed to solve the long-term dependency
problem through purpose-built memory cells. They consist of three multiplica-
tive gates that control the proportion of information to forget and to store in
the cell states.

For the event extraction task, if we access to both past and future con-
texts for a given time, we can make use of more sentence-level information and
make better prediction. This can be done by bidirectional LSTM networks [8,9].
Figure 1(a) shows the layers of a BiLSTM trigger identification model.
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A forward LSTM network computes the hidden state E) of the past (left)
context of the sentence at word w;, while a backward LSTM network reads the
same sentence in reverse and outputs (h—t given the future (right) context. In our
implementation, we concatenate these two vectors to form the hidden state of a
BiLSTM network, i.e. by = [ln; ).

Convolutional Neural Network. Convolutional neural networks are origi-
nally applied to computer vision to capture local features [12]. CNN architec-
tures have gradually shown effectiveness in various NLP tasks, and have been
used for event extraction in preceding studies [5]. We employ a convolutional
neural network as illustrated in Fig. 1(b) to extract local contextual information
for each word in a sentence.

Given a sentence containing n words {wl, W,y .« v ny wn}7 and the current center
word w;, a convolution operation involves a kernel, which is applied to words
surrounding w; in a window to generate the feature map. We can utilize multiple
kernels with different widths to extract local features of various granularities.
Then max pooling is performed over each map so that only the largest number
of each feature map is recorded. One property of pooling is that it produces a
fixed size output vector, which enables us to apply variable kernel sizes. And
by performing the max operation, we are keeping the most salient information.
Finally, we take the fixed length output vector ¢, as a representation of local
contextual information about center word w;.

In our implementation, the sliding window size is 7 (3 words to the left and
to the right of a center word), and we use several sizes of kernels to capture
context information of various granularities.

The Output Layer. We concatenate the hidden state h; of BiLSTM with
contextual feature ¢, extracted by CNN at each time step t. Then [h¢;cy,] is
fed into a softmax layer to produce the log-probabilities of each label for wy.

However, word-base method still cannot solve the inconsistency problem
caused by inside-word triggers. Like Chen and Ji [6], we construct a global errata
table to record the most frequent triggers in the training set. During testing, if a
word has an entry in the errata table, we replace its label with its corresponding
trigger type directly.

2.3 Character-Based Method

Despite of the effectiveness of the errata table, word-based method is not a
flawless solution because it only recognizes triggers across words or frequent
inside-word triggers appearing in training data.

Ideally, character-based method may solve both inconsistency problem. It
uses the same tagging scheme as word-based method to label each character.
As shown in Fig. 2, the only difference between them is the input layers of their
networks: a character-based method uses character embedding while a word-base
method uses word embedding.
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Character
Embedding

Bidirectional LSTM

Lexical Features
from CNN

Output Layer

[0} o (0] o B-arrested I-arrested I-arrested I-arrested

Fig. 2. Character-based Convolution BiLSTM network.

3 Argument Labeling

In the above section, we present our convolution BiLLSTM model for trigger label-
ing. The idea of this neural network architecture is also suitable for argument
labeling: we use a bidirectional LSTM to encode its sentence-level information,
concatenated with a CNN-extracted local lexical feature, to predict whether
an entity serves as an argument in a sentence. Next, we will present the main
differences between the models used in trigger labeling and argument labeling.

3.1 Input Layer

As a pipeline system, besides word embeddings, we can use information extracted
from upstream trigger labeling task. Therefore, we propose four additional types
of feature embeddings to form the input layer of BILSTM and CNN.

— Trigger position feature: whether a word is in a trigger

— Trigger type feature: classified trigger type of a word, and NONE type for
non-trigger words

— Entity position feature: whether a word is in an entity

— Entity type feature: entity type of a word, and NONE type for non-entity
word. The ACE dataset provides ground truth of entity recognition, so we can
generate entity features directly without external NLP tools.

We then transform these features into vectors by their lookup tables, and
concatenate them with the original word embeddings, as the final input layer of
BiLSTM and CNN.

3.2 Output Layer

It is worth mentioning that argument labeling is no longer a sequence tagging
task, but a classification task. ACE dataset provides ground truth of entity
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recognition, and it guarantees that arguments can only be labeled from those
entities. As a result, we only need to predict the role of a tagged entity instead
of every word in the entire sentence. For instance, there are three triggers (bold
words), and three entities (italic words) in S7, which together makes up nine
pairs of trigger and argument candidate to be classified.

S7: N EARR B4 75 EE, 65 Bob I KR 1 Joe 1) 7RFE -
Six murders occurred in France, including the assassination of Bob and the
Kkilling of Joe.

We modify the output layers of both CNN and BiLSTM network to adapt to
the the new task. For BiLSTM, we still try to make use of its ability to memory
long sequences, so we regard the hidden state of the last word hy as sentence-
level information. And for CNN, we take all words of the entire sentence as the
context, rather than a shallow window for each center word. Finally, we feed the
concatenation of output vectors from two networks into a softmax classifier just
like trigger labeling.

4 Experiments

4.1 Experimental Setup

We used the standard ACE 2005 corpus for our experiments, which contains
633 Chinese documents. Following the setup of Chen and Ji [6], we also ran-
domly selected 509 documents for training and 64 documents as test set, and
the reserved 60 documents for validation.

Evaluation Metric: Similar to previous work, we evaluated our models in
terms of precision (P), recall (R), and F-measure (F) for each subtask. These
performance metrics are computed following the standards of correctness for
these subtasks:

— A trigger is correctly identified if its offsets exactly match a reference trigger;

— A trigger is correctly classified if its trigger type and offsets exactly match a
reference trigger;

— An argument is correctly identified if its offset, related trigger type and trig-
ger’s offsets exactly match a reference argument;

— An argument is correctly classified if its offsets, role, related trigger type and
trigger’s offsets exactly match a reference argument.

4.2 Network Training

We implement the neural network using the Tensorflow library [1]. During train-
ing, we keep checking performance on the validation set and pick the highest
F-score parameters for final evaluation.

Parameter Initialization: Weight matrix parameters are randomly initialized
with uniform samples from [—0.01, 0.01]. Bias vectors are initialized to zero.
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Pre-trained Embeddings: Word and character embeddings are pre-trained on
over 261 thousand articles crawled from Chinese news website. All embeddings
are fine-tuned during training.

Optimization Algorithm: For all models presented, parameter optimization
is performed using Adam [11] with gradient clipping [15]. We also apply the
dropout method [16] on both the input and output vectors of all models to
mitigate overfitting.

Hyper-parameters: In different stages of event extraction, we adopted dif-
ferent parameters. Table3 summarizes the chosen hyper-parameters for all
experiments.

Table 3. Hyper-parameters for all experiments.

Layer Hyper-parameter Trigger identification | Argument identifica-
and classification tion and classification
Input Word embedding 100 100
Character embedding 50 100
Entity feature embedding |- 32
Trigger feature embedding | — 32
LSTM | State size 100 120
CNN Context size 7 Sentence length
Kernel size [3,5, 7] 12, 3, 4, 5]
Number of filters [32, 32, 32] [64, 64, 64, 64]
Dropout | Dropout rate 0.5 0.5
Batch size 32 20
Gradient clipping 1.0 2.0

4.3 Trigger Labeling

Table 4 lists the results of previous work [4,6] and our models. The performances
of Char-MEMM and Rich-L are reported in their paper.

— Char-MEMM [6] is the first character-based method to handle the language
specific issue, which trains a Maximum Entropy Markov Model to label each
character with BIO tagging scheme.

— Rich-L [4] is a joint-learning, knowledge-rich approach that extends the union
of the features employed by Char-MEMM and Li et al. [13] with six groups
of linguistic features, including character-based features and discourse consis-
tency features, which is the feature-based state-of-art system.

Compared with the feature-based approaches, all neural network based mod-
els outperform Char-MEMDM, because they can capture semantic and syntactic
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information in the absence of feature engineering and avoid the errors propagated
from other NLP tasks like NER and POS tagging.

Rich-L performs 10-fold cross-validation experiments, so that the results
reported by them obtain more accurate estimation of system performance.
Therefore, it is unfair to directly compare our results with them. But we can
still see the models evaluated in the bucket achieve competitive F-score on
event identification without any human-designed features and discourse level
knowledge.

Table 4. Comparison of different models on Chinese event detection (trigger identifi-
cation and classification) (%).

Model Trigger identification | Trigger classification
P R F P R F
Char-MEMM [6] 82.4|50.6 |62.7 78.8 48.3 |59.9
Rich-L [4] 62.2 |71.9 | 66.7 58.9 | 68.1 |63.2
Word-based CNN 71.7 | 58.3 |64.3 67.7 |55.1 |60.7
Word-based BiLSTM 68.4 |61.2 | 64.6 63.9 |57.4 |60.5
Word-based C-BiLSTM 75.8 1 59.0 | 66.4 69.8|54.2 [61.0
+ Errata table 76.0  63.8 |69.3 69.8 |59.9 64.5
Character-based C-BiLSTM | 65.6 | 66.7 | 66.1 60.0 160.9 |60.4
+ Errata table 68.1 |69.2|68.7 61.6 164.7 63.1

Word-Based Models vs. Character-Based Models. As we can summarize
from Table 4, when applying the same network architecture, word-based methods
always have higher precisions while character-based methods always have higher
recalls.

We then take a further step to see their impacts on different kinds of triggers.
Table 5 shows that: (1) Word-based methods can not label inside-word triggers,
while character-based methods can handle this issue nicely, which brings them
higher overall recall; (2) Two methods achieve similar F-measure in regular trig-
ger identification; (3) It is harder for character-based method to correctly identify
cross-word triggers. As there are more cross-word triggers than inside-word trig-
gers in dataset, the overall F-measure of word-based method is slightly higher.

There are several reasons causing the low precision of character-based
method:

(1) Character-based method has to learn the extra word segmentation by them-
selves. 7.3% of triggers identified by it are partially mislabeled, like triggers in
S8 and S9.

(2) Word embedding brings richer semantic information than character embed-
ding. Take S10 as an example, characters “B1” and “[f” do not have any meaning
related to the formed word “WH[F” (the end of a road). But this word strongly
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Table 5. Results of different types of triggers with different models on trigger identi-
fication. Regular triggers mean triggers composed of exactly one word.

Model Regular triggers | Inside-word triggers | Cross-word triggers
P R F P R F P R F

Word-based C-BiLSTM 0.78 1 0.65 | 0.71 | — 0 - 0.64 | 0.39 | 0.48

Character-based C-BiLSTM | 0.72 | 0.70 | 0.71 | 0.30 | 0.69 | 0.41 0.57 | 0.22 | 0.32

suggests that “JE” (dead) is not a trigger. Given the more accurate embedding
of surrounding context, word-based networks can understand the meaning of the
center word better and do better disambiguation.

(3) RNN in character-based method needs to maintain information for longer
sequence, as 1.7 times longer than the average length of word sequences. Evalu-
ating on sentences containing more than 150 characters, F-measure of character-
based method is 70%, while word-based method can achieve 72.8% (Table6).

Table 6. Error analysis: examples of triggers mislabeled by character-based C-
BiLSTM, but can be identified correctly by word-based C-BiLSTM.

# |Sentence Correct Labels Wrong Labels
S8 EYF R AR Bs, .. FET (visiting)
After visiting to relevant staff, ... BI BO
S9 GG ESE T H (congratulatory) F, (message)
There is the full congratulatory message |BI OB
g 10|/ D #5258 3 S WA - J¥. (dead) HAF (end)
The thief was chased into a dead end. 000 B OO

Neural Network Architectures. Our convolution BiLSTM model has two
main components that we could take them apart to understand their impacts
on the overall performance. As Table4 shows, BILSTM is slightly more efficient
than CNN, and the convolution BiLSTM model outperforms other models. Con-
structing an errata table is an effective method that increases both precisions
and recalls.

We also evaluate the capacity of each network on trigger disambiguation.
Table 7 provides suggestive evidence that CNN-extracted local features, together
with LSTM-extracted sentence-level information can help reduce some errors
caused by ambiguous triggers as we expected.

4.4 Argument Labeling

Table 8 shows results for argument labeling after trigger labeling. As we can
observe from our evaluation standards that once a trigger has not been labeled
correctly, neither of its arguments will be labeled correctly. In the stage of trigger
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Table 7. Percentages of ambiguous words whose all occurrences in the test set are clas-
sified correctly. Ambiguous words can have different labels according to their meaning
and context, like the word “i32” (found) in S1 ~ S3. All networks listed in this table
are word-based.

BiLSTM | CNN | C-BiLSTM
Ambiguous word classification (%) | 58.4 60.0 |62.5

Table 8. Comparison of different models on Chinese argument labeling (%). +e means
that the input (result of trigger labeling) has been modified by an errata table.

Model Argument identification | Argument classification
P R F P R F
Char-MEMM 64.4|36.4 | 46.5 60.6 | 34.3 | 43.8
Rich-L 43.6 | 57.349.5 39.2 |51.6 | 44.6
Word-based C-BiLSTM 56.6 | 43.6 |49.3 49.7 1 38.3 |43.2
Word-based C-BiLSTM + (e) 56.5 | 47.0 | 51.3 49.6 |41.3 |45.0
Character-based C-BiLSTM 53.2 | 51.6 |52.4 47.0 |45.6 |46.3
Character-based C-BiLSTM + (e) | 53.0 |52.2 | 52.6 47.3 | 46.6 | 46.9

labeling, the character-based methods have higher recalls and can extract more
golden triggers. As a result, character-based methods perform much better than
word-based methods in argument labeling. And we can draw the same conclusion
that word-based methods have higher precision while character-based methods
achieve higher recalls, as trigger labeling.

Errata table is not such effective as in trigger labeling, especially for
character-based C-BiLSTM. Adding an errata table even drops a little preci-
sion in argument identification.

Char-MEMM concludes that neighbor word features are fairly applicable.
They utilize the left word and right word of an entity to reduce spurious argu-
ment, which is a similar objective with our CNN-extracted lexical features.
Nonetheless, we can achieve much better results in argument identification and
classification.

It is worth noting that some of the arguments are not in the same sentence
with their triggers. It is a bottleneck of our C-BiLSTM model, while Rich-L uses
discourse-level features to deal with this problem. Under this unfavorable circum-
stance, our C-BiLSTM can still achieve a comparable result against sophisticated
human designed features.

5 Conclusion

In this paper, we propose a mnovel convolution bidirectional LSTM model
on Chinese event extraction task. Our model departs from the inherent
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characteristic of Chinese, formulates the event detection task as a sequence label-
ing fashion, and features both bidirectional LSTM and CNN to capture both
sentence-level and lexical features from raw text. Experimental results show
that without human-designed features and external resources, our neural net-
work method can achieve comparable performances on ACE 2005 datasets with
traditional feature based methods.
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Abstract. Entity mixture in a knowledge base refers to the situation that some
attributes of an entity are mistaken for another entity’s, and it often occurs
among homonymous entities which have the same value of the attribute
“Name”. Elimination of entity mixture is critical to ensure data accuracy and
validity for knowledge based services. However, current researches on entity
disambiguation mainly focuses on determining the identity of entities mentioned
in text during information extraction for building a knowledge base, while little
work has been done to verify the information in a built knowledge base. In this
paper, we propose a generic method to detect mixed homonymous entities in a
knowledge base using hierarchical clustering. The principle of our methodology
to differentiate entities is detecting the inconsistence of their attributes based on
analysis of the appearance distribution of their attribute values in documents of a
common corpus. Experiments on a data set of industry applications have been
conducted to demonstrate the workflow of performing the clustering and
detecting mixed entities in a knowledge base using our methodology.

Keywords: Entity - Entity mixture - Hierarchical clustering - Knowledge
base - Knowledge graph - Homonymous entities - Triple

1 Introduction

With integration of Artificial Intelligence and Database System, knowledge based
system is a prevailing framework of knowledge storage, organization and application in
academia and industry [1]. The fundamental part of knowledge based systems, a
knowledge base, contains information of entities, in the form of triples <Entity,
Predicate, Attribute Value/Entity>. Each triple describes an attribute of an entity (when
the third element is Attribute Value) or the relation between two entities (when the third
element is Entity). With the structured representation of knowledge by using triples,
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knowledge base enables effective knowledge representation, verification and reasoning
[2]. Nowadays knowledge bases are used as the underlying database in a wide range of
applications such as question-answer systems and big data analysis of a specific
industry [3].

Data accuracy of the knowledge base is an essential requirement for knowledge
based systems to provide high quality services [4]. Because triples are the major part of
a knowledge base, data accuracy can be measured based on evaluation of the cor-
rectness of each triple. The primary step to evaluate the correctness of a triple <Entity,
Predicate, Attribute Value/Entity> is to determine the ontology of each entity involved
in the triple. For example, in a triple <Plato, BirthYear, BC427> which indicates that
the birth year of Plato is B.C. 427. To determine the correctness of the information in
such triple, the first step is to determine the entity Plato is the famous Greek
philosopher, not the comic poet Plato or other Plato, and then check if the birth year of
Plato is B.C. 427.

In the process of building a knowledge base, homonymous entities may be mixed to
be one entity, i.e., the attributes of an entity are mistakenly labeled to be another
entity’s. Sometimes, the inconsistence between attributes of an entity can be easily
detected, such as <LiBai, BirthYear, 1910> and <LiBai, Dynasty, Tang> are
conflicting because the year 1910 is not in the duration of the Tang Dynasty, so that the
entities LiBai in these two triples actually represent different persons. However, in
many cases the inconsistence between attributes cannot be straightforwardly discov-
ered, particularly for those attributes without direct correlations. For example, the
triples <LiBai, BirthPlace, Hunan> and <LiBai, Dynasty, Tang> are actually about two
different persons named LiBai, but the inconsistence between them can only be
detected using multistep reasoning based on adequate background knowledge.
Meanwhile, the selection of reasoning methods depends on the predicates and attributes
in the triples. As a result, there is currently a lack of generic methodologies to dis-
tinguish mixed entities in a knowledge base by using reasoning approaches.

This paper proposes a generic method to distinguish homonymous entities in a
knowledge base. Our methodology tries to classify entities into different classes using
hierarchical clustering based on analysis of their attributes. The set of documents that
describe an entity is supposed to be distinguishable from that of another entity. Thus,
the criterion of classifying entities is the appearance distribution of the attribute values
of each entity in documents of a common corpus. Experiments on a data set of industry
applications was conducted to demonstrate the workflow of detecting mixed entities in
a knowledge base by using our methodology.

This paper is organized as follows: Sect. 2 briefly reviews the literatures on
knowledge base, knowledge service and entity disambiguation. Section 3 presents the
basic concepts and the workflow of detecting entity mixture and the procedure of
hierarchical clustering. Section 4 explains our experiments and the experimental
results. Section 5 discusses the limitations of our methodology and potential specu-
lations of our works.
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2 Background and Related Work

2.1 Knowledge Base and Knowledge Service

Knowledge bases store information and facts about the world in the form of structured
data [5]. Various knowledge bases have been developed to describe different aspects of
the world, such as YAGO, Freebase and WordNet [6]. Knowledge based systems can
be built on top of a knowledge base and an inference engine that represents logical
assertions and conditions about the world [7]. Because of the integration of Artificial
Intelligence and Database System, knowledge based systems provide effective supports
for the development of intelligence information service applications such as person-
alized recommendation and intelligent searching [8]. In the internet search industry, a
lot of companies have launched knowledge based products to improve their searching
results, such as Google Knowledge Graph, Microsoft Bing Satori, Baidu Zhixin and
Sogou Knowledge Cube. Knowledge base also finds its applications in question-
answering systems such as IBM Watson, and big data analytics in light of specific
industries such as finance and entertainment, etc. [9].

Besides the generic and large-scale knowledge bases that aims at providing com-
prehensive description about the world, there are domain-specific knowledge bases that
store information about a particular field. For example, a textile press may need a
knowledge base about the material and design of textile commodities of East Asia.
Because the expertise of such fields is mostly presented in electric books and publi-
cations in the form of unstructured data, the information for building the
domain-specific knowledge bases is usually obtained from textual data using approa-
ches of unstructured information extraction or summarized by domain experts. In the
process of building a knowledge base, errors are inevitable in the data sources or the
procedure of information extraction and summarization [10], while checking the
contents by manual is not economical for enterprises. Therefore, it is necessary to
design a generic and efficient approach to verify the contents in a knowledge base to
ensure its effectiveness for supporting knowledge services.

2.2 Entity Disambiguation and Entity Linking

Entity disambiguation (or entity linking) is the task of mapping ambiguous terms in
natural-language text to its entities in a knowledge base [11]. Entity disambiguation is
often conducted in the process of Knowledge Base (KB) Population [12], while it is
called coreference resolution when performed without a KB [13]. Most works of entity
disambiguation make use of context-aware features derived from the reference
knowledge base, and the features heavily rely on the cross-document hyperlinks within
the knowledge base [14]. For example, Mann and Yarowsky disambiguate person
names using biographic facts, such as birth year, occupation and affiliation [15]. [16]
uses convolutional neural networks to capture semantic correspondence between a
mention’s context and a proposed target entity. In [17], authors propose an approach to
tackle Named Entity Disambiguation with Linkless Knowledge Bases (LNED) to
expand the application of Entity Disambiguation to closed domain knowledge bases.
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Entity disambiguation finds its applications in improving the accuracy of information
extraction on unstructured data set. For example, Wikification [18] supports entity
linking in relation extraction with Wikipedia as the target knowledge base.

Entity disambiguation is different from the problem discussed in this paper in two
aspects: (1) Entity disambiguation utilizes the knowledge in knowledge bases to
identify entities in texts, while the detection of entity mixture uses knowledge in texts
to identify entities in knowledge bases; (2) The purpose of entity disambiguation is to
map a mention in texts to an entity in a knowledge base, while detection of entity
mixture aims at eliminating mixed entities in a knowledge base.

3 Detection of Homonymous Entities Mixture

3.1 Definition of Homonymous Entities Mixture

In this section, we give the definitions and descriptions of related concepts that are
involved in our methodology of entity mixture detection.

1. Entity: an entity is a physical or an abstract concept in the application domain. For
example, a person, a place, or a digital number can be defined as an entity. Nor-
mally, each entity in a knowledge base is represented using a unique identification
(ID) number. For each entity, there is a set of triples to describe its attributes or
relations between it and other entities. For example, there are a set of triples related
to entity ent; as follows:

<ent;, Name, Michael Jordan>
<ent;, BirthYear, 1963>
<ent;, Teammate, ent,>
<ent,, Name, Scottie Pippen>

In the above example triples, ent; is an entity refers to the famous basketball player
Michael Jordan. The first two triples describe the attributes of ent;; the third triple
specifies the relation between ent; and ent,; the last one specifies the attribute
“Name” of entity ent,.

2. Knowledge base: a database that stores the information of entities, including the
attributes of entities and relations among entities, in the form of triples. With an
inference engine, triple-based reasoning enables information mutual verification to
be performed internally in a knowledge base. For example, the triples <ent,,
Teammate, ent,> and <ent,, Teammate, ent;> can be used to mutually verify each
other. Meanwhile, triples <ent;, Teammate, ent,> and <ent;, Team, ent;> can be
used together to prove that <ent,, Team, ent;> is correct. For those triples that
cannot be verified through internally mutual verification, their correctness can only
be evaluated based on information outside the knowledge base.

3. Homonymous Entities: entities with the same value of the attribute “Name”. For
example, there can be two entities named Michael Jordan, and one refers to the
famous basketball player and the other refers to an expert in machine learning. The
homonymous entities should have different IDs in the knowledge base.
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4. Entity Mixture: the information of different entities, usually homonymous entities,
are mixed, i.e., the ID of different entities are the same in the knowledge base. In the
process of building a knowledge base, it is possible to mistakenly label an attribute of
an entity to be that of a homonymous entity, because the collection of an entity’s
information is often based on the entity’s name. For example, when constructing the
knowledge graph of Michael Jordan (the basketball player), people might misuse the
residence of another Michael Jordan (the machine learning expert). Entity mixture
often occurs among information that cannot be verified through mutual verification
inside the knowledge base, but can only be detected based on external data.

3.2 Workflow of Entity Mixture Detection

Our study proposes a methodology to distinguish different entities in a knowledge base,
and it can be used to detect homonymous entities mixture. An example of homony-
mous entities mixture is showing below:

<ent;, Name, Michael Jordan>

<ent;, BirthPlace, Brooklyn New York>
<ent;, BirthYear, 1963>

<ent;, Residence, Berkeley California>
<ent;, Expertise, Machine Learning>

In the above example, the second and the third triples specify the information of a
basketball player and the last two triples specify that of a professor at Berkeley.
However, the ID of the entities in these triples are the same, i.e., ent;.

Our methodology of distinguishing different entities is built based on the following
assumption: the set of documents that describe an entity is distinguishable from those
describe another entity. Thus, to distinguish two entities with a same name, the sets of
documents that involve each triple of the entities are obtained, and then clustering is
performed on the sets of documents to classify entities. For example, in the result of
differentiating the two Michael Jordan, the sets of documents of the second and the
third triples (showing at the beginning of this section) will be classified to be one group
(a basketball player), and those of the fourth and fifth triples will be classified to be
another group (a machine learning expert). Meanwhile, if all triples specify a same
entity, the documents of them will be classified into one group. The number of classes
is uncertain before the classification is performed.

The detailed steps of our methodology to determine if there is entity mixture for
entity ent are as follows:

1. Obtain Triples: Obtain all the triples with ent as the subject element in the
knowledge base, i.e., all triples with the form <ent, Predicate, val/ent;>, in which
the third element can be the value of an attribute (val) or the ID of an entity (ent;);

2. Transfer Triples using Name of Entities: Replace the ID of entities in each triple
with the name of entities, i.e., <ent, Predicate, ent;> will be changed to be
<name_of _ent, Predicate, val/name_of _ent;>, in which name_of _ent is the value of
the attribute Name of ent;
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3. Find Co-appearance Documents: For each triple <name_of ent, Predicate,
val/mame_of _ent;>, check each document in the corpus to see if it contains
name_of _ent and val (or name_of _ent;) in a same sentence. A document can be a
webpage, a chapter of a book, an article in a newspaper, etc.

4. Build Appearance Vectors: For each triple #r: <name_of _ent, Predicate,
val/mame_of _ent;>, build an appearance vector <f(tr, doc;), f(tr, doc>), ..., f(tr,
doc,)>, n is the number of documents in the corpus. There is:

1, if a sentence in doc; contains both
f(tr,doc;) = name_of _ent and val (or name_of _ent,)
0, otherwise

That is, the value of each element in the vector represents the appearance of
name_of _ent and vallname_of ent; in the sentences of the corresponding
document. For example, if there is a sentence in the first document of the corpus
contains “Michael Jordan” and “Scottie Pippen”, the first element in the appearance
vector of <Michael Jordan, Teammate, Scottie Pippen> is 1, otherwise it is 0.

5. Hierarchical Clustering of Appearance Vectors: Based on the appearance vectors of
each triple, hierarchical clustering is applied to classify the triples and further decide
if there is entity mixture for ent.

In the result of classification in Step 5, if all the triples are classified to be one
group, there is no entity mixture for ent. Otherwise, it is supposed to have multiple
homonymous entities mixed in triples of ent.

According to the above description, each step of our methodology is conducted
using statistical or machine learning techniques. Thus, our methodology requires few
manual work or knowledge of domain experts, so it is supposed to be generally
applicable, flexible, and adaptive in a wide range of applications. The detailed steps are
depicted in Fig. 1. The following section discusses the core steps of the workflow in
detail.

Knowledge
Base

1. Obtain Triples

|

2. Transfer Triples Corpus
using Name of Database
Entities

|

Triples 3. Find Co- 4. Build Appearance . . .
. 5. Hierarchical Clustering
with Name appearance —> Appearance Vectors of

iy X of Appearance Vectors
of Entities Documents Vectors Each Triple PP

Fig. 1. Workflow of entity mixture detection for entity ent
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3.3 Hierarchical Clustering for Detection of Entity Mixture

The critical step of our methodology for detection of entity mixture is applying hier-
archical clustering on the set of appearance vectors to classify triples of the entity.
Since the number of mixed entities is uncertain, we choose hierarchical clustering
because it does not require a targeted number of classes before performing the clas-
sification. To give an intuitive explanation of our methodology, the following graph
shows the outcome of each step during inspection of possibly mixed entities named
Michael Jordan (Fig. 2).

<ent, Name,
Michael Jordan>

<ent, BirthYear, <Michael Jordan, e
1963> 1963> {1,0,0,0, -+, 1}
ent; (Basketball
Player)
<ent, Residence, <Michael Jordan,
Berkeley Berkeley {1,0,1,0, -+, O}
California> California>
Entity ent
|
|
|
|
|
<ent, BirthPlace, <Michael Jordan,
Brooklyn New Brooklyn New {1,1,0,0, --+, 1}
York> York>
ent, (Machine
Learning Expert)
<ent, Expertise, <Michael Jordan, ..
Machine Learning> Machine Learning> {1,001, -+, 1}

Fig. 2. Outcome of steps during inspection of possibly mixed entities named Michael Jordan

Suppose the set of appearance vectors is V,,, for the entity ent, and each element
vector in V., corresponds to a triple of ent. The algorithm of performing hierarchical
clustering on V,,, to inspect entity mixture of ent is shown as follows:

(1) Each element vector in V,,, is set to be one class;

(2) Compute the similarity between every two classes;

(3) Compute the similarity/length ratio of every two classes. The similarity/length
ratio of two classes is the ratio of the similarity of these classes to the minimum
length of these classes;

(4) If the similarity/length ratio of any two classes is smaller than the threshold value,
stop;

Else, combine the two classes with the largest similarity/length ratio to be one
class;

(5) If the number of the remaining classes is 1, stop;

Else, repeat step (2), (3) and (4).
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The number of classes in the result of the above process indicates the number of
entities mixed in triples of ent. If the number is 1, no mixture happens.
The algorithm to compute the similarity of two classes in step (2) is:

Similartity(Cl, CQ) = |C1 & C2| (1)

Where C; and C, are classes, and they are also appearance vectors. Suppose
C, = {C]], CI2yeeny C]n}, C, = {CQ], C22y .. .,CQ,,}, there are:

Cr&Cr={cnn&ca,crn&en,. . ,cm&enl (2)

Cli&C2i:{1 if ci=1and c; =1

0 otherwise

According to the above formulas, the similarity value of two classes is the number
of bits that equals 1 in both of the two classes.

In step (3), the similarity/length ratio of two classes that used to select classes to
combine is computed using the following formula:

o . Similarity (C,-, Cj)
SimilarityLengthRatio (C;, C;) = min(length(C,), length(G;)) (3)

The length of a class C;, length(C)), is the number of 1 in the vector C;.
In step (4), the criterion of halting the clustering is:

VC;, Cj € Veu, Similarity (C;, C;) <# * min(length(C;), length(C;))

n is the threshold value that decides whether to halt the clustering or combine the
pair of classes with the largest similarity/length ratio to be one class. The value of 5
may vary in different applications and it is determined according to domain experts’
experience or trials. For example, in our experiments, the value of # is set to be 1/4.

The algorithm to combine two classes into one class is as follows:

C]Z = COI‘IlbiIlG(C], Cz) = {C]] |6'21,C]2 | C22,...,Cp |Czn} (4)

1 ifci=1lorc;=1
Cii | Cr = { 0 .
otherwise

Where C; and C, are classes, and C; is the result class of combining C; and C».
Suppose C; is the appearance vector of triple <ent, val;> and C, is the appearance
vector of triple <ent, val,>. According to the above formula, the combination of C; and
C, represents the set of documents that either <ent, val ;> or <ent, val,> co-appears in at
least one sentence. That is, the documents that describe <ent, val;> or <ent, val,> are
combined together, since val; and val, are supposed to the attributes of a same
entity.



296 H. Xie et al.

4 Experiments of Entity Mixture Detection

This chapter presents experiments on data sets of industrial applications and the
experimental results of entity mixture detection using hierarchical clustering.

4.1 Experiment Environments and Settings

The experiments were conducted on two data sets, one of which is a knowledge base
(i.e., KB) and the other is an e-book library (i.e., EB). KB contains 1,382,056 triples of
90,412 entities, and EB contains 80,552 e-books in various categories. Most of the data
and articles in KB and EB are in Chinese. Each e-book in EB is separated to be several
documents (e.g., chapters or sections) with an average 3000 characters. In sum, there
are about 700 thousand documents in EB.

There are 100 pairs of homonymous entities and 100 individual entities randomly
selected as the test cases in our experiments. Each entity in a pair of homonymous
entities has a unique ID and different attribute values in the knowledge base. For
example, two entities with the name Chen Deng are selected, and one is an official in
the Song Dynasty (ID: YNNNZK8F) and the other is a scholar in the Ming Dynasty
(ID: YNNNZmR?2).

Based on the selected entities, 200 sets of triples are obtained from the knowledge
base. The first 100 sets are those mixed triples of the homonymous entities. For
example, the triples of the two entities named Chen Deng are mixed to be one set. The
first 100 sets are called the sets of mixed triples. Another 100 sets are those triples
without entity mixture, and they are called the sets of pure triples.

The purpose of the experiments is to evaluate the performance of our methodology
for detecting entity mixture from two aspects: the ratio of correct detection of entity
mixture in the sets of mixed triples, and the ratio of false detection of entity mixture in
the sets of pure triples.

4.2 Analysis of Experimental Results

An appearance vector was built for each triple in the test sets based on documents in
EB, then hierarchical clustering was performed on the sets of appearance vectors to
classify the homonymous entities and individual entities. The results of the experiment
showed that each set of mixed triples were divided into multiple groups, i.e., entity
mixture was detected for each set of mixed triples. However, 6 sets of mixed triples
were divided into 3 or more groups. Meanwhile, 7 sets of pure triples were divided into
two or more groups, i.e., entity mixture was mistakenly detected for 7 entities.

In sum, the accuracy rate of our methodology in the experiment is 93.5% (187 of
200 sets are correctly divided), and the recall rate is 94% (94 of 100 sets of mixed
triples are correctly divided). In the point of view of mixture detection, the accuracy
rate is 96.5% (entity mixture was detected for all the sets of mixed triples, and no entity
mixture was correctly labeled for 93 sets of pure triples), and the recall rate is 100% (all
entities with entity mixture are detected).
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Since there is currently no similar work on detection of entity mixture for our
methodology to compare, it is not able to show the improvements of our methodology
over other people’s work. Thus, we demonstrate the performance of our methodology
through comparing the experimental results with those of other alternative methods.
A critical factor that influences the accuracy rate of entity mixture detection is the value
of n which decides the classes to combine or to halt the clustering process (see
Sect. 3.3). In our experiments we choose 1/4 as the value of # based on our experience.
The following table shows the comparison of experimental results of entity mixture
detection based on different values of 7.

As shown in Table 1, 1/4 is currently the best choice of the value of #.

Table 1. Results of entity mixture detection based on different values of n

Halting threshold | Accuracy% | Recall% | F Value
172 83.5% 82% 82.74%
92.5%" | (100%") | (96.1%")
1/4 93.5% 94% 93.75%
(96.5%" | (100%™ | (98.22%")
1/6 94% 93% 93.5%
95.5%% | (96%") | (95.75%")
1/8 93% 87% 89.9%
(94%") (89%™) | (91.43%")

“In the point view of entity mixture detection.

5 Conclusion

This paper presents a methodology to detect entity mixture in knowledge bases using
hierarchical clustering. The main contribution of our methodology is to propose a
generic and automated approach to distinguish entities based on the appearance dis-
tribution of their triples in documents of a common corpus. The results of experiments
conducted on data sets of industrial applications show that the accuracy rate and recall
rate of entity mixture detection are both high (>90%) by using our methodology.
Furthermore, a comparison of detection performance based on different values of the
threshold to combine classes or halt the clustering shows that our methodology is
currently optimal for detecting entity mixture.

There are two advantages of our methodology in detection of entity mixture. First,
our methodology is able to distinguish entities regardless of the types of mixed attri-
butes, i.e., the types of attributes (e.g., “BirthPlace”, “BirthDate”, etc.) or the relations
between entities (e.g., “Friend”, “Teammate”, etc.) do not have difference in detection
of entity mixture by using our methodology. Secondly, few manual work is required for
detection of entity mixture by using our methodology. Since our methodology is
designed based on statistical and machine learning techniques, it is believed to have a
great advantage in the era of big data.
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However, there are some limitations exist in our work:

Though our methodology is supposed to be generic in different applications, it has
not been tested on data sets of various languages. Our experiments were only
conducted on Chinese data set.

In our methodology, the difference of entities is determined based on the
appearance distribution of their attribute values in documents. To extend the
application scope of our methodology, more parameters should be considered for
distinguishing entities and building the classifier, such as the number of appear-
ance of an attribute value in one document.

According to the above limitations, we propose the future directions of our work for

us to continue and improve our methodology as follows:

D
(@)
(©)

Our methodology should be applied in data sets of different languages to verify its
validity in detecting entity mixture.

More parameters should be considered to determine the difference between
entities.

Our methodology should be integrated into the process of knowledge base con-
struction and population to improve the data accuracy of knowledge bases and the
quality of knowledge services.
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Abstract. This paper focuses on the task of knowledge-based question
answering (KBQA). KBQA aims to match the questions with the struc-
tured semantics in knowledge base. In this paper, we propose a two-stage
method. Firstly, we propose a topic entity extraction model (TEEM) to
extract topic entities in questions, which does not rely on hand-crafted
features or linguistic tools. We extract topic entities in questions with
the TEEM and then search the knowledge triples which are related to
the topic entities from the knowledge base as the candidate knowledge
triples. Then, we apply Deep Structured Semantic Models based on con-
volutional neural network and bidirectional long short-term memory to
match questions and predicates in the candidate knowledge triples. To
obtain better training dataset, we use an iterative approach to retrieve
the knowledge triples from the knowledge base. The evaluation result
shows that our system achieves an AverageF) measure of 79.57% on test
dataset.

1 Introduction

Automatic question answering systems are aimed at returning the direct and
exact answers to natural language questions. Recently, with the development
of large-scale knowledge bases, such as Freebase [1] and DBPedia [2], knowl-
edge bases become very important resources for open domain question answer-
ing. Recently, most research studies focus on the task of knowledge based QA
(KBQA). In this paper, we focus on the task of NLPCC-ICCPOL 2016 KBQA
for Chinese language.

The major challenge of KBQA is how to understand natural language ques-
tions and match the questions with structured semantics of knowledge bases.
To address this challenge, previous work in the literature uses semantic parsing,
which map the natural language question into a formal representation, such as
logical form or SPARQL. However, most of the semantic parsers need to anno-
tate logical forms of questions as supervision and rely on predefined rules and
linguistic tools. The annotated logical forms always can’t coverage all the predi-
cates in the knowledge base. In addition, parsing the questions needs to recognize
the topic entity which is the main entity referring to the subject of the corre-
sponding knowledge triple in knowledge base. However, most word segmentation
and named entity recognition tools are not very good and can’t recognize some

© Springer International Publishing AG 2016
C.-Y. Lin et al. (Eds.): NLPCC-ICCPOL 2016, LNATI 10102, pp. 300-311, 2016.
DOI: 10.1007/978-3-319-50496-4_25
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complicated topic entities in questions. This problem can be solved by using
an advanced entity linking system, but it still rely on quality of linguistic tools
and always introduce many noise entities. In this paper, we use a topic entity
extraction model based on deep learning to solve this problem.

Recently, deep learning models have achieved remarkable results in nat-
ural language processing, such as word vector representations [3-5], deep
structured semantic models (DSSM) [6-8], machine translation [9] and text
summarization [10].

In this paper, we use two deep learning strategies to address the KBQA task
in two stages. Firstly, we propose a topic entity extraction model (TEEM) with
deep learning, which is used to extract the topic entities in questions. Our entity
extraction model does not rely on hand-draft features or linguistic tools and can
extract topic entities in the questions accurately. This model is based on con-
volutional neural network. The results of TEEM is used to retrieve candidate
knowledge triples which is related to the topic entities in the questions. Thus, we
can prune the space for semantic matching and make the matching more efficient
by focusing on the most related part of the knowledge base. Then, instead of pure
lexical matching we apply deep structured semantic models (DSSM) to match
questions with the predicates of the candidate knowledge triples in a semantic
space. In this study, we develop the DSSM by using a bidirectional long short
term memory neural network (BiLSTM-DSSM). To obtain more composite rep-
resentation, we add an convolutional layer on the top of the BILSTM Layer. We
also leverage a recently developed structured semantic model based on convolu-
tional neural network (C-DSSM) and we combine the scores of the DSSMs as the
final semantic relevance score. The words in questions and knowledge base are
represented by word vectors, which can represent words in a dense and semantic
space. In this paper, we train all the models on top of word vectors obtained
from an unsupervised neural language model.

To obtain better training dataset, we use an iterative approach to retrieve
the knowledge triples from the knowledge base for training. Firstly, the question-
answer pairs are used to search the corresponding knowledge triples from the
knowledge base. The results are used as the initial training data to train the
topic entity extraction model. Since the initial training data is always inaccurate,
to better the training data, we use the entities extracted by the trained TEEM
as additional information and retrieve the knowledge triples again. Thus, the
training data will be better with less noise and the accuracy of models will
improve.

The rest of this paper is structured as follows: Sect.2 describes the related
work. Section 3 introduces the details of the proposed methods; Experimental
results are presented in Sect. 4. Finally, we conclude the paper in Sect. 5.

2 Related Work

Automatic question answering aims at returning a direct and exact answer for a
natural language question. Recently, with the rise of structured and large-scale
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knowledge base, KBQA has attached much attention. Most of the KBQA sys-
tems are based on semantic parsing, where a question is converted into logical
form and then transformed into structured query to be executed on knowledge
base. Traditional semantic parsers require annotated logical forms as supervi-
sions to train [11,12], which is very expensive. To reduce the costs, recently works
focus on using question-answer pairs as weak training signals [13,14]. With the
progress of deep learning in natural language processing, deep learning models
are used by more and more KBQA systems and achieve a significant success.
Yih et al. [15,16] developed semantic parsing frameworks based on semantic
similarity by using Staged Query Graph Generation and convolutional neural
network semantic models. Dong et al. [17] proposed multi-column convolutional
neural networks to understand questions from three different aspects (namely,
answer path, answer context, and answer type) and learn their distributed rep-
resentations. Zhang [18] proposed a neural attention-based model to represent
the questions dynamically according to the different aspects of various candidate
answer aspects. Meanwhile, they also integrated the rich KB information into
the representation of the answer.

3 Methods

The overview of our KBQA system framework is shown in Fig. 1. As is shown in
Fig. 1, our system is mainly composed of four modules: TEEM module, DSSM
module, IR, module and Answer Extraction module. The TEEM module is used
to extract topic entities from natural language questions. The DSSM module is
used to transform the natural language questions and predicates into semantic
vectors in the same semantic space, so that the semantic similarities between
questions and predicates can be measured by cosine similarities of the semantic
vectors. The KB index is an index of knowledge base. The results of TEEM
module are fed into the IR module and we retrieve the candidate knowledge
triples from the KB index. Then, in the Answer Extraction module, we calculate
the semantic matching scores of the candidate knowledge triples and select triples
with the highest score as the final answers.

Semantic Answer
KB Index Candidates Retrieval —> Matching Selection

Answer Extraction

1

Question Predicate
vectors vectors

Topic Entities

I_)jU

Toplc Entity Extraction Deep Structured Semantic
Model Models

Lookup table

Natural
Natural language questions
— e
questions

TEEM DSSM

Lookup table

Fig. 1. The overview of the KBQA system framework.



Knowledge Base Question Answering Based on Deep Learning Models 303

3.1 Topic Entity Extraction Models

Topic entity for a question is the main entity which the question asks for. There
may be many entities in a question. However we need extract the topic entity
to retrieve the most relevant candidate triples. Topic entity extraction is an
important step in the KBQA system, which can directly impact the results of
candidate retrieval. Traditional QA systems extract topic entities by using lin-
guistic tools, such as name entity recognition tools. These methods strongly rely
on the quality of the linguistic tools, which are not always work well especially
with Chinese. To extract high-quality topic entities in questions, we develop a
Topic Entity Extraction Model (TEEM). The architecture of our TEEM model
which is based on convolutional neutral network (CNN) is illustrated in Fig. 2.
Each word in a question first is transformed into a word vector with k dimen-
sions. Then a question of length n can be represented as a sequence of word
vectors. In our experiment, the question length n is set to 20 (any tokens less
than this range will be padded and out of this range will be discarded). We define
the question as ¢ = (1,2, -+ ,2,), where z; € R is corresponding to the i-th
word in the question. The convolution operation can be view as a sliding window
which can extract local features in a question sentence. Whether a word is part
of a topic entity is depended on the contextual information of the word. In the
convolutional layer, we use multiple filters to obtain multiple local contextual
features for each of the words in the questions. The word vectors of words within
a sliding window of 3 words are mapped into a new local contextual feature, as
shown in Fig.2. A max-pooling layer is followed to select the most important
feature in a max-pooling window and filter out undesirable features. The convo-
lutions and max-pooling in deeper layers are defined in a similar way. In the final
max-pooling layer, it can reach a fixed length vector. A full connection layer is
followed to obtain the final output vector of the model.

For each word in a question, if the word is part of the topic entity, we set 1
as the tag of this word, otherwise we set 0 as the tag. Thus, we can obtain the
supervise label vector of each question which is described as y = (y1,¥2,** ,Yn),
where y; is the label of the i-th word in the question. For instance, for the ques-
tion “firiz A4 2 12— F 2R B ek |, the label of each word in the question
is “driz /1 £1/1 211/1 /0 W/0 —/0 /0 H7/0 f5/0 /0" and the label
vector is (1,1,1,0,0,0,0,0,0,0).

i
%

i
KA
i8]
Rid

Fig. 2. TEEM architecture for an example question.
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The output vector of our model is fixed length vector of n dimensions
(n is the length of the input sequences). We denote the output vector as
z = (21,22, " ,2n), where z; is corresponding to the tag of the i-th word in
the input question. The goal of TEEM is to minimize the difference between the
output vector z and corresponding label vector. We use the mean squared error
as the loss function of the TEEM, which is defined as

n

== (i—y) + Awll3 (1)

i=1

MSE(w,b)

3\H

where w is the weight parameters of the model, and b is the bias parameters of
the model. ||w||3 is the L2-regularization of the weight vectors which is added to
combat overfitting. A is a hyper-parameter which controls the relative importance
of the regularization parameter.

Table 1. Topic entities extracted by TEEM

Question Topic Entity
Bl-[ W[ AL | RN | YRR 2 | 20 | SRR |7 3-PRAER

Gfn | R [ Ry | HRE AR A [ ARA |7 G R
B R ORL|RE | RN | A WREE | IRIR | B (7 R LREIR)E

WO L | AERE | GBS | B | AT | 3R | iy |? HOTAE Bl B st

HE | BT (5] SRR | BT | ThEE | 9 |7 HE LT m5

Through the TEEM module, we can extract topic entities in most questions.
These topic entities can be used to retrieve the candidate knowledge triples
and can significantly improve the quality of the retrieval results. Some topic
entities extracted by the TEEM are shown in Table 1. The words in questions
are separated by “|”.

3.2 Deep Structured Semantic Models

The Deep Structured Semantic Model (DSSM) is used to measure the semantic
similarity between the questions and the predicates in knowledge base. The pred-
icate words mentioned in questions are always different from those defined in the
knowledge base, which makes it very difficult to calculate the similarity between
questions and predicates in knowledge base and may cause the ontology match-
ing problem. This problem can be addressed using the recently proposed DSSM [6]
and the improved methods Convolutional DSSM (C-DSSM) [8] and Long-Short-
Term Memory DSSM (LSTM-DSSM) [19]. These semantic models map the sen-
tences into k-dimensional vectors in a latent semantic space. So that their semantic
similarity can be computed using some distance functions, such as cosine.

In this work, we extend the DSSM by using a Bidirectional Long Short-Term
Memory (BiLSTM) neural network and the model is called BiLSTM-DSSM.
Long short-Term Memory (LSTM) [20] is one of the popular variations of Recur-
rent Neural Networks (RNN) which is widely used to deal with variable-length
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Fig. 3. Architecture of BiLSTM-DSSM.

sequence input. LSTMs are capable of learning long-term dependencies and
remembering information for long periods of time. However, single directional
LSTMs still suffer a weakness of not utilizing the contextual information from
the future tokens. To handle this problem, we use the bidirectional LSTM, which
can utilize both the previous and future context by processing the sequence on
two directions. The architecture of the BILSTM-DSSM is illustrated in Fig. 3.
Unlike the previous semantic model, we use word vectors to represent the ques-
tions instead of the word hashing technique proposed in [6]. At the BiLSTM
layer, A and A’ are chunks of neural network which can look at an input vector
and output a value. The input sequence is processed in the forward direction
and the reverse direction. At each time step, we concatenate the two output
vectors from both directions to obtain the final output vector of the BiLSTM
Layer. Followed the BiLSTM Layer, we apply a max pooling layer to extract the
most salient features and form a global feature vector with a fixed length. Then
a feed-forward semantic layer is used to extract a high-level semantic feature
vector for the input word sequence.

In order to obtain more composite representation of questions and predicates,
we also develop a variant of the BILSTM-DSSM model by integrate the CNN
structures on the top of BiILSTM layer, which is called BILSTM-CNN-DSSM, as
shown in Fig. 4. The architecture the BiLSTM layer is similar to that in Fig. 3.

We use the cosine similarity to measure the semantic relevance score between
question and each predicate in knowledge base. Formally, the semantic relevance
score between a question q and a predicate p is measured as:

 Yap
[yallllysll

where y, and y, are the semantic vectors of the question and the predicate,
respectively.

Following [6], we first compute the posterior probability of a predicate given
a question from the semantic relevance score between them through a softmax
function:

(2)

R(q, p) = cosine(yq, Yp)
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[
XX

Fig. 4. BILSTM-DSSM with CNN structures (BiLSTM-CNN-DSSM).

exp(AR(g,p))
> pep eXP(AR(q, "))

where A is a smoothing factor in the softmax function. P denotes the set of candi-
date predicates to be ranked, including a positive predicate and several negative
predicates. The goal is to maximize the likelihood of the positive predicate of
the given question. Therefore, we need to minimize the following loss function:

P(plq) =

3)

R
L(A) = —log [ [ P(v lgr) (4)

where A is the parameters of the neural networks, p;} is the positive predicate
of the r-th question out of R questions and P(p;|q,) is the probability of the
positive predicate given the r-th question.

3.3 Candidates Retrieval

Given a question, the main goal of the retrieval model is to find the most relevant
knowledge triples in the knowledge base. First of all, we use the trained TEEM
to extract the topic entity in the question. Then the topic entity is used to
retrieve the relevant knowledge triples from the knowledge base as candidates.
For example, for the question “ |36 M. L5 A WELE AR R %7 7, the topic
entity extracted by TEEM is « | iffi N Ek)LE” and we can get the candidate
knowledge triples by retrieve the knowledge base as shown in Table 2.

Table 2. The candidate knowledge triples for topic entity « [-Jg% FLE ik E”

Subject Predicate Object
iR MU RIS PRI B WIHET . BRACEAE. ALK
iR U RIS BRI hEIT
R LR S Hiuhk T X3 i 787 5

Figi U R 4 iR L R
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3.4 Answer Selection

Once we obtain the candidate knowledge triples, the DSSM models can be used
to map the question and candidate predicates into semantic vectors and then
we can calculate the semantic relevant score between them. We use a question
DSSM to encode questions and a predicate DSSM to encode predicates. To
get better semantic matching score, we combine the semantic relevant scores
of BILSTM-DSSM, BiLSTM-CNN-DSSM and C-DSSM. And the final semantic
relevant score is denoted as:

S(QaP) = aRb(q7p) + ﬁRbc(Qap> + )‘Rc(qap> (5)

where Ry(q,p), Ro.(q,p) and R.(q,p) are the semantic relevance scores of the
BiLSTM-DSSM, BiLSTM-CNN-DSSM and C-DSSM, respectively. And «, 5, A
are the coefficient parameters of the three scores.

In order to select the best matching answers for a question, we also consider
the lexical similarity between a question and a predicate at the character level.
For each question-predicate pair, we segment the question and predicate into
characters. The question vector ¢, and the predicate vector ¢, are constructed
based on the characters. Each character is a dimension of the vector. If the
character is appeared in the string the corresponding dimension is set to 1,
otherwise set to 0. We use the cosine similarity to measure the lexical matching
score:

o CGp
llegllllepll

The final matching score can be defined as following:

(6)

LS(q,p) = COS(qu Cp)

score = uS(q,p) + wLS(q,p) (7)

where S(q,p) is the semantic relevant score, LS(q,p) is the lexical matching
score, and i, w are the coefficient parameters of S(q, p) and LS(q, p) respectively.

In this paper, we rank the candidates according to the score defined in Eq. (7)
and select the most relevant candidates as the final answer.

4 Experiment

4.1 Data Set

In this paper, we use the data set released by NLPCC-ICCPOL 2016 KBQA task.
The data set includes 14,609 question-answer pairs and a knowledge base called
nlpcc-iccpol-2016.kbga.kb which contains 43M knowledge triples. The format of
the triples in knowledge base nlpce-iccpol-2016.kbga.kb is: Subject ||| Predicate
[|| Object.

In this paper, we need the question-entity pairs to train the TEEM and
question-predicate pairs to train DSSMs. However, the given data set only con-
tains question-answer pairs. To obtain better training dataset, we use an iterative
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approach to retrieve the knowledge triples from the knowledge base for training.
Firstly, the question-answer pairs are used to search the corresponding knowl-
edge triples from the knowledge base. The results are used as the initial training
data to train the topic entity extraction model. Since there are plenty of noise
entities in a question, the initial training data is always inaccurate. In order to
get more high-quality training data, we use the entities extracted by the trained
TEEM as additional information and retrieve the knowledge triples again. At
last, we obtain 14165 question-entity pairs and 14165 question-predicate pairs.
The negative examples for the DSSMs are randomly sampled from the training
data.

4.2 Setup

The word vectors in this work is trained by word2vec [4], and the word vector size
is 200. We use a zero vector to represent the word which is out of vocabulary. We
use Stochastic Gradient Descent (SGD) to optimize the objective functions. The
window size of the CNN layer in TEEM is 3. The dimension of the DSSMs output
vector is set to 128. The smoothing factor A in Eq. (3) is set to 5. We train our
models in mini-batches and the batch size is set to 10. We randomly sampled 5
negative samples for each question-predicate pair. The maximum length of word
sequence for questions and predicates are set to 20 and 5 respectively. Any tokens
less than this range will be padded and out of this range will be discarded, so
that the length of the samples within a mini-batch can have the same length.

4.3 Evaluation Metric
The quality of the KBQA system is evaluated by AverageF}, which is defined as:

Q|
AverageF = |Q| Z (8)

F; denotes the Fi score for question @Q; computed based on C; and A;. F; is set
to 0 if the generated answer set C; for @); is empty or doesn’t overlap with the
golden answers A; for Q;. Otherwise, F; is computed as follows:

9. #(‘CU‘A) #(culm
Fi = #(07,A1>+#(c“2,> (9)
[Cil Ail

where #(C;, A;) denotes the number of answers occur in both C; and A;. |C;|
and |A;| denote the number of answers in C; and A; respectively.

4.4 Experimental Results

In this section, we analyze the experimental results of our experiments. As intro-
duced in Sect. 3, there are many parameters to be adjusted in the answer selec-
tion module. We can adjust the coefficient parameters in Egs. (5) and (7) to get



Knowledge Base Question Answering Based on Deep Learning Models 309

better results. Table 3 summarizes some results of different semantic matching
methods in the case that the w parameter in Eq. (7) is set to 0.5 and p is set
to 5. The Combined-DSSM uses Eq. (5) to combine the semantic relevant scores
of C-DSSM, BiLSTM-DSSM and BiLSTM-CNN-DSSM. And the parameters in
Eq. (5) are « = 0.4, 8 = 0.1 and A = 0.5. Some of the results of our experiment
are shown in Table 3. The baseline system which is released by NLPCC-ICCPOL
2016 KBQA task is based on C-DSSM without using TEEM. As is shown in
Table 3, the result of the Combined-DSSM, which is the submitted result for
NLPCC-ICCPOL 2016 KBQA task, is much better than other methods. And all
the models proposed in this paper substantially outperform the baseline system,
which indicate that the proposed TEEM can significantly improve the results.

Table 3. The experimental results of different semantic matching methods

Models AverageFy
Baseline system(C-DSSM) 0.5247
TEEM+C-DSSM 0.7808
TEEM+BILSTM-DSSM 0.7529

TEEM+BiIiLSTM-CNN-DSSM | 0.7815
TEEM+Combined-DSSM | 0.7957

Figure5 shows the AverageF;-w curves of the four sematic matching meth-
ods in the paper, which indicate the impact of the lexical matching score on
the results. Here, w is the parameter in Eq. (7). As is illustrated in Fig.5, the
AverageF; can be improved by adjusting the parameter w appropriately. The
best result of our proposed methods can achieve an AverageF} of 81.77% when
the w is set to 5.

0.81
08
0.7857
0.79
—+—C-DSSM

078 f —a—BILSTM-DSSM

T4 a8esany

/
0.77 BiLSTM-CNN-DSSM

—e—Combined-DSSM

Fig. 5. The AverageFi-w curves of the four sematic matching methods in the paper.
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5 Conclusion

In this paper, we present a KBQA system framework to address the question
answering problem. In our KBQA system, we propose a topic entity extraction
model to extract the topic entities in questions at the candidate retrieval stage.
And we apply deep structured semantic models to calculate the semantic simi-
larity between questions and predicates at the answer selection stage. We extend
the DSSM by using bidirectional long short-term memory and integrate a CNN
structure on the top of the BiLSTM layer. The experimental results demon-
strate that our system achieve good performances and substantially outperform
the baseline system.
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Abstract. We present an open domain topic prediction model for the
answer selection task. Different from previous unsupervised topic mod-
eling methods, we automatically extract high quality and large scale
(sentence, topic) pairs from Wikipedia as labeled data, and train an open
domain topic prediction model based on convolutional neural network,
which can predict the most possible topics for each given input sentence.
To verify the usefulness of our proposed approach, we add the topic
prediction model into an end-to-end open domain question answering
system and evaluate it on the answer selection task, and improvements
are obtained on both WikiQA and QASent datasets.

Keywords: Answer selection + Question answering - Topic prediction

1 Introduction

Answer selection (AS) is a subtask of the open-domain question answering (QA)
problem has received considerable attention in past few years [4,12,16,17]. The
goal of this task is to select answer sentences of a given question from a set
of pre-selected answer candidates. Previous solutions to this task either use the
surface form overlaps between questions and answer sentences, or try to learn
the matching of different surface forms with similar meanings between questions
and answer sentences based on labeled data. The former ones cannot handle
questions who don’t share any content word with their answer sentences; while
the latter ones depend heavily on the limited training data, and are lack of
scalability to other unseen open domain questions.

Motivated by the issues mentioned above, we propose an open domain topic
prediction model for the answer selection task, which aims to measure the rele-
vance between questions and answer sentences on the topic-level semantic space.
The contributes of this paper are two-fold:

© Springer International Publishing AG 2016
C.-Y. Lin et al. (Eds.): NLPCC-ICCPOL 2016, LNATI 10102, pp. 312-323, 2016.
DOI: 10.1007/978-3-319-50496-4_26
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— We show how to automatically acquire high-quality and large scale (sentence,
topic) pairs based on Wikipedia as labeled data for the topic prediction model
training!;

— We show how to train the topic prediction model based on Convolutional
Neural Network (CNN), and how to use it to enhance an existing answer
selection baseline with state-of-the-art results on the WikiQA and QASent
dataset.

2 Topic Prediction Model

Formally, given an input sentence S (either a question or an answer sentence),
the goal of topic prediction is to predict the most possible N topics that S is
talking about 7 = [(t1, p1), ..., (tx, pn')], where t; denotes the i*" predicted topic,
with its corresponding prediction probability p;.

In this section, we first illustrate how to acquire training data from Wikipedia,
and then describe how to train topic prediction model based on CNN.

2.1 Training Data Acquisition

To ensure the usefulness of our proposed topic prediction model, the training
data should cover most of common topics. Instead of letting human annotators
to label training data, which is very expensive and time-consuming, we propose
a simple but effective method to extract large scale and open domain labeled
data automatically from Wikipedia.

Each Wikipedia page is an entity-centered document, which follows the fol-
lowing format illustrated in Fig. 1, where Entity denotes the central entity that
the current Wikipedia page is talking about, Topic denotes an entry existed
in the Content table?, Topic Sentence denotes a sentence that introduces the
given topic of the current entity.

Based on this format, we extract (sentence, topic) pairs by the following three
steps:

Topic Selection. We first extract all content tables from the Wikipedia dump?.
Entries in content tables are considered as topic candidates. As we can see in
Fig. 1, topics in content tables are organized in a tree-like structure. In this work,
we only consider topics in the first level, as topics in other levels are more specific
to entities. As the total number of topic candidates (741,060 topics in the first
level) is very large, we filter the topic candidates based on the following two
rules: (1) each topic should be covered by at least 20 Wikipedia pages; (2) each
topic should not be contained by a general keyword list, such as “abstract”,
“reference” and “others”, as these kind of keywords are too general to be useful
in downstream tasks. After applying these two filter rules, there are 7,218 topics
left.

! The dataset is available now and can be downloaded at https://github.com/
helloQA /WikiTopicPredictionData.

2 Each content table is the outline of the current page.

3 https://dumps.wikimedia.org/.
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@hael Jordan] ‘j) Entity l

From Wikipedia, the free encyclopedia
(Redirected from Michael jordan)

For other people named Michael Jordan, see Michael Jordan (disambiguation).
Michael Jeffrey Jordan (born February 17, 1963), also known by his initials, MJ,” is an American retired professional basketball
player. He is also a businessman, and principal owner and chairman of the Charlotte Homets. Jordan played 15 seasons in the
National Basketball Association (NBA) for the Chicago Bulls and Washington Wizards. His biography on the NBA website states: "By
acclamation, Michael Jordan is the greatest basketball player of all time.") Jordan was one of the most effectively marketed athletes
of his generation and was considered instrumental in popularizing the NBA around the world in the 1980s and 1990s.1"!

Contents [hide]
e
ioh school career Topic

3 College career

4 Professional career
4.1 Early NBA years (1984-1987)
4.2 Pistons roadblock (1987-1990)
4.3 First three-peat (1991-1993)
4.3.1 Gambling controversy
4.4 First retirement and baseball career (1993-1994)
4.5 "I'm back": Retum to the NBA (1995)
4.6 Second three-peat (1995-1998)
4.7 Second retirement (1999-2001)
4.8 Washington Wizards comeback (2001-2003)

5 Olympic career TOpiC Sentence
Early years

Jordan was born in Brooklyn, New York, the son of Deloris (née Peoples), who worked in banking, and James R. Jordan, Sr., an
equipment supervisor. His family moved to Wilmington, North Carolina, when he was a toddler.

Jordan is the fourth of five children. He has two older brothers, Larry Jordan and James R. Jordan, Jr., one older sister, Deloris, and a
younger sister, Roslyn. Jordan's brother James retired in 2006 as the Command Sergeant Major of the 35th Signal Brigade of the
XVIII Airborne Corps in the U.S. Army.1¥

High school career

Jordan attended Emsley A. Laney High School in Wilmington, where he anchored his athletic career by playing baseball, football, and
basketball. He tried out for the varsity basketball team during his sophomore year, but at 511" (1.80 m), he was deemed too short to
play at that level. His taller friend, Harvest Leroy Smith, was the only sophomore to make the team."”!

Fig. 1. The typical format of a Wikipedia page.

Posterior Probability
Semantic P(T}|S) ... P(T,S)
Similarity

Semantic Layer: y
Semantic Projection Matrix: W,

Max Pooling Layer: /,, CosS iy ’f)/
2

=
Max Pooling Operation [300 ][ 3([)0 ] [ 3([)0 ]

S L - T
Convolutional Layer: /, —_—

Topic

Convolution Matrix: W,
Input Layer: I, [0k ] 10k ] [10k ]
Word Sequence: x w, w, w; wy !

Fig. 2. Tllustration of the architecture for the topic prediction model.

(Setence, Topic) Pair Extraction. For each topic, we then extract its corre-
sponding topic sentences from Wikipedia pages. In Wikipedia, each topic in the
content table will be introduced by one or multiple paragraphs. In this work, we
only select the first sentence in the first paragraph of a given topic as its topic sen-
tence, as we find that the first sentence has the largest possibility to introduce the
topic. More than 4.3 M (Setence, Topic) pairs are left after this step.
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(Setence, Topic) Pair Balance. The number of (Setence, Topic) pairs for
different topics are extremely unbalanced. It will lead huge bias for training
topic prediction model. In this step, we sample 300 (Setence, Topic) pairs for
each topic and ignore those topics that contains (Setence, Topic) pairs less than
300. Consequently, 1,287 topics and 384,965 (Setence, Topic) pairs are left in the
final dataset®.

2.2 Model Training

A convolutional neural network based model, which resembles [5] and [11], is
used to train the topic prediction model, by (1) encoding each sentence and
its corresponding topic into two topic-level semantic representations; and (2)
making sure at the same time that the distance between the representations of
each sentence and its correct topic is closest. We show the architecture of this
model in Fig. 2.

— Input Layer. As the size of English words is large, it is expensive to learn
model parameters. So we obtain representation of the t** word-n-gram in
a sentence S by concatenating the tri-letter vectors of each word as: I; =
[th_d, ey WF ...,wltT+d]T, where w; denotes the t** word representation, and
n = 2d + 1 denotes the contextual window size, which is set to 3.

— Convolution Layer. The convolution layer performs sliding window-based
feature extraction to project the vector representation I; of each word-n-gram
to a contextual feature vector hy:

ht == tanh(Wc . lt)

1_67293

T is the activation

where W, is the convolution matrix, tanh(z) =
function.

— Pooling Layer. The pooling layer aggregates local features extracted by the
convolution layer to form a sentence-level global feature vector with a fixed
size independent of the length of the input utterance. Max pooling is used to
force the network to retain the most useful local features by I, = [v1, ..., v |,

where

v = t:rll{ééfT{ht(Z)}

— Semantic Layer. For the global representation I, of S, one more non-linear
transformation is applied as:

y(S) = tanh(Ws - 1))

where W is the semantic projection matrix, y(S) is the final topic-level seman-
tic vector representation of S.

41,135 sentences are removed by some rules, such as minimum length, which are too
detailed to introduce in this paper.
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We first compute semantic vectors for sentence S and all topic candidates
using CNN. We then compute a cosine similarity score between S and each topic
candidate t;. The posterior probability of a topic given a sentence is computed
based on this cosine similarity score through a softmax function, and the model
is trained by maximizing the likelihood of the correctly associated topic given
training (sentence, topic) pairs, using the mini-batch stochastic gradient descent
(SGD) algorithm.

3 Topic Prediction Model for Answer Selection

Given a question Q and an answer sentence A, we design two types of features
to use our proposed topic prediction model in the answer selection task.

3.1 Implicit Topic Matching Feature

The 1%¢ feature is called the Implicit Topic Matching (or ITM) feature. Implicit
topic matching feature computes the relevance between Q and A directly as:

ITM(Q, A) = Cosine(y(Q),y(A))

where y(Q) and y(A) are topic-level vector representations for Q and A respec-
tively, which are generated based on the CNN model described in Sect. 2.2.

3.2 Explicit Topic Matching Feature

The 2" feature is called the Eaplicit Topic Matching (or ETM) feature. Aiming
to compute this feature for each (Q, . A) pair, we first predict the most possible
M? topics for Q and A respectively. The prediction score of a topic 5 given a
sentence S (either a question or an answer sentence) is computed as:

Score(S,t7) = Cosine(y(S), y(t3))

y(S) and y(t7) denote the topic-level embedding vectors for S and t$ respec-
tively, which are generated based on the model described in Sect.2.2. Then, we
concatenate the predicted topics of @ and A respectively, and generate two topic
strings:

Strg = t2t9..t%
Strg = t{t3'. . .th;
Based on which, we define three methods, ETMy7(Q, A), ETMwg(Q,.A)

and ETMpp(Q,.A), to measure the explicit topic semantic similarity between

Q and A:

5 In this work, M is set to 10 empirically.
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— ETMuyr(Q, A) is a word-based translation model score:

Z‘Strgl In (E‘S rAl p(wAjlei))

[Stral
‘St’/‘Q|

ETMyr(9Q,A) =

where p(wa;|wg;) denotes the probability that the i*" word we; in Strg can
be translated into the j** word wa; in Str4. In this paper, we run GIZA++
[9] to train word alignments based on 10M (question, related question) pairs
crawled from the community QA website (i.e., YahooAnswers®).

— ETMwg(Q, A) represent the word embedding-based feature to measure the
topic semantic similarity between Q and A:

Z\Strg| In (Z‘S”A‘ cosine(Vw g, Vw5 ))
[Stral

ETMwg(Q,A) = Strol

where vy, (or vy,,) denotes the word embedding learnt for the word wg; (or
wa;). We generate word embeddings using word2vec [8] base on the sentences
from GoogleNews’. The dimension of each word embedding vector is set to
300.

— ETMpp(S, Q) is defined as a paraphrase-based feature. Given a phrase table
PT extracted from a bilingual corpus®, we follow [1] to extract a paraphrase
table PP, which has the following form:

PP = {(si,sj,score(s;;s;))}

where s; and s; denote two phrases in source language, score(s;;s;) denotes
a confidence score that s; can be paraphrased to s;, which is computed based
on the phrase table PT as:

score(s;; S;) Z{p ts;) - p(s;[t)}

The underlying idea of this approach is that, two source phrases that are
aligned to the same target phrase trend to be paraphrased.

Based on PP, we define a paraphrase-based feature to measure the semantic
similarity between S and Q:

N ij=1 Countpp(tg,strg)
Zn:l M

N

ETMpp(Q,A) =

where tf;l denotes the j" topic phrase in A and N denotes the maximum n-

gram order (here is 3). Countpp (ti‘, Strg) is computed based on the following
rules:

5 https://answers.yahoo.com/.

" The embedding file is available at https://code.google.com/archive/p/word2vec/.

8 We use 0.5M Chinese-English bilingual sentences in phrase table extraction,
ie., LDC2003E07, LDC2003E14, LDC2005T06, LDC2005T10, LDC2005E83,
LDC2006E26, LDC2006E34, LDC2006E85 and LDC2006E92.
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e If ), € Strg, then Countpp(t?, Strg) = 1;

e Else, if (ti‘, s, score(s; ti)) € PP and tf;l’s paraphrase s occurs in Q, then
Countpp(t)y, Q) = score(s; ;)

e Else, C’ountpp(til, Q) =0.

There are other ways to compute the similarity between two sentences as well,
such as bi-LSTM (Long Short Term Memory), GRU (Gated Recurrent Unit),
and etc. Due to space limitation, we leave more experiments as our future work.

4 Related Work

The lexical gap between semantically correlative sentences is one of the biggest
challenges for modeling the relationship between question-answer pairs. Some
works use machine translation approach to representing words or phrases in
discrete space [6,7]. [2] proposed to use a topic modeling method with the
assumption that Q-A pairs should share similar topic distributions. Other works
considering the relevance between questions and answers in the syntactic level
instead of word level, by matching parse trees [4,12,15]. Representation learn-
ing by neural network has become a hot method as well, to learn sentence-level
representations for the answer selection task [3,10,17].

Uniquely, our method proposes a simple but effective way to extract labeled
data for the supervised topic prediction model training, demonstrate the effective
of such semantic-level feature in QA task.

5 Experiment

5.1 Evaluation on Topic Prediction

We first evaluate our proposed model in a topic prediction task.

Based on the training data extraction method described in Sect. 2.1, we col-
lect 1,287 most-frequent topics and 384,965 (sentence, topic) pairs from 5,028,106
English Wikipedia pages. We further divide all (sentence, topic) pairs into two
datasets: 346,480 (sentence, topic) pairs as training set, 38,485 (sentence, topic)
pairs as testing set.

We train the topic prediction model on training set, and use it to predict the
most possible topics for each sentence in testing set. Accuracy@N (ACC@N) is
used as evaluation metric. We use Naive Bayes (NB) and TFIDF as baselines,
where

IS|
NB(t,S) =log P(t) + Y _ log P(wi|ts)

i=1

El
TFIDF(ty,8) = Y TF(wi,t) - log(IDF (w;, T))

i=1
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Table 1. Evaluation on topic prediction task.

Model ACC@l | ACC@3 | ACC@s | ACCaQl0
NB 10.3% |18.1% |22.7% |30.6%
TFIDF 31.2% |49.0% |56.9% |67.3%
Our model | 33.9% |51.2% |58.7% |68.8%

Table 2. Example of topic prediction.

Sentence Top 10 predicted topics

Question: Measurement, features, usage, uses, comparison,
How much is 1 tablespoon of|water, size, physical characteristics, characteristics,
water outline

Answer candidate 1 (Cor-|Size, features, statistics, ports, infrastructure,

rect): elements, specifications, measurement, sources, facili-
This tablespoon has a capac- | ties

ity of about 15 ml

Answer candidate 2 (Incor-|Occurrence, nomenclature, branches, general informa-
rect): tion, name, terminology, list, grammar, concept, avail-
It is abbreviated as t, tb, tbs,|ability

tbsp, tblsp, or tblspn

Evaluation results are shown in Table 1, where ours topic prediction model
achieves better results than the baselines.

The meaning between some topics are very similar, such as “usage” and
“uses” in Table 2, which makes getting higher ACC@1 difficult. The model with
58.7% ACC@5 and 68.8% ACC@Q10 is acceptable and can provide enough seman-
tic info to enhance the answer selection task.

5.2 Experiment on Answer Selection

For answer selection task, we select two benchmarks WikiQA® [14] and QASent
[13] as the evaluation datasets.

Dataset. The same triple format < @;, A; j,label > is used to represent the
data in both WikiQA and QASent dataset. Given question ();, each candidate
answer sentences A; 1...A;  are labeled as 1 or 0, where 1 denotes the current
sentence is a correct answer sentence, and 0 denotes the opposite meaning.
The WikiQA dataset is precisely constructed based on natural language ques-
tions and Wikipedia documents. The questions are collected from question-like
Bing search queries and have clicks to Wikipedia. WikiQA dataset contains 2,118

9 http://aka.ms/WikiQA.
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questions and 20,360 ‘question-answer’ (Q-A) pairs in the training set, 296 ques-
tions and 1,130 ‘Q-A’ pairs in development set, and 633 questions and 2,352
‘Q-A’ pairs in testing set.

The QASent dataset select questions in TREC 8-13 QA tracks and chose sen-
tences share one or more non-stopwords from questions. QASent dataset contains
94 questions and 5,919 ‘Q-A’ pairs in the training set, 65 questions and 1,117
‘Q-A’ pairs in development set, and 68 questions and 1,442 ‘Q-A’ pairs in testing
set.

Metrics. The performance of answer selection is evaluated by Mean Average
Precision (MAP) and Mean Reciprocal Rank (MRR). Among all ‘Q-A’ pairs in
WikiQA, only one-third of questions contain at least one correct answer. Similar
to previous work, questions without correct answers in the candidate sentences
are not taken into account.

Results and Discussion. We re-implement bi-CNN [14] as our baseline, which
uses a bi-gram CNN model combining with a word overlap feature that counts
the number of non-stopwords in the question that also occur in the answer. LDA
represent a cosine of topic distributions of a Q-A pair. The topic distribution
is estimated by LightLDA [18] on sentences from English wikipedia, where the
topic number is set to 1,000. In our experiment, features are combined by a
logistic regression function.

We first run evaluation on all questions in WikiQA. Table3 shows that
different topic matching features can achieve comparable results with baselines.
This is due to the fact that only 20.3% answer sentences share no content word
with corresponding questions in WikiQA dataset. Therefore, the word overlap
feature plays an important role in all settings.

Table 3. Evaluation result on all questions of WikiQA.

Model MAP MRR ACCal
Baselines bi-CNN_ps 65.27% |66.61% |51.35%
bi-CNN¢n:+LDA 65.74% | 67.71% |52.24%
Single features |ITM 47.24% | 45.57% |26.58%
ETM~r 53.42% |53.73% |33.74%
ETMwEg 49.28% | 48.68% | 28.40%
ETMpp 53.28% |53.54% |33.33%

Merged methods | bi-CNN¢,;+ITM 65.72% | 67.73% | 51.90%
bi-CNNen+ETMrys | 66.81% | 68.27% |52.32%
bi-CNNeni+ETMw e | 65.92% | 67.17% | 51.64%
bi-CNN¢i+ETMpp | 66.51% |68.29% | 52.74%
bi-CNNcpn:+ALL 67.50% | 69.19% | 54.43%
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In order to illustrate the effectiveness of our model, we then run evaluation on
hard questions, each of which shares no content word with its corresponding
answer sentences. Table 4 shows that using the two topic-level semantic features
(ITM and ETM) brings significant and the biggest improvements, comparing to
bi-CNN,,; and bi-CNN_,;+LDA settings.

Table 4. Evaluation result on hard questions of WikiQA.

Model MAP MRR ACCal
Baselines bi-CNNpt 42.40% |43.02% | 23.08%
bi-CNN.p:+LDA 42.45% |43.22% | 23.15%
Merged methods | bi-CNN,,;+ITM 42.34% |42.96% |23.08%
bi-CNN it +ETMras | 46.48% | 47.87% |29.77%
bi-CNN_ .t +ETMwE | 42.47% | 43.09% | 24.26%
bi-CNN.,;:+ETMpp | 42.35% |42.92% |22.84%
bi-CNNp:+ALL 47.36% | 48.10% | 30.77%

The results in Table5 shows that our model can also achieve better results
on QASent dataset. The QASent data set is independent with Wikipedia articles
which both WikiQA and our topic prediction model are related to.

Table 5. Evaluation result on QASent.

Model MAP MRR ACC@1
Baselines bi-CNN ¢yt 69.52% | 76.33% |61.76%
bi-CNN¢p:+LDA 69.75% |76.85% |63.23%
Merged methods | bi-CNN ¢y, +ITM 70.12% | 78.62% |64.03%
bi-CNN_nt+ETMras | 70.62% | 78.62% | 65.63%
bi-CNNen: +ETMw g | 69.64% | 76.55% | 62.79%
bi-CNN it +ETMpp | 70.36% | 77.87% |64.71%
bi-CNN.:+ALL 71.09% | 78.97% | 66.17%

To compare with implicit topic modeling methods, such as LDA and ITM,
our ETM method have good interpretability to explain why question-answer pair
have good (or bad) semantic relationship in topic level.

6 Conclusion

This paper introduces a method to obtain large scale open domain labeled
data, and propose a topic prediction model for the answer selection task. The
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result shows our topic prediction model achieves promising results on WikiQA
dataset, especially on the hard questions. We also release our {sentence, topic)
labeled pairs, to support researchers to use it in more NLP tasks, such as answer
selection.
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Abstract. Traditional approaches to the task of ACE event extraction are either
the joint model with elaborately designed features which may lead to general-
ization and data-sparsity problems, or the word-embedding model based on a
two-stage, multi-class classification architecture, which suffers from error
propagation since event triggers and arguments are predicted in isolation. This
paper proposes a novel event-extraction method that not only extracts triggers
and arguments simultaneously, but also adopts a framework based on convo-
Iutional neural networks (CNNs) to extract features automatically. However,
CNN s can only capture sentence-level features, so we propose the skip-window
convolution neural networks (S-CNNs) to extract global structured features,
which effectively capture the global dependencies of every token in the sen-
tence. The experimental results show that our approach outperforms other
state-of-the-art methods.

1 Introduction

Event extraction is an important and challenging task in Information Extraction (IE),
which aims to discover event triggers with specific types and their arguments. Tradi-
tional methods [1, 8, 9, 14] usually break down the whole task into separate subtasks,
such as trigger identification/classification and argument identification/classification,
and use sequential pipelines architecture as a two-stage, multi-class classification
framework. One common drawback to this approach is that the errors in upstream
component are often compounded and propagated to the downstream classifiers. The
downstream components, however, cannot impact earlier decisions [12].

Li [12] formulates the ACE event extraction task as a structured learning problem,
and presents a joint framework based on structured perceptron with beam search
[4, 17, 18], which predicts the triggers and arguments simultaneously and solves the
error propagation problem. However, all of the approaches above use a set of elabo-
rately designed features relying on human ingenuity which takes a large amount of
human effort and are prone to generalization and data-sparsity problems.

Recent improvements of convolutional neural networks (CNNs) have been
proven efficient for capturing syntactic and semantics between words within a sentence

© Springer International Publishing AG 2016
C.-Y. Lin et al. (Eds.): NLPCC-ICCPOL 2016, LNAI 10102, pp. 324-334, 2016.
DOI: 10.1007/978-3-319-50496-4_27
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[5, 10, 11, 24] for NLP tasks. Chen [2] presents a novel framework for event extraction,
which can automatically induce lexical-level and sentence-level features from plain
texts via a dynamic multi-pooling convolutional neural network. Problematically, it
also uses a two-stage pipelines framework, so it may suffer from the same drawback as
the staged architecture’s.

Therefore, we intend to use convolutional neural networks (CNNs) in joint model
to automatically extract features. However, the types of features used in joint model are
usually global structured features in the token-level, indicating the global depen-
dencies between a single token and every other token in the sentence. These depen-
dencies play an irreplaceable role in operating structured learning. However, CNNs
typically use a fixed-size window sliding along the sentence, and operate the convo-
lution and max-pooling at the same time, which can only extract sentence-level fea-
tures. It is thus intractable to capture the global structured features.

Furthermore, Li’s joint model is based on structured perceptron with beam search
[17, 18], which heavily relies on the quality of the human-designed features and may
lack generalization. Recent studies [19, 20] have proved that recurrent neural networks
(RNNs) are able to effectively deal with variable-length input sequences and discover
long-term dependencies, and we find that it is a perfect model to operate structured
learning.

In this paper, we propose a novel joint event extraction framework which not only
uses skip-window convolutional neural networks (S-CNNs) to automatically extract
global structured features, but also predicts the triggers and arguments simultaneously
via RNNs.

In summary, the contributions of this paper are as follows:

e We present a novel framework that combines both deep learning and structured
learning methods.

e We propose a skip-window convolution neural network which is able to capture the
global structured features automatically.

e We propose to use RNNSs to operate structured learning, and use beam search to find
the best configuration for the input sentence.

2 Event Extraction Task

In this paper, we focus on the event extraction task defined in Automatic Content
Extraction (ACE) evaluation where an event is defined as a specific incident involving
participants. The task defines 8 event types and 33 subtypes such as Elect, Transfer, etc.
We introduce the terminology of the ACE event extraction that we use in this paper:

e Event mention: a phrase or sentence within which an event is described, including
a trigger and arguments.

e Event trigger: the word that most clearly expresses the event mention.

e Event argument: an entity mention, temporal expression or value (e.g. Job-Title)
that serves as a participant or attribute with a specific role in an event mention.

e Argument role: the relationship between an argument to the event in which it
participates.
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Given an English text document, an event extraction system should predict event
triggers with specific subtypes and their arguments from each sentence.

For example:

S1: In Baghdad, a cameraman died when an American tank fired on the Palestine
Hotel.

Sentence S1 contains two events:

(1) The Die event triggered by “died”, its arguments are Baghdad, cameraman, and
American tank, and the roles of these arguments are Place, Victim, and
Instrument;

(2) The Attack event triggered by “fired”, its arguments are Baghdad, cameraman,
American tank and Palestine Hotel, and the roles of these arguments are Place,
Target, Instrument and Target.

In this work, we assume that argument candidates such as entities are part of the
input to the event extraction following most previous works [8, 9, 14].

3 Methodology

In this paper, event extraction is also formulated as a structured learning problem. We
propose to use S-CNNs and RNNs to jointly extract triggers and arguments that
co-occur in the same sentence. In this section, we will describe the training and
decoding algorithms for this model.

Our model is also based on structured perceptron which is proposed in [17]. Given
a sentence instance y € X, which in our case is a sentence with argument candidates,
the decoding process is to find the best configuration z € Y, which in our case is the
expected labels of all the tokens in the sentence, according to the current model:

z = argmaxycy, F(x,y') (1)
where F(x,)’) is a score function, we’ll explain in Sect. 3.4.

A typical dynamic programming algorithm can be employed to perform exact
inference, but to improve the search efficiency, we use beam search in our model.

The whole architecture of joint event extraction model primarily involves the fol-
lowing four components: (i) word-embedding learning, which reveals the embedding
vectors of words in an unsupervised manner; (ii) global structured feature extraction via
S-CNNs, which turn every embedding vector into a global structured feature vector, as
the input of the final ranker; (iii) label vector learning, which turn the label of every
word into a embedding vector, as the other input of the ranker; (iv) the ranker, search
for the best configuration under the current parameters, in dynamic programming way
(Fig. 1).
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Fig. 1. Tllustrates the processing of the decoding. The S-CNNs step will turn every token in the
sentence into their global structured feature vector. The Configuration Maker step will turn every
label into label vector and make them into configuration. The Final score step will provide
feedback to the Configuration Maker to search for the best configuration.

3.1 Word Embedding Learning

In this paper, we use word embedding [3, 22, 26, 27] as base features, which are proved
to be powerful for capturing the meaningful semantic regularities of words [6]. More
concretely, we use the Skip-gram model [16] to pre-train the word embedding. This
model is the state-of-the-art model in many natural language processing (NLP) tasks
[25]. We use these base features to extract global structured features via S-CNNs.

3.2 Skip-Window Convolutional Neural Networks

CNNs typically use a max-pooling layer, which aims to capture the most useful
information and extract sentence-level features. But these features cannot capture the
global dependencies between a single token and every other token in the sentence,
however, those dependencies are irreplaceable in operating structured learning. What
we need are global structured features in the token-level, which are usually elabo-
rately designed and extracted by complicated NLP tools.

In this paper, we proposed the skip-window convolution neural networks (S-CNNs)
which is able to capture the global structured features automatically.

To be more specific, the algorithm takes two steps:

First, we concatenate the word embedding of current word and every other word’s
word embedding along with their relative position feature (pf) in the sentence.
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The relative position feature is defined as the relative distance of the current word to the
target word. It’s also represented by an embedding vector. Similar to word embedding,
distance values are randomly initialized and optimized through back propagation [2].

Vi = [ [Xiapf\ifs\axs]a .- -v[xiapf\ifj\vxj]a .- '7[xi7pf\i7n\’xnﬂ (2>

where x; is the word embedding of the i-th token in the sentence, and pfj;_; indicates
the relative distance of the i-th token to the j-th token.

Second, we take these concatenated feature vectors as the input of a CNN, after
simple convolution and max-pooling, we’ve got the global structured features of the
current word.

p; = downsampling(v; - Wy,,) (3)

where p; is the global structured feature vector of the token x;, Wy, is a matrix used for
convolution (Fig. 2).
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Fig. 2. Describes the specific process of the S-CNNs on word “died” in sentence S1

After the S-CNNs step, each word in the sentence is represented as global struc-
tured features.

3.3 Label Vectors Learning

Unlike classification frameworks, we need a score function to evaluate which label
make the best configuration, so we need to encode each label value into an embedding
vector. ACE defines 33 event subtypes and 28 role types, so include the no-trigger and
no-role, we need 34 trigger label vectors and 29 role labels vectors. And we use the
same way as position features to get these trigger and role vectors.

Actually, there are lots of ways to train these label vectors. To be more specific,
every token in the sentence has these two properties. Like the relative position feature,
just take the event label value and role label value as features and use these features in
any other NLP tasks, of course, these feature vectors should also be randomly ini-
tialized and optimized through back propagation. We pre-train these label vectors in a
classification task, which is not the focus of this paper.

We use these label vectors to make configuration, and leverage the feedback of the
score function to find the best configuration of the input sentence.
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3.4 Use RNNs to Operate Sequence Labeling

As we described in formula (1), we use a score function to search for the best con-
figuration for the sentence instance, to be more specific, the detailed functions are
showed below:

i = G(Win : {Ph y/} +bin) (4)
hi = (W - hi_y +1;+ by) (5)
F(X,y') =0 (Wou  hi) (6)

where p; is the output of the S-CNNs, h means the hidden state, and c is a relu
activation function [28], o isa sigmoid activation function, F' (x, y/) is the score of the
current partial configuration.

With the ability of explicitly modeling time-series data, RNNs are being increas-
ingly applied to sentence modeling [19, 20]. But unlike the normal uses of RNNs, we
found it is also a perfect model to operate structured learning, because the output of
RNN is both decided by the input value and the former hidden states. For example, if
we take the output as the score, and we aim to find the configuration with the highest
score, then this is typical dynamic programming problem. In our model, we use beam
search to improve search efficiency, to be more specific, we store the K-best hidden
states in the beams.

Since every score is corresponding to a given input and a given hidden state, so we
can easily use these scores to get the K-best inputs, and of course, the corresponding
K-best hidden states, assuming the beam size is K. And we keep track of the source of
each score, which means we know the corresponding input and corresponding beam of
every calculated score. With the process of labeling, we use the scores to rank all the
partial configurations and store the K-best beams, then we can easily get the best
configuration in the end.

Just like Li’s work [12], we use the same decoding order:

Let x = ((x1,x2,...,%;),€) denote the sentence instance, where x; represents the
i-th token in the sentence and € = {e;} is the set of argument candidates. During each
step with token i, there are two sub-steps:

e Trigger labeling: We enumerate all possible trigger labels for the current token
under the given score function. Then the K-best partial configurations are selected
to the beam, assuming the beam size is K.

e Argument Labeling: After the trigger labeling step, we traverse all configurations in
the beam, once a trigger label is found, then the decoder search through the
argument candidates to label the possible role (Fig. 3).
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Fig. 3. Describes the architecture of the decoder of the model, after labeling the i-th token, the
decoder turns to the role labeling step.

3.5 Training

We define all of the parameters for the model as 6 = (E,L,PF, W, W;,, W,
Wours bin, br). Specifically, E is the word embedding, L is the label embedding, PF is
the position embedding, W, is the parameter of the S-CNNs, W;, and b;, is the
parameters of the input layer of the RNNs, Wj, and b, is the parameters of the hidden
layer of the RNNs, W,,, is the parameters of the output layer of the RNNs. We use a
typical back-propagation algorithm to train the model.

cost = %Z(O,- — flag)* (7)

flao — 1 label is right
€700 label is wrong

where O; is the score of the i-th token in the decoded configuration.

4 Experiment

4.1 Dataset and Evaluation Metric

We utilize the ACE 2005 corpus as our dataset. For comparison, as the same as [2, 8, 9,
12, 14], we use the same test set with 40 newswire articles and the same development
set with 30 other documents randomly selected from different genres and the remaining
529 documents are used for training. Similar to previous work, we use the following
criteria to judge the correctness of each predicted event mention:

e A trigger is correct if its event subtype and offsets match those of a reference trigger.

e An argument is correctly identified if its event subtype and offsets match those of
any of the reference argument mentions.

e An argument is correctly classified if its event subtype, offsets and argument role
match those of any of the reference argument mentions.
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4.2 Baselines
We select the following state-of-the-art methods for comparison.

(1) Li’s baseline is the feature-based system proposed by Li et al. [12], which only
employs human-designed lexical features, basic features and syntactic features.

(2) Liao’s cross-event is the method proposed by Liao and Grishman [14], which uses
document level information to improve the performance of ACE event extraction.

(3) Hong’s cross-entity is the method proposed by Hong et al. [8], which extracts
event by using cross-entity inference. To the best of our knowledge, it is the
best-reported feature-based system in the literature based on gold standards
argument candidates.

(4) Li’s structure is the method proposed by Li et al. [12], which extracts events based
on structure prediction. It is the best-reported structure based system.

(5) Chen’s DMCNN is the method proposed by Chen et al. [2], which proposed a
word-representation model to capture meaningful semantic regularities for words
and adopt a framework based on a dynamic multi-pooling convolutional neural
networks. It is the best-reported word-embedding based system.

4.3 Overall Performance

Following Li et al. [12], we tune the model parameters on the development through
grid search [21]. Specifically, we set the dimension of label as 100, the dimension of PF
as 20, the numbers of the feature maps in S-CNNs as 100, and the beam size as 5.
Following previous work, we also train the word embedding using the Skip-gram
algorithm on the NYT corpus (Table 1).

From the results, we can see that our model can improve the best F1 [2] in the
state-of-the-arts for the trigger identification task by 1.3%, and achieves comparable
performance for the trigger classification task. This demonstrates the effectiveness of
the proposed method. Moreover, we can see our model gain higher recall rates in the
trigger identification/classification task. we believe it is the arguments’ contributions

Table 1. Shows the overall performance on the blind test dataset.

Methods Trigger Trigger Argument Argument role

identification identification + | identification (%)

(%) classification (%)

(%)

P R |F P R |F P R |F P R |F
Li’s baseline 76.2160.5|67.4|74.5/59.1 659 |74.1|37.4|49.7|65.4|33.1|43.9
Liao’s cross-event | N/A 68.7 1 68.9|68.850.9(49.7|50.3|45.1 44.1 |44.6
Hong’s cross-entity | N/A 72.9164.3|68.3/53.4(52.9|53.1 51.6[45.5|48.3
Li’s joint model 76.9165.070.4|73.7|62.367.5/69.8|47.9|56.8|64.7 44.4|52.7
DMCNN model 80.4 1 67.7|73.5]75.6|63.669.1{68.8/51.9(59.1 62.2|46.9|53.5
S-CNNs model 78.1|71.8|74.8|74.1|64.869.169.2|50.8|58.6|63.345.8|53.1
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that are driving this change, since they were extracted jointly. Furthermore, some
comparisons of Li’s joint model with Hong’s cross-entity, Liao’s cross-event, and Li’s
baseline illustrate that richer feature sets often lead to better performance when using
traditional human-designed features. However, our model could obtain better results
without using any complicated NLP tools. Specifically, compared to Hong’s
cross-entity, it gains 0.8% improvement on trigger classification F1 and 4.8%
improvement on argument classification F1. We believe the reason is that our model
can automatically capture global structured features, which efficiently represent the
global dependencies of every token in the sentence.

4.4 The Effectiveness of S-CNNs

Compared to Li’s joint model, also as a structured learning framework, our model is
proved to be efficient. To be more specific, our model gains 1.6% improvement in the
trigger classification task, and 0.4% improvement in the role classification task. But
Li’s joint model uses a large set of human-designed features to operate structured
learning, however, our model simply use the S-CNNs to automatically extract global
structured features, and also obtain remarkable results. This demonstrates the effec-
tiveness of our S-CNNs framework.

5 Related Work

Since event extraction plays an important role in NLP, many approaches have been
explored for the task. Nearly all of the ACE event extraction use supervised paradigm,
which can be divided into feature-based methods and structure-based methods [2].

Furthermore, we think feature-based methods can also be divided into two cate-
gories: elaborately human designed features and embedding features which automati-
cally extracted by neural networks.

In former methods, a diverse set of strategies has been exploited to convert classi-
fication clues (such as sequences and parse trees) into feature vectors. Ahn [1] uses the
lexical features (e.g., full word, pos tag), syntactic features (e.g., dependency features)
and external knowledge features (WordNet) to extract the event. Inspired by the
hypothesis of “One Sense Per Discourse” [23], Ji and Grishman [9] combined global
evidence from related documents with local decisions for the event extraction. To
capture more clues from the texts, Gupta and Ji [7], Liao and Grishman [14] and Hong
et al. [9] proposed the cross-event and cross-entity inference for the ACE event task [2].

In latter methods, Chen [2] proposed a framework called dynamic multi-pooling
CNN s to extract features from lexical-level and sentence-level.

In structure-based methods, researchers treat event extraction as the task of pre-
dicting the structure of the event in a sentence. McClosky et al. [15] casted the problem
of biomedical event extraction as a dependency parsing problem. Li et al. [12] presented
a joint framework for ACE event extraction based on structured perceptron with beam
search. To use more information from the sentence, Li et al. [13] proposed to extract
entity mentions, relations and events in ACE task based on the unified structure [2].
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Although all of these approaches achieve high performance, they either depend
strongly on the quality of the designed features and endure the errors in the existing
NLP tools, or suffer from error propagation problem as a common drawback of the
staged framework.

6 Conclusion

This paper proposes a novel joint event extraction framework that not only uses
skip-window convolutional neural networks (S-CNNs) to automatically extract global
structured features from plain texts, but also predicts the triggers and arguments
simultaneously via RNNs. The experimental results prove the effectiveness of the
proposed method.
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Abstract. Collaborative filtering (CF) has been widely employed within
recommender systems in many real-world situations. The basic assump-
tion of CF is that items liked by the same user would be similar and users
like the same items would share a similar interest. But it is not always
true since the user’s interest changes over time. It should be more reason-
able to assume that if these items are liked by the same user in the same
time period, there is a strong possibility that they are similar, but the
possibility will shrink if the user likes them in a different time period. In
this paper, we propose a long-short interest model (LSIM) based on the
new assumption to improve collaborative filtering. In special, we intro-
duce a neural network based language model to extract the sequential
features on user’s preference over time. Then, we integrate the sequen-
tial features to solve the rating prediction task in a feature based col-
laborative filtering framework. Experimental results on three MovieLens
datasets demonstrate that our approach can achieve the state-of-the-art
performance.

Keywords: Recommender system - Collaborative filtering - Long-short
interest model

1 Introduction

In the modern era of information overload, recommender system (RS) has
become more and more popular in many real-world situations. Lots of websites
(e.g. Amazon, Netflix, Alibaba and Hulu) use recommender system to target
customers and provide them with useful information. An excellent recommen-
dation system can effectively increase the amount of sales. For instance, 80% of
movies watched on Netflix come from their recommender system [3].

Lots of classical recommendation methods have been proposed during the last
decade, and they can be categorized into two classes: content based methods and
collaborative filtering based methods. Content based methods [11] take advan-
tage of user profiles and item properties for recommendation. While collaborative
filtering based approaches [15] utilize the past interactions or preferences, such
as users’ ratings on items, without using user or product content information for
recommendation. Collaborative filtering based approaches have attracted more

© Springer International Publishing AG 2016
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Fig. 1. The preference records of user whose id is 5988 in MovieLens-1 M dataset, which
are sorted by their rated time.

attention due to their impressive performance, hence they develop for many years
and keep to be a hot area in both academia and industry.

Collaborative filtering assumes that items liked by the same user would be
similar and users like the same items would share a similar interest. However,
it is not always true because the user’s interest changes over time. For example,
given a user in MovieLens-1 M dataset whose id is 5988, Fig. 1 shows the movies
he watched sorted by the rating time. We can find that this user liked watching
comedy movies in April 2004 and changed to love watching drama movies in June
2004. These movies are going to be treated similarly in conventional collaborative
filtering, but they are not in fact. A more reasonable assumption, aka long-short
interest assumption, should be that items liked by the same user in the same
time period have a higher possibility to be similar than items liked by the same
user in different time period.

Inspired by paragraph2vec algorithm [6] for learning vector representations of
words which take advantage of a word order observed in a sentence, we introduce
a long-short interest model (LSIM) to extract sequential features of users and
items based on the new assumption. As illustrated in Fig. 2, user is similar with

sequence
order

S
L4

- Collaborative filtering plays an important role in recommender system .

Fig. 2. Paragraph2vec learns vector representations of sentences and words based on
the word order while LSIM extracts sequential features of users and items based on
the rating order.
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the sentence, both of them contains a sequence following some order, and items
are similar with words because both of them follow the law that the closer they
are, the more similar they are. To verify the effectiveness of the learned sequential
features of users and items, we integrate them as side information to solve the
rating prediction task in a feature based collaborative filtering framework.

The main contributions of this paper include: (1) We introduce a long-short
interest model (LSIM) to extract sequential features of users and items based on
the long-short interest assumption. (2) We demonstrate the effectiveness of the
sequential features via integrating them as side information to solve the rating
prediction task. (3) Experiments on three public MovieLens show that LSIM can
achieve the state-of-the-art performance.

The rest of the paper is organized as follows. Section 2 gives an overview of
the related work. Then, we describe our long-short interest model and the feature
based collaborative filtering framework in Sect. 3. The experimental results, as
well as the comparisons with baseline system, are shown in Sect. 4. Finally, we
conclude the paper and outline our future work in Sect. 5.

2 Related Work

Our work is closely related to collaborative filtering and neural network language
model. We will discuss them in the following subsections.

2.1 Collaborative Filtering

Matrix factorization (MF) is the most popular collaborative filtering methods,
their success at the Netflix competition [4] have demonstrated their amazing
strength, and lots of variants of it have been proposed in the following works.
Basically, the given ratings matrix R € RV*M consisting of the item preferences
of the users can be decomposed as a product of two low dimensional matrices
U e RV*K and V € RE*M U could be treated as a user-interest matrix while
V could be treated as an item-interest matrix. K is the amount of interest.
The decomposition can be carried out by a variety of methods such as singular
value decomposition (SVD) based approaches [9], non-negative matrix factoriza-
tion approach [7] and regularized alternative least square (ALS) algorithm [16].
Meanwhile, non-linear algorithms are proposed to catch subtle factors, such as
Non Linear Probabilistic Matrix Factorization [5], Factorization Machines [12]
and Local Low Rank Matrix Approximation [8]. However, these methods group
users and treat items they rated equally, which will lose the sequential features
to describe the long-short interest.

2.2 Neural Network Language Model

Traditional language model uses a one-hot representation to represent each word
as a feature vector, where these feature vectors have the same length as the size
of vocabulary, and the position that corresponds to the observed word is equal to
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1, and 0 otherwise. However, this approach often exhibits significant limitations
in practical tasks, suffering from high dimensionality and severe data sparsity.
Mikolov et al. [10] proposed the word2vec algorithm to address these issues.
They take advantage of the word order in text documents, explicitly modeling
the assumption that closer words in the word sequence are statistically more
dependent, and have generalized the classic n-gram language models by using
continuous variables to represent words in a vector space. The continuous bag-
of-words (CBOW) and skip-gram (SG) language models are highly scalable for
learning word representations from large-scale corpora. The word2vec algorithm
breaks the semantic gap between words. For example, “trade” and “deal” are
totally different words in the one-hot representation, but they are similar in
word2vec distribution representation.

3 Our Approach

3.1 Problem Definition

Given N users and M items, the rating r;; is the rating given by the i*" user
for the j** item. In the common real-world situations, users usually rate on a
fraction of items, not on the whole items. Therefore, those ratings entail a big
and sparse matrix R € RV*M_ The goal of recommender system is to make a
prediction on the missing ratings. Based on that, we will know the preference
of a user on the items he never rates, and recommend high score items to him.
Table 1 summarizes the symbols used in our approach.

Table 1. Summary of notations.

Notation Description

N Number of users

M Number of items

K Dimension of latent factors

D Dimension of sequential features

R € RY*M | Rating matrix
U € RV*X | Latent factors of users
V € RM*X | Latent factors of items

X € RV*P | sequential features of users

Y € RM*P | sequential features of items

3.2 Long-Short Interest Model

The basic assumption of collaborative filtering is that items liked by the same
user would be similar or users like the same items would share a similar interest.
However, in real-world situations, it is not always true because users’ interest
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may change over a long time period. Meanwhile, the interest distribution of a
user in a fixed time period are stable and don’t change too much. To describe this
phenomenon, we propose the definition of long interest and short interest.

— long interest reflects the interest distribution of a user in a long time period,
and it is reflected in the whole items list of the user’s preference.

— short interest reflects the interest distribution of a user in a short time
period, and it is reflected in a fraction of the whole items list of the user’s
preference in a fixed length sliding window.

Under this definition, two assumptions are proposed as below.

1. items liked in the same short interest of the same long interest have a higher
possibility to be similar than ones liked in different short interest of the same
long interest.

2. the more times items show in the same short interest of different long interest,
the higher possibility they are similar.

For example, as illustrated in the top of Fig. 3, item2 should be more similar
with item1 than itemb5 in the low dimensional embedding space.

Inspired by paragraph2vec algorithm [6] for learning vector representations of
words which take advantage of a word order observed in a sentence, we introduce
a neural network based language model to carry out the embedding of sequential
features. The embedding model simultaneously learns vector representations of
users and items by considering the user as a global context, and the architecture
of the embedding model is illustrated in Fig. 4.

more less
similar similar
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Fig. 3. A example for short interest and long interest
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k; time window 4)'

Fig. 4. Embedding model for extracting interest similarity from users and items

The training data set was derived from users’ interaction timeline 7', which
comprises users z;(i = 1,2,...,N) and their interacted items ordered by the
interacted time, v;,, Yy, - - -, yiLil, where L; denotes number of items interacted
by user x;, which is much less than the amount of items M. To characterize the
long interest, we consider the whole items list as the context and generate the
long interest of the current user. To characterize the short interest, we consider
items in the same local interest as the context and generate items in it one by
one with the help of long interest. More formally, objective of the embedding
model is to maximize the log-likelihood over the set of T" of all the interaction
timeline,

N

L;
Z <p(xz|y11 yYigy oo - ?y’iLi) + Zp(ylj |yij_c Yijies xz)) (1)
i=1 j=1

where ¢ is the time window size, y;,_. : y;,,, denotes the sequence y;,_.,
Yij—osrs- > Yijp, excluding y;. .

P(ZilYiy s Yins - - -+ Yip,) is the probability to generate the long interest of u;
based on all items he interacted. The prediction task is typically done via a
multi-class classifier, such as softmax. There, we have

eap(Viv,,)
Zz/ exp(v’lTv;/)

(2)

p(xi|yi13yi2a s 7yiL1-) -

where V;i is the output vector representation of x;, and v is averaged input
vector representation of all the items interacted by user z;, i.e.

T;
G = >t Vyi, 3)
T
(Wi, [Yi;_. * Yi;y.,®i) is the probability to generate y;; based on items in
the same short interest and the user’s long interest. Similarly, using softmax
multi-class classifier we have

! we use symbol z and y instead of classic u and v to avoid confusion between v and

vector symbol v in neural network language model.
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erp(VEV), )

'.761 P 6737‘ = = 7T 7 < 4
PWi;|Yiy e Yijror i) =y (Vv (4)
where vlyij is the output vector representation of y;,, and vy is averaged input
vector representation of items int the same short interest and corresponding long
interest x;.

g, = Yo B eghsenro Vi, (5)

2c+1
Stochastic Gradient Descent (SGD) are used as the training method, hierar-
chical softmax and negative sampling are two main approaches to accelerate the

computation, and we use negative sampling approach in this paper.

3.3 Feature Based Collaborative Filtering

Feature based collaborative filtering [1] is a variety of collaborative filtering,
it allows us to build factorization models incorporating side information such
as temporal dynamics, neighborhood relationship, and hierarchical information
compared with conventional collaborative filtering.

There are two kinds of side information in collaborative filtering: user side
information and item side information. Feature based collaborative filtering sum-
marizes the two factors as feature vectors (denoted by u; € R™ and v; € R™)
and predicts the preference score 7 as

n m n T m
iy = Y oWk + Y B+ (Z uz‘kp