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Preface

The last couple of decades have witnessed a true revolution in protein engineering 
that very few could have foreseen, a revolution delivered by the hand of directed 
evolution. This reliable, robust and effective methodology has enabled us to design 
enzymes with improved or even novel properties, a mere pipedream only a few 
years ago. Through consecutive rounds of random mutation, recombination and 
screening/selection, enzymes tailored a la carte are meeting the needs of different 
industrial processes, addressing the challenges of working at high temperature or 
extreme pHs, in non-natural environments or in the presence of strong inhibitors. 
More significantly, through laboratory evolution we can now harness the catalytic 
promiscuity of many enzymes to undertake non-natural chemistry for a range of 
applications that lie within the biotechnology rainbow. Conversely, the rise of 
directed evolution has demonstrated that the tailoring of enzymes, metabolic path-
ways or even whole microorganisms is now no longer beyond our reach.

Although mimicking the natural process of evolution on a laboratory scale might 
make us feel ashamed of our immense ignorance regarding protein function (for 
example through the identification of substitutions of interest that we could have 
never predicted by rational analysis), dozens of enzymes are being rapidly engi-
neered in a manner that is establishing solid links between the structure–function 
relationship of proteins and their biotechnological applications. The advent of com-
putational protein engineering, the constant expansion of protein and gene data-
bases, together with the birth of more sophisticated (ultra)high-throughput screening 
protocols and new library creation methods, is paving the way to expand directed 
enzyme evolution beyond the limits of nature. As such, the number of enzymes 
undergoing laboratory evolution is becoming overwhelming, covering many aspects 
of biotechnology, and contributing to the rapid development of systems and syn-
thetic biology.

As we reach the 25th anniversary of the discovery of directed enzyme evolution, 
this book presents some case studies of evolved enzymes, while updating concepts 
and methods within this vigorous research ground. The outstanding panel of con-
tributors in Directed Enzyme Evolution: Advances and Applications has ensured the 
compilation of some remarkable examples of enzymes improved by evolution in 
just a single volume, as well as providing an interesting collection of the cutting-
edge approaches and methods currently available or soon to be added to the directed 
evolution toolbox. The first part of the book (Chaps. 1, 2, 3, 4, 5, 6 and 7) focuses 
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on several evolutionary success stories, involving tryptophan synthases, therapeutic 
and stereoselective enzymes, CO2-fixing enzymes, unspecific peroxygenases, phy-
tases as well as the directed evolution of whole cells. From Chaps. 8 to 10, library 
creation methods, in silico/computational enzyme design and ancestral enzyme res-
urrection are described in depth, while offering clues to their applications and 
prospects.

I truly hope that Directed Enzyme Evolution: Advances and Applications will 
become a valuable benchside book for professors, researchers and students working 
and/or lecturing in the field of protein engineering and biotechnology, complement-
ing other practical texts and volumes on this fascinating field of research.

Madrid, Spain Miguel Alcalde

Preface
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1Directed Evolution of an Allosteric 
Tryptophan Synthase to Create 
a Platform for Synthesis of Noncanonical 
Amino Acids

Javier Murciano-Calles, Andrew R. Buller, 
and Frances H. Arnold

Abstract
Tryptophan and its derivatives are important natural products and have many 
biochemical and synthetic applications. However, the more elaborate these 
derivatives are, the more complex the synthesis becomes. In this chapter, we 
summarize the development of an engineered enzymatic platform for synthesis 
of diverse tryptophan analogs. This endeavor utilizes the tryptophan synthase 
(TrpS) enzyme, an α2β2 heterodimeric protein complex that catalyzes the last 
two steps in the biosynthetic pathway of tryptophan. Although the synthetically 
useful reaction (indole + Ser = Trp) takes place in the β-subunit (TrpB), the 
exquisite allosteric regulation of this enzyme impedes the use of isolated TrpB 
due to its dramatically decreased activity in the absence of the α-subunit (TrpA). 
This chapter discusses our efforts to engineer TrpB to serve as a general plat-
form for the synthesis of noncanonical amino acids. We used directed evolution 
to enhance the activity of TrpB from Pyrococcus furiosus (PfTrpB), so that it 
can act as a stand-alone biocatalyst. Remarkably, we found that mutational acti-
vation mimics the allosteric activation induced by binding of TrpA. Toward our 
goal of expanding the substrate scope of this reaction, we activated other homo-
logs with the same mutations discovered for PfTrpB. We found improved cata-
lysts for the synthesis of 5-substituted tryptophans, an important biological 
motif. Finally, we performed directed evolution of TrpB for synthesis of 
β-branched amino acids, a group of products whose chemical syntheses are par-
ticularly challenging.

mailto:frances@cheme.caltech.edu
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1.1  Introduction

In addition to being one of the standard 20 proteinogenic α-amino acids, tryptophan 
(Trp) is the immediate precursor of important biomolecules such as the neurotrans-
mitter serotonin [1], vitamin B3 [2], and auxin phytohormones [3, 4]. In biosyn-
thetic pathways of more complex natural products, modified tryptophan is frequently 
the core of the final biomolecule [5–9]. Tryptophan derivatives have also been used 
in chemical biology for a variety of applications [10]. These noncanonical amino 
acids (ncAAs) also serve as intermediates in the production of pharmaceuticals by 
chemical synthesis [11]. It is therefore important to develop efficient routes to pre-
paring these compounds.

Tryptophan synthase (TrpS) has been used to make a wide variety of Trp ana-
logs. TrpS catalyzes the last steps in the de novo pathway for Trp in all three domains 
of life. This enzyme synthesizes Trp from 3-indole-d-glycerol phosphate (IGP) and 
l-serine (Ser) in two steps that take place in two separate subunits of the heterodi-
meric enzyme [12]. TrpS has been used for the synthesis of many modified trypto-
phans by reaction of Ser and an appropriate nucleophile, typically a substituted 
indole [13–20]. However, these reactions frequently proceed with low yields (below 
50%). Researchers have tried to expand the substrate scope to nitrogen nucleophiles 
through protein engineering, but those efforts concomitantly boosted an abortive 
side deamination reaction that prevented efficient use of the catalyst [21].

We believed that TrpS would be a good starting point to develop a platform for 
synthesizing a wider variety of Trp analogs than had been reported. In particular, we 
sought to generate catalysts for C-C, C-N, and C-S bond-forming reactions to make 
ncAAs from inexpensive starting materials using low catalysts loadings. Our 
approach was to first simplify the heterodimeric enzyme complex and engineer 
TrpB to function as a single, stand-alone enzyme. To help the reader understand this 
strategy, we describe the sophisticated mechanism of allosteric regulation that gov-
erns native TrpS activity.

1.1.1  TrpS

In the first steps of the native catalytic cycle, IGP binds in the α-subunit (TrpA), and 
Ser binds in the β-subunit (TrpB), where it forms a covalent Schiff base linkage to 
the cofactor, pyridoxal 5’-phosphate (PLP). Once bound, Ser undergoes dehydra-
tion to form an electrophilic amino acrylate intermediate. TrpA then catalyzes the 
retro-aldol cleavage of IGP, releasing indole, which diffuses through a tunnel con-
necting the two subunits and enters the TrpB active site. There it reacts with the 
amino acrylate to yield l-tryptophan (Fig. 1.1).

The efficient functioning of TrpS requires that all of the mechanistic steps be 
carefully synchronized [22]. In essence, both subunits have an open conformation 
that permits the entry of substrates, but exhibits a slow rate of catalysis, and a closed 
conformation that accelerates intermediate chemical steps, but cannot bind sub-
strate or release product. Each subunit’s equilibrium between open and closed states 

J. Murciano-Calles et al.
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is allosterically modulated by the other subunit, thus ensuring that intermediates are 
not released prematurely. In particular, the indole must be available to TrpB imme-
diately upon formation of the amino acrylate intermediate, which could otherwise 
decompose through hydrolysis. However, if indole were released before the sub-
units are in a fully closed state, it would leak into the cellular medium, whereupon 
it would diffuse through the membrane and be lost. To accomplish the necessary 
synchronicity, each subunit acts as an allosteric effector to the other [12, 22].

The molecular basis for this synchronization comprises structural transitions in 
both subunits [23–25]. In TrpA, the majority of residues in the αL6 loop switch 
from disordered to well ordered, forming a closed state (Fig. 1.2). In TrpB, the 
structural change is more significant; around 20% of the residues change conforma-
tion. The so-called COMM domain, which refers to the region of TrpB that medi-
ates the communication between subunits, undergoes a rigid-body motion and 
rotates between open, partially closed, and fully closed conformations (Fig. 1.2). 
Closure in the COMM domain impedes access to the active site from solution and 
stabilizes the closed conformation in TrpA. Concurrently with the COMM domain 
motion, the conformation of TrpB in the interface between the two subunits is also 
altered. These conformational changes combine to form a 25-Å tunnel between both 
subunits, allowing indole to diffuse from TrpA to the TrpB active site.

TrpS thus exhibits a sophisticated allosteric control mechanism in which both 
subunits play a fundamental role. However, only the β-subunit performs catalysis in 
the β-substitution reaction that is useful to make ncAAs. Unfortunately, the 

Fig. 1.1 Overall reaction catalyzed by TrpS. The α-subunit (green) cleaves IGP in a retro-aldol 
reaction that releases indole, which diffuses through a molecular tunnel into the β-subunit (orange). 
There, indole reacts with Ser in a PLP-dependent β-substitution reaction to yield Trp

1 Directed Evolution of the Tryptophan Synthase
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allosteric regulation has hindered the use of isolated TrpB, whose activity in isola-
tion is seriously diminished compared to the full TrpS complex. Consequently, we 
sought to engineer a stand-alone TrpB for efficient catalysis in the absence of 
TrpA. We hypothesized that such a simplified biocatalyst could serve as an effica-
cious starting point for further engineering to expand reactivity.

1.2  Activation of TrpB from Pyrococcus furiosus by Directed 
Evolution

The first task in engineering a stand-alone TrpB catalyst was to identify a suitable 
parent for directed evolution. Most studies of TrpS have been done with the homo-
log from Salmonella typhimurium (StTrpS), a mesophilic organism. We decided to 
use TrpS from Pyrococcus furiosus, a thermophilic archaeon that survives at 
100 °C. The ability of this enzyme to function at high temperature (75 °C) enables 
solubilization of highly hydrophobic substrates such as indole without addition of 
cosolvent. Another significant advantage of engineering a protein from a thermo-
philic organism is the possibility of accumulating more mutations that boost activity 
but may be destabilizing [26].

We wanted to evolve TrpB to catalyze its native reaction, the condensation of 
indole and Ser to give Trp, more efficiently as a stand-alone enzyme. For this we 
developed a high-throughput assay that measures the change in absorbance at 
290 nm as indole is converted to Trp [27]. The use of a thermostable protein is 
highly advantageous for screening at this wavelength, because the background 
absorption from E. coli proteins can be reduced through heat treatment at 75 °C, 
which yields moderately pure PfTrpB enzymes.

Fig. 1.2 Structural transitions in the conformational switch from open to closed states in 
Salmonella typhimurium TrpS. The open conformation is in orange (PDB ID: 1KFK), and the 
closed conformation is in blue (PDB ID: 2J9X). In TrpA (light gray), many residues in loop αL6 
are disordered in the open conformation, but most become well ordered upon the switch to the 
closed conformation. In TrpB (dark gray), the arrows indicate the direction of the motion of the 
COMM domain from the open to the closed state. The PLP is represented in sticks

J. Murciano-Calles et al.
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We constructed a random mutagenesis library of PfTrpB by error-prone PCR and 
measured the activity of 528 clones. From this library, we identified 20 clones (3.8% 
of all variants) with at least a 35% increase in Vmax relative to the wild-type enzyme 
[28]. The most active of these contained a single Thr→Ser mutation that increased 
the catalytic efficiency of PfTrpB on indole by 20-fold, which is even greater than 
the change induced by TrpA binding. Twelve activating mutations were recom-
bined, and screening yielded a new variant, PfTrpB4D11, that retained the T292S 
mutation and incorporated four more (E17G, I68V, F274S, T321A). This enzyme, 
which has a further 2.6-fold increase in catalytic efficiency, was used as the parent 
for a final round of random mutagenesis, from which we identified PfTrpB0B2 har-
boring the single additional P12L mutation that increased the catalytic efficiency to 
3.3 × 105 M−1 s−1 with indole, 83-fold higher than PfTrpB and threefold higher than 
the allosterically activated PfTrpS complex [28].

We next investigated whether the increased activity of this stand-alone TrpB was 
achieved through the same mechanism as the binding of TrpA. Several lines of 
evidence suggested this was the case. We performed our screening under saturating 
conditions of each substrate and nevertheless observed a coupled decrease in the KM 
for each substrate. PfTrpA binding not only causes a ~threefold increase in kcat but 
also a decrease in KM values for Ser and indole, by twofold and fourfold, respec-
tively, suggesting a similar mechanism of activation at work during both effector 
binding and mutational activation.

To further understand how PfTrpA regulates PfTrpB, we used X-ray crystallog-
raphy and UV-vis spectroscopy to probe conformational changes and the steady- 
state distribution of intermediates in the active site. Importantly, our data showed 
that the structural and spectroscopic properties of PfTrpB and PfTrpS are very simi-
lar to those reported in the distantly-related but well-studied enzyme from 
Salmonella typhimurium [25]. The UV-vis spectrum of the internal aldimine  
(i.e., when the PLP is bound to the catalytic lysine) has a λmax of ~412 nm  
(Fig. 1.3a). Ser binding to PfTrpB is associated with the large-scale conformational 
rearrangement of the COMM domain into a partially closed state and accumulation 
of an external aldimine intermediate, which shifts λmax to 428 nm (Fig. 1.3a). When 
PfTrpA is bound, the Ser-bound spectrum shifts to a characteristic λmax at 350 nm, 
consistent with stabilization of the amino acrylate intermediate. Structural studies 
with StTrpS show that this species is stabilized by a fully closed state of the COMM 
domain (Fig. 1.2), which also has an increased affinity for indole [12]. As can be 
seen in Fig. 1.3b, the spectrum after addition of Ser to PfTrpB0B2 corresponds to 
amino acrylate intermediate, further supporting the hypothesis that mutations 
increase activity through the same mechanism as allosteric effector binding, i.e., 
stabilization of the closed conformational state.

Each of these experiments probed changes in PfTrpB during its native catalytic 
cycle with Ser and indole. We found that PfTrpA binding also increases the relative 
rate of product formation upward of 200-fold with different indole analogs. 
Therefore, it was of interest to know whether mutations were also activating for 
ncAA synthesis. We found that our stand-alone PfTrpB0B2 catalyst was also broadly 
activated for eight different indole analogs in C-C and C-N bond-forming reactions 

1 Directed Evolution of the Tryptophan Synthase
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[28]. This trend was similar to the rate enhancement induced by PfTrpA binding, 
with some differences emerging between the two enzyme systems. PfTrpB0B2 was 
moderately faster at C-N bond-forming reactions with indole and indazole, whereas 
PfTrpS was moderately faster with 5-bromoindole. Hence, mutations that increased 
activity with indole were broadly activating with other substrates. Again, PfTrpB0B2 
resembles the catalytic features described for PfTrpS.

Given the considerable interest in understanding allosteric phenomena [30–
34], a compelling question arose: are activating mutations confined to a distinct 
allosteric pathway or interface? The first round of evolution identified 27 
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E(A-A) intermediate
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mutations distributed across 20 improved clones. Although the effect of each 
mutation has not been measured individually, the data provide a broad picture of 
PfTrpB activation (Fig. 1.4). It was described that some residues undergo switch-
like behavior upon effector binding in StTrpS, but just one of the 27 possible 
activating mutations (N166D) was found along the homologous route for PfTrpB 
[12, 35, 36]. Taking a more generous view of what an allosteric “pathway” might 
look like, 17 of the 27 activating mutations (63%) were found at either the pro-
tein-protein interface or within the COMM domain. These regions comprise 31% 
of the total PfTrpB sequence, indicating modest enrichment within the areas pre-
viously thought to control allosteric signaling in TrpB. While the mutations have 
a positive effect on PfTrpB catalysis, it is not clear how or why they influence the 
rate of the reaction. Indeed, almost 40% of activating mutations are outside of 
any region that one might a priori think has an impact on allosteric signaling or 
catalysis.

From the study of PfTrpB activation, it is clear that mutations can reproduce 
complex conformational changes induced by effector binding. Similar effects were 
previously shown in a handful of other examples from the literature. Shi and Kay 
identified mutations for the activation of the bacterial HslV protease [37]. The pro-
teolytic activity of HslV is increased ~200-fold upon binding of its partner protein 
HslU, which is essential for its role in cellular protein degradation [38]. A sensitive 
NMR analysis was used to monitor chemical shift perturbations in Ile, Leu, Met, 
Val, and Thr residues in HslV upon HslU binding. From these data, a pair of helices 

Fig. 1.4 Sites where 
mutation of PfTrpB is 
associated with increased 
activity. In the structure of 
PfTrpS (PDB ID: 5E0K), 
TrpA is shown in pink, and 
TrpB is shown in green and 
blue. PLP is depicted in 
sticks. Residues where 
mutations were found that 
gave validated increases in 
Vmax during high-throughput 
screening are shown as 
spheres. There is an 
abundance of sites in the 
COMM domain (colored in 
blue) and at the subunit 
interface that give rise to 
increases in activity

1 Directed Evolution of the Tryptophan Synthase
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that undergo conformational changes at the HslU binding site was identified. A 
small panel of conservative mutations at positions within these helices was con-
structed, and, strikingly, six of the mutations increased catalytic efficiency, the larg-
est by ~20-fold. NMR analysis showed that increases in activity were correlated 
with substantial chemical shift perturbations similar to the effects of native effector 
binding.

Another example is the activation of LovD, an acyl transferase that transfers an 
α-methylbutyrate group that is covalently tethered to an acyl carrier protein, LovF 
[39, 40]. With substrate surrogates that are not bound to LovF, the acyltransferase 
activity of LovD is greatly reduced, indicating that the carrier protein also serves as 
an allosteric activator. Tang and collaborators employed nine rounds of directed 
evolution to increase activity on a nonnatural substrate in the absence of the protein 
effector as well as increase the thermal stability and tolerance to organic solvent 
[40]. They assessed the aggregate effect of these mutations on LovD conforma-
tional dynamics with molecular dynamics (MD) simulations. Their results sug-
gested that the activity of LovD is altered upon LovF binding through the 
stabilization of a closed and catalytically active conformation. Interestingly, simula-
tions suggested that engineered LovD enzymes experience comparable conforma-
tion changes in the absence of their effector. Testing this hypothesis experimentally 
would have been exceptionally difficult without further modification of LovD, as 
there is no chromophore (like PLP for TrpB) that enables one to probe the steady 
state of the catalytic cycle directly.

1.3  Activation of TrpB from Other Species by Transfer 
of Mutations

With our stand-alone PfTrpB in hand, we wished to test whether the mutational 
activation of TrpB could be generalized to TrpBs from other organisms. All known 
TrpBs are subject to allosteric regulation by TrpA [12, 41, 42], and it is plausible 
that the allosteric mechanisms are conserved across TrpS homologs. Furthermore, 
our interest in expanding the substrate scope of TrpB might be helped by assessing 
other TrpB homologs, since enzyme homologs often exhibit different substrate 
scopes [43, 44]. For example, native StTrpS is a poor catalyst for N-alkylation, 
whereas PfTrpS is moderately proficient. However, we did not wish to repeat the 
effort required to activate PfTrpB (screening ~3100 clones) for the other homologs. 
Instead we tested whether activating mutations in PfTrpB0B2 have the same effects 
when transferred to TrpBs from other species.

Successful transfer of beneficial mutations among homologous proteins has 
been reported numerous times, although not for allosteric properties, as far as 
we know. For instance, multiple sequence alignments of homologs allow the 
identification of consensus residues that tend to be thermostabilizing within the 
protein family [45]. Also, mutations that alter nicotinamide cofactor specificity 
can be transferred to homologous enzymes [46]; in this case, structural and 
sequence analyses of an entire protein family provided specialized “recipes” to 
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change specificity from NADPH to NADH. However, engineering allostery 
may be significantly more complex than transferring mutations that enhance 
thermostability, where the mutational effects are largely additive, or specificity, 
where the effects are usually more localized. Allosteric regulation occurs 
through a dynamic mechanism that transfers information between the allosteric 
binding site and the enzyme active site and involves many, if not all, residues in 
the protein. Often, experimental evidence establishes that a residue that partici-
pates in transmitting this information is not conserved across different homo-
logs. This holds even when the allosteric mechanisms are superficially similar, 
and evolution frequently causes homologous proteins to develop different allo-
steric mechanisms [47].

To test the transferability of the allostery-mimicking mutations, we selected 
diverse TrpB homologs with differing sequence identities and well separated in the 
phylogenetic tree [48]. The closest homolog to PfTrpB tested was from 
Archaeoglobus fulgidus, AfTrpB (72% sequence identity), which is a thermophilic 
archaeon. We also selected the TrpB from Thermotoga maritima (TmTrpB, 64% 
sequence identity), a thermophile that belongs to the bacterial domain of life. Lastly, 
we chose the TrpB from Escherichia coli (EcTrpB, 57% sequence identity), a meso-
phile. The sequence alignment of the homologs showed some differences at the 
positions of the activating mutations in PfTrpB0B2. Importantly, two mutations in 
PfTrpB0B2 were already present as the wild-type residues in two of the homologs, 
A321 in TmTrpB (mutation T321A in PfTrpB0B2) and S297 in EcTrpB (mutation 
T292S in PfTrpB0B2).

Making the 0B2 mutations in the homologs led to varied levels of catalytic effi-
ciency. AfTrpB0B2 was indeed activated, with a ~20-fold increase in catalytic effi-
ciency with respect to wild type. Similar to P. furiosus enzymes, the UV-vis spectrum 
after addition of Ser to AfTrpB showed a λmax at 428 nm, reflecting accumulation of 
the external aldimine intermediate. After addition of Ser to the 0B2 mutant, the 
spectrum was similar to AfTrpS, with a λmax at 350 nm [49] corresponding to the 
amino acrylate intermediate. Hence, these mutations, which mimic the binding of 
the allosteric protein partner in PfTrpB, appear to have the same effect in 
AfTrpB. However, this was not the case for the other two mutant homologs, where 
the catalytic efficiencies of TmTrpB0B2 and EcTrpB0B2 decreased by more than 40% 
relative to the wild-type enzymes.

To determine whether a subset of the mutations could activate the other two 
homologs, we made and screened recombination libraries of the 0B2 mutations for 
TmTrpB and EcTrpB. With this strategy, we found three activating mutations 
(P19G, I69V, and T292S) for TmTrpB. T292S was the most activating single muta-
tion, conferring a sixfold increase in catalytic efficiency. All the variants containing 
this mutation showed a UV-vis spectrum after addition of Ser similar to the native 
TmTrpS complex [49]. The most activated TmTrpB variant harbored the three muta-
tions and exhibited a tenfold increase in catalytic efficiency.

Activation of the last, E. coli homolog was more challenging: the recombination 
library of the 0B2 mutations in EcTrpB produced no increased activity. The T292S 
mutation had a prominent effect in the other TrpB homologs, but Ser is the native 
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residue in the equivalent position of EcTrpB. We made a saturation mutagenesis 
library at this site but again did not find any activated variants. In a final attempt to 
activate this homolog, we returned to the initial random mutagenesis performed on 
PfTrpB, where 27 activating mutations were found [28]. We chose to test the muta-
tions of the double mutant PfTrpBM144T N166T because these residues are highly con-
served across all known TrpBs and are located in the COMM domain. These 
mutations activated EcTrpB, giving more than a twofold increase in catalytic effi-
ciency. We tested the effects of these two mutations in the other homologs and 
found that all were activated, with a two- to fivefold increase in catalytic efficiency. 
The UV-vis spectra after addition of Ser to PfTrpBM144T N166D or EcTrpBM149T N171D did 
not have a λmax at 350 nm and instead showed an accumulation of the external aldi-
mine species. However, after addition of Ser to the corresponding AfTrpB and 
TmTrpB mutants, the spectra showed a λmax at 350 nm, characteristic of the amino 
acrylate species. These results suggest that this set of mutations also mimics the 
allosteric activation exerted by TrpA binding, although in some of the homologs, 
this activation does not completely reach TrpS-like behavior [49]. Similarly, in the 
initial evolution of PfTrpB, the activating T292S mutation alone was not sufficient 
to shift the spectrum to the amino acrylate species, which required four more 
mutations.

Once we accumulated this panel of stand-alone TrpB enzymes, we sought to 
compare their substrate profiles with substituted indoles. We were particularly inter-
ested in accessing Trp derivatives with substituents in the 5 position because this 
site is often substituted in biologically relevant Trp-based compounds. For instance, 
the halogenase PyrH chlorinates tryptophan in the 5 position during the biosynthe-
sis of the antifungal antibiotic pyrroindomycin B [8]. In the biosynthesis of the 
neurotransmitter serotonin and the hormone melatonin, a tryptophan hydroxylase 
mono-oxygenates tryptophan in the 5 position [1]. Halogenation or borylation in 
this position would generate analogs that could serve as intermediates for other 
biologically active compounds through cross-coupling reactions [50–52]. Different 
TrpS homologs have shown a substantial decrease in activity with 5-substituted 
indoles bearing a substituent bulkier than fluorine [17, 18].

We tested our panel of activated stand-alone biocatalysts with 5-bromoindole. 
Remarkably, one of the new activated TrpB, TmTrpBM145T N167D, was ~sixfold faster 
than PfTrpB0B2, the first enzyme we engineered (Table 1.1). We tested eight more 
5-substituted indoles with the two enzymes and saw that TmTrpBM145T N167D was 
always faster than PfTrpB0B2, from 1.4- to 7.5-fold (Table 1.1). As shown in Table 
1.1, the yields for 5-chlorotryptophan and 5-bromotryptophan are 93% and 88%, 
respectively. Previous use of StTrpS for these two reactions reported yields of 61% 
for 5-chlorotryptophan and only 33% for 5-bromotryptophan [17]. Moreover, the 
chemical syntheses of these compounds described to date involve multiple steps, 
generate racemic products, and have final yields below 50% [6, 53–55]. Hence, our 
panel of stand-alone TrpBs is a useful set of biocatalysts for the synthesis of ncAAs 
and should be a fertile starting point for the further development of biocatalysts to 
make more synthetically challenging ncAAs.

J. Murciano-Calles et al.
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1.4  Directed Evolution of PfTrpB for the Synthesis 
of β-Branched Amino Acids

β-Branched amino acids are particularly desirable because the additional substitu-
ent at Cβ alters the conformational properties of peptides and small molecules that 
bear it. For example, the clinically important antibiotic daptomycin features a 
β-methylglutamate residue, and the activity of the drug is greatly diminished with-
out this modification [56, 57]. Unfortunately, chemical synthesis of β-branched 
amino acids is particularly challenging, owing to the need for both enantio- and 
diastereoselective transformations.

One strategy to access β-branched ncAAs would be to substitute Ser in the reac-
tion with Thr. While the nucleophile scope of TrpB has been well explored and our 
panel of stand-alone variants can catalyze an array of substitutions, synthesis of Trp 
analogs by replacing Ser had not been reported. We screened our stand-alone 
PfTrpB catalysts for activity with a variety of Ser analogs and found that the natural 
amino acid l-threonine (Thr) can replace Ser, yielding (2S,3S)-β-methyltryptophan 
(β-MeTrp) in a single step (Fig. 1.5). Previous attempts to perform reactions with 
Thr required the use of the strong nucleophile benzyl mercaptan, which proceeded 
with greatly diminished activity compared to Ser, and the stereochemistry was 
unknown [20].

β-MeTrp is an intermediate in the natural biosynthetic pathways to maremycin 
and streptonigrin [7, 9]. Studies have shown that this intermediate is produced in 

Table 1.1 Yields and total turnovers of the reactions catalyzed by TmTrpBM145T N167D to obtain 
5-substituted tryptophan derivatives. The rates relative to PfTrpB0B2 are also included

N
H

X

+ H2N

OH

OH

O

TmTrpBM145T N167D

or
PfTrpB0B2

PLP, KPi buffer
5% DMSO/H2O

75 °C

X

N
H

O
OH

NH2

Reaction catalyzed by TmTrpBM145T N167D

X Rate relative to PfTrpB0B2 Yield (%) Total turnovers

Cl 3.0 93 9300

Br 5.6 88 4400

NO2 7.5 25 1250

B(OH)2 1.8 38 1900

CHO 1.9 32 1600

CN 4.5 49 2450

OH 1.4 93 9300

CH3 1.4 91 9100

OCH3 1.5 76 7600
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four steps from Trp, using three different enzymes with S-adenosylmethionine as 
the methyl source. Chemical synthetic routes to this ncAA have relatively good 
selectivity but require multiple steps, making it challenging to apply for the produc-
tion of diverse β-MeTrp analogs. Therefore, we sought to evolve our platform for 
the synthesis of these challenging β-branched amino acids using Thr as a nonnative 
substrate.

We first explored the PfTrpB lineage of stand-alone enzymes for activity with 
Thr. Wild-type PfTrpB yielded just 66 turnovers in 24 h. The single mutant 
PfTrpBT292S showed ~sixfold enhanced activity, and reactions with variant PfTrpB4D11 
(containing T292S, E17G, I68V, F274S, and T321A mutations) yielded 660 turn-
overs. Interestingly, PfTrpB0B2 gave slightly slower rates than PfTrpB4D11, despite 
having higher activity with Ser [28]. Therefore, we selected PfTrpB4D11 for directed 
evolution to increase activity with Thr.

We screened 352 clones from a random mutagenesis library of PfTrpB4D11 and 
identified six missense mutations in five clones with increased Vmax. The most 
active variant, PfTrpB4G1, has a single additional mutation, F95L. Recombination 
of all of the mutations and screening resulted in variant PfTrpB2B9, which has muta-
tions I16V, F95L, and V384A and significantly enhanced activity with Thr. 
Interestingly, the I16V mutation is adjacent to E17G present in the parent, and the 
F95L mutation is adjacent to the COMM domain of TrpB. Combined, these muta-
tions provide at least a 6000-fold boost in productivity compared to the wild-type 
PfTrpB enzyme.

This engineered enzyme has several positive features as a biocatalyst. As we 
screened for Vmax, some of the increases in activity in cell lysates were due to boosts 
in the expression of soluble enzyme. Hence, the protein can now be prepared at 
~350 mg/L of culture, facilitating larger-scale reactions. The enzyme also retains 
high activity at elevated temperatures, allowing for high substrate loading. However, 
reactions with a single equivalent of each substrate give only 44% conversion to 
products, which corresponds to 2220 total turnovers (TTN). UV-vis spectroscopy 
showed that an abortive deamination reaction is occurring when Thr is incubated 
with PfTrpB2B9. With the addition of more equivalents of Thr (up to ten), we 
observed >99% conversion based on indole and up to 8200 TTN. Additionally, this 

N
H

O
OH

NH2

HO

O
OH

NH2 N
H1

2

34
5

6
7

TrpB

PLP

L-Threonine Indole (2S,3S)-β-MeTrp

+

Fig. 1.5 β-Substitution of Thr with indole yields β-MeTrp. This reaction is catalyzed at trace 
levels by PfTrpB, but the level increases with directed evolution. Activity was also observed with 
a variety of indole analogs
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reaction proceeds with >99% enantiomeric and diastereomeric excess, highlighting 
the exquisite selectivity of the enzyme.

Using these reaction conditions, we explored the nucleophile scope of this new 
β-substitution reaction. Indoles with methylation at the 2 and 6 positions (number-
ing of indole is shown in Fig. 1.5) were well tolerated by the enzyme, yielding 6400 
and 1100 turnovers, respectively. We also observed product formation with 4- and 
5-fluoroindole, with ~3.4-fold lower TTN for the 4-fluoroindole, which is more 
electron deficient at C-3 than the 5-fluoroindole analog. However, we did not 
observe product formation using 5-chloro-, 5-bromo-, or 6-hydroxyindoles, demon-
strating a reduced substrate scope in the new reaction.

We observed that 7-azaindole reacted with 220 TTN and also found a secondary 
product corresponding to N-alkylation. This regioselectivity is identical to that of 
indazole, which we found reacts exclusively in an N-alkylation reaction that pro-
ceeds with 500 TTN. Lastly, we observed a productive reaction with thiophenol in 
1300 TTN, demonstrating that the enzyme can catalyze stereoselective C-C, C-N, 
and C-S bond-forming reactions.

The development of this enzymatic platform for the synthesis of β-branched ncAAs 
was greatly facilitated by previous efforts to engineer a stand-alone enzyme. At all 
stages, only a single enzyme was necessary to catalyze the reaction, and this simplified 
system supported expression of the catalyst at high levels, ~350 mg of PfTrpB2B9 per L 
culture, which will facilitate production of these important synthons [58].

1.5  Summary and Outlook

We have engineered the heterodimeric enzyme TrpS into a single enzyme platform 
for the synthesis of ncAAs from simple starting materials. This was accomplished 
by identifying mutations in TrpB that recapitulate the effects that are induced by its 
allosteric binding partner, TrpA. We identified dozens of mutations that are activat-
ing in PfTrpB and showed that some of them could be transferred to homologs to 
produce an array of catalysts with varied properties. These new stand-alone TrpB 
enzymes can be evolved readily for altered function, as we demonstrated for the 
β-substitution of Thr. All of this was accomplished with mutations that were identi-
fied by screening random mutant libraries, and the mutations are distributed 
throughout the protein. Hence, each of the catalysts has a unique active site that can 
be engineered to increase activity with a particular nucleophile or electrophile. We 
believe this approach will continue to yield superior catalysts for the biocatalytic 
production of desirable ncAAs.
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2Engineering Therapeutic Enzymes

Stefan Lutz, Elsie Williams, and Pravin Muthu

Abstract
Biologics constitute a rapidly growing category of pharmaceutical drug prod-
ucts. With over 100 clinically approved therapeutics and many more in develop-
ment, protein-based compounds represent an important subset among these 
biomacromolecular drug candidates, ranging from antibodies, anticoagulants, 
growth factors, hormones, interferons, and interleukins to enzymes. While 
recombinant gene technology has traditionally played a key role in development 
and production of these therapeutics, protein engineering offers an additional 
dimension for tailoring the biochemical and biophysical properties of proteins to 
the specific needs of clinical applications. Given the tremendous potential of 
protein engineering methods to alter and improve the function of biocatalysts, 
our review focuses on recent examples highlighting the advances and challenges 
in applying these techniques toward the engineering of therapeutic enzymes. 
More specifically, our review will focus on three categories of therapeutic 
enzymes: pharmaceutical enzymes where the protein itself constitutes the thera-
peutic agent, prodrug-activating enzymes where the protein indirectly triggers a 
clinical effect, and diagnostic enzymes where a protein’s superior selectivity and 
specificity offer advantages over traditional analytical methods.

2.1  Introduction

Proteins are involved in the vast majority of biological processes inside and outside 
the cellular environment. They have continuously been selected and optimized by 
Darwinian evolution to facilitate specific chemical reactions over millions of years, 
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enabling them to perform structural, catalytic, and regulatory functions with impres-
sive efficiency, specificity, and selectivity. Recognizing the tremendous potential 
and value of these biomacromolecules, efforts by scientists and engineers to harness 
their exquisite performance to manufacture medicinal, industrial, and consumer 
products date back over 100 years. While the scope of early studies was often lim-
ited by low availability of particular proteins, the development of recombinant DNA 
technology in the early 1970s represented a paradigm shift, allowing not only for 
the deliberate manipulation of genes that encode for particular proteins but also for 
the reproducible and scalable heterologous expression of targeted proteins. These 
capabilities marked a new era for fundamental and applied studies of native pro-
teins, and they also set the stage for a more creative, synthetic approach toward 
studying and tailoring protein structure and function a decade later. As discussed 
here and in other parts of this book, the generation of protein variants via site- 
directed and random mutagenesis, as well as in vitro recombination, again revolu-
tionized the field, providing an effective strategy toward probing the contributions 
of individual amino acids or protein domains to overall function. At the same time, 
these methods could be applied for altering the functional properties of proteins, in 
principle enabling the tailoring of proteins toward almost any desirable target 
function.

Given their key role in the chemistry of life, proteins are also often intimately 
involved in cellular malfunction that can lead to disease, as well as processes tar-
geted by drugs and toxins. In the spirit of “fighting fire with fire,” these same pro-
teins offer opportunities for the development of new, potentially highly effective 
treatments and diagnostics to overcome, compensate for, or simply monitor pertur-
bations in a biological system. In fact, the exploitation of native and engineered 
proteins for such therapeutic applications has been highly successful [1, 2]. In 2011, 
almost 100 proteins were approved for clinical use in the United States and European 
Union with sales exceeding US$100bln. When sorted by molecular mechanisms, a 
clear majority of these protein-based therapeutics fall into the category of non- 
covalent binders, consisting of genuine unmodified proteins and monoclonal anti-
bodies. Meanwhile, the category of proteins affecting covalent bonds listed 21 
enzymes [2]. This latter category represents a particularly exciting group of thera-
peutics as enzymes, not limited to stoichiometric interactions, can due to their cata-
lytic activity dramatically amplify their impact on host cells. Consequently, 
biological efficacy is enhanced even at low doses of the therapeutics, while costs 
and undesirable side effects are minimized. However, therapeutic enzymes also 
present unusual challenges as they are exogenous proteins, introduced into a host 
cell to catalyze a reaction of clinical benefit. Such function comes with unique 
design criteria distinct from general drug and protein design. On one hand, these 
enzymes can be tuned to levels of specificity and selectivity typically not achievable 
with traditional small-molecule drugs. On the other hand, they must minimize inter-
ference with native cellular functions, remain functional under physiological condi-
tions (e.g., blood plasma), exhibit suitable pharmacokinetic profiles, and elicit no or 
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minimal immunogenic response from patient. These additional constraints signifi-
cantly increase the complexity and challenge for engineering therapeutic enzymes. 
It is for these reasons that the last two decades have seen serious efforts to identify 
novel biocatalysts for therapeutic applications that far exceed the abovementioned 
list of enzymes with clinical approval.

In this article, we are reviewing developments of therapeutic enzymes with a 
particular focus on studies involving engineering of the actual protein. Additional 
opportunities for functional improvements of proteins including posttranslational 
modifications such as PEGylation or fusion to other proteins are not discussed. 
While some of the enzymes discussed have been approved or are currently in clini-
cal testing, others remain under development in the laboratory or have been discon-
tinued. We believe that they all represent interesting examples of the challenges and 
opportunities for tailoring enzymes for therapeutic applications. In addition, many 
studies provide valuable insights into the protein’s structure-function relationships. 
For our discussion, we have organized these enzymes into three subcategories: 
pharmaceutical enzymes, prodrug-activating enzymes, and diagnostic enzymes.

2.1.1  Pharmaceutical Enzymes

The subcategory of pharmaceutical enzymes represents proteins that themselves 
constitute the therapeutic agent. Representatives include proteases, esterases, and 
nucleases, as well as amino acid-processing enzymes. The clinical efficacy of these 
enzymes typically benefits from enhanced catalytic activity and pharmacokinetics, 
as well as reduced immunogenicity. While improvements of activity and stability 
are relatively straightforward and are routinely addressed by directed evolution 
methods [3, 4], immunogenicity remains the most common reason for drug failure. 
Historically, the majority of preclinical research on therapeutic enzymes were done 
with nonhuman proteins and often resulted in termination of clinical trials due to an 
observed immune response [5]. In some cases, simply altering the protein origin to 
the human homolog was sufficient. For example, initial studies on DNaseI as a 
therapeutic agent to treat cystic fibrosis were done with the bovine enzyme [6]. 
Pulmozyme® (Genentech) is its human homolog and displayed the intended thera-
peutic effect without observed immunogenicity [7]. For many other enzymes, the 
reduction of immune response is not straightforward and remains a significant chal-
lenge. While various approaches to identify potential epitopes have been explored, 
no general solution to protein immunogenicity exists to date.

2.1.2  Enzymes for Suicide Gene Therapy

A more recent application of therapeutic enzymes is toward the development of 
improved chemotherapies through the introduction of foreign genes. For 
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decades, chemotherapy has been a component of standard of treatment for can-
cer patients [8]. However, the high systemic toxicity of the therapeutic agents 
remains a dose- limiting constraint. Gene-directed enzyme-prodrug therapy 
(GDEPT) involves the intratumoral delivery and expression of so-called suicide 
genes, encoding for enzymes which, in combination with a prodrug, elicit a 
cytotoxic effect [9]. First introduced by Mootlen et al. [10], GDEPT places 
strict constraints on the therapeutic enzyme, requiring high activity and speci-
ficity for the unnatural prodrug but no significant interference with native cel-
lular functions. For these reasons, wild-type enzymes were generally found to 
be poor GDEPT candidates [11]. Protein engineering of native enzymes has 
been proposed for GDEPT and has been advanced in four specific cases: 
2′-deoxyribonucleoside kinases and purine nucleoside phosphorylase that oper-
ate in conjunction with nucleoside analog prodrugs, cytosine deaminase that 
utilizes prodrugs originally developed as fungicides, and nitroreductases that 
activate custom prodrugs. Beyond these four extensively studied enzyme- 
prodrug systems, more than 20 other GDEPT systems deploying natural enzymes 
are described in the literature [12, 13].

2.1.3  Diagnostic Enzymes

The inherent selectivity and specificity of enzymes can offer significant advantages 
over traditional analytical methods for the detection of analytes and biomarkers. 
The functional properties of such enzyme-based biosensors not only allow for direct 
identification of targeted molecules in complex biological samples; the sensor- 
target interactions also impacts the catalytic performance of the enzyme, amplifying 
the effect of a single, bound analyte by manyfold and dramatically boosting sensor 
sensitivity. Besides the need for increased stability which is typically addressed by 
enzyme immobilization, engineering of diagnostic enzymes has largely focused on 
changing and optimizing the specificity for particular analytes, as exemplified by 
variants of cholinesterases for the detection of organophosphate and carbamates 
found in pesticides and nerve agents.

2.2  Proteases

Proteases play key roles in regulating fundamental biological processes, approxi-
mately 2% of the human genome encodes for protease enzymes, and they are the 
molecular targets for many established drug classes [14]. Perhaps not surprising 
then is the variety of medical conditions for which researchers are pursuing engi-
neered proteases as therapeutic enzymes. These include leukemia [15], vitreomacu-
lar adhesion [16], and, as will be expanded upon below, cardiovascular disorders, 
multiple neurological disorders, and celiac disease.
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2.2.1  Proteases as Anticoagulant Enzymes for Treatment 
of Cardiovascular Disorders

2.2.1.1  Urokinase Plasminogen Activator and Tissue Plasminogen 
Activator

The use of proteases to treat cardiovascular disorders is the most established thera-
peutic use of this enzyme class. Urokinase plasminogen activator (u-PA) was the 
first enzyme to be approved for therapeutic use by the FDA in 1978 [17] not only 
ushering in proteases as a class of drugs for thrombolytics but demonstrating the 
commercial viability of enzymes as drugs. u-PA is able to break down blood clots 
as its proteolytic activity cleaves the zymogen plasminogen into the active serine 
protease plasmin. Active plasmin then cleaves fibrin, a fibrous protein that is a cru-
cial competent of blood clots, eventually dissolving the clot. While u-PA was a 
significant advance for proteolytic-based therapy, it is a tissue plasminogen activa-
tor (t-PA), first trailed in humans in 1984 [18] and approved for myocardial infarc-
tion and eventually for stroke, that is now more widely used. t-PA also converts 
plasminogen to active plasmin, but it preferentially cleaves plasminogen that is 
bound to fibrin, allowing t-PA to be systemically delivered but still effect local fibri-
nolysis at indicated areas [19]. However, t-PA is rapidly inactivated by endogenous 
inhibitors, most importantly plasminogen activator inhibitor-1 (PAI-1), as part of a 
natural feedback regulation to prevent against rampant fibrinolysis [20], and recom-
binant infused t-PA is reported to have a biological half-life of only 6 min [21].

Improving both the biological half-life and specificity toward fibrin bound plas-
minogen were clear aims for which to engineer second-generation t-PA proteases. 
In 2000, the FDA approved tenecteplase (TNKase®) developed by Genentech. This 
improved variant contains three modifications from the wild-type t-PA sequence 
[22]. The first modification was a replacement of the residues at positions 296–299 
with Ala, identified via a strategy in which charged residues close together in the 
primary sequence of t-PA were systematically substituted for Ala [23]. This variant 
shows sharply decreased PAI-1 inhibition and increased specificity and activity for 
plasmin bound to fibrin. Additional mutations T103N [24] and N117Q modified 
N-linked glycosylation sites and reduced plasma clearance [22]. These sequence 
modifications resulted in a modest improvement of half-life, from 6 to 18 min in 
clinical trials [21]. Unfortunately, not all attempts to improve t-PA bioavailability 
have been successful. The variant lanoteplase showed both an increased half-life 
and a decreased PA1-I binding [25]; however, when tested in large-scale clinical 
trial, this appears to have triggered an increase in intracranial bleeding that halted 
development of the protease [25], highlighting the unfortunate reality that even 
when an engineering campaign successfully meets an identified target, the resulting 
therapeutic enzyme is not assured of in vivo clinical success.

2.2.1.2  Engineered Thrombin
Thrombin is a protease that can trigger both procoagulation and anticoagulation 
processes. In an unbound state, thrombin proteolytically converts fibrinogen into 
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fibrin allowing the formation of blood clots. Fibrin glue, a combination of fibrino-
gen and native thrombin enzyme, has a long-standing use as a surgical aid to wound 
healing [26]. However, upon binding to the endothelial cell receptor thrombomodu-
lin, thrombin “switches” to an anticoagulant activity as it can now activate the 
zymogen protein C, converting it into activated protein C (APC) that continues the 
protease cascade and triggers downstream anticoagulation pathways. Multiple engi-
neering efforts have focused on separating out these anti- and procoagulant activi-
ties to develop thrombin as an anticoagulant protease for potential therapeutic use 
[27–29]. One variant of interest is a double mutant W215A/E217A that has demon-
strated efficacy as an anticoagulant in both preclinical primate [30] and rodent mod-
els [31] of ischemic stroke and thrombosis. This rationally designed variant 
combined two single mutations (W215A [32] and E217A [27]) that had previously 
been characterized as interfering with proteolysis of fibrinogen but not protein 
C. The double mutant shows a 20,000-fold lower activity for fibrin yet still activates 
protein C comparably to wild-type enzyme.

2.2.2  Procoagulant Protease Engineering

Factor VII (FVII) is a protease in the procoagulant protease cascade required to 
form blood clots. Recombinant FVIIa, marketed as NovoSeven® by Novo Nordisk, 
was approved by the FDA for the treatment of hemophilia in 1999. While the 
wild- type formulation has been demonstrated as a safe and effective treatment for 
procoagulation, there is a potential market for variants with increased and sus-
tained procoagulant activity. Persson et al. consolidated rationally identified sub-
stitutions from previous works, resulting in a triple mutant (V158D/E296V/
M298Q) of FVIIa [33]. The activity of the wild-type FVIIa is stimulated by asso-
ciation with tissue factor (TF), which is locally present at sites of vascular injury. 
The triple mutant has amino acid substitutions that force the protease to adopt a 
conformation similar to the TF-induced structure, increasing the TF-independent 
activity of the enzyme. Unfortunately, in phase III clinical trials, several patients 
developed anti-drug antibodies eliciting a neutralizing response, and development 
of this variant has been halted [34]. Harvey et al. also used protein engineering to 
improve FVIIa for a separate property [35]. The wild-type FVIIa has a relatively 
low affinity for the membranes of platelets, reducing its in vivo efficacy. The 
group was guided by previous literature, suggesting that membrane affinity of 
FVIIa was mediated through the the γ-carboxyglutamic acid (Gla) domain [36]. 
Site-saturation mutagenesis of this 40 amino acid residue domain was carried out 
and a light-scattering assay used to evaluate proteins for increase binding to phos-
pholipid vesicles. The resulting lead variant contained four substitutions (P10Q/
K32E/D33F/A34E) and progressed to phase III clinical trials for the treatment of 
hemophilia. This study was also halted, as patients again developed neutralizing 
antibodies toward the engineered protease [37].
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The clinical outcome of the modified FVIIa variants highlights a difficulty of 
engineering enzymes as therapeutic agents. Both studies were halted as a precau-
tionary measure due to an unforeseen immune response, resulting from genetic 
modification of a human wild-type sequence. The development of non- immunogenic 
enzyme variants with alternate properties remains a consistent challenge for the 
engineering of therapeutic enzymes.

2.2.3  Alzheimer’s Disease

A role for therapeutic proteases in the treatment of multiple neurological disorders 
has been investigated. One such disorder is Alzheimer’s disease. While the molecu-
lar basis for Alzheimer’s is not fully understood, the disease is characterized by 
buildup of β-amyloid (Aβ) peptide-based plaques in the brain. Many therapeutic 
strategies in advanced clinical trials seek to target these Aβ plaques through immu-
notherapy or inhibition of the secretases that produce them from amyloid precursor 
protein [38]. An alternative strategy is the use of proteases to break down Aβ 
plaques – either through pharmacological upregulation of endogenous protease 
activity [39] or gene therapy-based approaches designed to increase expression of 
Aβ plaque degrading proteases [40, 41]. A large concern, and a general hurdle for 
many protease-based therapies, is off-target toxicity arising from the often broad 
substrate specificity of proteases. As such, increasing specificity is a principle aim 
of many protease engineering campaigns, such as those focused on increasing the 
specificity of neprilysin [42, 43], a human zinc metalloprotease able to degrade Aβ 
plaques. Site-directed mutagenesis of active site and solvent accessible residues was 
carried out, and beneficial single mutations were identified by screening for 
increased activity with Aβ peptide sequences and decreased activity on eight known 
native peptide substrates. These were then screened combinatorially resulting in a 
lead variant with two mutations, G399V/G174K, that showed a 20-fold increase in 
kcat/Km relative to wild-type neprilysin and a 2.6- to 3200-fold decrease in kcat/Km on 
a panel of native peptide substrates [44]. In separate work, a member of the trypsin-
like serine protease superfamily, human kallikrein 7 (hK7), has also demonstrated 
an in vitro ability to cleave peptides at a sequence in the core of the Aβ peptide, and 
Guerrero et al. reported on efforts to increase this catalytic activity and specificity 
toward Aβ by engineering the protease to prefer phenylalanine upstream of the pep-
tide cleavage site instead of the native tyrosine preference [45]. In a yeast- based 
expression system, a randomized 107-sized mutant library was screened using a 
protease-activated fluorescent reporter. The resulting lead hK7 variant showed a 
10–30-fold increase in selectivity toward the Aβ peptide sequence versus native 
peptide substrates. However, this was due primarily to the loss of activity toward 
tyrosine-containing native peptide sequences rather than increased Aβ peptide 
activity. The variant demonstrated reduced toxicity toward both the yeast expression 
system and neuronal cells co-cultured with purified protein.
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2.2.4  Botulinum Neurotoxins for Neurological  
and Non- neurological Indications

In 1989, botulinum neurotoxin serotype A (BoNT/A) from Clostridium botulinum 
was approved for use by the FDA for the treatment of strabismus (cross eyes) and 
blepharospams (eyelid spasms), although it is now perhaps most commonly known 
for its cosmetic use in attenuating frown lines. BoNT/A is currently also used in a 
wide number of approved and off-label indications including dystonias, migraines, 
overactive bladder, excessive sweating or drooling, and muscle conditions associ-
ated with diseases such as cerebral palsy, Parkinson’s disease, and multiple sclerosis 
[46, 47]. The molecular basis of the neuro-inhibitory effect of BoNTs is due to a 
targeted protease catalytic activity. The mature form of BoNTs contains three 
domains – a light chain zinc endopeptidase domain attached via a disulfide bond to 
a heavy chain-binding domain and translocation domain. These allow the BoNTs to 
bind to peripheral cholinergic nerve terminals and eventually enter the nerve cell 
cytosol where the zinc endopeptidase then cleaves specific N-ethylmaleimide- 
sensitive fusion protein attachment protein receptor (SNARE) proteins. As these 
SNARE proteins are essential for docking and fusion of synaptic vesicles, this 
impairment of SNARE function inhibits acetylcholine release and consequently 
neurotransmitter signal transduction. While no recombinant BoNTs are currently 
approved as therapeutics, there are ongoing efforts to engineer BoNTs. In-depth 
coverage of this body of work is beyond the scope of this review but has recently 
been comprehensively reviewed by Masuyer et al. [48]. BoNT modifications have 
been made with a wide range of aims including to improve safety of current treat-
ments [49], to increase efficacy [50, 51], or to modify cell targeting so as to expand 
the therapeutic use of BoNTs to other neurons or to entirely non-neurological con-
ditions. This engineering has involved both amino acid substitutions in the catalytic 
protease domain and exploitation of the modular nature of the multi-domain BoNTs 
to “switch out” different translocations and/or binding domains both from other 
BoNT serotypes [51, 52] or to replace them with completely unrelated cell-binding 
proteins [53, 54], including antibodies [55] (Table 2.1).

Examples of BoNT domain engineering include the work of Wang et al. in which 
a BoNT/A variant was generated with an inactive protease domain and an artifi-
cially attached active endopeptidase domain from a serotype E BoNT [52]. This 
hybrid variant was designed to combine the long-acting delivery of BoNT/A pro-
teins with the protease action of BoNT/E, which by cleaving at a different site than 
BoNT/A in its SNARE target (SNAP25) gives greater potential for pain alleviation 
than the activity of native BoNT/A. In this example the hybrid BoNT was still tar-
geted toward a neuronal cell; however, it has been demonstrated that BoNTs can be 
retargeted toward non-neuronal cell types when attached to an appropriate protein 
partner. These potential therapeutic proteins are designed on the basis that SNARE 
proteins are essential not just for release of neurotransmitter vesicles but also in 
vesicle-based secretion pathways of non-neuronal cell types. That BoNTs protease 
activity could be retargeted was first demonstrated by an in vitro chemical attach-
ment of the endopeptidase domain of BoNT/A to a wheat germ agglutinin protein 
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that has a generic ability to be internalized in vitro by multiple neuronal cell types 
and by pancreatic B cells. Once internalized, the BoNT/A-containing protein atten-
uated insulin secretion [53]. Following this, more specific cell targeting for thera-
peutic benefit has been investigated. For example, in pursuit of a therapy to decrease 
the pituitary growth hormone hypersecretion seen in acromegaly, an adult-onset 
endocrine disease, the endopeptidase and translocation domain of BoNT serotype D 
was attached to a peptide that binds to growth hormone-releasing hormone recep-
tors (GRRH). This led to in vitro internalization of the hybrid protein into GRRH- 
containing cells and cleavage of the target intracellular SNARE. Rats injected with 
the hybrid protein showed markedly attenuated growth hormone secretion and syn-
thesis [59]. The potential expansion of BoNT-based therapies has also been pursued 
by amino acid substitution of residues within the endopeptidase domain to change 
the specificity toward the targeted SNARE from the neuronal SNAP25 cleaved by 
BoNT/A to that of the non-neuronal SNAP23 [57, 58]. In the first engineering effort 
of this type, Chen and Barberi used rational engineering to identify one amino acid 
substitution, K224D, that could be made to the endopeptidase domain of BoNT/E to 
enable it to cleave not just SNAP25 but also SNAP23.

2.2.5  Digestive Proteases

In a separate context, proteases have also been investigated for the treatment of 
celiac disease. Celiac disease is a chronic illness in which dietary gluten triggers an 
autoimmune response and subsequent inflammation and damage of the intestine in 
genetically susceptible individuals. The current treatment is elimination of gluten 
from the patient’s diet entirely, as no curative therapy exists [63]. More specifically 
this inflammatory immune response is triggered by peptides that result from the 
incomplete digestion of gliadin – gliadin being a significant protein component of 
gluten. Due to its high proline and glutamine content, gliadin is unusually resistant 
to breakdown by human digestive proteases [64]. A potential therapeutic treatment 
is the digestion of these immunogenic peptides by exogenously delivered proteases. 
Currently the enzyme mix ALV003, a combination of EP-B2 (a protease expressed 
in germinating barley seeds) and SC-PEP (a proline-specific protease from the bac-
teria Sphingomonas capsulata), is in phase II clinical trials as an oral enzyme ther-
apy [60]. A therapeutically useful protease would need to be delivered orally, be 
stable and active in the low pH stomach environment, be resistant to degradation 
from endogenous proteases, and show sufficient activity and specificity toward the 
disease-triggering proline- and glutamine-rich oligopeptides, such that these oligo-
peptides are degraded even when present with other dietary proteins that could com-
pete as substrates. In addition to examination of native proteases – such as with 
ALV003 – there have been efforts to use enzyme engineering to improve upon some 
of these features.

Ehren et al. focused on SC-PEP, the proline-specific protease being trialed as part 
of ALV003 [61]. Their main aims were to improve SC-PEP activity in the 
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physiologically relevant, acidic environment (pH 4.5) and to increase resistance to 
pepsin degradation. They used structural data, published literature, and sequence 
analysis of 100 PEP homologs to identify 30 target amino acid substitutions that 
were then combined to generate a small enzyme library of 47 SC-PEP variants – 
each carrying three to five individual amino acid substitutions. These variants were 
tested for protease activity at pH 4.5 and in the presence of pepsin. The contribution 
of each individual amino acid substitution to these factors was scored and this infor-
mation used to select the mutations that were then recombined to build a second 
library of 48 variants. Of these, 48% were more resistant to pepsin degradation than 
wild-type SC-PEP, and 54% showed a greater than 10% increase in degradation of 
the model peptide at pH 4.5. This demonstrates the increase in overall library qual-
ity that can be gained from empirical testing of even a small number of mutations: 
in the first round of library testing, only 13% of library members demonstrated 
increased pepsin resistance and 14.8% showed improved activity.

In a separate approach, Gorden et al. engineered the protease kumamolisin from 
the acidophilic bacterium Alicyclobacillus sendaiensis [62]. Database searches 
identified this enzyme as a promising initial candidate for engineering as it is 
highly active at pH 2–4 and a temperature of 37 °C, cleaves peptides after the 
dipeptide recognition sequences Pro/Arg or Pro/Lys, and exhibits slight activity for 
the motif common in gliadin, Pro/Gln. The RosettaDesign software was used to 
model the tetrapeptide Pro/Gln/Leu/Pro into the binding pocket of the crystal 
structure of kumamolisin. This leads to the design of a library of 261 variants car-
rying various substitutions selected from examining 75 residues lining the enzyme 
active site. While 20% of the library showed a decreased ability to cleave the 
model substrate, 30% retained wild-type activity and 50% showed an activity 
increase. The most active variant (V119D/S262K/N291D/D293T/G319S/D358G/
D368H) showed 100-fold greater proteolytic activity for a model Pro-Gln-rich 
peptide as compared to the native enzyme and roughly 800-fold increased specific-
ity as it no longer cleaved a model peptide substrate containing the native Pro/Arg 
motif. In an extension of this work, the same group again used Rosetta software to 
further enhance the activity of this improved kumamolisin variant against two glia-
din peptides known to be highly immunogenic – one rich in Pro/Gln/Gln, the other 
in Pro/Gln/Leu [65].

2.2.6  Protease Engineering Strategies

In regard to protease engineering in general, a recent review highlights a range of 
powerful high-throughput strategies that have been used to engineer protease activ-
ity [66]. These include phage-based systems [67] and FACS with protease-activated 
fluorescent reporters [44, 45, 68] or antibiotic resistance proteins [69]. While not 
directly focused on engineering of proteases for therapeutic applications, it should 
be noted that these strategies developed from tuning substrate specificities or 
increasing catalytic efficiency of model proteases such as the E. coli OmpT [70] or 
the tobacco protease TEV [69, 71, 72] may in the future be applied to the challenges 
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of engineering proteases as therapeutics. Equally interesting is the work of research-
ers using enzyme engineering tools to elucidate the mutational paths through which 
proteases can evolve resistance to protease inhibitor drugs [73].

2.3  Ribonucleases

Ribonucleases (RNases) have been investigated as anticancer therapeutics for over 
60 years [74]. Differences in surface structures between normal and malignant cells 
are thought to be responsible for the selective intake of exogenous RNases and con-
sequent interference with RNA metabolism. Specifically, the enzymes’ cytotoxic 
properties are conferred by rapid RNA degradation in targeted cells, stalling cell 
cycle progression and leading to apoptosis. To date, the RNase therapeutic to 
advance furthest in clinical trials is ranpirnase (Onconase), an unmodified enzyme 
from the RNase A superfamily isolated from the Rana pipiens frog. Onconase 
showed promising results when used to treat malignant mesothelioma in phase II 
trials but subsequently failed in advanced tests [75, 76]. Nevertheless, it is currently 
still under clinical investigation as a possible antiviral for the treatment of human 
papillomavirus.

To increase the therapeutic effects with respect to current and future therapeutic 
applications of RNases, protein engineering has been used to generate variants with 
decreased binding affinities toward cytosolic ribonuclease inhibitor protein (RI) 
[77]. RI is a 50-kDa horseshoe-shaped protein that binds extremely tightly to many 
RNase A family members and greatly diminishes RNase cytotoxicity [78]. 
Engineered RNases that maintain catalytic activity but exhibit decreased binding to 
human RI include mutants of the human enzymes RNase 1 and RNase 5 (angio-
genin), as well as bovine pancreatic RNase A [79–84]. Employing rational design 
strategies, the examination of crystal structures of RNase-RI complexes allowed 
researchers to identify key residues at the protein-protein interface. Amino acid 
substitutions at these positions reduce the binding affinity of RI and consequently 
minimize RNase inhibition. More recently, these engineered human RNases have 
also been investigated in combination with cancer-targeting antibodies as non- 
immunogenic, cytotoxic warheads [84, 85].

2.4  Amino Acid-Degrading Enzymes

A number of enzymes have been investigated as potential anticancer agents due to 
their ability to metabolize amino acids. The mechanistic basis underlying the thera-
peutic effect is a depletion of the endogenous amino acid pool. The resulting auxot-
rophy in one or more specific amino acids forces the tumor to rely on exogenous 
sources to supplement the limiting amino acids or else halt protein synthesis, which 
triggers apoptosis in the malignant cells (for recent reviews see [86, 87]). Of par-
ticular interest for this resource-depletion strategy are enzymes for the degradation 
of L-arginine (Arg) and L-asparagine (Asn).
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2.4.1  Asparagine-Degrading Enzymes

Asparaginase II from E. coli (EcAII) is currently a key component in the treatment 
of childhood acute lymphoblastic leukemia (ALL). Marked under the trade name 
Elspar [88], EcAII hydrolyzes Asn to Asp and ammonia, which results in depletion 
of serum levels of Asn and triggers lymphoblast apoptosis. Consequently, overall 
survival rates of childhood acute lymphoblastic leukemia are relatively high at close 
to 90% [89], yet immunogenicity of the bacterial enzyme can cause undesirable side 
effects [90] and renders some patients ineligible or unable to continue treatment. In 
attempts to alleviate these effects, Cantor et al. pursued an engineering strategy 
aimed at generating an EcAII mutant with decreased immune response while retain-
ing catalytic activity [91]. Starting with in silico analysis of EcAII to predict three 
putative T-cell epitopes, four-residue fragments within each epitope were then sub-
jected to saturation mutagenesis to disrupt interactions with major histocompatibil-
ity complex (MHC-II). The resulting mutant libraries were overexpressed in E. coli 
and enriched for enzymes retaining Asn hydrolase activity using a neutral drift strat-
egy. More specifically, the selection of E. coli expressing active EcAII variants was 
based on the host cell’s ability to hydrolyze Asn to Asp, which was required for 
concomitant expression of GFP. After targeting each predicted epitope, the lead 
EcAII mutant showed eight amino acid changes. Although catalytic performance 
for the mutant was slightly impaired as reflected by the threefold drop in specific 
activity due to an increase in the apparent Michaelis-Menten constant, this variant 
did display decreased immunogenicity. Tests in a transgenic mouse model that 
expressed human leukocyte antigen-II molecules indicated a tenfold reduction in 
anti-EcAII IgG levels as compared to wild-type enzyme. Separately, increased ther-
apeutic benefit has also been pursued via mutagenesis studies on asparaginase 
homologs from other prokaryotes [92]. These studies included investigating the 
contribution of secondary glutaminase activity in Helicobacter pylori asparaginase 
mutants to cytotoxicity, as well as on increasing the catalytic activity and cytotoxic-
ity of the thermostable Pyrococcus furiosus asparaginase [93]. Finally, efforts have 
been reported to generate a thermostable variant of the Erwinia chrysanthemi aspar-
aginase [94]. The wild-type enzyme is currently used as a second-line therapeutic 
treatment for ALL [95].

2.4.2  Arginine-Degrading Enzymes

Arginine depletion has also been investigated, in particular for the treatment of 
hepatocellular carcinomas and melanomas lacking the enzyme argininosuccinate 
synthetase 1 [87]. Of interest are a number of prokaryotic arginine deiminases 
(ADIs) that hydrolyze Arg to citrulline and ammonium. Most clinically advanced is 
a mycobacterium ADI in PEGylated form [96–99]. To date however the majority of 
engineering efforts have focused on the more recently characterized highly cyto-
toxic PpADI from Pseudomonas plecoglossicida, thoroughly reviewed by Han 
et al. [100, 101]. Targets for protein engineering have included improving catalytic 
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performance and thermostability, as well as shifting the enzyme’s pH optimum from 
its native pH 6 closer to physiological conditions to prevent dramatic activity losses 
observed for wild-type PpADI [102]. These engineering efforts have been aided by 
a newly developed screening assay that can assess PpADI activities at physiologi-
cally relevant low levels of Arg (~100 μM) [103]. Briefly, PpADI mutants were 
expressed in an E. coli strain which controls GFP expression via a promoter that can 
be repressed by Arg. Host cells carrying improved ADI variants hence could easily 
be identified as they showed enhanced GFP expression and could be enriched by 
FACS. This high-throughput assay allowed for the screening of about eight million 
variants over three iterative rounds of directed evolution to arrive at a mutant with 
an almost three orders of magnitude higher kcat/S0.5 compared to wild-type enzyme. 
Furthermore, these engineered ADIs possessed significant catalytic activity at phys-
iological arginine levels (100 μM), whereas the native enzyme showed no detect-
able activity at this substrate concentration.

Addressing concerns over immunogenicity of prokaryotic ADIs in therapeutic 
applications, human enzymes that can metabolize Arg have also been investigated. 
While mammals do not have direct ADI homologs, the human enzyme arginase I 
(hArgI) that hydrolyzes Arg to urea and ornithine was identified as a possible sub-
stitute [104]. However, preliminary studies of the native enzyme revealed Km values 
for arginine in the millimolar range. Furthermore, the pH optimum of hArgI near 
pH 9.5 is outside the physiological range [105]. A less conventional but effective 
strategy to overcome these limitations has focused on the enzyme’s cofactor rather 
than amino acid mutagenesis [106]. Native hArgI requires a Mn2+ cofactor to gener-
ate a metal-activated water for attack on the guanidinium carbon of Arg. Cofactor 
replacement with Co2+ resulted in a pKa shift by one pH unit and generated an 
enzyme variant with a tenfold increase in kcat/Km at pH 7.4. Separately, serum half- 
life was markedly improved by PEGylation of the enzymes [107].

2.5  Deoxyribonucleoside Kinases

Beyond applications of engineered enzymes as therapeutic agents themselves, their 
potential role as prodrug-activating catalysts has flourished over the last decade. 
One of the examples are 2′-deoxyribonucleoside kinases (dNKs), enzymes that are 
part of the nucleoside salvage pathway and play a critical role in therapeutic appli-
cations of nucleoside analog (NA) prodrugs [108]. The salvage pathway enables 
mammalian cells to recycle scavenged 2′-deoxynucleosides from the environment 
via transmembrane uptake and three consecutive, dNK-catalyzed phosphoryl- 
transfer steps [109]. The process complements de novo nucleotide biosynthesis to 
supply triphosphate anabolites for DNA replication and other cellular functions. In 
addition, the salvage pathway is responsible for the intracellular activation of NAs, 
synthetic mimics (Fig. 2.1) of the natural DNA building blocks that upon phos-
phorylation to their corresponding triphosphates turn into competitive substrates for 
low-fidelity DNA polymerases and reverse transcriptase found in cancer cells and 
viruses, respectively [110].
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Problems with NA activation arise due to the high substrate specificity of the 
host’s endogenous kinases in general and the initial phosphorylation by dNKs in 
particular. Inefficient phosphorylation of NAs not only reduces the potency of exist-
ing prodrugs but can result in the accumulation of cytotoxic reaction intermediates. 
It is also responsible for the failure of a large number of potential NA prodrug can-
didates in vivo [111]. One solution to overcome the shortcomings of the phosphory-
lation cascade has been the coadministration of prodrugs with exogenous, 
broad-specificity kinases via suicide gene therapy [10, 112]. While biochemical and 
preclinical experiments have demonstrated the effectiveness of the strategy in prin-
ciple, the studies also uncovered limitations arising from the dNKs’ significantly 
lower activity for NAs compared to their performance with the native substrates. In 
addition, the broad substrate specificity of exogenous kinases raised concerns as it 
interferes with the tightly regulated 2′-deoxyribonucleoside metabolism [113]. 
Studies have hence focused on identifying engineered NA kinases for the selective 
and efficient activation of these prodrugs.

2.5.1  Thymidine Kinase from Herpes Simplex Virus

Herpes simplex virus type-1 thymidine kinase (HSVtk) was the first candidate for 
NA prodrug activation and remains one of the most commonly used enzymes in 
advanced (preclinical) studies [114–116]. Besides its native role in viral replication, 
HSVtk is a natural candidate for application in conjunction with NA prodrugs due 
to its thousandfold higher activity and elevated substrate promiscuity compared to 

Fig. 2.1 Nucleoside analogs as prodrugs for antiviral and cancer therapy: aciclovir (1), ganciclo-
vir (2), AZT (3), d4T (4), ddT (5), and L-FMAU (6)
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mammalian dNKs [117]. In fact, the phosphorylative activation of aciclovir (ACV, 
1) and ganciclovir (GCV, 2) (Fig. 2.1) by wild-type HSVtk made these NA prodrugs 
early therapeutics for herpes infections [118]. Nevertheless, the enzyme’s effective-
ness in antiviral treatment is limited by its two to three orders of magnitude prefer-
ence for native metabolites over NAs. Engineering HSVtk for greater prodrug 
affinity could significantly enhance the clinical value of this enzyme.

In early studies, Loeb and coworkers conducted a series of directed evolution 
experiments to increase the NA specificity of HSVtk. Targeting the regions flanking 
two putative nucleoside binding sites (positions 162–164 and 171–173) by random 
mutagenesis, HSVtk variants with increased sensitivity for 1 and 2 were identified 
via genetic selection of million-member libraries using the thymidine kinase- 
deficient E. coli strain KY895 [119–121]. These initial mutation studies improved 
dNK activity and shifted substrate specificities upon amino acid substitution at 
Phe161 alone, as well as in combination with changes in neighboring positions 
(Table 2.2) [121]. In vitro assays with two selected candidates, variants 30 and 75, 
show a dramatic rise in the activity ratio for NA over thymidine, and these func-
tional gains could be confirmed in mammalian cell culture experiments [139]. A 
follow-up study by Black et al. to reevaluate the five amino acid replacements in 
variants 30 and 75 identified a further optimized variant termed SR39 [124]. In vitro 
and in vivo, variant SR39 exhibited the greatest sensitivity to 2 among engineered 
HSVtks, increasing cytotoxicity by ~300-fold over wild-type HSVtk. Variant SR39 
by itself, as well as in combination with other enzymes such as guanylate kinase 
[140], has since demonstrated its effectiveness in various cancer models, making it 
a benchmark for suicide gene therapy [141].

Guided by structural information and emerging NA drug resistance, several other 
groups have explored amino acid replacements in other positions of HSVtk to find 
variants with improved activity and specificity for NAs. Drake and coworkers 
explored the impact of amino acid replacements at Gln125. Conservative amino 
acid substitutions (Q125N) at that position showed moderate specificity changes in 
favor of 2 over thymidine [123]. Meanwhile, Balzarini and coworkers revisited the 
highly conserved positions 167 and 168 [125, 142]. The introduction of bulky amino 
acid side chains including A167Y/F and A168H not only created an effective steric 
block for native thymidine but resulted in unexpectedly preservation and even 
enhancement of activity for 2. Beyond these mutagenesis studies focused on the 
active site of HSVtk, Christians et al. performed a DNA shuffling experiment to 
enhance the activity of the viral kinase for 3′-azidothymidine (AZT, 3) [122]. The 
study used homologous thymidine kinases from HSV type-1 and type-2, as well as 
their chimeras as parents for in vitro recombination and screening for increase 3 
sensitivity in E. coli KY895. Four iterative rounds of laboratory evolution identified 
lead kinase variant (Cycle4 TK), a patchwork of multiple sequence fragments from 
the two parents and a few additional amino acid changes originating from random 
mutations. Functionally, Cycle4 TK was found to be a generalist with almost identi-
cal kinetic parameters for 3 and thymidine, representing a roughly tenfold improve-
ment and a 25-fold decline in catalytic performance for 3 and thymidine, 
respectively.
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2.5.2  2′-Deoxyribonucleoside Kinase from Drosophila 
melanogaster

The 2′-deoxyribonucleoside kinase from Drosophila melanogaster (DmdNK) is 
expressed in fruit fly embryos and possesses the highest catalytic activity and broad-
est substrate specificity among known mammalian dNKs [126]. Although primarily 
a pyrimidine kinase, DmdNK also shows significant activity for purine nucleosides. 
The wild-type enzyme tolerates a variety of 2′-deoxyribose derivatives, making it 
an appealing candidate for therapeutic applications in suicide gene therapy [143]. A 
number of protein engineering studies have further tweaked its functional perfor-
mance toward efficient and specific activation of NAs.

In searching for DmdNK variants with increased sensitivity toward multiple 
NAs, Knecht et al. followed earlier HSVtk engineering approaches by deploying 
random mutagenesis and in vivo selection in E. coli KY895 [127]. The lead candi-
date emerging from these experiments was DmdNK variant MuD with two amino 
acid changes (N45D/N64D). Expression of MuD in the bacterial host raised its 
sensitivity to 3 and 2′,3′-dideoxycytidine (ddC) by >300-fold and >tenfold, respec-
tively. Kinetic analysis suggested that these functional gains could largely be 
attributed to the enzyme’s loss of function for native 2′-deoxynucleosides while 
leaving kinetic parameters for NAs mostly unchanged. A rationale for the observed 
changes was not immediately obvious; both Asn are surface residues and distal to 
the active site. A subsequent crystallographic study suggested that N64D destabi-
lizes the neighboring LID region, a conformationally flexible segment that contrib-
utes to substrate binding via hydrogen-bonding interactions with the substrates 
3′-OH group [144]. In separate experiments, the same group focused on raising 
enzyme activity for purine substrates by employed rational design based on struc-
tural comparisons of HSVtk and DmdNK [128]. The work identified a fruit fly 
enzyme variant with changes in three active site residues (V84A/M88R/A110D) 
that showed slightly improved kinetic performance for purine nucleosides. This 
enzyme and related DmdNK variants were later tested for activation of purine 
NAs, demonstrating >100-fold enhanced cytotoxicity of purine arabinofuranosides 
in vitro and in cell cultures [131]. In follow-up work, DNA shuffling experiments 
led to several new variants with improved activity for purine NAs cladribine and 
fludarabine 9 (Fig.2.2) [129]. Although causing declines in specific activity, the 
amino acid changes resulted in variants with favorable catalytic performance with 
NAs relative to the natural substrates. The benefit of such functional changes was 
confirmed in cancer models for two lead variants: B5 and B10 (Table 2.2). These 
two variants exhibited up to thousandfold greater sensitivity for the two purine 
NAs. However, the studies also revealed significant variability in kinase perfor-
mance in different cell lines, highlighting the limitations of laboratory evolution 
experiments that rely on an E. coli-based surrogate system over screening kinase 
variants in a specific cancer cell line. Beyond the potential functional role of the 
previously reported amino acid replacements at positions 64 and 84, the basis for 
the observed contributions of positions 210 and 239 is not obvious as they are 
located in the conformationally poorly defined C-terminal region. Nevertheless, 
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the region’s importance to enzyme function was independently confirmed by a 
study using nonhomologous recombination to generate chimera of DmdNK and 
human thymidine kinase 2 [130]. Multiple hybrid enzymes with C-terminal 
sequences from the fruit fly enzyme were found that exhibited significantly 
improved activity for the anti-HIV prodrug 2′,3′-didehydro-3′-deoxythymidine 
(d4T, 4).

More recently, two novel methods were applied to dNK engineering by our 
group. To overcome the functional bias and limitations related to the use of the 
auxotrophic E. coli KY895, we initially developed a FACS-based approach to 
screen directed evolution libraries of dNKs for 2′,3′-dideoxythymidine (ddT, 5) 
activity [132]. DmdNK libraries were created by random mutagenesis and DNA 
shuffling, followed by expression of the corresponding kinase variants in E. coli. 
Upon incubation with a fluorescent analog of ddT, host cells expressing a func-
tional kinase accumulated the fluorophor and could be isolated by FACS. Four 
iterative rounds of directed evolution yielded top-performing variant R4.V3 
(Table 2.2) that showed a 20-fold preference for 5 over thymidine. Secondly, we 
experimented with in silico redesign of DmdNK using RosettaDesign software to 
accelerate the discovery process and eliminate the need for high-throughput 
screening [133]. Active site modeling with ddT suggested several alternative solu-
tions for tuning the enzyme’s substrate specificity. Experimental evaluation of 
these computational designs led to variant RosD7 which showed roughly eight-
fold preference for ddT over native substrate and required testing of only about 
two dozen DmdNK variants.

While DmdNK, HSVtk, and their variants are strong candidates for potential 
applications in suicide gene therapy, their nonhuman origin remains a significant 
limitation due to concerns over immunogenic response. Engineering efforts have 
therefore increasingly focused on tailoring the properties of human dNKs.

2.5.3  2′-Deoxycytidine Kinase from Homo sapiens

Among the four native dNKs in human, 2′-deoxycytidine kinase (dCK) is the most 
promiscuous enzyme and catalyzes the phosphorylation of 2′-deoxycytidine and 
both purine homologs, as well as several NAs [110]. Even though dCK has rela-
tively poor catalytic activity compared to DmdNK and HSVtk, its broad substrate 

Fig. 2.2 Purine nucleoside analogs as prodrugs for PNP-based anticancer therapy: MePR (7), 
FdA (8), fludarabine (9), and Me(talo)PR (10)
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specificity and inherently reduced immunogenicity make it an attractive target for 
protein engineering.

Initial efforts to improve the catalytic efficiency of dCK were based on crystal-
lographic data and previous results from DmdNK engineering studies. Sabini et al. 
focused on three residues, Ala100, Arg104, and Asp133, that correspond to posi-
tions 84, 88, and 110 in DmdNK [135]. These residues form an elaborate hydrogen- 
bonding network responsible for the effective discrimination of thymidine as a 
substrate. A simple amino acid swap in these positions (A100V/R104M/D133A) 
broadened the substrate specificity of dCK. Besides improved activity for 2′-deoxy-
cytidine, the dCK variant showed unprecedented activity for thymidine and several 
additional NAs. In a separate study, our group and others implemented a combina-
tion of rational design and random mutagenesis to more systematically explore the 
impact of amino acid replacements in these three positions on the substrate specific-
ity of dCK [136, 137]. Besides confirming the key role of positions 104 and 133 in 
respect to substrate specificity, these experiments identified a number of alternate, 
functionally more advantageous amino acid substitutions. Of particular interest was 
variant epTK6 (Table 2.2) which showed superior catalytic performance with a 
diverse collection of NAs.

2.5.4  From Suicide Gene Therapy to PET Reporter Systems

The development of tailored dNKs for prodrug activation is not the only strategy to 
overcome the often rate-limiting initial phosphorylation step for NAs. Significant 
efforts have also been devoted to the development of synthetic alternatives. While 
direct cellular uptake of phosphorylated nucleosides is not feasible, esterification of 
NA monophosphates can temporarily mask the electrostatic charges of the phos-
phate group and facilitate diffusion across the cell membrane [145]. Upon cellular 
entry, ester hydrolysis removes the masking groups and liberates the corresponding 
monophosphate anabolite. As this phosphate ester strategy has proven increasingly 
effective for the delivery of various NA prodrugs [146], efforts to engineer dNKs 
have gradually shifted to other applications, including the chemo-enzymatic synthe-
sis of nucleoside triphosphate and the development of effective reporter systems for 
positron emission tomography (PET) imaging [147].

PET is a versatile method for noninvasive visualization of biological processes in 
living subjects and is based on two-component systems; an isotopically labeled 
small-molecule reporter (typically 18F) and a reporter gene expressed within target 
cells that will interact and trap the radionuclide reporter whose accumulation can be 
detected via PET. Engineered dNKs, applied in combination with 18F-labeled NAs, 
offer a powerful strategy to monitor, for example, whole-body tissue distribution of 
viral vectors in gene and oncolytic therapies, as well as adoptive cell-based thera-
pies [148, 149]. The concept was first implemented with wild-type HSVtk or variant 
SR39 as reporter genes in combination with [18F]-labeled probes such as 
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2′-fluoro- 2′-deoxy-1-β-L-arabinofuranosyl-5-methyluracil (L-FMAU, 6) and found 
widespread application in cell culture studies, as well as in translational work with 
animals and humans [150–152]. While phosphorylation of 6 by highly specific, 
endogenous dNKs occurs only at very low levels, the herpes enzymes activate it 
albeit with moderate efficiency. Over the last decade, the development of novel PET 
reporter kinases has hence focused on enzymes with high activity and specificity for 
such PET probes. In addition, engineering efforts have shifted to human dNKs to 
minimize risks associated with immune responses in clinical applications.

Initial experiments with human PET kinase/reporter systems largely relied on 
previously reported dCK variants [153]. As discussed above, these variants with 
amino acid changes in positions 104 and 133 not only exhibit activity for thymidine 
and 2′-deoxyuridine but were found to also effectively phosphorylate NAs with 
L-ribose sugars, a key feature of many potential PET probes [136, 137]. Side-by- 
side comparison of these dCK variants and HSVtk SR39 in cell culture and animal 
model studies suggested an on par performance of some human kinase variants 
[154]. While these findings were encouraging, kinetic data also indicated that in 
spite of functional improvements for 6, these enzymes still favored native metabo-
lites. This limits their clinical value as substrate competition for the active site 
reduces imaging sensitivity and requires higher doses of radionuclide probes. The 
next generation of high-contrast PET reporter systems demands bioorthogonal 
dNKs, enzymes that effectively activate L-isomeric NA probes while discriminating 
against native 2′-deoxynucleosides.

Attempting to meet those demands, we employed a semi-rational engineering 
strategy to create an L-selective dCK variant [138]. Leveraging preexisting kinetic 
data, we used computational design to create a small, focused library of 16 dCK 
variants and evaluated them with D- and L-nucleosides. Lead variant B6-II showed 
a two- and tenfold preference for 6 over D-2′-deoxycytidine and D-thymidine, 
respectively. These early successes have led to a second round of dCK engineering, 
using design-of-experiment methodology to systematically evaluate roughly 200 
dCK sequences with up to 11 substitutions. In this ongoing study, kinase variants 
with up to tenfold improved activity for 6, and almost 100-fold preference for 
L-nucleosides has been identified (Muthu and Lutz unpublished). In separate exper-
iments, Lavie and coworkers have explored engineered variants of human mito-
chondrial thymidine kinase type 2 (TK2) as an alternative to human dCK in PET 
imaging. TK2 is a native pyrimidine nucleoside kinase with moderate catalytic 
activity for NAs including L-nucleosides [155], yet technical challenges with heter-
ologous protein expression have so far prohibited the enzyme’s structural analysis 
and greatly limited protein engineering efforts. Building on results from PET stud-
ies with wild-type TK2 [156], Campbell et al. used a TK2 homology model to 
identify two key functional residues in the enzyme activity site [134]. Amino acid 
substitutions in positions Asn93 and Leu109 (N93D/L109F) not only lowered the 
TK2 variant’s turnover of native D-nucleosides but also raised its activity for 6 
in vitro, as well as in cell culture and mice studies.
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2.6  Cytosine Deaminases

Cytosine deaminases (CDAs) are another family of nucleoside-metabolizing 
enzymes that have undergone tailoring by protein engineering for potential ther-
apeutic applications. CDAs are part of the pyrimidine salvage pathway, catalyz-
ing the hydrolytic deamination of cytosine to uracil and ammonia. More 
important from a medicinal standpoint, they are only found in prokaryotes and 
fungi. The native enzymes accept 5-fluorocytosine (5FC) as a substrate, con-
verting the nucleobase analog into 5-fluorouracil, which is a very potent inhibi-
tor of thymidine synthase [157]. Inhibition of thymidine synthase in turn disrupts 
de novo production of thymidine monophosphate and consequently stalls 
nucleic acid metabolism. The small size and high cell permeability of 5FC 
makes this prodrug and its CDA-based activation a highly promising anticancer 
treatment.

Protein engineering of CDAs has mostly focused on increased catalytic activ-
ity and enzyme stability. In early work, Mahan et al. used structural information 
to identify a lid region in E. coli codA (residues 310–320) which undergoes a 
conformational rearrangement as part of the enzyme’s catalytic cycle [158]. 
Targeting the region by alanine-scanning mutagenesis, variant D314A showed a 
20-fold decrease for native cytosine activity and a simultaneous twofold increase 
for 5-fluorocytosine activity. In a follow-up study, the same authors used the 
increased 5FC sensitivity of E. coli host cells expressing improved enzyme vari-
ants as a negative selection assay to evaluate a randomized whole-gene library 
[159]. The study found one variant with greatly enhanced activity for 5FC, car-
rying two amino acid replacements (Q102R/D314G). Further analysis revealed 
that only the substitution at position 314 contributed to the observed functional 
changes. This result prompted the authors to prepare a site-saturation mutagen-
esis library for a comprehensive evaluation of that position, yielding D314S as 
an additional option for CDA variants with enhanced 5FC activation. These latter 
engineering studies were complemented with crystallographic analysis of 
selected enzyme variants to better understand the functional improvements. The 
observed structural changes suggest small but important alterations in the active 
site organization, as well as possible changes to the dynamics of the lid region. 
More recently, CDA variants with improved selectivity for 5FC were reported by 
Fuchita et al. [160]. The authors employed targeted mutagenesis in two regions 
of codA (residues 149–159 and 310–320) and evaluated the million- member 
library through negative selection. In the top-performing CDA variant, three 
amino acid substitutions (V152A/F316C/D317G) caused an approximately 
20-fold shift in substrate preference from cytosine to 5FC. Kinetic studies of the 
variant revealed a combination of changes to KM and kcat values. Meanwhile, 
crystallographic analysis confirmed that none of the three residues was in direct 
contact with the substrate but seemed to affect enzyme activity through subtle 
conformational changes of neighboring residues.

In addition to the studies of bacterial deaminases, yeast CDA makes an attractive 
prodrug-activating enzyme due to its overall superior catalytic performance. 
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However, its potential in therapeutic applications is compromised by the native 
enzymes’ limited stability. To this end, Korkegian et al. took a computational route 
to improve the stability of CDA from Saccharomyces cerevisiae [161]. Using 
RosettaDesign to predict amino acid substitutions for stabilizing the protein struc-
ture, their experiments identified two neighboring substitutions (A23L and I140L) 
and a third, distant change (V108I) which together improved the packing of the pro-
tein’s hydrophobic core. Improved core packing in the redesigned enzyme raised its 
temperature of unfolding (Tm) by 10 °C and translated into a 30-fold increased half-
life at 50 °C without compromising catalytic performance. In a separate study by the 
same team, CDA variants with improved activity for 5FC were sought via random-
ized mutagenesis of 11 amino acid residues [162]. These positions were selected 
based on their location in highly conserved regions of the protein. After diversifica-
tion by primer-based codon scrambling, the resulting protein library was tested for 
improved variants in a two-stage genetic complementation assay, using a codA-defi-
cient E. coli strain. Positive selection of library members via growth on cytosine 
minimal media was followed by negative selection for 5FC sensitive variants. The 
experiments identified three distinct variants with single amino acid substitutions at 
either position 92, position 93, or position 98, yet only D92E conferred increased 
5FC sensitivity in subsequent mammalian cell culture. The kinetics of purified yeast 
CDA (D92E) showed little change in the Michaelis-Menten parameters, yet bio-
physical studies indicated an increased Tm by 4 °C which could be rationalized by the 
residues’ position at the homodimer interface. Interestingly, the detected gains in 
activity in vivo are likely due to elevated protein stability. However, the limits of 
such a strategy for improving enzyme activity could be seen when the D92E substi-
tution was combined with the computationally designed CDA variant. While the 
quadruple mutant showed additive behavior in regard to protein stability, the activity 
of the variant declined.

In summary, recent protein engineering studies have demonstrated the potential 
for functional improvements in CDAs. Concerns over the immunogenicity of ectop-
ically expressed CDAs in patients remain to be addressed and have hampered clini-
cal trials. Additionally, 5FC by itself is a potent bactericide, and oral administration 
of the prodrug could affect a patient’s intestinal flora, potentially resulting in unin-
tended side effects. Nevertheless, clinical studies of dNK-CDA conjugates have 
been reported [163, 164] (Table 2.3).

2.7  Purine Nucleoside Phosphorylases

In purine metabolism, purine nucleoside phosphorylase (PNP) catalyzes the revers-
ible phosphorolysis of inosine and guanosine into the corresponding nucleobase and 
ribose-1-phosphate [172]. PNPs can be divided into two categories based on their 
structures: trimeric and hexameric. Trimeric PNPs are found in both prokaryotes 
and eukaryotes and exhibit high specificity for 6-oxopurine nucleobases. Hexameric 
PNPs are exclusive to prokaryotes and accept a broader range of nucleobase sub-
strates including 6-amino and 6-oxopurines. Given these differences in substrate 
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Table 2.3 Non kinase-based GDEPT systems modified by protein engineering

Enzyme
Product/
reference Modification Observed property

Cytosine 
deaminase  
(E. coli)

Wild type (None) Robust enzyme with 
catalytic activity for 
cytosine >> 5-fluorocytosine 
(5FC)

Mahan (2004) 
[158]

D314A/G/S Shift in catalytic activity 
favoring 5FC over cytosine 
due to altered lid dynamics

Fuchita (2009) 
[160]

V152A/F316C/D317G Shift in catalytic activity 
favoring 5FC over cytosine 
via distal amino acid 
changes

Cytosine 
deaminase  
(S. cerevisiae)

Wild type (None) Fragile enzyme with high 
catalytic activity for 
5-fluorocytosine (5FC)

Korkegian 
(2005) [161]

A23L/V108L/I140L Increased Tm by 10 °C due 
to improved hydrophobic 
core packing; unchanged 
catalytic performance. 
Increased Tm by 10 °C due 
to improved hydrophobic 
core packing; unchanged 
catalytic performance

Stolworthy 
(2008) [162]

D92E Increased Tm by 4 °C due to 
stabilization of homodimer 
interface; unchanged 
catalytic performance

Purine  
nucleoside 
phosphorylase  
(E. coli)

Wild type (None) Moderate catalytic 
performance on a broad 
range of substrates

Bennett (2003) 
[165]

M64V >100-fold improved 
catalytic activity for 
nucleoside analog due to 
reshaping of active site 
binding pocket

Purine 
nucleoside 
phosphorylase 
(human)

Wild type (None) Activity for 6-oxopurine 
substrates

Stockler (1997) 
[166]

N243D/E201Q Altered substrate specificity 
for 6-aminopurine substrates

Purine 
nucleoside 
phosphorylases 
(S. sofataricus)

Wild type (None) Six- and 12-fold improved 
catalytic activity for 
fludarabine compared to  
E. coli PNP. Six- and 
12-fold improved catalytic 
activity for fludarabine 
compared to E. coli PNP
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Table 2.3 (continued)

Enzyme
Product/
reference Modification Observed property

Nitroreductases 
(E. coli)

Wild type 
(NfsB)

(None) Molecular target for several 
bactericides

NfsB: Grove 
(2003) [167]

F125K Improved activity for 
CB1954

NfsB: Guise 
(2007) [168]

T41Q/N71S/F124T Improved activity for 
CB1954

YieF: Barack 
(2006) [169]

T160N/Q175L/Y230A/
Y239N

Improved activity for 
CB1954

NfsB: 
Jaberipour 
(2010) [170]

T41L/F70A Improved activity for 
CB1954

FRaseI: Swe 
(2012) [171]

A120V/F124G Improved activity for 
CB1954

specificity, initial efforts to utilize PNP in therapeutic applications focused on the 
hexameric class. Conceptionally, PNPs are delivered into a tumor via suicide gene 
therapy where their broader substrate specificity is exploited to catalyze the cleav-
age of nontoxic nucleoside prodrugs into cytotoxic purine analogs [173]. The hexa-
meric PNP from E. coli (DeoD) was found to be sufficiently promiscuous to activate 
a number of nucleoside prodrugs including 9-β-D-[2′-deoxyribofuranosyl]-6- 
methylpurine (MePR, 7) and 2-fluoro-2′-deoxy-adenosine (FdA, 8), as well as the 
ribose analog 9-β-D-arabino-furanosyl-2-fluoroadenine (FaraA, 9). No phospho-
rolysis of these prodrugs was detected with trimeric human PNP.

Despite these initial successes, PNP-based prodrug activation faces a major chal-
lenge due to the prodrug toxicity to a patient’s intestinal microbiome. In early stud-
ies, these undesirable side effects on the gut flora were targeted by protein 
engineering of DeoD. Two strategies to enhance the enzyme’s therapeutic efficacy 
were pursued: improving catalytic activity to allow for lower prodrug doses and 
altering substrate specificity to activate prodrugs not converted by any wild-type 
PNP. Specifically, molecular modeling of 7 and derivatives (such as Me (talo)PR; 
10) in DeoD revealed the importance of sugar puckering in productive substrate 
binding and identified a steric clash between Met64 and the C6′-methyl group of 10. 
While this structural incompatibility makes 10 a poor substrate for native PNPs, the 
substitution of Met64 with several smaller hydrophobic amino acids led to variant 
Met64Val possessing an enlarged active site binding pocket [165]. Detailed kinetic 
analysis of the Met64Val variant showed that catalytic performance with 10 had 
improved by over two orders of magnitude, while activity for 7 was largely 
unchanged. These in vitro gains also translated into greater potency in vivo. 
Treatment of mice bearing D54 tumors with 10 in the presence of this PNP variant 
raised the cytotoxicity of the prodrug by at least tenfold without exhibiting any 
significant toxicity in non-PNP-transduced cells.
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Separately, fludarabine (9) has demonstrated potential as a prodrug in PNP-based 
suicide gene therapy. To date, studies have largely focused on nucleoside analog 
activation by native DeoD, demonstrating in vitro efficacy in cell cultures and 
mouse models [174, 175]. However, the modest activity of E. coli PNP clearly lim-
its the prodrug potency, requiring administration in high doses that often cause seri-
ous side effects. A recent report of two PNPs from the hyperthermophilic archaean 
Sulfolobus solfataricus offers an interesting new starting point for future engineer-
ing efforts to improve phosphorolysis of 9 [176]. Compared to DeoD, the two 
enzymes possess six- and 12-fold higher catalytic efficiency, respectively. Sequence- 
structure comparison may allow for the identification of critical functional residues 
and interactions that can guide the redesign of the E. coli enzyme by rational meth-
ods and directed evolution.

Finally, the high substrate specificity of trimeric enzymes in general, and the 
human PNP in particular, can be altered by protein engineering. Relying on crystal-
lographic data, Glu201 and Asn243 were identified as the two key residues respon-
sible for the strict preference for 6-oxopurine nucleoside substrates [166]. A change 
in the hydrogen bond donor/acceptor pattern through site-directed mutagenesis at 
these two positions (E201Q and N243D) resulted in the predicted reversal of sub-
strate preference. The high catalytic activity of the unnatural human 6-aminopurine 
nucleoside phosphorylase and its reduced immunogenicity compared to the bacterial 
PNPs offer an attractive starting point for further engineering and optimization.

2.8  Nitroreductases

A prominent non-nucleoside-based GDEPT system is the use of bacterial nitrore-
ductase enzymes to activate DNA-damaging nitroaromatic prodrugs [177]. Bacterial 
nitroreductases are a class of flavin-dependent oxidoreductases with broad substrate 
specificities that have made them of interest for a number of biotechnological appli-
cations including bioremediation [178] and transgenic cell labeling and ablation 
[179]. Most GDEPT work has focused on the nitroreductase NfsB from E. coli and 
its activation of the prodrug 5-(aziridin-1-yl)-2,4-dinitrobenzamide (CB1954), 
which when reduced is converted to a highly cytotoxic DNA cross-linker [180]. 
Phase I and II trials of CB1954 in conjunction with a replication-defective adenovi-
rus expressing E. coli NfsB showed that treatment was safe, and a decline in levels 
of prostate-specific antigen in some patients suggested some effect; however, over-
all it was deemed that greater therapeutic efficacy would be desirable [181].

In an initial engineering effort, Grove et al. examined a previously solved crystal 
structure of NfsB [182] and used this to target six residues around the active site for 
saturation mutagenesis, with the resulting single mutants screened for improved 
CB1954 activation via monitoring CB1954-dependent E. coli growth inhibition 
[167]. Fourteen of these beneficial single mutants were then combined to generate a 
small 53-member library of double mutants [170]. The most effective mutants, T41L/
N71S and T41L/F70A, were reported to be 14–17-fold more potent than wild-type 
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NfsB_Ec at sensitizing SKOV3 human cancer cells to CB1954. While these efforts 
focused on fairly low-throughput E. coli growth inhibition-based screens, a substan-
tially larger library (~1,000,000 variants) made from simultaneous randomization of 
multiple active site residues was screened using a system in which nitroreductase 
variants were expressed in E. coli from chromosomally inserted bacteriophages. 
When active nitroreductase variants reduced CB1954, the subsequent DNA damage 
triggered entry into the phage lytic cycle, bursting the E. coli and allowing collection 
of the bacteriophage carrying improved nitroreductases [168]. Other groups have 
focused on engineering nitroreductases other than NfsB, such as the NfsB homolog 
FRaseI from Vibrio fischeri [171] or an unrelated E. coli nitroreductase YieF. While 
YieF was not improved via a CB1954-focused campaign, a variant Y6 (T160N/
Q175L/Y230A/Y239N) that had been evolved by successive rounds of random 
mutagenesis for improved chromate reduction also serendipitously showed an 
increased ability to sensitize HeLa cells to CB1954 [169].

2.9  Cholinesterases: Bridging Protein Therapeutics 
and Biosensors

Cholinesterases (ChE) are a broad family of enzymes that selectively hydrolyze 
cholinesters into choline and the corresponding carboxylic acid. In humans, there 
are two types of ChEs: acetylcholinesterase (AChE) and butyrylcholinesterase 
(BuChE) [183]. AChE is the primary ChE in the body and catalyzes the breakdown 
of the neurotransmitter acetylcholine. Found at neuromuscular junctions and synap-
tic clefts, the membrane-associated enzyme is responsible for hydrolysis of the sig-
naling molecule which terminates synaptic transmission. In contrast, BuChE is 
more ubiquitously found throughout the body and possesses broad specificity for 
choline-based esters. Its natural biological function is largely unknown. Because of 
their essential functions, inhibition of ChE by drugs or poisons including organo-
phosphates and carbamates (Fig. 2.3) has been the subject of many studies including 
protein engineering. These engineering studies initially focused on probing the 
human cholinesterases to explain and predict the consequences of exposure to 
inhibitors [184]. More recently, efforts have shifted toward alternate applications of 
ChEs as therapeutic agents, both as potential drug candidates and as next-generation 
biosensors.

2.9.1  Butyrylcholinesterase

The absence of an identifiable critical physiological function largely resulted in 
scientific neglect of BuChE for over 50 years [185]. However, the enzyme’s fate 
changed with the discovery of its effectiveness as a stoichiometric scavenger for 
nerve agents. In addition, animals injected with exogenous BuChE at concentra-
tions exceeding endogenous levels by a thousandfold showed no adverse effects. 
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These findings have driven the development of prophylactic treatments for indi-
viduals at risk of exposure to toxins including organophosphates and carbamates 
[186–189].

Beyond these therapeutic applications of native enzyme, BuChE was observed to 
hydrolyze cocaine, albeit with low efficiency [190]. A number of protein engineer-
ing studies have subsequently focused on generating BuChE variants with enhanced 
substrate specificity for possible treatment of general cocaine addiction and acute 
toxicity. These efforts have generally been limited to rational design studies rather 
than directed evolution as protein production of human BuChE requires mammalian 
expression systems for proper glycosylation and tetramer assembly, significantly 
complicating the experimental evaluation of large libraries of enzyme variants by 
high-throughput methods.

Focusing on the natural amino acid variability in the active site of BuChEs 
from different mammals, Xie et al. investigated the functional impact of specific 
amino acid substitutions in about a dozen positions of the human enzyme [191]. 
All but one variant showed lower hydrolytic activity for cocaine. The substitu-
tion of Ala328 for Tyr raised the variant’s activity by fourfold over wild-type 
enzyme. The moderate functional gain could be rationalized by computational 
modeling, showing conformational changes that eliminate steric constraints in 
the active site, permitting for more effective cocaine binding. Separately, MD 
simulations and in silico design studies focused on amino acid positions Ala328 
and Tyr332 for enhanced cocaine hydrolysis by BuChE [192–194]. These works 
were motivated by kinetic data for native BuChE showing a thousandfold faster 
conversion of unnatural (+)-cocaine over its natural enantiomer [195]. Molecular 
modeling implicated the two amino acids in reducing steric hindrance and form-
ing critical cation-π interactions for productive binding of the unnatural enan-
tiomer but not for natural (−)-cocaine. Simple inversion of the amino acid side 
chains (A328Y/Y332A or A328Y/Y332G) resulted in 10–20-fold higher cata-
lytic performance of the BuChE variant with (−)-cocaine. Independently, amino 
acid variations at positions 328 and 332 in combination with two additional 
unspecified substitutions were reported as AME359 [196]. This BuChE variant 
showed fourfold higher activity than previous double mutants, and while details 
of the work were not disclosed at the time, Pan et al. later listed its amino acid 
replacements as F227A/S287G/A328W/Y332M [197]. That latest study 
deployed molecular dynamics simulations to capture the effects of amino acid 
changes on the enzyme’s ability to stabilize the transition state of BuChE-
catalyzed cocaine hydrolysis. These modeling efforts led to a BuChE variant 
with four amino acid changes, A199S, S287G, A328W, and Y332G. Experimental 
evaluation of this variant yielded a cocaine hydrolase with almost 500-fold 
improved catalytic performance over wild-type enzyme. Given the functional 
improvements summarized above, administration of BuChE variants in patients 
effectively reduces the half-life of cocaine from 45 to 90 min to just a few sec-
onds [198]. Tests with these engineered enzymes for acute cocaine toxicity have 
shown promise for clinical efficacy in animal models [199, 200] and phase I 
clinical trials in humans [198].
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2.9.2  Acetylcholinesterase

AChE serves as a key component in neurotransmission. As such, it is a primary 
molecular target of organophosphates and carbamates and represents the basis for 
the biological activity of many pesticides and nerve agents. Similarly to BuChE, the 
administration of exogenous AChE has been demonstrated to be an effective stoi-
chiometric scavenger to counter acute toxicity yet is not practical as a potential 
therapeutic due to the enzyme’s critical biological function and potential serious 
side effects associated with high doses of AChE. Instead, AChE has found utility as 
a biosensor to detect pesticides, nerve agents, and related compounds [201]. These 
AChE-based biosensors offer a highly tunable, selective, and robust solution for the 
identification of single or multiple chemical agents directly from field samples; an 
unmet need in environmental safety as the detection of organophosphates and car-
bamates is traditionally based on GC-MS methods [202]. While delivering accurate 
results, these analytical techniques require time-consuming sample preparation, 
specialized and expensive equipment, and highly trained personnel. An enzyme- 
based sensory system, capitalizing on the biocatalyst’s high substrate specificity, 
selectivity, and potential for signal amplification, offers an attractive alternative for 
detection of low levels of analytes. This concept was first demonstrated by two 
groups in the early 1980s, using immobilized AChE from the electrical eel 
(Electrophorus electricus) to monitor the presence of organophosphate and carba-
mate pesticides in water samples [203, 204]. Eel AChE was chosen for its high cata-
lytic activity combined with commercial availability of the enzyme. The presence of 
pesticides at picomolar concentration (parts per billion) could be detected via the 
reduction in ChE activity.

Building on the idea of an AChE-based biosensor, Villatte et al. screened a small 
collection of AChE homologs from different species for their sensitivity to organo-
phosphate and carbamate insecticides (Fig. 2.3) [205]. Among these wild-type 
enzymes, the homolog from fruit fly (Drosophila melanogaster) showed the highest 
sensitivity to inhibitors, exceeding the responsiveness of eel AChE by up to eight-
fold for 14 out of the 19 tested insecticides. Further active site analysis of the fruit 

Fig. 2.3 Chemical structures of organophosphates and carbamates used as insecticides and nerve 
agents: paraoxon (11), dichlorvos (12), pirimiphos-methyl (13), malathion (14), carbofuran (15), 
sarin (16), soman (17), cyclohexylsarin (18), and VX (19)
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fly enzyme by computational modeling indicated a critical π-stacking interaction 
between the enzyme and inhibitors. The model suggested tighter inhibitor binding 
upon substitution of Phe for Tyr408, one of the hydrophobic residues in the sub-
strate binding pocket. Experimental evaluation of this amino acid replacement 
showed moderate improvements in inhibitor sensitivity, raising the AChE variant’s 
responsiveness to 12-fold over eel AChE. These functional gains led to more com-
prehensive engineering efforts of the fruit fly enzyme via a series of site-directed 
mutagenesis experiments [206]. Seeking to identify variants with enhanced inhibi-
tor sensitivity, the study targeted sites known to control insecticide toxicity, key 
positions in the active site identified by inhibitor docking studies, and functionally 
important residues as determined by alanine scanning. Each of these strategies 
yielded multiple variants with increased sensitivity over fruit fly AChE, yet gains 
were typically <tenfold. Possible synergistic effects from combinations of individ-
ual beneficial changes were also explored to further improve biosensor perfor-
mance. Bundling of favorable amino acid substitutions in two positions (E69Y/
Y71D) led to a 300-fold increased sensitivity for dichlorvos (12) compared to the 
parental enzyme. The two residues are located in a loop region at the active site 
entrance thought to control access to the catalytic center of the enzyme. Amino acid 
changes are likely to cause changes to the loop’s conformational flexibility and 
consequently impact its biological function. Besides increased inhibitor binding, 
improvements of overall AChE stability were investigated in a separate study [207]. 
The fruit fly enzyme contains eight Cys residues; seven of them form intra- or inter-
molecular disulfide bonds. Replacement of the eighth, unpaired Cys, which is 
located at position 290 in the core structure of the enzyme, with Val resulted in 
small to moderate (<threefold) improved lifetime at elevated temperatures and in 
the presence of chemical denaturants. The functional gains could be rationalized 
through reduced disulfide exchange and increased hydrophobic core packing.

More recently, a separate, monomeric AChE from parasitic nematode 
Nippostrongylus brasiliensis (ACheE B) has emerged as a promising protein engi-
neering template for the generation of biosensors with high sensitivity and broad 
specificity [208]. ACheE B can be heterologously expressed in Pichia pastoris, a 
significant advantage for engineering efforts compared to the previously discussed 
AChEs which depend on insect or mammalian expression systems for suitable pro-
tein yields [209]. Guided by previous engineering studies, amino acid changes at ten 
positions in or near the active site were explored by single- and double-site varia-
tions. The study targeted primarily residues with large hydrophobic side chains, 
replacing them with smaller counterparts to widen the active site cleft and enlarge 
the substrate binding pocket. The resulting AChE B variants were then screened 
against a collection of 14 potential inhibitors and identified several candidates with 
enhanced sensitivity for organophosphonates. Functional gains typically ranged in 
the three- to tenfold range but showed up to 100-fold improvements for pirimiphos- 
methyl (13), raising the sensitivity of the nematode enzyme to levels comparable 
with the fruit fly and eel AChE standards in the field. Interestingly, the impact of 
individual amino acid substitutions on the inhibition patterns of these three enzymes 
showed some notable differences in spite of their high sequence homology. These 
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differences highlight the challenge of accurately predicting the impact of amino 
acid substitutions. Overall, ACheE B is an attractive alternative platform for biosen-
sor applications, given its ability to be expressed in yeast, as well as its on par func-
tional performance with and superior stability over current AChE standards.

While none of the engineering efforts have generated a true AChE generalist 
with broad and uniform inhibitor sensitivity, the assembly of sensor arrays with 
multiple enzymes was reported to cover a broader spectrum and complex mixtures 
of analytes. To accurately detect and quantify paraoxon (11) and carbofuran (15) in 
binary mixtures, Bachmann and Schmid initially built multielectrode thick-film 
sensors that carried four different wild-type AChEs (eel, bovine, rat, and fruit fly) 
[210]. Analyzing the responses from individual enzymes with the help of machine 
learning algorithms, they were able to reliably measure nanomolar concentrations 
of each compound. The same team subsequently replaced the native enzymes with 
four engineered variants of fruit fly AChE [211]. These variants were carefully 
selected based on their divergent sensitivity for a variety of organophosphate and 
carbamate pesticides. The resulting biosensor showed roughly fourfold lower detec-
tion limits than its counterpart based on wild-type enzymes and underscores the 
potential benefits of lab-customized AChEs with tailored inhibitor sensitivity.

2.9.3  Other Esterases

Cholinesterase represents an important target for organophosphate-based pesticide 
and nerve agents (Fig. 2.3) and can be deployed as stoichiometric scavengers to 
counter the toxic efforts of these inhibitors. However, they fail to be effective (cata-
lytic) tools for destroying these compounds. Nature offers an alternative for cata-
lytic detoxification of organophosphates though. Environmental exposure of 
microbes by decades of pesticide use has resulted in the emergence of enzymes that 
break down these molecules. Among the most extensively studied enzymes in this 
category are phosphotriesterases (PTEs), β/α-barrel proteins isolated from 
Flavobacterium sp. and Pseudomonas diminuta [213–215]. PTEs have no known 
natural substrates but very effectively hydrolyze a broad range of pesticides includ-
ing paraoxon (11). They also show low to moderate activity for neurotoxic warfare 
agents such as soman (17) [216].

Over the last 20 years, a number of PTE engineering studies have attempted to 
improve the catalytic degradation of organophosphates (Table 2.4). By and large, 
these studies have focused on the small and large substrate binding pockets in the 
active site, consisting of residues Ile106, Trp131, Phe132, Phe306, Ser308, and 
Phe309, as well as His254, His257, Leu303, and Met317, respectively (Fig. 2.4). In 
one of the first papers, Raushel and coworkers employed site-directed mutagenesis 
to prepare 11 PTE variants with polar residues in the small binding pocket [217]. 
The modification accelerated cleavage of phosphorus-fluorine bonds by tenfold. 
The gain was rationalized by favorable interactions of the fluoride with the proton 
donors and more productive substrate orientation in the active site. Continuing their 
exploration of the active site by rational design, they performed a systematic 
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Table 2.4 Protein engineering of organophosphate hydrolases

Enzyme Product/reference Modification Observed property

Phosphotriesterase 
(P. diminuta and 
Flavobac. sp)

Wild type (None) Effective hydrolase 
for paraoxon and 
related insecticides

Watkins (1997) [217] F132Y/H and 
F132H/F306H

Improved activity for 
diisopropyl 
fluorophosphate

Chen-Goodspeed 
(2001) [218]

I106G/A; F132G/A; 
H254F/Y; H257Y/W; 
L271F/Y; S308G/A; 
M317F/Y/W

Multiple PTE variants 
with enhanced activity 
and relaxed or 
reversed 
stereoselectivity

Cho (2002) [219] A14T/A80V/K185R/
H257Y/I274N

Variant 22A11: 
improved activity for 
methyl parathion

Griffiths (2003) [220] I106T/F132L Variant h5: twofold 
improvement for 
paraoxon hydrolysis

Hill (2003) [221] H254G/H257W/
L303T

~1000-fold increased 
activity for soman 
hydrolysis

Cho (2004) [222] A14T/L17P/A80V/
V116I/ K185R/
A203T/I274N/P342S

Variant B3561: 
improved activity for 
broad range of 
substrates including 
chlorpyrifos

Tsai (2010) [223] H254Q/H257F; 
H257Y/L303T; 
H254G/H257W/
L303T

~10–500-fold 
improved activity for 
various G and V-type 
nerve agents

Bigley (2013) [224] I106C/F132V/
H254Q/H257Y/
A270V/L272M/
I274N/S308L

Variant L7ep-3a: 
~100-fold improved 
activity for VX nerve 
agent

Cherny (2013) [225] K77A/A80V/F132E/
T173N/G208D/
H254G/I274N

Variant G5-C23: 100 
to 1000-fold improved 
catalytic performance 
for V-type nerve 
agents

Phosphotriesterase 
(Agrobacterium 
radiobacter)

Wild type (None) Effective hydrolase 
for dimethyl 
organophosphates, 
phosmet, and fenthion

Jackson (2009) [226] W131H/F132A Increased activity for 
chlorfenvinphos 
hydrolysis

Naqvi (2014) [227] S308L/Y309A ~5000-fold increased 
activity for 
degradation of 
malathion
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Table 2.4 (continued)

Enzyme Product/reference Modification Observed property

Paraoxonase 1 (New 
Zealand rabbit liver)

Aharoni (2004) [228] I126Y/M130L/
K137S/L142V/
A301G/A320V/
M341L/V343I

Variant G3C9: highly 
expressed in E. coli 
with wild-type-like 
catalytic performance. 
Variant G3C9: highly 
expressed in E. coli 
with wild-type-like 
catalytic performance

G3C9 + L69V/
E218D or G19R/
S193P/N287D/
V346A

Variant G3C9.10 and 
G3C9.49: 40–50-fold 
higher catalytic 
efficiency for 
paraoxon hydrolysis

Amitai (2006) [229] G3C9 + L69V, 
H115W or V346A

Increased activity for 
various toxic 
organophosphates by 
~100–300-fold

Gupta (2011) [230] G3C9 + L69G/
S111T/H115W/
H134R/F222S/T332S

Variant 4E9: highly 
efficient hydrolase for 
degradation of 
G-agents

Fig. 2.4 Key amino acid residues in substrate binding pockets of PTE with bound substrate analog 
(PDB access#: 1dpm [212]). The diethoxy-p-nitrophenyl-phosphonate substrate analog is colored 
in blue, while the position of the two zinc atoms is shown as gray spheres
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evaluation of the functional impact of altering amino acids in both pockets [218]. 
Their study demonstrated that significant control over reactivity and stereoselectiv-
ity of PTE variants could be gained by shrinking or enlarging these two pockets. 
Rather than being limited to a few specific amino acid substitutions, Hill et al. tar-
geted His254, His257, and Leu303 by multisite-saturation mutagenesis to explore 
the enzyme’s hydrolytic activity with a chromogenic analog of 17 [221]. Substitutions 
in these positions led to a triple variant with an almost thousandfold enhanced cata-
lytic efficiency. While a rationale for the functional gains was not immediately 
obvious from x-ray crystallography, MD simulations suggested an overall optimiza-
tion of substrate orientation in the active site [223]. Merging the list of target sites 
and multisite-saturation mutagenesis, the same group re-evaluated their PTE librar-
ies against a larger collection of chromogenic nerve agent analogs [231]. As in the 
previous study by Hill et al., candidates with substitutions in the large binding 
pocket emerged as the best-performing variants, showing one or two orders of mag-
nitude improved hydrolytic activity for analogs of 16, 17, and 18.

To expand the search for favorable amino acid changes beyond a few selected 
sites chosen by rational design, the development of surface display, in vitro com-
partmentalization, and genetic complementation methods for high-throughput 
screening of PTEs set the stage for large-scale, in vitro directed evolution experi-
ments. Chen and coworkers generated large combinatorial libraries of PTE variants 
by DNA shuffling and deployed an E. coli cell surface display system to find an 
improved hydrolase for the paraoxon analog methyl parathion [219]. Two rounds of 
in vitro evolution yielded 22A11, a variant with five amino acid replacements that 
showed a 25-fold higher specific activity for the test substrate than its parental 
PTE. The location of the substitutions suggests that their impact on enzyme func-
tion results from a combination of direct and indirect effects; H257Y alters the size 
and shape of the substrate binding pocket, while A80V, L185R, and I274N are 
surface- exposed residues that might affect protein folding and stability. Using wild- 
type PTE and 22A11 as templates, the authors subsequently used the same labora-
tory evolution scheme to search for a hydrolase of chlorpyrifos, another major 
pesticide [222]. The study identified variant B3561, a descendent of 22A11 with a 
total of eight amino acid changes including four substitutions originally found in the 
parental sequence. The catalytic efficiency of B3561 for chlorpyrifos was increased 
by >700-fold over wild-type PTE (twofold over 22A11) and was on par with the 
hydrolysis rate of paraoxon by wild PTE. Separately, Griffiths and Tawfik adopted 
their in vitro compartmentalization method for PTE library screening, using 
microbead- based surface immobilization in combination with FACS [220, 232]. 
The method was deployed to analyze four multisite-saturation mutagenesis librar-
ies, targeting key positions in the small binding pocket of PTE for variants with 
improved paraoxon hydrolysis. The kinetic analysis of lead variant h5 with substitu-
tions in positions 106 and 132 resulted in a 70-fold increase in catalytic rate but 
compromised substrate binding, enhancing the overall catalytic performance of the 
variant by a moderate twofold over wild-type PTE. Finally, Raushel and coworkers 
exploited an in vivo selection scheme for library analysis, using an E. coli strain 
whose growth was controlled by an artificial phosphonate assimilation pathway 
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[233]. The selection of large PTE libraries with several phosphonate substrates 
modeled after G-type nerve agents (16–18) yielded numerous enzyme variants with 
improved catalytic performance, yet none of these hits surpassed the previously 
reported variant with H257Y/L303T [231].

The moderate successes of large-scale directed evolution experiments led to a 
trend reversal in PTE engineering. More recent studies have instead been relying on 
smaller, more focused libraries that can be screened by medium-throughput, 
microtiterplate-based colorimetric assays. Besides changes in engineering strategy, 
target substrates have also shifted to include the degradation of V-type nerve agents 
including VX (19). In contrast to 11 and G-type nerve toxins, organophosphates 
classified as V-agents possess a thiolo leaving group, which makes them poor sub-
strates for existing hydrolases. Starting with PTE variant (H254Q/H257F), Raushel 
and coworkers employed iterative rounds of multisite-saturation and random muta-
genesis to identify variant L7ep-3a with six additional amino acid changes and a 
100-fold enhanced catalytic efficiency for 19 [224]. The x-ray structure analysis 
revealed substantial remodeling of the active site for more effective substrate inter-
actions [234]. Meanwhile, Cherny et al. merged traditional laboratory-based 
directed evolution with in silico remodeling of PTE to search for a novel hydrolase 
with broad specificity for V-type nerve agents [225]. Key positions in the enzyme 
active site were identified based on the results from previous engineering studies 
and supplemented with modeling data obtained from RosettaDesign software. 
These amino acid variations were sampled iteratively over five rounds and led to the 
identification of several lead candidates including PET variant G5-C23 whose cata-
lytic performance and stereoselectivity for 19 matched the previously reported vari-
ant L7ep-3a. In addition, G5-C23 also shows broad substrate specificity for two 
other V-type nerve agents (RVX and CVX) and G-type neurotoxins (16–18).

Besides extensive engineering studies on PTE from Pseudomonas diminuta, 
similar efforts have been undertaken to tailor functional homologs from 
Agrobacterium radiobacter and mammalian sources. The native hydrolase from 
Agrobacterium (OpdA) showed superior catalytic activity over PTE for several 
organophosphates, making it a potential candidate for medical treatment of pesti-
cide poisoning [235]. To further expand the enzyme’s substrate specificity, Jackson 
et al. employed computational docking to locate steric constraints that interfered 
with productive substrate binding in the active site [226, 227]. Initially, modifica-
tions in the small binding pocket (W131H/F132A) all but eliminated the enzyme’s 
stereoselectivity for the E- and Z-isomers of chlorfenvinphos and raised the cata-
lytic efficiency by roughly ten- and 500-fold, respectively. Subsequently, unfavor-
able sterics deemed responsible for the low-level hydrolysis of 14 by OpdA was 
eliminated by multisite-saturation mutagenesis (CASTing). The leading OpdA vari-
ant S308L/Y309A possessed an expanded binding pocket which allowed for a 
favorable substrate binding geometry and resulted in ~5000-fold rate enhancement. 
In mammals, members of the serum paraoxonase (PON) family primarily catalyze 
the hydrolysis of esters and lactones yet were found to exhibit residual activity for 
organophosphates. To improve the latter activity, Aharoni et al. first used DNA shuf-
fling of four native PON1s from human, rat, mouse, and rabbit to select for highly 
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expressed recombinants [228]. The emerging lead candidate G3C9 was largely 
derived from rabbit but carried eight amino acid substitutions that appear to facili-
tate more effective protein folding and increase stability due to reorganization of 
hydrophobic regions of the enzyme. The hydrolytic activity of G3C9 for a variety of 
organophosphates was then further increased by random mutagenesis [228, 229]. To 
further advance the functional performance of these PON1 against selected G-type 
nerve agents, the authors used six rounds of targeted and random mutagenesis in 
combination with plate-based and FACS-based screening to analyze their library 
with a fluorogenic coumarin analog of 18 [230]. Variant 4E9 emerged as one of the 
top-performing hydrolases, containing six amino acid changes located primarily in 
the enzyme active site. Beyond its high efficiency in cyclohexylsarin degradation, 
4E9 showed similarly high catalytic activity for related G-type nerve agents. 
Extending their functional studies to animal models, the authors also demonstrated 
significantly increased survival rates for mice prophylactically treated with this 
enzyme.

 Conclusions
The utilization of protein-based biologics in general and engineered enzymes in 
particular offers tremendous opportunities for the development of highly effec-
tive and specific therapies. Whether the enzyme itself is the drug, is responsible 
for the activation of prodrugs, or serves as detection device for disease markers, 
the functional versatility of proteins and their evolvability makes these biologi-
cal macromolecules a powerful and almost limitless resource for clinical appli-
cations. Over the last two decades, strategies to engineer therapeutic enzymes 
have largely mirrored the advances in the field of protein engineering. While 
early efforts focused on few, site-specific changes, the introduction of high-
throughput screening techniques led to the expansion of library size and more 
comprehensive sampling of proteins by directed evolution. However, the first 
rule for directed evolution that “you get what you select for” has proven particu-
larly true for therapeutic enzymes. Screening large libraries of enzyme variants 
in bacterial surrogate systems rather than their eventual (mammalian cell) host 
is technically much simpler and affordable but has, in more than once instance, 
resulted in underperforming lead candidates when subsequently tested in clini-
cal settings. It is with that background that newly emerging protein engineering 
strategies based on computational design, machine learning algorithms, and 
greater mechanistic and structural insights offer exciting future opportunities 
for the development of the next-generation protein-based biologics. These 
methods provide critical guidance for protein redesign, enabling the generation 
of small, focused libraries whose functional diversity can be assessed in com-
plex assays that more accurately approximate the cellular environment and 
maximize the functional gains. Building on the past successes and failures of 
engineered enzymes in therapeutic applications reviewed here, the future holds 
much promise for tailored enzymes to detect and tackle disease and environ-
mental threats to human health.
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3Recent Advances in Directed Evolution 
of Stereoselective Enzymes

Manfred T. Reetz

Abstract
Directed evolution of enzymes provides a prolific source of biocatalysts for 
asymmetric reactions in organic chemistry and biotechnology. Nowadays, the 
real challenge in this research area is the development of mutagenesis methods 
and strategies which ensure the formation of small and highest-quality mutant 
libraries requiring minimal screening effort. This chapter constitutes a critical 
analysis of recent developments. Saturation mutagenesis at sites lining the bind-
ing pocket using highly reduced amino acid alphabets has emerged as the supe-
rior approach for evolving stereoselectivity.

3.1  Introduction

Asymmetric catalysis stands at the heart of modern synthetic organic chemistry. 
The three options are chiral transition metal catalysts, organocatalysts, and enzymes. 
The latter have been applied in synthetic organic chemistry for a century, but bioca-
talysis has not been accepted as a routine technique for several reasons. However, 
during the last two decades, notable progress has been made in bioprocess develop-
ment, reactor design, downstream processing, immobilization, improved expression 
systems, and genome mining for identifying new enzymes [1]. Nevertheless, seri-
ous problems persisted due to the following often observed limitations:

• Poor or wrong stereoselectivity
• Limited substrate scope
• Insufficient activity
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The so-called rational design based on appropriate site-specific mutagenesis has 
been shown to be successful in some cases [2], but directed evolution has clearly 
emerged as the more general and reliable approach [3]. As in genetic optimization 
of thermostability [4], three basically different gene mutagenesis methods can be 
applied in order to enhance or invert stereoselectivity: error-prone polymerase chain 
reaction (epPCR), saturation mutagenesis, and/or DNA shuffling [3, 5]. The first 
example of directed evolution of an enantioselective enzyme concerned the hydro-
lytic kinetic resolution of rac-1, catalyzed by the lipase from Pseudomonas aerugi-
nosa (PAL) (Scheme 3.1) [6]. WT PAL leads to low enantioselectivity slightly 
favoring the formation of (S)-2, the selectivity factor amounting to only E = 1.4.

Four cycles of epPCR at low mutation rate with introduction of a single point 
mutation in each round enhanced enantioselectivity to E = 11 (S). Since the fifth 
cycle resulted in marginal improvement (E = 15), which is far from practical appli-
cation, different mutagenesis strategies were developed. The combination of epPCR, 
saturation mutagenesis, and DNA shuffling afforded a variant characterized by six 
point mutations, showing a selectivity factor of E = 51 and a 250% increase in activ-
ity [7]. Only one of the mutations occurred near the active site, five being remote. A 
theoretical analysis based on QM/MM showed a relay mechanism to be operating. 
More importantly, it was predicted that only two of the six mutations are necessary 
for high enantioselectivity. Indeed, the respective double mutant proved to be even 
more effective (E = 62) [8].

These observations demonstrated that the genetic approach utilizing epPCR, 
saturation mutagenesis, and DNA shuffling is successful, but not efficient, a great 
deal of time-consuming screening being necessary (50,000 transformants). It was 
also possible to invert enantioselectivity in favor of (R)-2, but this also involved 
excessive screening [9]. At the time, several other groups joined efforts in general-
izing directed evolution of stereoselectivity using the same strategies, as summa-
rized in a 2004 review [10]. However, efficacy was not a focal point of research. 
Since the screening step is the bottleneck in the overall directed evolution process, 
methods and strategies for generating smaller and smarter libraries had to be 
developed.

After several years of research using PAL and other enzymes, saturation muta-
genesis at sites lining the binding pocket as part of the combinatorial active-site 
saturation test (CAST) emerged as the optimal strategy (Scheme 3.2a) [11].

CAST is a convenient acronym to distinguish it from saturation mutagenesis at 
other (remote) sites for different purposes. When the “hits” in initial CAST libraries 
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still display insufficient enantioselectivity, a recursive process is recommended: iter-
ative saturation mutagenesis (ISM) [12]. Scheme 3.2b shows the case of two-, three-, 
and four-site ISM systems involving two, six, and 24 pathways. It is not necessary to 
explore all theoretically possible pathways, but some may be more productive than 
others. Since saturation mutagenesis at large randomization sites requires excessive 
screening for 95% library coverage, reduced amino acid alphabets were introduced 
[13]. In order to remind the reader of the relationship between the size of a random-
ization site, the nature of the amino acid alphabet, and the screening effort for 95% 
library coverage, Table 3.1 is included here which illustrates the difference between 
NNK and, e.g., NDT codon degeneracy, which encode 20 and 12 canonical amino 
acids, respectively [5]. Any other reduced amino acid alphabet that the researcher 
may want to use can be analyzed statistically in the same manner using the CASTER 
computer aid [5], which is based on the Patrick/Firth algorithm [14]. The Nov metric 

Table 3.1 Difference in screening effort when applying NNK (encoding all 20 canonical amino 
acids) versus NDT (encoding 12 amino acids: Phe, Leu, Ile, Val, Tyr, His, Asn, Asp, Cys, Arg, Ser, 
Gly) for 95% library coverage [5]

NNK NDT

Nr. of amino acid 
positions at one site Codons

Transformants 
needed Codons

Transformants 
needed

1 32 94 12 34

2 1028 3066 144 430

3 32,768 98,163 1728 5175

4 >1.0 × 106 >3.1 × 106 >2.0 × 104 >6.2 × 104

5 >3.3 × 107 >1.0 × 108 >2.5 × 105 >5.5 × 105

6 >1.0 × 109 >3.2 × 109 >2.9 × 106 >8.9 × 106

7 >3.4 × 1010 >1. × 1011 >3.5 × 107 >1.1 × 108

8 >1.0 × 1012 >3.3 × 1012 >4.2 × 108 >1.3 × 109

9 >3.5 × 1013 >1.0 × 1014 >5.1 × 109 >1.5 × 1010

10 >1.1 × 1015 >3.4 × 1015 >6.1 × 1010 >1.9 × 1011

a b

Scheme 3.2 (a) Systematization of CASTing; A, B, C, etc. denote potential randomization sites, 
each comprising one, two, or more residues lining the binding pocket. (b) Two-, three-, and four- 
site ISM schemes
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can also be used, in this case identifying the nth best mutant [15]. CAST/ISM should 
be guided by X-ray structures (or homology models) and sequence data. Initial 
NNK-based saturation mutagenesis at individual CAST positions, requiring the 
screening of only one 96-format microtiter plate, also provides information for 
choosing a reduced amino acid alphabet in subsequent mutagenesis experiments.

The lessons learned from these methodological developments, reported in a 
series of studies using different enzyme types [3f, 5], were then used as a guide in 
the final directed evolution study of PAL for comparison purposes [16]. It was dis-
covered that CAST/ISM provides a notably improved triple mutant showing E = 594 
(S) in the model reaction involving the kinetic resolution of rac-1, while requiring 
the screening of less than 10,000 transformants. This highlights the progress in 
methodology development. In the ISM study, three CAST sites A, B, and C, were 
designed, and NDT codon degeneracy was applied, leading to the highly improved 
triple mutant [16]. This variant has no superfluous mutations. The origin of the 
unusually high degree of enantioselectivity was traced on a molecular level to strong 
cooperative mutational effects. Such synergistic effects (more than additivity) were 
later found in other ISM-based studies as well [17]. In an independent study utiliz-
ing a galactosidase as the enzyme, saturation mutagenesis was likewise shown to be 
more efficient than DNA shuffling [18].

Since the publication of the best results concerning PAL, further progress in 
methodology development has been achieved [5, 19, 20]. The primary focus was 
placed on utilizing the smallest possible reduced amino acid alphabets, again for the 
purpose of minimizing screening while maximizing library quality. In doing so, two 
different strategies can be applied (Scheme 3.3). According to strategy 1, one and 
the same reduced amino acid alphabet is used for the whole CAST randomization 
site in a single experiment. In contrast, strategy 2 calls for a different reduced amino 

one reduced amino
acid alphabet for entire

randomization site

different reduced amino
acid alphabet at

each position

Strategy 2

Strategy 1

screen

screen

hit(s)

hit(s)

optionally
ISM

optionally
ISM

improved
hit(s)

improved
hit(s)

WT

Scheme 3.3 Two strategies for applying saturation mutagenesis in order to manipulate 
stereoselectivity
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acid alphabet for each position of a multi-residue site, a single experiment also 
being involved. In both cases, ISM can be applied for further optimization.

Nowadays, automated GC or HPLC can handle typically 2000–3000 transfor-
mants within a few days. An on-plate pretest for activity is nevertheless recom-
mended, the much smaller number of hits then being analyzed for stereoselectivity 
by chiral GC or HPLC. The question whether to choose a reduced amino acid alpha-
bet such as NDT in combination with, e.g., two-residue randomization sites fol-
lowed by ISM, or to opt for a much smaller reduced amino acid alphabet encoding 
only one, two, or three amino acids in combination with larger randomization sites, 
e.g., four to ten residues, has been addressed [20–22]. Triple code saturation muta-
genesis (TCSM) using three- or four-residue CAST randomization sites appears to 
be the strategy of choice as shown by several recent studies [22]. In these cases, the 
initial CAST libraries often harbor stereoselective variants that fulfill all require-
ments for practical applications or require only one ISM step for final fine-tuning. 
Nevertheless, more experience is needed for final assessments. When applying 
CAST/ISM, several guidelines are recommended:

• Library design by the CASTER computer aid (http://www.kofo.mpg.de/en/
research/biocatalysis) or the GLUE-IT metric (http://guinevere.otago.ac.nz/cgi- 
bin/aef/glue-IT.pl), both available free of charge

• Guidance by structural, mechanistic, and (consensus) sequence data [20–22]
• Use of an on-plate pretest for activity followed by chiral GC or HPLC analysis 

for enantioselectivity [21]
• Application of the quick quality control [23a] or quantitative Q-values [23b] in 

order to avoid screening something that does not exist
• Application of pooling techniques for reducing the screening effort [23a, 24]
• Techno-economical analysis which considers, inter alia, the number, quality, and 

cost of primers used in designing and generating mutant libraries [25]

The CAST/ISM-based approach has proven to be particularly efficient, fast, and 
reliable [5, 19, 20], but other gene mutagenesis methods continue to be used. 
Unfortunately, comparative experiments are generally not made. In some ISM- 
based studies, a final round of epPCR was added for further (small) improvements, 
as in the case of directed evolution of a glycosidase [26]. In other investigations, 
only epPCR and/or DNA shuffling were employed. In the sections that follow, 
selected recent examples of directed evolution of stereoselectivity using different 
gene mutagenesis techniques and strategies are critically analyzed.

3.2  Cytochrome P450 Monooxygenases

Cytochrome P450 monooxygenases (CYPs) catalyze several synthetically useful 
reaction types, including asymmetric oxidative hydroxylation R-H → R-OH, olefin 
epoxidation, and sulfoxidation. Several reviews of CYP protein engineering have 
appeared [27]. The first study featuring the manipulation of enantioselectivity of a 
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cytochrome P450 monooxygenase while maintaining essentially complete regiose-
lectivity concerned the P450-pyr catalyzed oxidative hydroxylation of N-benzyl- 
pyrrolidine (4) with formation of product 5 (Scheme 3.4) [28]. WT P450-pyr shows 
complete regioselectivity in favor of the 3-hydroxy product, but with a mere 43% ee 
(S). The substrate appears to be bound in two energetically similar poses within 
reach of the catalytically active high spin heme-Fe=O (Cpd I) in the large binding 
pocket. The mechanism is known to involve a radical abstraction of the H-atom with 
formation of a carbon-centered radical followed by rapid C-O bond formation. The 
ideal O-H-C angle has been calculated to be about 130ο [29].

Using a homology model, 17 residues were identified within 5 Å of the heme- 
docked substrate [28a]. With the exception of residues C366 and G256, they were 
subjected individually to saturation mutagenesis using NNK codon degeneracy. 
This would require for 95% library coverage the screening of only 94 transformants 
in each case. In fact, an excess of 180 transformants were screened to ensure even 
higher coverage [28a]. Whereas variant F403L improves (S)-selectivity to 65% ee, 
a single point mutation (N100S) induces the reversal of enantioselectivity. In order 
to enhance (R)-selectivity, a simplified version of ISM was applied by employing 
mutant N100S as the template in saturation mutagenesis at other CAST sites. The 
best double mutant proved to be N100S/T186I with an enantioselectivity of 83% ee 
(R) and no trade-off in regioselectivity.

In a subsequent study, (S)-selectivity was improved by exploring more of protein 
sequence space [28b]. First, the crystal structure of WT P450-pyr was determined 
and used as a guide in choosing CAST sites. Twenty residues, A77, I82, I83, L98, 
P99, N100, I102, A103, S182, D183, T185, T186, L251, V254, G255, D258, T259, 
L302, M305, and F403, were targeted using the same simplified ISM-based strat-
egy. Only nine initial libraries had to be generated, since the remaining 11 had 
already been obtained in the previous study. The best variant I83H/M305Q/A77S 
was obtained in three rounds of iterative saturation mutagenesis (ISM), showing an 
ee-value of 98% (S) at fully maintained regioselectivity and little trade-off in activ-
ity [28b]. It would be interesting to test TCSM [22] in this reaction.

Particularly challenging goals arise when regio- and enantioselectivity need to be 
evolved. In a study dedicated to solving this problem, P450-BM3 was employed [30]. It 
was found that WT P450-BM3 catalyzes the hydroxylation of cyclohexene- 1- carboxylic 

N
N

HO
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HO

P450pyr
+
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Scheme 3.4 Model reaction used in the first case of directed evolution of a P450 monooxygenase 
leading to high regio- and stereoselectivity [28]
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acid methyl ester (6) with insufficient regioselectivity (84%) and poor enantioselectivity 
(34%) ee in slight favor of (R)-7) (Scheme 3.5).

In order to achieve practical levels of regioselectivity as well as >95% (R)- and 
(S)-selectivity on an optional basis, ISM was applied. On the basis of the crystal 
structure of P450-BM3, a total of 24 CAST residues were identified (first- and 
second- sphere residues) (Fig. 3.1) [30].

NNK-based saturation mutagenesis was initially applied at 23 of the 24 posi-
tions, leading to a limited set of improved mutants with enhanced and reversed 

Fig. 3.1 The 24 P450-BM3 residues considered for saturation mutagenesis. They were assigned 
to three categories marked in green (residues closest to the heme), blue (residues further away but 
still lining the binding pocket), and yellow (residues at entrance to the large binding pocket) [30]

OHOH

CO2Me
(S)-7 (R)-7

R-selectiveS-selective

6
P450-BM3
mutant

P450-BM3
mutant

CO2Me
CO2Me

Scheme 3.5 Model reaction used in the first case of directed evolution of a P450 monooxygen-
ase leading to high regio- and stereoselectivity with optional formation of either enantiomeric 
product [30]
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enantioselectivity. This information formed the basis of ISM optimization. For 
example, the gene of the best (R)-selective variant was chosen as the template for 
saturation mutagenesis at other sites which had also favored (R)-selectivity, and the 
analogous procedure was applied for reversing (S)-selectivity. This strategy pro-
vided selective variants (97–98% ee) favoring (R)- and (S)-7, respectively, and dis-
playing regioselectivities in the range of 93–98% [30].

ISM was also applied to P450-BM3 catalyzed oxidative hydroxylation of ste-
roids as part of “late-stage oxidation” [31]. For example, testosterone was used as 
the substrate, for which 2ß- and 15ß-selective variants were evolved showing >95% 
regio- and diastereoselectivity.

Yet another example of late-stage oxidative hydroxylation concerns P450-BM3 
catalyzed reactions of the monocyclic diterpenoid ß-cembrenediol (11), which is 
essentially not accepted by the WT (2% conversion) (Scheme 3.6) [32]. At the time 
of this project, a number of other protein engineering studies utilizing various struc-
turally different substrates were available, the mutational data being of significant 
help in the new endeavor [27]. This is an important point, because it is logical to 
learn from past experience and not to start from “scratch” in each new project. For 
example, it was known that residue F87 is a sensitive position, smaller amino acids 
generally being necessary to enable substrate acceptance of sterically demanding 
compounds because the phenyl group of F87 prevents complete access to the cata-
lytically active heme-Fe=O (Cpd I). Therefore, known variants F87A and F87G 
[27] were tested first, which indeed led to acceptable levels of activity. These were 
then used as templates for site-specific mutagenesis at selected first-sphere CAST 
residues A74, L75, V78, I263, A264, and L437. Iterative site-specific mutagenesis 
was performed in several rounds, in each case a new point mutation being intro-
duced [32]. A total of 29 variants were produced by this technique, which resembles 
ISM without the need to screen libraries. Structure-guided successive site-specific 
mutagenesis with the creation of minimally sized libraries constitutes a fusion of 
rational design and directed evolution. Whereas the particular choice of the muta-
tions limits structural diversity drastically, the results proved to be of practical inter-
est in this project. Several variants were generated in this way, F87A/I263L 
catalyzing complete regioselective hydroxylation at position C-9 with an 89:11 dia-
stereomeric ratio. The triple mutant L75A/V78A/F87G enables hydroxylation at 
position C-10 (97% regioselectivity) with a 74:26 diastereomeric ratio. Assignment 
of the absolute configuration at the new stereogenic centers was not reported [32]. 
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Scheme 3.6 P450-BM3 catalyzed oxidative hydroxylation of the diterpenoid ß-cembrene-
diol [32]
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This study nicely shows that very small semi-rationally designed mutant libraries 
may well suffice, provided sufficient previous knowledge of mutational effects is 
available. Indeed, after years of protein engineering of P450-BM3, the huge muta-
tional data serves as a convenient guide when targeting new substrates using ratio-
nal design or directed evolution.

Another interesting example of directed evolution of a CYP concerns the late- 
stage regio- and stereoselective hydroxylation of the antimalaria drug artemisinin 
catalyzed by P450-BM3 (Scheme 3.7) [33]. Here again a semi-rational approach 
was implemented using saturation mutagenesis at first-sphere CAST sites, this time 
based on initial P450 fingerprinting followed by fingerprint-driven reactivity predic-
tions and final ISM experiments. WT P450-BM3 does not accept the substrate. 
First, 125,000 transformants were screened for activity using not the actual sub-
strate artemisinin, but five semisynthetic chromogenic probes, which gave rise to 
1950 active variants that accept such sterically demanding substrates (criterion: 
“>10% of parent enzyme activity on at least one of the fingerprint probes”), and 522 
functionally unique variants (criterion: “larger than 20% variation on at least one of 
the five fingerprint components compared to the parent enzyme and any other mem-
ber of the library”) [33]. After correlating the P450-BM3 fingerprints with the actual 
artemisinin reactivity, 75 variants remained and were tested as catalysts for oxida-
tion of the real substrate by HPLC analysis. The best hit was variant FL#62, which 
was found to have 16 point mutations. This work was then followed by several ISM 
experiments. The result of all of these efforts is summarized in Scheme 3.7 [33]. 
Whereas the “parent” enzyme showed 83% C7(S)-, 10% C7(R)-, and 7% C6a- 
selectivities, notable improvements were achieved in the final saturation mutagen-
esis experiments. The tendency to hydroxylate at C6 and C7 was maximized by 
directed evolution. If for some reason a different position were to be the target, then 
the challenging question of how to achieve such regioselectivity would arise.
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Scheme 3.7 Oxidative hydroxylation of artemisinin by P450-BM3 mutants [33]

3 Recent Advances in Directed Evolution of Stereoselective Enzymes



78

In the directed evolution of CYPs, as in other enzyme types, a clear trend to uti-
lize saturation mutagenesis has emerged [27, 34]. However, some researchers in 
recent CYP studies rely on epPCR and site-specific mutagenesis. An example is the 
evolution of P450-BM3 mutants that hydroxylate the contraceptive drug norethis-
terone at the 15ß- or 16ß-position [35a]. The combination of epPCR and DNA shuf-
fling has also been used, as in activity optimization of the 13-hydroperoxide lyase 
CYP74B; the products are used for the production of C6-aldehydes [35b].

To date, the concept of P450-catalyzed late-stage oxidative hydroxylation of natu-
ral products or synthetic compounds suffers from the lack of predictability as to where 
hydroxylation will occur. When designing a synthetic pathway in natural product syn-
thesis, it is generally unclear whether P450-catalyzed hydroxylation will occur at the 
desired position. In such a situation, the initial library must be diverse enough to har-
bor variants that provide many different regioisomers. If the desired product is formed 
to a small extent, then the respective mutant can be chosen for further mutational 
improvements with the aim of turning the minor into the major product.

3.3  Baeyer-Villiger Monooxygenases

The first directed evolution study of a Baeyer-Villiger monooxygenase (BVMO) 
concerned the optimization of cyclohexanone monooxygenase (CHMO) as the cata-
lyst in the oxidative desymmetrization of 4-hydroxycyclohexanone [36]. One of the 
best variants evolved by epPCR, F345S, was then used in the desymmetrization of 
structurally different ketones (Table 3.2) [37]. It can be seen that in essentially all 

Table 3.2 CHMO variant Phe432Ser as the catalyst in oxidative desymmetrization [37]
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cases, high enantioselectivity as well as chemoselectivity was achieved without 
having to perform additional mutagenesis experiments.

These results are impressive when utilizing whole cells, but CHMO suffers from 
insufficient thermostability. The discovery of the unusually robust phenyl acetone 
monooxygenase (PAMO) aroused a great deal of interest, although its substrate 
scope was shown to be very narrow [38]. Such substrates as cyclohexanone or deriv-
atives thereof are not accepted by this BVMO, apparently because the binding 
pocket is too small to accommodate such compounds. In order to solve this prob-
lem, a series of CAST-based directed evolution studies have appeared [39].

A bioinformatics-based study of PAMO as the catalyst in oxidative kinetic resolu-
tion of compounds 14a-b deserves special attention for three reasons (Scheme 3.8) 
[40]: (1) It not only utilized structural data for choosing appropriate CAST sites, but 
also (2) sequence alignment information in order to derive optimal reduced amino acid 
alphabets, and (3) a different codon degeneracy according to strategy 2 as outlined in 
Scheme 3.3 (Introduction). Ketone 14a was used in all screening assays, the best 
evolved variant then being tested in the oxidative kinetic resolution of 14b as well [40].

Guided by the PAMO crystal structure [38b], four residues in loop 441–444 next 
to the binding pocket were chosen as CAST sites. NNK-based randomization of a 
four-residue CAST site would require the screening of 3.1 million transformants for 
95% library coverage, while NDT codon degeneracy would still call for excessive 
screening( ≈ 62,000 transformants) (Table 3.1, Introduction). Therefore, eight 
Baeyer-Villiger monooxygenases were aligned, the loop region 441–444 being of 
interest (Scheme 3.9) [40]. A limited number of amino acids are conserved at the 
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Scheme 3.9 Sequence alignment of eight BVMOs (loop 441–444 in gray box) [40]
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four positions: Ser and Ala (position 441); Ala, Val, Gly, and Leu (position 442); 
Leu, Phe, Gly, and Tyr (position 443); and Ser, Ala, Cys, and Thr (position 444). 
Consequently, these amino acids were used as building blocks at the respective 
positions of the four-residue randomization site, these reduced amino acid alphabets 
minimizing the screening effort drastically.

Codon degeneracies were then designed for matching the amino acids occurring at 
these four positions while also introducing a limited number of additional amino acids 
for randomization experiments in order to minimize primer costs and enhance diver-
sity (Table 3.3) [40]. WT amino acid is maintained throughout. Interestingly, at posi-
tion 441, KCA codon degeneracy correlates with the introduction of only one new 
amino acid (Ala). At positions 442–444, structural diversity was designed to be higher.

After screening a mere 1700 transformants (95% library coverage would require 
2587), several active variants were discovered, PAMO mutant Ser441Ala/
Ala442Trp/Leu443Tyr/Ser444Thr displaying the highest activity and enantioselec-
tivity (E = 70 in favor of (R)-15a) (Scheme 3.8) [40]. This variant proved to be an 
even better catalyst for the oxidation of the p-chloro-derivative 14b (E >200). As in 
the case of 14a, WT PAMO does not accept this substrate. It was concluded that 
bioinformatics can be used to define a reduced amino acid alphabet and that a dif-
ferent designed reduced amino acid alphabet can well be effective at each position 
within a multi-residue randomization site in a single saturation mutagenesis experi-
ment (strategy 2 in Scheme 3.3). This approach was later employed in the directed 
evolution of other enzyme types [21b, 22].

It should be mentioned that following these and other CAST-based studies of 
BVMOs [39], examples of epPCR as an alternative were reported. For example, 
BmoFI from Pseudomonas fluorescens DSM 50106 was used as the catalyst in the 
oxidative kinetic resolution of rac-16 with preferential formation of (S)-17 (Scheme 
3.10) [41]. Enantioselectivity of the WT ranges between E = 55 (at small scale) and 
E = 71 (growing E. coli cells in shake flasks). Application of epPCR and screening 
3500 transformants provided several improved mutants displaying E = 77–92. Upon 
combining the respective point mutations, an excellent variant was identified, 
His51Leu/Ser136Leu displaying a selectivity factor of E = 86 [41].

In a very different approach not relying on CASTing, epPCR, or DNA shuffling, 
a theoretically predicted remote two-residue site comprising positions 93 and 94 in 

Table 3.3 Codon degeneracies chosen at each position in the PAMO loop 441–444. Degenerate 
codons: A (adenine), B (cytosine/guanine/thymine), C (cytosine), G (guanine), S (cytosine/gua-
nine), K (guanine/thymine), N (adenine/cytosine/guanine/thymine. WT amino acids are shown in 
parentheses [40]

Amino acid 
positions

Codon 
degeneracy

Encoded amino 
acids Codons

Oversampling for 95% 
coverage

441 KCA A, (S) 864 2587

442 KBG S, (A), L, V, W, G

443 BGC F, H, (L), V, Y, G, 
D, R, C

444 NSC (S), A, P, T, R, G, C

M.T. Reetz



81

PAMO was subjected to saturation mutagenesis with the expectation of an allosteric 
effect in the absence of an effector molecule [42]. Several four-substituted cyclo-
hexanone derivatives (methyl, ethyl, n-butyl, tert-butyl) were chosen as substrates 
which are not accepted by WT PAMO. This procedure proved to be surprisingly 
successful, the double mutant Gln93Asn/Pro94Asp showing 97–98% (R)-selectivity 
for the methyl, ethyl, and n-butyl derivatives in desymmetrization reactions. The 
tert-butyl derivative was not accepted due to steric factors. Instead of an effector 
molecule inducing allostery, it is the mutational change that is causing a conforma-
tional reorganization at the binding site. Calculations of Karplus-type covariance 
maps [43] of the double mutant versus WT PAMO showed that the expected confor-
mational motions were indeed occurring [42]. Deconvolution of Gln93Asn/
Pro94Asp showed that the single mutants Gln93Asn and Pro94Asp are inactive, 
signaling pronounced cooperative mutational effects.

To date, the concept of focusing on mutationally induced remote allosteric effects 
has not been applied to other substrates. In further optimization, the double mutant 
Gln93Asn/Pro94Asp could be used as a template for CASTing. However, research-
ers have preferred to concentrate from the very beginning on CAST-based ISM 
when new projects are initiated. For example, using this strategy, PAMO was 
evolved as the catalyst in asymmetric sulfoxidation reactions using prochiral thio-
ether 18 as the substrate (Scheme 3.11) [22a]. WT PAMO leads to the preferential 
formation of (S)-19 with notable selectivity (90% ee). The primary goal was to 
evolve inverted enantioselectivity in favor of (R)-19.

Six potential randomization residues were first identified on the basis of the 
PAMO crystal structure [38b] and past studies which identified “hot spots”: P440, 
A442, and L443 (as CAST loop residues) and V54, I67, and Q152 (as traditional 
CAST sites). One possible strategy would be to group them into three two-residue 
randomization sites and to apply ISM. In this study, a different procedure was chosen 
[22a]. In exploratory experiments, residues V54, I67, Q152, and A442 were chosen 
for individual saturation mutagenesis. Instead of applying traditional NNK codon 
degeneracy, the “smart-intelligent” library construction according to Tang [44] was 
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Scheme 3.11 Asymmetric sulfoxidation catalyzed by mutants of the Baeyer-Villiger monooxy-
genase PAMO [22a]
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used. Four pairs of primers with degenerate codons of NDT (encoding 12 amino 
acids N, S, I, H, R, L, Y, C, F, D, G, and V), codon degeneracy VMA (encoding six 
amino acids E, A, Q, P, K, T), codon degeneracy ATG (encoding M), and codon 
degeneracy TGG (encoding W) were considered at the target sites [22a]. They were 
mixed in a ratio of 12:6:1:1, and for each library creation, only 60 transformants had 
to be screened for 95% coverage. Whereas saturation mutagenesis at V54 failed to 
provide any hits, the other libraries harbored improved hits.

Following these initial experiments, a two-site ISM scheme starting from WT 
PAMO was designed involving site A (P440/A442/L443) with reduced amino acid 
alphabets and site B (I67 as a hot spot identified earlier) with 20 amino acids. The 
reduced amino acid alphabet applied at P440 involved three building blocks as the 
components of a triple code in addition to the WT amino acid, Tyr, Leu, and Phe. 
This is an example of triple code saturation mutagenesis (TCSM) [22a] as part of 
strategy 2 (Scheme 3.3). The results of this minimal search in protein sequence 
space are summarized in Scheme 3.12 [22a]. It can be seen that pathway WT → A 
→ B provided two variants showing highly reversed enantioselectivity: ZGZ-1 
(I67C/P440F/A442F/L443D (92% ee) and ZGZ-2 (I67Q/P440F/A442N/L443I 
(95% ee) in favor of (R)-19. The opposite pathway WT → B → A was also success-
ful, leading to variant I67A/P440Y/A442V/L443I with 94% ee (R). Overoxidation 
with formation of the sulfone 20 occurred to only a minimal degree.

S
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ee %100 ZGZ-1 (92% ee) ZGZ-1 (95% ee) ZGZ-1 (94% ee)

B B
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A A75

P440F/A442F/L443D
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Scheme 3.12 Two ISM pathways in the directed evolution of PAMO as catalyst in the asymmet-
ric sulfoxidation of 18, WT → A → B providing two (R)-selective variants ZGZ-1 and ZGZ-2 and 
WT → B → A leading to an equally (R)-selective variant ZGZ-3 [22a]
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Complete reversal of enantioselectivity is impressive, because the change in 
energy ΔΔG# in going from WT PAMO (90% ee, S) to variant ZGZ-2 (95% ee, R) 
amounts to 3.9 Kcal/mol. Deconvolution of this highly (R)-selective quadruple 
mutant ZGZ-2 (I67Q/P440F/A442N/L443I) led to the surprising discovery that the 
respective single mutants are all (S)-selective: I67Q (69% ee), P440F (97% ee), 
A442N (69% ee), and L443I (98% ee) [22a]. If these four (S)-selective single 
mutants had been generated separately by other means, few researchers would com-
bine them in order to generate the opposite (R)-selectivity! This kind of synergistic 
nonadditive effects continues to be observed whenever time and effort are invested 
in deconvolution. It is an indication of the efficacy of ISM [17].

Exhaustive deconvolution was performed, meaning the generation of variants 
formed by combining the four point mutations in the form of all theoretically pos-
sible double and triple mutants. It allowed a fitness pathway landscape to be con-
structed, comprising 4! = 24 experimental pathways which lead from (S)-selective 
WT PAMO to (R)-selective variant ZGZ-2 (Fig. 3.2) [22a]. Six of the 24 pathways 
have no local minima along the respective trajectories, meaning the absence of 
libraries which contain no variants with improved enantioselectivity. Eighteen path-
ways are characterized by at least one local minimum along the evolutionary trajec-
tory. Analysis of the intermediate stages of all 24 pathways revealed strong 
cooperative mutational effects. Thus, much can be learned from deconvolution stud-
ies of this kind. In combination with MD/docking computations, they throw light on 
the origin of stereoselectivity while also illuminating the efficacy of ISM. It should 
be noted that this type of “constrained” fitness landscape [22a, 45] is different from 
constructing all theoretically possible pathways of an ISM scheme, as was imple-
mented experimentally in the case of a four-site ISM system with 24 pathways [46]. 
The latter has been termed “unconstrained” fitness pathway landscape [17, 46], in 
which every trajectory leads to a different result (see Sect. 3.5).

Fig. 3.2 Fitness pathway landscape featuring 24 pathways which by necessity lead from the 
(S)-selective WT PAMO to the best (R)-selective mutant ZGZ-2 allowing the formation of (R)-19 
[22a]. The green line denotes a typical trajectory lacking any local minima, and the red one a trajec-
tory characterized by at least one local minimum. The upward climb is associated with 3.9 kcal/mol
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3.4  Lipases and Esterases

Directed evolution has been extensively applied to lipases and esterases in order to 
manipulate stereoselectivity, substrate scope, and activity [3]. As delineated in the 
Introduction, the lipase from Pseudomonas aeruginosa (PAL) is the most systemati-
cally studied stereoselective enzyme in the field of directed evolution. In the final 
PAL study [16], which included deconvolution experiments, ISM was applied to the 
original model reaction involving the hydrolytic kinetic resolution of rac-1 with 
preferential formation of (S)-2 (Scheme 3.1). Based on the crystal structure of PAL, 
a three-site ISM scheme comprising two-residue CAST sites A, B, and C was con-
sidered. Following exploratory mutagenesis experiments, the best pathway proved 
to be WT → B → A which provided the triple mutant 1B2 (Leu162Asn/Met16Ala/
Leu17Phe) showing a selectivity factor of E = 94 (S) and notably enhanced activity: 
WT PAL (kcat = 37×10−3 s−1; kcat/Km = 43.5 s−1 M−1) versus variant 1B2 
(kcat = 1374×10−3 s−1; kcat/Km = 4041 s−1 M−1) [16].

This result was achieved in the following way: In the first ISM step, site B 
(Leu159/Leu162) was randomized using NNK codon degeneracy, leading to single 
mutant Leu162Asn with E = 8 (S). It was employed as the template for DNT-based 
saturation mutagenesis at site A (Met16/Leu17), which like NDT involves 12 amino 
acids as building blocks. The ISM pathway is illustrated in Scheme 3.13 [16].

Scheme 3.13 seems to suggest that the second mutational introduction, Met16Ala/
Leu17Phe, contributes most to the overall result. However, this assumes classical 
mutational additivity [17]. Therefore, deconvolution was performed by generating 
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the double mutant Met16Ala/Leu17Phe and testing it in the model reaction. 
Surprisingly, it proved to be a poor catalyst with E = 2.6 (S). Thus, a strong coopera-
tive mutational effect is operating. An MD/docking analysis uncovered the molecu-
lar basis of this epistatic synergism. It involves the creation of an extended H-bond 
network as a consequence of the interaction of Leu162Asn in concert with 
Met16Ala/Leu17Phe [16].

This study required the screening of less than 10,000 transformants at a time 
when subsequent optimization of saturation mutagenesis strategies and techniques 
such as triple code saturation mutagenesis (TCSM) [22b, c] were not yet available. 
It is likely that TCSM as applied to PAL would require even less screening.

PAL served as a useful model system to test various mutagenesis strategies in a 
comparative manner. However, for several reasons, it is not likely to become a lipase 
of practical utility in organic chemistry. The situation is very different in the case of 
Candida antarctica lipase B (CALB), one of the most popular enzymes in bioca-
talysis [1]. It has been employed in ISM-based directed evolution in order to expand 
substrate scope and to invert enantioselectivity [47].

The homolog CALA has also been subjected to ISM-based directed evolution in 
order to accept chiral phenyl-substituted carboxylic acid esters [48], but the bulkier 
analogs of the ibuprofen type were not accepted. Therefore, a different strategy was 
tested following strategy 2 (Scheme 3.3). The plan was to use a single amino acid as 
building block (in addition to WT) at most of the positions of a nine-residue site in 
a single mutagenesis experiment [21b]. The hydrolytic kinetic resolution of rac-21 
was chosen for screening, and racemic esters 22–24 were also tested following the 
mutagenesis experiments (Scheme 3.14). The goal was enhancing activity and 
enantioselectivity while minimizing screening.

All experiments began with the use of the triple mutant F149Y/I150N/F233G as 
template, obtained in the earlier ISM-based study [48]. Substrate 21 was docked into 
the CALA binding pocket in the oxyanion form (tetrahedral intermediate at Ser184), 
leading to the identification of nine residues at the acyl binding region: positions 149, 
150, 215, 221, 225, 233, 234, 237, and 431 (Fig. 3.3) [21b]. Other residues near this 
large CAST site were not considered because they are highly conserved as shown by 
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Scheme 3.14 Model compounds used in the directed evolution study of CALA-catalyzed hydro-
lytic kinetic resolution [21b]
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an alignment analysis. In view of the PAMO study [40], this would not necessarily 
be mandatory. Structure-based decisions were made regarding the different reduced 
amino acid alphabets at the nine randomization positions.

Substrate 21 is sterically so demanding that it is not accepted by the triple mutant 
with acceptable rate. Thus, small amino acids were mostly chosen for saturation 
mutagenesis. In the earlier CALA study [48], mutations Phe149Tyr and Ile150Asn 
had been shown to be important for high enantioselectivity toward similar sub-
strates. Therefore, at these positions, Tyr and Asn were chosen as the respective 
building blocks (Table 3.4) [21b]. At position 233, three amino acids were employed 
(in addition to WT). A certain degree of intuition was involved in some of the 
decisions.

A single highly condensed library was created using appropriately designed 
primers, followed by screening about 2400 transformants in the model reaction of 
rac-21 (≈90% library coverage). Only a few variants proved to be active toward 
substrate rac-21 [21b]. The best hit was a penta-substituted variant Thr221Ser/
Leu225Val/Phe233Cys/Gly237Ala/Phe431Val in which four different amino acids 
were introduced at five different positions. It shows high (S)-stereoselectivity 
(E = 100). This and other CALA variants were tested in the hydrolytic kinetic reso-
lution of the substrates 21–24, which likewise resulted in acceptable levels of enan-
tioselectivity [21b]. The alternative of applying conventional NNK codon degeneracy 

Fig. 3.3 View of CALA binding pocket harboring covalently bound substrate 21 as an oxyanion 
[21b]. Nine CAST residues with the respective reduced amino acid alphabet(s) used in saturation 
mutagenesis are shown, the original WT amino acids being underlined

M.T. Reetz



87

encoding all 20 canonical amino acids would have required for 95% library cover-
age the screening of 1014 potentially enantioselective transformants. A limited num-
ber of deconvolution experiments revealed cooperative mutational effects. This 
suggested that the particular variant would not be accessible by ISM. The same 
strategy was later successfully applied to CALA as the catalyst in acylating kinetic 
resolution of chiral alcohols [49].

It can be concluded that both approaches to the use of reduced amino acid alpha-
bets are successful, strategy 1 as well as strategy 2 as delineated in Scheme 3.3. It 
would be interesting to test strategy 1 using triple code saturation mutagenesis. 
Whether such a procedure would also allow reversal of enantioselectivity is cur-
rently a matter of speculation.

Esterases have also been targeted by directed evolution for improving stereose-
lectivity [3], recent studies utilizing various approaches including epPCR alone 
[50a], epPCR in combination with saturation mutagenesis [50b], saturation muta-
genesis alone [50c, d], or site-specific mutagenesis in combination with saturation 
mutagenesis [50e]. One study is featured here which relied solely on epPCR. The 
carboxyl esterase from Rhodobacter sphaeroides (RspE) was subjected to three 
recursive rounds of epPCR at low mutation rate, the model reaction being the hydro-
lytic kinetic resolution of methyl mandelate (rac-25) with preferential formation of 
the carboxylic acid (R)-26 (Scheme 3.15) [50a]. WT RspE shows a selectivity factor 
of E = 3.1(R).

In each epPCR cycle, 4000–6000 transformants were screened for activity using 
an on-plate pH-dependent color test followed by conventional ee-determination. In 
this way, it was possible to boost (R)-selectivity to E = 30.3 (Scheme 3.16) [50a]. 
This study is a new example of iterative epPCR in the successful attempt to evolve 
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Table 3.4 Reduced amino acid alphabets 
used in simultaneous saturation 
mutagenesis of a nine-residue 
randomization site of CALA [21b]

Position WT residue Alternative residue(s)

149 Phe Tyr

150 Ile Asn

215 Pro Ala

221 Thr Ser

225 Leu Val

233 Phe Cys/Gly/Val

234 Ala Gly

237 Gly Ala

431 Phe Val
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enhanced stereoselectivity of an esterase. Reversal of enantioselectivity was not 
reported, but the best mutant in the model reaction showing E = 30.3 was used in the 
kinetic resolution of structurally related substrates including acetates of chiral alco-
hols with selectivity factors of up to E = 92. It would be interesting to see how well 
CASTing/ISM would perform in this enzyme system.

3.5  Epoxide Hydrolases

Several recent protein engineering studies of epoxide hydrolases have contributed 
to methodology development in laboratory evolution [3f, 5]. The goal of one of 
them was the exploration of all 24 pathways of a four-site ISM scheme [46]. To 
date, it is the only case of complete exploration of such an ISM system. The hydro-
lytic kinetic resolution of rac-27 was chosen as the model reaction, catalyzed by 
mutants of the epoxide hydrolase from Aspergillus niger (ANEH) (Scheme 3.17). 
WT is a poor catalyst in this reaction (E = 4.6 in slight favor of (S)-28).

Four CAST randomization sites were considered on the basis of the WT ANEH 
crystal structure, each comprising two residues. Subsequently all saturation mutagen-
esis libraries were constructed using NDT codon degeneracy encoding 12 amino acids 
(Phe, Leu, Ile, Val, Tyr, His, Asn, Asp, Cys, Arg, Ser, and Gly), which is a balanced 
“cocktail” of polar/nonpolar, charged/non-charged, hydrophobic/non- hydrophobic, 
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and aromatic/nonaromatic amino acids as building blocks. All 24 pathways provided 
in the final saturation mutagenesis rounds notably improved variants characterized by 
different sequences [46]. Some pathways proved to be more productive than others. 
The 12 best pathways resulting in selectivity factors in the range E = 78–159 are shown 
in Scheme 3.18a; the 12 pathways leading to the least improved variants (E = 28–78) 
are pictured in Scheme 3.18b. These results suggest that if the researcher is faced with 
the question of choosing an appropriate ISM pathway, an arbitrary choice has a high 
probability of providing improved variants. This explains why in essentially all ISM 
studies reported thus far arbitrarily chosen pathways led to notably improved variants 
[5]. Nevertheless, superior variants may have been missed. It can therefore be con-
cluded that ISM systems should be designed in a way that involves less pathways and 
therefore less mutant libraries, which correlates with a lower number of decisions for 
the researcher to make. Indeed, methodology development since the publication of 
this study has focused, inter alia, on step-economy [21, 22].

Noteworthy is another feature of the experimental results collected in Scheme 
3.18. In several ISM pathways, libraries occurred which failed to harbor any 
improved variants. This phenomenon signals a local minimum in the fitness land-
scape. Such “dead ends” may occur in any directed evolution project irrespective of 
the mutagenesis method [3]. In the present case, ISM was not abandoned, but an 
inferior mutant was used as the template in the subsequent saturation mutagenesis 
experiment at the next randomization site. This trick led to notably improved 
mutants. This unique way of escaping from a local minimum is reminiscent of neu-
tral drift [4d, 51] or the Eigen concept of quasi-species [52a]. The latter has been 
invoked occasionally in directed evolution studies [52b].

Maximal step-economy would involve the generation of a single saturation 
mutagenesis library, which should be small and ideally harbor both (R)- and (S)-
selective mutants. If the degree of stereoselectivity should not be fully satisfactory, 
one ISM round could then be undertaken for fine-tuning. Along these lines, the 
directed evolution of a different epoxide hydrolase was reported recently, namely, 
limonene epoxide hydrolase (LEH) as the catalyst in the model hydrolytic desym-
metrization of cyclohexene oxide (29) with formation of (R,R)- and (S,S)-30 
(Scheme 3.19) [21a]. WT LEH shows poor enantioselectivity with minimal prefer-
ence for (S,S)-30, the enantiomeric ratio (er) amounting to a mere 48:52 (4% ee).

Based on the crystal structure of WT LEH, ten CAST residues were identified for 
saturation mutagenesis (Leu74, Phe75, Met78, Ile80, Leu103, Leu114, Ile116, 
Phe134, Phe139, and Leu147) [21a]. Tyr53 activates the substrate by forming an 
H-bond to the epoxide O-atom, Asp101 being mainly responsible for positioning 
water which initiates the rate-determining SN2 reaction with ring opening.

Saturation mutagenesis using NNK codon degeneracy (20-amino-acid alphabet) 
or NDT codon degeneracy (12-amino-acid alphabet) would require the screening of 
about 1015 or 1011 transformants for 95% coverage, respectively. The use the small-
est amino acid alphabet, a single amino acid, would call for only ≈3000 transfor-
mants. This would reduce structural diversity dramatically, suggesting that such a 
strategy would fail. Nevertheless, it could be successful if the right decision is made 
concerning the choice of the amino acid. Such an approach constitutes single codon 
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Scheme 3.18 Experimental exploration of a complete 24-pathway ISM system involving the 
ANEH-catalyzed hydrolytic kinetic resolution of rac-27 (Scheme 3.17) [46]. (a) Portion of the 
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ductive pathways providing ANEH variants with E = 28–78 (S)
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saturation mutagenesis (SCSM) as part of strategy 1 in Scheme 3.3 and was first 
tested in the directed evolution of LEH [21a]. In doing so, the choice of the single 
building block was crucial. The crystal structure of LEH reveals that most of the 
amino acids surrounding the binding pocket are hydrophobic. Therefore, valine, 
having a hydrophobic and sterically demanding side chain, was chosen as the small-
est reduced amino acid alphabet for SCSM in a single saturation mutagenesis exper-
iment at the ten-residue site. The results following the screening of about 3200 
transformants are shown in Scheme 3.20.

It can be seen that both (R,R)- and (S,S)-selective occur in one and the same small 
but high-quality library. The number of introduced valines ranges between two and 
five, depending upon the particular variant. In a single ISM step, fine-tuning was 
performed, boosting the enantiomeric ratio to 98:2 (96% ee). Crystal structures of 
the variants with and without product in combination with MD/docking computa-
tions uncovered the origin of stereoselectivity [21a]. In a control experiment, the use 
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Scheme 3.19 Hydrolytic desymmetrization catalyzed by LEH mutants evolved by applying 
single codon saturation mutagenesis (SCSM) [21a] and more recently using triple codon saturation 
mutagenesis (TCSM) [22b]

SZ19
er=92:8

99:1

90:10

80:20

70:30

60:40

(R
,R
)

(S
,S
)

50:50

40:60

30:70

20:80

10:90

1:99

SZ42
er=12:88

SZ57
er=12:88

SZ91
er=15:85

WT
er=52:48

L103V/L114V/I116V/
F139V/L147V

M78V/I80V/
L147V I80V/L114V

I80V/L114V/L147V

L114V/I116V/
F139V

L74V/L103V/L114
V/I116V/F139V

F75V/L103V/L114
V/I116V/F139V

SZ31
er=93:7

SZ60
er=92:8

SZ80
er=91:9
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the basis of valine as the sole building block, hydrolytic desymmetrization of cyclohexene oxide 
(29) serving as the model reaction [21a]
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of serine failed completely, which supports the original hypothesis regarding the 
successful choice of valine.

Single code saturation mutagenesis cannot be expected to be general. Therefore, 
triple code saturation mutagenesis (TCSM) was developed [22b, c]. A reduced 
amino acid alphabet of three members at a ten-residue randomization site would 
require for 95% library coverage excessive screening. Therefore, if so many CAST 
residues are chosen, they need to be grouped into smaller randomization sites. As 
part of strategy 1 (Scheme 3.3), this approach was first tested with LEH as the cata-
lyst in the same model reaction involving the desymmetrization of epoxide 29 
(Scheme 3.19). The ten previously identified CAST residues were grouped into 
three randomization sites: (A) (V83/L114/I116), (B) (L74/M78/L147), and (C) 
(M32/L35/L103) [22b].

By considering the crystal structure of LEH, it was logical to test valine, phenyl-
alanine, and tyrosine as the reduced amino acid alphabet in TCSM, even if the previ-
ous saturation mutagenesis experiments using these amino acids as building blocks 
had not been performed. The V-F-Y triple code was applied to the three randomiza-
tion sites A, B, and C in separate experiments, requiring for 95% library coverage 
the screening of only 576, 192, and 192 transformants, respectively. The best results 
were obtained in library A (Scheme 3.21). As before, one and the same library har-
bors both (R,R)- and (S,S)-selective variants, but this time much better results were 
obtained. (S,S)-selectivity amounts to 96–99% ee in three different variants, while 
the best (R,R)-mutant results in 89% ee which was boosted to 97% ee by ISM. X-ray 
structures of selected mutants, MD/docking computations, and kinetic data were 
reported, which shed light on the origin of mutational effects [22b].

3.6  Transaminase

Transaminases are enzymes that catalyze the reductive amination of prochiral 
ketones with formation of the respective chiral primary amines [1]. An impressive 
industrial example of directed evolution was reported by Codexis, specifically in the 
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Scheme 3.21 The results of triple code saturation mutagenesis (TCSM) when applied to LEH as 
the catalyst in the hydrolytic desymmetrization of cyclohexene oxide (29) [22b]

M.T. Reetz



93

asymmetric reductive amination of ketone 31 with formation of the antidiabetic 
drug sitagliptin (32) (Scheme 3.22) [53].

The transaminase ATA-117 was chosen as the enzyme, which is related to the 
structurally well-characterized homolog from Arthrobacter sp. Both were known to 
be (R)-selective in the reductive amination of methyl ketones and small cyclic 
ketones. ATA-117 proved to be (R)-selective in the desired reaction as well, but 
activity was extremely low [53]. Thus, the goal was to enhance activity while main-
taining stereoselectivity. At the beginning of the project, the industrial researchers 
did not use the “real” substrate 31, but first resorted to in vitro coevolution which 
means testing simpler but still structurally related compounds (substrate walking) 
[54]. With the help of a homology model of ATA-117, docking computations were 
carried out which allowed reasonable choices for randomizing sites lining the bind-
ing pocket (CAST sites). NNK-based saturation mutagenesis led to variant S223P 
with an 11-fold increase in activity in the reaction of a simplified model ketone. The 
mutant was then employed as a template for ISM experiments using the “real” sub-
strate 31 [53]. Docking computations indicated that the trifluoromethyl group inter-
acts with residues V69, F122, T283, and A284. Therefore, four NNK-based 
saturation mutagenesis libraries were generated separately at these four positions. 
Moreover, a combinatorial library using several residues simultaneously was cre-
ated. The combinatorial library harbored an active variant characterized by four 
point mutations lining “small” and “large” parts of the binding pocket. Double 
mutants F122I/V69G, F122I/A284G, F122V/V69G, F122V/A284G, F122L/V69G, 
and F122L/A284G were the best hits. They all contain the parent mutation 
S223P. Activity was still quite low, yet without point mutation S223P, no activity 
whatsoever resulted, as shown by a deconvolution experiment.

The gene of the most active variant was then used as the parent for the next round 
of ISM, followed by combining the beneficial mutations from the small-pocket and 
large-pocket saturation mutagenesis libraries. This provided a variant with 12 point 
mutations and a 75-fold increase in activity. Subsequently, 11 additional rounds of 
mutagenesis/screening were performed using DNA shuffling, epPCR, rational 
design, and saturation mutagenesis at second-sphere sites. Process development 
was also performed in parallel. A total of 36,480 transformants were screened using 
an LC/MS/MS screen. The best variant was shown to have 27 point mutations. In 
50% DMSO, this catalyst converts 200 g/L of the prositagliptin ketone 31 to sita-
gliptin (32) with >99.95% ee (R) [53].
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Scheme 3.22 Asymmetric reductive amination with formation of the antidiabetic therapeutic 
drug sitagliptin (R)-32, catalyzed by mutants of transaminase ATA-117 [53]
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The catalytic performance of the best ATA-117 variant under operating condi-
tions underscores the success of the project. However, it is difficult to assess the 
efficacy of the applied mutagenesis approach. It is not clear whether the order of the 
mutagenesis cycles in the overall multistep process was actually planned or whether 
corrections in the strategy had to be undertaken. Why were the particular mutagen-
esis events chosen in the reported order?

3.7  Alternative Mutagenesis Approaches

As noted in the Introduction, such mutagenesis techniques such as epPCR or DNA 
shuffling can also be applied in order to manipulate the stereoselectivity of enzymes [3, 
5, 10], but in several comparative studies, these have been shown to be less efficient 
[16, 18]. Nevertheless, following several cycles of saturation mutagenesis, it may be 
useful to add one round of epPCR for activity enhancement [26]. Other approaches 
such as neutral drift [4d, 51], domain swapping [55], and circular permutation [56] 
likewise deserve mention, but these strategies have not been applied very often to the 
evolution of stereoselectivity. Neutral drift can be used for identifying superior starting 
points for protein engineering by exploring accessible sequence space on the basis of 
recursive cycles of (random) mutagenesis and screening or selection. The technique 
identifies accumulating mutations which are neutral for the native function but which 
may prove to be useful for novel catalytic profiles. An example is the evolution of pro-
miscuity by turning a ß-glucuronidase into a ß- galactosidase [51c].

Domain swapping was originally used in the study of natural evolution and for 
addressing mechanistic questions in protein science, but it has also been applied 
occasionally in directed evolution [3, 55]. For example, a glycosyltransferase was 
engineered for different substrate specificity [55b]. However, it is not well suited for 
enhancing or inverting stereoselectivity. A special form of this technique is circular 
permutation in which the N- and C-termini of an enzyme are relocated [56]. A semi-
nal example concerns the engineering of enhanced activity of the lipase from 
Candida antarctica (CALB) [56a, b]. New locations of the N- and C-termini in WT 
CALB were designed to occur at positions 282 and 283 in hope of influencing local 
backbone flexibility and perhaps active site accessibility. Indeed, this led to higher 
activity [56b], but enantioselectivity was not addressed at the time nor in a subse-
quent review [56a].

 Conclusions and Perspectives

This chapter provides a summary of the most important recent methodological 
developments in the directed evolution of stereoselective enzymes as catalysts in 
synthetic organic chemistry and biotechnology. Rather than being comprehen-
sive, five different types of enzymes were chosen which illustrate important 
recent advances in strategies and methods.

It can safely be concluded that structure-guided saturation mutagenesis at 
sites in vicinity of the active site (CASTing) is a distinctly logical approach to 
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reshape the bonding pockets of enzymes in the quest to manipulate stereoselec-
tivity, substrate scope, and activity. The use of reduced amino acid alphabets at 
relatively large CAST randomization sites has emerged as the preferred strategy, 
allowing for the creation of small yet high-quality mutant libraries requiring less 
screening than in the past. In this respect, triple code saturation mutagenesis 
(TCSM) appears to be an optimal compromise between limited structural diver-
sity and screening effort (bottleneck of directed evolution). TCSM allows for 
step-economy, since initial mutant libraries already contain notably improved 
(R)- as well as (S)-variants. If needed, further tuning is possible by iterative satu-
ration mutagenesis (ISM). It has been demonstrated that it is better to strive for 
higher library coverage at reduced structural diversity regarding the chosen 
amino acid alphabet rather to maintain maximum structural diversity using NNK 
codon degeneracy at the same screening effort correlating with considerably 
lower library coverage [13a].

One of the remaining fundamental challenges in directed evolution is the 
development of a general guide for optimizing more than one or two enzyme 
parameters, e.g., stereo-/regioselectivity, substrate scope, rate, and thermostabil-
ity. Efforts are underway in several laboratories.
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4Improving CO2 Fixation by Enhancing 
Rubisco Performance

Robert H. Wilson and Spencer M. Whitney

Abstract
The photosynthetic enzyme linking the inorganic and organic phases of the 
 biosphere is ribulose-1,5-bisphosphate [RuBP] carboxylase/oxygenase 
(Rubisco). The complicated catalytic chemistry of Rubisco slows its CO2 fixa-
tion rate, allows for competitive inhibition by oxygen and permits the production 
of misfire products that can self-inhibit activity. Significant effort has been 
invested into better understanding the structure-function details of Rubisco as 
improving its performance is recognised as a viable means to enhance the photo-
synthetic efficiency and yield potential of crops. While rational design approaches 
have still been unable to provide catalysis enhancing solutions, modern directed 
evolution tools are posing a promising conduit to improving Rubisco. Advances 
in the design of effective selection systems for mutagenic Rubisco library screen-
ing have strategically increased their focus on using Escherichia coli. The inher-
ent sensitivity of E. coli viability to the pentose sugar substrate of Rubisco, 
RuBP, is being exploited in an increasingly effective manner to select for Rubisco 
mutants with increased activity. Here we review the differing directed evolution 
technologies used to evolve Rubisco, examine the merits of available high-
throughput Rubisco-dependent E. coli (RDE) selection systems and postulate 
approaches for improving their functionality.
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4.1  Rubisco: A Target for Improvement

4.1.1  A Rate-Limiting Enzyme in Photosynthesis

The CO2-fixing enzyme ribulose-1,5-bisphosphate carboxylase/oxygenase 
(Rubisco) is the catalytic gatekeeper linking the inorganic and organic phases of the 
biosphere’s carbon cycle. Rubisco initiates carbon assimilation in the Calvin cycle 
by fixing CO2 to the pentose sugar substrate ribulose-1,5-bisphosphate (RuBP) and 
cleaving it into two molecules of 3-phosphoglycerate (3-PGA, Fig. 4.1a). The 
3-PGA is the precursor to carbohydrate synthesis that is required for energy and 
growth. In plants and algae the carboxylation reaction of Rubisco occurs at a slow 
pace (~1–5 cycles per second) resulting in its catalytic properties often limiting the 
rate of photosynthesis and growth in these organisms [9, 45]. To compensate for this 
shortcoming, many photosynthetic organisms require high amounts of Rubisco to 
meet their metabolic needs. For example, Rubisco can comprise up to 50% of the 
soluble protein in rice and wheat leaves [9, 68]. This high investment in Rubisco is 
therefore critical to supporting primary productivity in the global food chain which 
results in it being the most abundant enzyme on Earth [16].

Rubisco is a bifunctional enzyme as it also catalyses RuBP oxygenation to 
 produce 3-PGA and 2-phosphoglycolate (2-PG). As 2-PG is toxic to growth, 
 organisms have evolved metabolic mechanisms to recycle it [15]. In plants this 
occurs via photorespiration, a multi-organelle pathway requiring energy and emitting 
CO2 – resulting in the loss of fixed carbon (Fig. 4.1a). In C3 crops like rice and wheat, 
this carbon loss typically amounts to 25% of the CO2 assimilated by photosynthesis 
[45]. As a consequence of these catalytic inefficiencies, improving the performance 
of Rubisco has been an objective spanning more than three decades [17, 53, 85].

Fig. 4.1 Photosynthesis, Rubisco and Rubisco activase. (a) Summary of oxygenic photosynthesis 
where the light reactions produce O2 from H2O photolysis and the derived energy is used in ana-
bolic reactions such as the Calvin cycle in chloroplasts. The cycle begins with the carboxylation of 
ribulose-1,5-bisphosphate (RuBP) to produce 3-phosphoglycerate (3-PGA) that is reduced to 
glyceraldehyde-3-phosphate, the precursor for carbohydrate (CHO) synthesis or RuBP regenera-
tion. Oxygenation of RuBP by Rubisco produces 2-phosphoglycolate (2-PG) whose recycling to 
3-PGA by photorespiration occurs at the cost of energy and release of fixed CO2 (shown in grey). 
(b) Distribution of the differing Rubisco forms in nature, their subunit structure, gene composition 
(rbcL ± rbcS), genome location and copy number. The multiplicity of ancillary proteins that influ-
ence Rubisco biogenesis varies throughout nature. Examples include the protein folding GroEL- 
GroES or corresponding Cpn60/Cpn20-23/Cpn10 (CPN, chloroplasts) and thermosome (TSM) 
chaperonin complexes, Rubisco accumulation factors 1 and 2 (Raf1, Raf2), RbcX and the stromal 
protein bundle sheath defective2 protein (BSD2) (Reviewed in [30]). (c) Carbamylation of each 
catalytic site via the binding of CO2 (C) and then Mg2+ (M) is required to form an active ternary 
complex (ECM) that can bind RuBP and initiate its carboxylation or oxygenation. Inactive sites 
form when RuBP binds before carbamylation (ER) or when carbamylated catalytic sites are occu-
pied by inhibitory sugar phosphate ligands (ECMI). Example inhibitors are xylulose-1,5- 
bisphosphate (XuBP, a catalytic misfire product) and carboxyarabinitol 1-phosphate (CA1P, 
regulatory “shade” inhibitor in plants) whose removal is facilitated by Rubisco activase via transi-
tory intermolecular interactions powered by ATP hydrolysis
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4.1.2  Natural Diversity in Rubisco Form and Function

Over 50 years of research has provided valuable knowledge regarding Rubisco’s 
genetic and structural diversity in nature. Confidence that improving Rubisco for 
agricultural applications is a feasible objective stems from the discovery of more 
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efficient versions of Rubisco found naturally in some red algae [6, 83]. Of benefit is 
the oligomeric structure of Rubisco in plants and algae, as well as many photosyn-
thetic prokaryotes (e.g. cyanobacteria and many photolithotrophic bacteria), which 
share the same subunit complement – eight ~50 kDa large (L) subunits and eight 
~14–17 kDa small (S) subunits [4]. The L8S8 hexameric holoenzyme is termed form 
I Rubisco (Fig. 4.1b) and constitutes the most abundant Rubisco isoform in the bio-
sphere. In plants and green algae, the S-subunits are coded by multiple rbcS genes 
and the L-subunit by a single rbcL gene in the plastid genome (plastome) [85]. Each 
S-subunit is transported into the chloroplast for assembly with L8 cores in a highly 
complex process that requires many known and suspected molecular partners [30, 
88] (Fig. 4.1b). While some of these assembly requirements appear conserved for 
some L8S8 prokaryotic Rubiscos, the requirements for Rubisco biogenesis in non-
green algae are unclear and are not met by leaf chloroplasts [30, 83]. Associated with 
their different assembly requirements are likely the preserved coding of Rubisco as a 
rbcL – rbcS operon in the nongreen algae plastome (Fig. 4.1b) [1].

While the S-subunit of L8S8 Rubisco is critical for catalysis and enzyme stability, 
other forms of Rubisco found in nature comprise only L-subunits [4]. Form II 
Rubisco exists as L2 dimers or oligomers of dimers (Fig. 4.1b). The best studied 
form II Rubisco is the L2 Rubisco from the bacterium Rhodospirillum rubrum. Form 
III Rubisco can be found in Archaea and have no role in CO2 assimilation but are 
capable of sustaining photosynthetic growth when transformed into leaf chloro-
plasts [2, 89]. Form III Rubisco functions to metabolise the RuBP produced in some 
archaea during the nucleotide salvaging pathways [63] and can exist as L2 or as 
RuBP-induced tetrameric/pentameric assemblages of L2 (Fig. 4.1b) [2].

4.1.3  A Highly Conserved Catalytic Site and Mechanism

Crystal structure examples for all three Rubisco forms have been solved [4, 9]. 
Consistent with a conserved catalytic mechanism, all forms of Rubisco show a strik-
ing conservation in L-subunit tertiary structure and amino acid arrangement in the 
catalytic site. This conservation occurs despite the L-subunit primary sequence dif-
fering up to 70%. The structural conservation of the catalytic site suggests that the 
basic scaffold of Rubisco is essential for function, although attributing what specific 
sequences elicit the vast catalytic variation found in the Rubisco superfamily con-
tinues to prove challenging (Table 4.1). The catalytic sites form at the interfaces 
between adjoining pairs of L-subunits that orient head to tail to form a L2 – the mini-
mal functional unit for Rubisco. Conserved amino acid residues from the C-terminal 
domain of one L-subunit and the N-terminal domain of the other L-subunit contrib-
ute to the two catalytic sites in each L2 unit [4].

Prior to catalysis Rubisco must first be activated (Fig. 4.1c). Activation requires 
the binding of a CO2 molecule to the ε-amino group of a conserved L-subunit 
201lysine (K201) in the catalytic site [10, 28]. Carbamylation of K201 produces an 
anionic carbamate that is stabilised by Mg2+ binding resulting in an activated (car-
bamylated) ternary “ECM” complex (E for enzyme catalytic site, C for 
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carbamylated K201, M for Mg2+, Fig. 4.1c). In this active state, the catalytic site can 
bind RuBP and form an enediol intermediate that provides a nucleophilic site at the 
C2 carbon of RuBP for binding substrate CO2 (carboxylation) or O2 (oxygenation). 
A series of hydration, protonation and cleavage reactions follow that result in for-
mation of the respective 3-PGA or 2-PG products (Fig. 4.1a). The complexity of this 
catalytic chemistry, that is compounded by the inability of Rubisco to bind either 
gas substrate, has posed a significant challenge to both nature and scientific research 
in identifying solutions for improving Rubisco performance [53]. Nevertheless, the 
large natural diversity in the catalytic properties of Rubisco (Table 4.1) confirms 
evolutionary adaptation of the enzyme. For example, Rubisco from organisms with 
CO2 concentrating mechanisms (CCM) that elevate CO2 concentrations around the 
enzyme typically have higher CO2 fixation rates (kcatC) but lower CO2 affinities 
(i.e. a higher Km for CO2, KC) [67], although this does not appear to be the case for 
diatom (nongreen microalgae) Rubisco (Table 4.1) [92].

4.1.4  What Constitutes a “Better” Rubisco?

Throughout the literature are misconceptions about what constitutes a better 
Rubisco. Improving kcatC is a desired change in organisms containing a CCM able 
to provide saturating levels of CO2 that can compensate for any accompanying 
reductions in CO2 affinity (i.e. increasing KC) or decline in the enzyme specificity 
for CO2 over O2 (Sc/o) [67]. In organisms lacking a CCM (e.g. C3 plants), improving 

Table 4.1 Catalytic variation at 25 °C among the Rubisco superfamily

Organisms with a CCM are shaded in grey
n.d not determined
aYoung et al. [92]
bSharwood et al. [67]
cLeggat et al. [42]
dWhitney and Andrews [81]
eAlonso et al. [2] and Wilson et al. [89]
fValues measured at 10 °C

4 Improving CO2 Fixation by Enhancing Rubisco Performance 



106

kcatC does not necessarily constitute a better Rubisco. For example, the photosyn-
thesis and growth of C3 plants producing the high kcatC Rubisco from a cyanobac-
terium (Table 4.1) will not exceed the endogenous plant Rubisco unless the multiple 
components of a functional CCM are co-introduced [57]. Therefore, according to 
the C3 photosynthesis models of Farquhar et al. (1980) [20], a better Rubisco within 
the context of a C3 plant is one with an improvement in Sc/o that is accompanied by 
an increase in carboxylation efficiency under ambient O2 (defined as kcatC/KC

21%O2) 
[6, 67]. Importantly, modest declines in kcatC can be tolerated if sufficiently offset 
by substantial improvement in CO2 affinity (i.e. low KC

21%O2).
For many Rubisco isoforms the values for SC/O tend to be inversely correlated 

with kCcat suggesting a catalytic trade-off between these two parameters. This fea-
ture has questioned the feasibility of engineering a faster and more CO2-specific 
enzyme [64, 76]. However, kinetic surveys indicate this relationship significantly 
diverges when considering Rubisco isoforms other than those from vascular plants 
and a small sampling of algae and proteobacteria. For example, the SC/O-kCcat 
inverse correlation strongly diverges when Rubisco from cyanobacteria, Archaea 
and nongreen algae are considered [89, 92]. This is best illustrated by the slightly 
lower kCcat, but vastly higher SC/O of Rubisco from the red algae Griffithsia monilis 
that has the potential to enhance the photosynthetic efficiency of plants with a C3 
physiology like wheat and rice by up to 30% [45, 83]. The feasibility of uncoupling 
this relationship by directed evolution has also been demonstrated by the identifica-
tion of point mutations in archaeal Rubisco from Methanococcoides burtonii that 
improve both kcatC and Sc/o [89].

4.1.5  Factors Limiting Mutagenic Study of Rubisco

The discovery that vascular plant Rubisco is not the pinnacle of evolution has engen-
dered confidence that the challenge of improving the enzyme for agricultural appli-
cations is not insurmountable. Efforts to improve form I Rubisco function have been 
hindered by the inherent complexity of eukaryote L8S8 Rubisco biogenesis [30]. In 
particular the L-subunit folding and assembly needs are not met in E. coli [33], even 
when co-expressed with cognate chaperonin [11] or the Rubisco-specific assembly 
chaperones RbcX and Rubisco accumulation factor 1 (Raf1) [21]. Most Rubisco 
mutagenic studies have therefore focused on Rubisco from cyanobacteria and pro-
teobacteria that can be functionally expressed in E. coli, albeit to varying degrees of 
competency [51]. Direct mutagenic testing of Rubisco in photosynthetic hosts such 
as Rhodobacter sphaeroides (proteobacterium, [19]), Synechococcus sp. PCC6803 
(cyanobacteria, [3]) and Chlamydomonas reinhardtii (green algae, [61]) has been 
facilitated by the availability of rbcL ± rbcS-deficient mutants (Fig. 4.2a). 
Unfortunately the viability of these photosynthetic hosts for screening Rubisco 
mutagenic libraries is primarily confined by their low transformation efficiency (Fig. 
4.2a). Similarly, while leaf chloroplast transformation provides the only system for 
study of recombinant plant Rubiscos, the high cost and slowness of this technology 
limit its usefulness for random mutagenesis studies of Rubisco [50, 85, 86].

R.H. Wilson and S.M. Whitney



107

4.2  Directed Evolution of Rubisco

Exploration of Rubisco sequence space to identify solutions that improve 
 performance has been a long-standing challenge. Our extensive knowledge of 
Rubisco structure and function still remains insufficient to allow improved 
 performance by rational design. The success of directed evolution in numerous 
enzyme bioengineering endeavours has lured researchers in both academia and 
industry into applying these tools to improve Rubisco performance [8, 23, 51, 
89, 93]. Of particular appeal is the level of control available through both unbi-
ased mutagenesis and curated selection using directed evolution and the capac-
ity to successively sample sequence space to make incremental improvements 
towards a desired function [12, 13]. The last two decades has seen increasing 
success in these endeavours with examples of forms I, II and III Rubisco having 
been subject to directed evolution. As summarised in Table 4.2, most studies 
have focused on cyanobacteria L8S8 Rubisco with particular attention made on 
mutating the rbcL gene and only in a few cases including rbcS [8, 50, 69]. The 
general outcomes for some key mutagenic screening studies are described in 
Table 4.2.

4.2.1  The Challenges of Identifying an “Improved Rubisco”

A key consideration in any directed evolution application is identifying a suitable 
screening system. This requires consideration on whether the screening system 
meets the desired throughput, has sufficient fidelity to avoid selection of “false posi-
tives” and is suitably sensitive to identify minor and incremental improvements in a 
desired trait (i.e. successive increases in fitness). With regard to Rubisco, selection 
systems incorporating an in vitro catalytic screening component are typically com-
promised by throughput and fidelity. The challenges are primarily associated with 
being able to accurately measure Rubisco content and quantify the multiplicity of 
kinetic parameters that equate to an improved enzyme. In organisms with a CCM, 
this might equate to simply increasing kcatC; in non-CCM-containing hosts, 
increases in Sc/o and kcatC/KC

21%O2 without extensive undermining of kcatC are typi-
cally required (Sect. 4.1.4).

A lack of suitable infrastructure and experimental familiarity in how to correctly 
measure Rubisco content and kinetics continues to confuse the kinetic literature. As 
a consequence, large differences in the kinetics for a Rubisco are often reported 
between studies. For example, large errors in the reported kinetic properties of a 
hybrid plant Rubisco comprising the sunflower L-subunit and tobacco S-subunits 
[36] and for Thermococcus kodakaraensis form III Rubisco [18] have been cor-
rected in subsequent studies [40, 66]. With regard to Rubisco directed evolution 
studies, some mutants have been incorrectly interpreted as catalytically enhanced 
[52] rather than “solubility” mutants with enhanced L-subunit folding and assembly 
[26]. These mistakes highlight how accurately measuring changes in Rubisco 
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synthesis can be problematic, especially using polyacrylamide gel electrophoresis 
methods that can be misleading without appropriate controls and experimental 
rigour [87]. Potential problems also arise measuring Rubisco kinetics using com-
mercial sources of RuBP contaminated with inhibitory sugar phosphates that reduce 
the reliability of the catalytic measurements [68].
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Table 4.2 The biochemical properties of Rubisco mutants selected by directed evolution

Rubisco origin Main mutations identified and effect on Rubisco References

Selection host: Rhodobacter capsulatus

Synechococcus PCC6301 
(L8S8)

L-subunit – F342V: twofold increase in host 
doubling time, 50% reduction to RuBP affinity 
(KmRuBP)

[69]

Synechococcus PCC6301 
(L8S8)

L-subunit – A375V: improved CO2 and reduced 
O2 affinities, carboxylation rate 12% of wild type

[60]

Selection host: Chlamydomonas reinhardtii

Chlamydomonas reinhardtii 
(L8S8)

L-subunit – A99T, A281S, D352G: improved 
specificity, carboxylation rate and affinity for CO2

[93]

Nicotiana tabacum (L8S8) L-subunit – A99T, A281S, D352G: little influence 
on catalytic properties of tobacco Rubisco

[25]

Selection host: Escherichia coli (RDE)

Synechococcus PCC6301 
(L8S8)

L-subunit – M259T, F342S: four- to ninefold 
increase in Rubisco assembly

[26]

Rhodospirillum rubrum (L2) H44N, D117V: altered affinity for CO2 and O2 [47]

Synechococcus PCC6301 
(L8S8)

L-subunit – L161M, M169L: up to 11-fold 
increase in Rubisco assembly

[51]

Synechococcus PCC7002 
(L8S8)

S-subunit – E49V, D82G: increased 
carboxylation efficiency by 45%

[8]

Synechococcus PCC6301 
(L8S8)

L-subunit – F140I: 2.9-fold increase in 
carboxylation efficiency, 9% decrease in 
specificity

[14]

Methanococcoides burtonii 
(L2–L10)

E138V, K332E: 2.8–3.6-fold improvement to 
carboxylation efficiency in air

[89]

Fig. 4.2 Directed evolution selection screens for Rubisco, past and present. (a) Low transforma-
tion efficiencies have limited the versatility, and success, of using Rubisco-deficient photosyn-
thetic host mutants to screen Rubisco libraries. (b) By exploiting the sensitivity of E. coli to RuBP 
toxicity (−), expressing phosphoribulokinase (PRK, converts ribulose 5-phosphate, rib-5-P, from 
the pentose phosphate pathway, PPP, to RuBP) can be used to visually select for increased Rubisco 
activity (+, faster RuBP turnover) via improved cell viability (faster colony growth). A high pro-
portion of false positives reduce the sensitivity and throughput of this selection approach. 
Maximum practical colony-forming units (cfu) able to be screened per plate are indicated in brack-
ets. (c) Interruption of glycolysis/gluconeogenesis in E. coli via glyceraldehyde-3-phosphate dehy-
drogenase deletion (gapA−) produced a higher fidelity Rubisco-dependent E. coli (RDE) selection 
system (MM1) that requires a functional PRK (arabinose inducible) and Rubisco (IPTG inducible) 
shunt to bypass glycolysis and allow carbon metabolism to flow from supplied hexose substrate 
through to the citric acid cycle for energy and growth [47]. Trace levels of malate, casamino acids 
and glycerol are needed to support early cell division upon induction of the PRK-Rubisco shunt. 
The 3-PGA or 2-PG produced by Rubisco catalysis is metabolised in E. coli by glycolysis or gly-
colate metabolism (GM; see biocyc.org/ECOLI), respectively [54]. Shown are the colony pheno-
types of RDE-MM1 cells producing no Rubisco (left), Synechococcus PCC6301 Rubisco (middle) 
and the higher solubility M259T PCC6301 mutant (right) [26]. (d) Alternative selection screens 
using MM1 co-expressing either additional GroEL-GroES chaperonin complexes (which stimu-
late (+) L-subunit folding) or the Rubisco chaperone RbcX (which “staple” post-chaperonin folded 
L-subunits into stable L2 units to facilitate L8 formation) altered the selectivity for novel 
Synechococcus PCC6803 Rubisco mutants with differing catalytic and biophysical properties [14]

4 Improving CO2 Fixation by Enhancing Rubisco Performance 
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4.2.2  Rubisco Mutant Selection Using a Photosynthesis 
Deficient Host

Directed evolution selection systems require the target molecule under selection to 
be identifiable via a screen that can report a desired functional change. As Rubisco 
is essential for photosynthesis, initial directed evolution selection systems utilised 
an available Rubisco deletion mutant of the photoheterotrophic bacterium 
Rhodobacter capsulatus (strain SBI-II) [19]. Although non-photosynthetic, the 
Rubisco-deficient SBI-II R. capsulatus cells can grow heterotrophically on media 
such as peptone yeast extract medium [69]. Upon transforming with mutagenic 
 cyanobacteria Rubisco libraries, photosynthetic potential can be screened through 
growth on Ormerod’s minimal medium and by varying the growth CO2 levels  
(Fig. 4.2a). While able to effectively identify L-subunit residues that influence the 
catalytic properties of cyanobacteria (Table 4.2), the approach was limited in 
throughput by the very low transformation competency of the SBI-II cells [59], an 
impediment that also limits the versatility of a new Rubisco-deletion strain of the 
bacterium Ralstonia eutropha for directed evolution studies [62] due to low (4 × 103 
cfu/μg DNA) electroporation efficiency [70].

The availability of a non-photosynthetic rbcL deletion strain of Chlamydomonas 
reinhardtii (strain MX3312) has also been exploited for use in a directed evolution 
study of Rubisco from this green algae [93]. Like R. capsulatus, heterotrophic 
growth of the Rubisco null MX3312 strain can be sustained in the dark on acetate- 
containing medium. The practicality of the system to screen mutagenic Rubisco 
libraries is again limited by the low chloroplast transformation efficiency of  
C. reinhardtii (Fig. 4.2a). Nevertheless, the approach proved successful in identify-
ing Rubisco mutants with improvements in carboxylation efficiency (Table 4.2). 
Unfortunately, independent testing showed one mutant comprising three amino acid 
mutations was not translatable to influencing the kinetic properties of Rubisco in 
tobacco, the model C3 plant primarily used for Rubisco mutagenic testing [25].

4.2.3  Selection Using Rubisco-Dependent E. coli

The high transformation efficiency and fast growth rate of E. coli make it a favoured 
host for many directed evolution applications. The value of a high-throughput bac-
terial selection system for thoroughly exploring the adaptive potential of Rubisco 
has been a long-standing objective [46]. A potential caveat is that the range of 
Rubisco types for experimentation may be limited to the prokaryotic and archaeal 
isoforms capable of functional expression in E. coli [50].

Current Rubisco selection systems in E. coli require phosphoribulokinase (PRK) 
co-expression. The PRK catalyses the production of RuBP via ATP-dependent 
phosphorylation of the ribulose-5-phosphate (R5P) produced in the pentose phos-
phate pathway (Fig. 4.2b). In E. coli RuBP cannot be metabolised and its accumula-
tion is toxic to growth [32]. The cause of this toxicity remains unclear, although it 
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does not appear due to reductions in R5P availability since deletion of 
6- phosphogluconate dehydrogenase in the pentose phosphate pathway needed to 
produce R5P has no discernible effect on E. coli growth [35]. Expression of Rubisco 
in E.coli-PRK-expressing cells can alleviate RuBP toxicity by conversion into 
3-PGA, a natural metabolite of the glycolysis/gluconeogenesis pathway, or 2-PG 
that can be converted into glycolate, a usable carbon source for E. coli growth [54] 
(Fig. 4.2c). The dependence of E.coli-PRK-expressing cells on Rubisco activity for 
survival forms the basis of all Rubisco-dependent E. coli (RDE) selection systems.

The initial application of RDE utilised a cyanobacterial PRK under the control 
of an arabinose-inducible BAD promoter in plasmid pACYC184 [52]. When 
expressed in wild-type E. coli, this simple RDE screen isolated a small range of 
Synechococcus PCC6301 (cyanobacteria) L-subunit mutants that all shared a Met-
259-Thr (M259 T) substitution [52]. The M259T mutation was shown to enhance 
L8S8 Rubisco biogenesis ~fivefold in E. coli and modestly improve the overall 
kinetic properties of Synechococcus PCC6301 Rubisco [26] (Table 4.2). More 
recent success with this RDE system found E49V and D82G mutations in the 
Synechococcus PCC6301 S-subunit improved carboxylation efficiency by 50% 
[8]. A continuing limitation of these studies is the low fidelity of the RDE system 
due to >100:1 ratio of false to bona fide Rubisco mutants produced. This necessi-
tates lower cell plating densities to avoid excess colony formation thereby signifi-
cantly increasing the processing time and cost of analysis (Fig. 4.2b). The foremost 
cause of false positives appears to be silencing of PRK synthesis via mutations or 
transposon insertion in the prkA gene – thus reverting the cells to a wild-type 
growth rate [8, 50, 52].

A higher fidelity RDE with increased throughput was developed by Mueller- 
Cajar et al. (2007) that incorporates a shunt comprising PRK and Rubisco where 
both enzymes are necessary for carbon metabolism and cell growth (Fig. 4.2c). The 
RR1 E. coli strain in this alternative RDE system (called RDE-MM1) contains a 
deletion in glyceraldehyde-3-phosphate dehydrogenase (gapA−) that inhibits car-
bon flux through the glycolysis/gluconeogenesis cycle. The PRK-Rubisco shunt 
bridges the gapA− metabolic gap to enable carbon flux from hexose carbon sources 
in the growth media through to the citric acid cycle for energy and growth ([47],  
Fig. 4.2c). An arabinose-inducible BAD promoter is used to provide stringent regu-
lation of PRK expression [37], while Rubisco production is regulated by an IPTG- 
inducible lac promoter (Fig. 4.2c). As PRK expression is directly linked to MM1 
survival in this RDE system, the production of false positives derived from “PRK 
silencing” is largely avoided [50]. The improved fidelity of the MM1-RDE system 
has successfully isolated form II R. rubrum L2 Rubisco mutants that unveiled con-
served Sc/o determining amino acids [47], identified novel L-subunit mutations that 
improve cyanobacterial L8S8 assembly (“solubility”) and affinity for RuBP [51] and 
improved carboxylation efficiencies [14] (Table 4.2). More recent use of the MM1- 
RDE in directed evolution of the archaeal Methanococcoides burtonii L10 Rubisco 
(MbR) successfully selected two MbR mutants with significant improvements in 
kcatC, Sc/o and kcatC/KC

21%O2 (Table 4.2) [89].
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4.2.4  Expressing Molecular Partners of Rubisco Can Alter 
the Kinetic Outcome

The majority of attempts to evolve Synechococcus PCC6301 Rubisco in E. coli have 
identified L-subunit mutations that improve cellular Rubisco levels (Table 4.2). 
These mutations included M259T [52], I174V, Q212L and F345I/L [51] and C172G, 
V189I, S398C and I465V (and various substitutions at amino acid F345, [14]). The 
mechanism behind the increased production of assembled L8S8 Rubisco is uncer-
tain. It is hypothesised they enhance the interaction of the nascent L-subunit chains 
with the E. coli GroEL-GroES chaperonin complex [14, 26] or provide the mono-
mers more time in vivo to form the more stable L2 to L8 complexes to which the 
soluble S-subunits can rapidly self-associate and form functional L8S8 complexes. A 
recent study highlighted the differential influence E. coli chaperonin (GroEL- 
GroES) and the Rubisco-specific assembly chaperone RbcX have on Synechococcus 
PCC6301 L-subunit evolution in RDE-MM1 cells [14]. As summarised in Fig. 4.2d, 
both ancillary proteins improve rates of cyanobacterial L8S8 biogenesis, the GroEL- 
GroES facilitate L-subunit folding [24] and the RbcX stabilise post-chaperonin 
folded L-subunits into L2-(RbcX2)2 units that form L8 cores for S-subunit binding 
[30]. In RDE-MM1, over-expression of GroEL-GroES had little influence on the 
Rubisco mutational range selected despite stimulating cell growth through increased 
Rubisco biogenesis. In contrast, selection of some Rubisco mutants was prevented 
in RDE-MM1 cells producing RbcX due to apparently constraining the selection of 
mutations to solvent exposed surface amino acids. These findings support the notion 
that the requirement of form I Rubisco for a range of assembly factors (Fig. 4.1b) 
with suitable compatibility [84] has had a pervasive influence on Rubisco evolution, 
possibly constraining its potential to enhance catalysis [14, 30, 50, 53].

4.2.5  Limitations with Using Fusion Marker Selection

Efforts to mutate eukaryotic form I Rubisco to facilitate its assembly in E. coli have 
yet to yield success [11, 47]. This apparent impasse is most likely due to the com-
plementarity requirements of eukaryotic Rubisco with its multiple assembly factors 
for subunit folding, stabilisation and assembly into L8S8 holoenzyme (Fig. 4.1b, [30, 
88]). This potential hurdle has however not averted attempts to develop approaches 
for identifying solubility enabling eukaryotic L-subunit mutants. In theory this 
could be achieved using RDE-MM1 to select for mutations that generate Rubisco 
activity. The feasibility of this approach depends on modulating the RDE-MM1 
sensitivity to detect very low levels of L8S8 assembly – a possibility still untested. 
Instead we have trialled the viability of using reporter protein fusions to screen for 
scalable changes in Rubisco solubility. Past success has demonstrated the potential 
to detect improved protein assembly (solubility) using reporter fusions that increase 
antibiotic resistance [72], enhance fluorescence [39] or alter the amount of dye- 
based reporter produced [71, 80]. In the case of Rubisco, our research has shown 
L-subunit fusions comprising a truncated N- or C-terminal 85-amino-acid (9 kDa) 
beta-galactosidase alpha fragment proved insensitive to reporting variations in 
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solubility by blue-white screening (Fig. 4.3). Even Rubisco mutants lacking assem-
bly capabilities produced vivid blue colonies through X-gal conversion making the 
fidelity of the screen untenable for visually detecting changes in Rubisco solubility. 
The use of a 160-amino-acid (18 kDa) dihydrofolate reductase (DHFR) fusion in 
selecting for trimethoprim resistance linked changes in enzyme solubility has been 
successful in identifying acetyltransferase mutants with improved solubility [44]. 
Such an approach proved unsuccessful with R. rubrum L2 and cyanobacterial L8S8 
Rubisco as the additional DHFR sequence prevented L-subunit folding and holoen-
zyme assembly (Fig. 4.3). In hindsight this strategy was flawed from inception due 
to the GroEL-GroES folding requirements of both Rubisco L-subunits [43] and 
DHFR [27] and that the 71 kDa size of the L-DHFR and DHFR-L fusions exceed 
the ~60 kDa protein folding limit of the E. coli chaperonin cage [31, 58]. The pro-
hibitive influences fusion reporter proteins have on L-subunit folding and assembly 
make this a challenging, if not untenable, approach for detecting changes in Rubisco 
solubility in E. coli.

4.3  Evolutionary Outcomes, Applications and Limitations

A major caveat with Rubisco directed evolution studies to date is correlating changes 
in catalysis with changes in the growth performance of the host. While the RDE 
systems provide the potential for higher throughput of mutagenic library screening, 
its reliance on RuBP detoxification to report Rubisco mutants with improved cata-
lytic potential remains inexact.

Evolving for solubility using a Rubisco L-subunit fusion

rbcL Marker rbcS

∆Zα folA

↑Rubisco synthesis 
white blue

Desired
fidelity of
screen

Observed
screen fidelity

Ab

↑Rubisco synthesis 
TMPsen TMPres

↑Rubisco synthesis
Absen Abres

Untested
(feasibility?)

L2 and L8S8 Rubisco
assembly inhibited

(85 aa) (160 aa) (> 250 aa)

rbcLMarker rbcS

NSLAV…

Fig. 4.3 Limitations in using L-subunit fusions for selecting improved Rubisco solubility. Studies 
in our laboratory have tested fusion constructs using various selective markers fused in frame to the 
N- or C-termini of R. rubrum or Synechococcus PCC6301 L-subunits, the latter comprising a 
rbcL-rbcS operon as shown. Fusions with the alpha peptide of E. coli β-galactosidase (Zα) per-
formed poorly as a scalable screen of Rubisco assembly as colonies producing little or no assem-
bled Rubisco were vivid blue. Similarly, fusions with E. coli dihydrofolate reductase (folA) 
conferred resistance to trimethoprim (TMP) that did not correlate with the levels of L2 or L8S8 
Rubisco produced. The viability of using L-subunit fusions comprising antibiotic (Ab) markers has 
not been tested
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4.3.1  A Need to Improve RDE Selection

The low levels of false positives selected using the RDE-MM1 system appear linked 
to a heightened sensitivity of MM1 to PRK expression [47]. This phenotype may 
stem from the diminished viability of the gapA− MM1 strain that requires slow 
growth (23 °C) on minimal media for prolonged periods (6–16 days) which dra-
matically impedes experimental throughput [50, 65]. The MM1 strain also suffers 
from a low transformation efficiency as growth in LB, or media with a high sugar 
content, causes cell lysis [34]. It is also unclear why RDE-MM1 requires CO2 con-
centrations 50–65 times atmospheric levels for Rubisco selection. Possibly the high 
CO2 may help maintain the activation status of the Rubisco catalytic sites (Fig. 4.1c) 
and/or facilitate permissible rates of RuBP carboxylation in the bacterial cytoplasm 
[50]. Somewhat paradoxically even under such high CO2 conditions, there remains 
the potential for the selecting Rubisco mutants with increased RuBP oxygenation, 
not carboxylation, properties (Table 4.2). It is presumed this can arise as the 2PG 
produced can be metabolised into glycolate and used by E. coli for growth [47, 54]. 
Although increasing oxygenation rates is undesired within the context of improving 
photosynthesis, such mutagenic outcomes help to better understand Rubisco 
structure-function.

4.3.2  Selection Using a Photosynthetic Host: Is It Really 
Advantageous?

An advantage of using a photosynthetic organism in Rubisco directed evolution 
applications is the selected enzymes are supported by cognate, or near-cognate, 
chaperoning resources of the host. Theoretically this should allow, for example, the 
evolution of eukaryote Rubisco in a eukaryote host. As indicated in Sect. 4.2.2, 
however, the throughput of such selection systems is relatively slow and costly. 
There also appear a number of unresolved ambiguities in some photosynthetic host 
studies that likely arise from challenges described in Sect. 4.2.1 associated with 
accurately measuring Rubisco content and catalysis. For example, the reductions in 
CO2 fixation rate, CO2 affinity and poorer specificity of the F342 V Synechococcus 
PCC6301 Rubisco mutant selected in the R. capsulatus SBI-II Rubisco null line are 
inconsistent with it benefiting photosynthetic growth [69]. The other F342I and 
M259 T mutants selected in the R. capsulatus screen correlate with those repeatedly 
selected in RDE studies due to enhanced cyanobacteria L8S8 assembly (Table 4.2). 
It therefore seems likely the R. capsulatus screen successfully identified 
Synechococcus PCC6301 Rubisco mutants with improved L8S8 biogenesis not ben-
eficial changes in catalysis (Table 4.2). A subsequent directed evolution study using 
Chlamydomonas as a selection host identified three L-subunit mutations that 
improved Rubisco catalysis in the algae with the same substitutions also able to 
enhance tobacco Rubisco catalysis [93]. This finding was not supported in an 
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independent study where the mutations had no appreciable influence on tobacco 
Rubisco kinetics, leaf photosynthesis or plant growth [25]. This brings into question 
the versatility of mutagenic studies of L8S8 Rubisco from Chlamydomonas, or pho-
tosynthetic prokaryotes, with regard to providing solutions of direct translatable 
benefit to Rubisco in vascular plants.

4.3.3  Translational Success to Improving Photosynthesis

The last few years have seen the successful translational application of RDE-derived 
Rubisco mutants to enhance the productivity of a photosynthetic host. Traditionally 
the most direct route for improving RDE fitness using Synechococcus PCC6301 
Rubisco has been the selection of solubility-enhancing mutants (Sect. 4.2.4). In 
contrast, using RDE-MM1 Durão et al. [14] identified point mutations in the 
Synechococcus PCC6301 L-subunit that increased carboxylation efficiency (kcatC/
KC

21%O2) by either 70% (V189I) or nearly threefold (F140I), the latter mutation not 
affecting L8S8 assembly. When transformed into Synechocystis PCC6803 cells, the 
F140I mutation improved the rate of photosynthesis by 40% and supported wild- 
type growth rates in cells comprising ~20% less Rubisco [14]. While a highly moti-
vating outcome, the underpinning question is why had the mutation not already 
been selected during evolution? Possibly the photosynthesis improvements are not 
sustainable under alternative, nonoptimal, growth conditions – a hypothesis for 
future experimental scrutiny.

A recent directed evolution study has highlighted the potential of improving the 
performance of archaeal Methanococcoides burtonii L10 Rubisco (MbR) in a photo-
synthetic role [89]. As indicated in Sect. 4.1.2, form III archaeal Rubisco serves a 
non-photosynthetic function, comprises only L-subunits and is highly soluble when 
expressed in E. coli [2, 38, 91]. The alternative biological function of archaeal 
Rubisco to metabolise RuBP produced as a by-product during nucleotide metabo-
lism [22, 63] has seen it evolve distinctive, somewhat variable, catalytic properties 
relative to contemporary Rubisco isoforms [74]. This includes uniquely high affini-
ties for RuBP and atypically low carboxylation properties [2]. These atypical prop-
erties relative to photosynthetic Rubisco suggest archaeal Rubisco has been subject 
to alternative evolutionary trajectories, possibly improving its potential for carbox-
ylation enhancement [2, 50]. Consistent with this hypothesis, two MbR mutants 
(E138V and K332E) with three- to fourfold improvements in carboxylation effi-
ciency in air (kcatC/KC

21%O2) were isolated from a single round of selection in the 
RDE-MM1 system ([89]; Table 4.2). When expressed in tobacco chloroplasts, both 
mutant MbR variants supported higher rates of photosynthesis and much faster 
plant growth compared to control plants producing wild-type MbR. The efficient 
expression of archaeal Rubisco in leaves, and overall success with evolving MbR 
catalysis, inspires further rounds of evolution to improve catalytic parameters along 
evolutionary trajectories that further enhance its photosynthetic potential.
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4.3.4  Rubisco Production Can Be Toxic to E. coli

An important consideration of the RDE systems is being able to carefully regulate 
PRK expression to ensure the intercellular RuBP production meets the desired 
level of Rubisco activity sought. While the BAD promoter has proven suitable to 
fine- tuning PRK expression by varying arabinose induction ([47], Fig. 4.2c), little 
attention has been made to modulating Rubisco expression. This may require 
closer attention when one considers the expression of form I [52] or form II [82] 
Rubisco can itself impede, sometimes prevent, E. coli growth. As shown in  
Fig. 4.4, the growth of XL-1Blue E. coli cells expressing R. rubrum or Synechococcus 
PCC6301 Rubisco is increasingly impeded under rising IPTG induction. In con-
trast, growth is prevented in cells producing the highly soluble M. burtonii L2 or the 
F345I mutated Synechococcus PCC6301 L8S8 Rubiscos. Awareness on how 
Rubisco toxicity impacts the fidelity of RDE selection remains unexplored. For 
example, it may preclude selection of activity-enhancing mutants that additionally 
escalate Rubisco biogenesis. Alternatively it may beneficially focus selection of 
catalytic enhancements that have little or no influence on Rubisco biogenesis, 
somewhat akin to the F140I Synechococcus PCC6301 mutant identified by Durão 
et al. (2015) [14].

R. rubrum
L2

SePCC6301
L8S8

SePCC6301F345I

L8S8

M. burtonii

pTrcHisB
(vector
control)

Form of Rubisco expressed

0 nM
IPTG

21 nM
IPTG

2.1 µM
IPTG

L2

Fig. 4.4 High levels of Rubisco expression can inhibit E. coli growth. The differential influence 
of Rubisco expression on E. coli growth was determined by spot plating of XL1-blue cells trans-
formed with pTrcHisB plasmids coding the Rubisco forms shown. Shown is the extent of growth 
on LB agar containing 200 μg/mL Amp and varying IPTG concentrations (shown) after 5 days in 
air at room temperature. Synechococcus PCC6301 (SePCC6301), mutation Phe415Ile (F345I) 
improves Rubisco assembly by eight- to 15-fold in E. coli [51]
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4.4  New In Vivo Screening Strategies for Rubisco Directed 
Evolution

The above examples of possible limitations in the versatility and sensitivity of 
RDE-MM1 incite further development of the selection system to increase its 
 efficiency and broaden the scope of suitable Rubisco clients amenable to directed 
evolution study. In this section we explore possible ways to meet these objectives 
both in directed evolution studies of Rubisco and its activity-regulating protein 
Rubisco activase (Fig. 4.1c).

4.4.1  Avoiding PRK Escape Mutants by Dual Selection

Antibiotic resistance markers are common selective agents used in molecular biol-
ogy to detect and maintain genetically transformed cells. This selective trait can also 
be employed to detect recombinant protein production by fusing it to proteins cod-
ing antibiotic resistance. While there appears little merit in using Rubisco-reporter 
protein fusions (Sect. 4.2.5), linking an antibiotic resistance onto PRK may avoid 
selection of false positives that currently plague RDE systems using wild-type E. 
coli (Sect. 4.2.3). These false positives primarily arise from interruption of PRK 
expression via integration of varying transposon elements into differing regions of 
the prkA gene (Fig. 4.5a–c). By appending an in-frame resistance marker to the 
C-terminus of PRK (possibly via a flexible peptide linker), transposon interruption 
to PRK synthesis will relinquish antibiotic resistance, preventing cell growth on 
selective media (Fig. 4.5d, option 1). Such a strategy requires the PRK, and resis-
tance marker remains active as a PRK-AbR fusion peptide (possibly necessitating a 
flexible peptide linker peptide). Notably the Synechococcus PCC6301 PRK typi-
cally used in RDE studies is a homodimer [75]. Therefore, the antibiotic marker 
should ideally function as a monomer to avoid steric hindrance and oligomerisation 
assembly issues that impede PRK functionality. The feasibility of developing suit-
able PRK-AbR fusion peptides that can improve the fidelity and throughput poten-
tial of the RDE systems using wild-type E. coli remains to be explored.

4.4.2  Tailoring to the Assembly Needs of Eukaryotic Rubisco

Rubisco isoforms from crop plants – especially grain crops of significant nutritional 
and agricultural value – pose idyllic targets for catalytic modification by directed 
evolution tools. However, their extensive requirement for compatible ancillary pro-
teins during L8S8 biogenesis, incorporating chaperonin folding and downstream 
assembling factors (Fig. 4.1b), precludes their functional production in E. coli [30, 47]. 
As efforts so far have been unable to mutate plant L-subunits to meet the folding and 
assembly machinery of E. coli [11, 51], it is likely the inclusion of one or more of 
Rubisco’s chloroplast assembly factors may be needed to facilitate Rubisco solubil-
ity in E. coli. Fortunately the last decade has seen dramatic advances in our 
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understanding of L8S8 Rubisco biogenesis [30, 89]. Unlike the E. coli chaperonin 
GroEL cylindrical ring and heptameric GroES cap, the chaperonins of chloroplasts 
are structurally more diverse [7, 78, 79]. They comprise heptameric Cpn60 cages 
comprising α and β subunits capped by hetero-oligomeric complexes of Cpn10 and 
Cpn20 subunits. While the feasibility of expressing chloroplast chaperonins in E. 
coli has been shown [7, 78], their ability to fold Rubisco in this context remains 
uncertain. Possibly the expression of chloroplast chaperonin subunits in an RDE 
may allow directed evolution of eukaryotic Rubisco (Fig. 4.5d). Vascular plant 
Rubisco may however require expression of additional assembly factors in the 
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RDE. Examples include Rubisco accumulation factors 1 and 2 (Raf1, Raf2), RbcX 
and/or the bundle sheath defective2 (BSD2) protein (Figs. 4.1c and 4.5d, option 2) 
that serve differing, sometimes crucial, roles in L8S8 biogenesis [21, 30, 84]. 
Engineering an RDE with the required multiplicity of assembly factors to facilitate 
higher plant Rubisco (or algae Rubisco) assembly in E. coli or within in vitro recon-
stitution systems is clearly a significant, and risky, challenge but one of extremely 
high reward if able to provide a suitable platform for high-throughput mutagenic 
study of Rubisco from diverse origins.

4.4.3  Is There a Need for Metabolic Regulation of Rubisco 
in an RDE System?

An outcome yet to be considered for improving Rubisco fitness using an in vivo 
screen is if the selected mutation(s) influence(s) the extent Rubisco activity is inhib-
ited by pentose phosphate sugars, in particular its own substrate RuBP. As shown in 
Fig. 4.1c, formation of inactive “ER” Rubisco arises when RuBP binds to non- 
carbamylated catalytic sites. Recent work has highlighted the pervasive influence 
ER formation affects Rubisco activity in plant and algal chloroplasts, reducing the 
proportion of catalytically active Rubisco sites by 10–70% [68, 92]. In the absence 
of exogenous RuBP, the rate of substrate dissociation from ER occurs within a half- 
time of 0.5–5 min, depending on Rubisco isoform (Pearce 2006). However, ER 
formation is sustained under saturating RuBP (Sharwood 2016). Therefore, to coun-
ter the formation of ER, and other catalytically inactive sugar phosphate inhibited 
Rubisco complexes (ECMI, Fig. 4.1c), photosynthetic organisms utilise isoforms of 
the Rubisco activase (RCA) enzyme family to reverse this inhibition [5, 9, 48, 50]. 
While having differences in oligomeric structure and mode of action, all RCA 
homologues are part of the AAA+ protein superfamily and use the power of ATP 

Fig. 4.5 Improving the function of RDE selection. Expanding the potential of RDE selection that 
suffers from (a–c) a high frequency of transposon induced silencing of PRK in wild-type E. coli 
by (d) utilising a PRK-antibiotic fusion (option 1), improving Rubisco activity through co- 
expression of complimentary biogenesis factors (option 2) and/or Rubisco activase (option 3). (a) 
Comparing growth after 3 days at 23 °C of ~2 × 103 XL1-Blue-pACPRK cells on non-inducing (no 
IPTG) and spinach PRK-inducing (0.1 mM IPTG) LB media. The large colonies arising under 
inducing conditions were due to (b) alleviation of RuBP toxicity by inactivation of spinach PRK 
expression via (c) transposon insertion at differing positions in the spinach prkA gene in 
pACPRK. Regions of the prkA sequences were repeated upstream (5′, as shown) and downstream 
(3′, not shown) at the transposon insertion sites with the position of the first nucleotide relative to 
the prkA initiator codon shown in parenthesis. The partial flanking sequence (ten nucleotide) of the 
IS2 (white triangle), Tn1000 (white arrow) and IS10 (black arrow) transposon elements are shown 
in italics and their relative orientation (ori) indicated by the arrow direction. The selection of these 
false positives might be avoided by (d) fusing an in-frame antibiotic selectable marker to PRK. The 
fidelity, selection stringency and variety of Rubisco substrates that can be screened by a RDE 
might be increased through co-expression of ancillary Rubisco folding/assembly factors and/or a 
compatible Rubisco activase (RCA) (described in Sects. 4.4.1, 4.4.2, and 4.4.3)
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hydrolysis to facilitate sugar phosphate release from Rubisco (Fig. 4.1c) via poorly 
understood transitory interactions [29, 49, 73, 77].

The necessity for RCA to regulate ER (and ECMI) levels in chloroplasts of illu-
minated leaves arises from the saturating steady-state levels of RuBP (>2 mM in 
tobacco chloroplasts, [56]) that resemble the concentration of Rubisco catalytic 
sites (~2.5–3.5 mM). By analogy, RDE-MM1 cells producing abundant levels of 
Rubisco (>5% of the cellular soluble protein) also retain saturating RuBP levels 
(0.2–0.9 mM) [47]. Untested is what proportion of the Rubisco pool in the RDE 
cells is represented by inactive ER complexes. In vascular plants the reduction or 
elimination of RCA results in a high-CO2-requiring phenotype where growth is CO2 
assimilation limited due to low levels of activated, catalytically competent, Rubisco 
within the stroma [48, 90]. Somewhat akin to this is the extraordinarily high CO2 
requirement by all RDE systems for Rubisco activity selection to be undertaken in 
air supplemented with >1% (v/v) CO2. As summarised in Fig. 4.5d (option 3), these 
observations suggest directed evolution studies using RDE may benefit, possibly 
alter, the evolutionary outcomes, through co-expressing a RCA that is complimen-
tary to the mutated client Rubisco under examination.

Potential examples of how ER formation might influence RDE selection arise 
from the study of Mueller-Cajar et al. [47]. Here the content and catalytic properties 
of the D117V/H and H44Q/N R. rubrum L2 Rubisco mutants did not accord with 
increased rates of RuBP fixation or improved substrate affinities. How the L2 
mutants improved RDE-MM1 fitness has remained an enigma. Both D117 and H44 
are conserved among form II Rubisco and form a hydrogen bond that influences the 
positioning of a conserved E48 (E60 in plant Rubisco). During catalysis E48 forms 
a salt bridge with the conserved K329 (K334 in plant Rubisco) residue located at the 
apex of loop 6 that closes over the catalytic site to initiate catalysis. Mutation of 
D117 and H44 is therefore thought to alter E48 positioning and perturb loop 6 clo-
sure [47]. Conceivably, the altered properties to loop 6 closure conferred by the 
D117V/H and H44Q/N mutations may alter the capability for inactive ER complex 
formation. This hypothesis, as well as testing how RCA co-expression influences 
Rubisco mutant selection in an RDE system, poses considerations for future analy-
sis (Fig. 4.5d, option 3).

4.4.4  A Role for RDE-MM1 in Directed Evolution Studies of RCA

The last few years has seen rapid expansion in our appreciation into the molecular 
diversity of RCA in nature, in regard to variations in quaternary structure, phylo-
genetic distribution, mechanistic machinery and recognition specificity among 
both form I and II Rubisco [29, 48, 49, 73, 77]. Should RCA co-expression benefit 
directed evolution studies of Rubisco using RDE (Sect. 4.4.3), it may be possible 
to adapt RDE cells to screen mutated rca gene libraries for evolved RCA function. 
Already a directed evolution study has successfully identified more thermostable 
plant RCA mutants [41]. However, such in vitro activity assay approaches suffer 
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from low throughput (<7 × 103 mutants) and are highly labour intensive, limita-
tions that theoretically would be averted via an in vivo RDE Rubisco screen. 
Potential enzymatic phenotypes to select for are RCA mutations that unveil infor-
mation about residues that enable (or stimulate) recognition and binding with 
cognate or heterologous Rubisco and those that improve RCA thermostability. 
Both objectives need to consider two key limitations using RDE systems for 
Rubisco bio-selection. Firstly, while all forms of RCA can be produced in E. coli 
[29, 48, 49, 73, 77], functional Rubisco expression is limited to those sourced 
from Archaea and some bacteria but not plants and algae (Sect. 4.1.5). This 
 limitation might be avertible by using Rubisco chimers comprising regions of 
eukaryotic Rubisco subunit sequence transposed into cyanobacterial Rubisco.  
A comparable approach using Chlamydomonas Rubisco chimers (produced by 
chloroplast transformation) has helped identify how compatibility between amino 
acids located in the equatorial region of plant L8S8 (L-subunit residues 89–94) and 
those in the short “specificity” helix (H9) of RCA confers the ability of a plant 
RCA to distinguish Rubisco from Solanaceae and non-Solanaceae species [55].  
A second limitation of an RDE Rubisco screen is whether the temperature can be 
modulated to select for improvements in RCA thermostability. Currently RDE 
selection requires low temperatures to slow growth and optimise the fidelity of 
mutant selection [50], a limitation potentially overcome using a PRK-AbR fusion 
(Sect. 4.4.1).

4.5  Summary

The last decade has witnessed a wealth of Rubisco engineering studies aimed at 
improving CO2 fixation in crops to increase productivity in response to growing 
concerns of global food security [17, 45, 53, 67, 85]. The projections are dire – an 
estimated global population of nine billion by 2050 requires we produce more food 
in the coming four decades than has been produced in mankind’s entire history [23]. 
While modern directed evolution tools are beginning to show increasing promise 
towards improving Rubisco performance, they need to advance at a faster pace if we 
are to reach the improvement level required. Here we propose strategies for improv-
ing the fidelity, throughput and expansion of client Rubisco diversity amenable to 
RDE screening using PRK-antibiotic fusions, through co-expression of appropriate 
factors to facilitate Rubisco assembly in E. coli and possibly through expression of 
the regulatory protein Rubisco activase (Fig. 4.5d). If directed evolution is to play a 
role in improving Rubisco to enhance crop photosynthesis and yield potential, then 
there is a need to steer away from the continuing focus on high kcatC prokaryotic 
Rubisco whose CCM requirements defy what is currently achievable in chloro-
plasts. There is a need to refocus efforts to developing capabilities to screen muta-
genic libraries of more efficient Rubiscos from plants and red algae and fully 
evaluate the evolutionary potential for enhancing the carboxylation properties of 
non-photosynthetic Rubisco from Archaea.

4 Improving CO2 Fixation by Enhancing Rubisco Performance 
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Abstract
Unspecific peroxygenase (UPO) is a heme-thiolate peroxidase with mono(per)
oxygenase activity for the selective oxyfunctionalization of C-H bonds. Fueled 
by catalytic concentrations of H2O2, which acts as both oxygen donor and as final 
electron acceptor, this stable, soluble, and extracellular enzyme is a potential 
biocatalyst for dozens of transformations that are of considerable interest in 
organic synthesis. In this chapter we describe the main attributes of this versatile 
enzyme while reflecting on the directed evolution campaigns recently followed 
in our laboratory that set out to enhance the functional expression of UPO in 
yeast and improve the activity, as well as approximating its properties to the 
required industrial standards.

5.1  Introduction

At the beginning of the twenty-first century, the first true natural peroxygenase was 
isolated from the basidiomycete Agrocybe aegerita (AaeUPO1) [54], an edible 
mushroom that produces white rot [24]. After its initial misclassification as an 
unusual alkaline lignin peroxidase, later as an haloperoxidase and often as an aro-
matic peroxygenase (APO), it was finally recognized as unspecific peroxygenase 
(UPO) and considered as the first member of a new sub-subclass of oxidoreductases 
(EC 1.11.2.1) (Table 5.1). What distinguished UPO in this sense is its ability to 
insert oxygen into unactivated carbon atoms (both in aliphatic and aromatic com-
pounds) with high regio- and enantioselectivity, as well as its broad substrate 
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specificity and the sole catalytic requirement for hydrogen peroxide, acting as both 
final electron acceptor and as oxygen donor (as demonstrated in studies using 
H2

18O2) [3, 27, 29, 30, 33, 55]. Previously, the only enzymes that could efficiently 
perform such oxyfunctionalizations were the cytochrome P450 monooxygenases 
(EC 1.14), albeit with an inconvenience that they rely on redox cofactors (NAD(P)
H) and auxiliary flavoproteins (Fig. 5.1). Moreover, P450s are usually associated to 
membranes, while UPOs are soluble and extracellular. As such, from a catalytic 
point of view, UPO is considered as the “missing link” between P450s and the chlo-
roperoxidase of Caldariomyces fumago (CPO, EC 1.11.1.10), being all of them 
heme-thiolate enzymes (i.e., with a cysteine residue as the axial ligand of the heme 
group). In this regard, strong efforts have been made to exploit the peroxide shunt 
pathway of P450s, through which, and like UPO, the enzyme works only supplied 
by H2O2 [13, 26]. However, the poor efficiency of this route, even for ad hoc evolved 
P450s, and the poor stability in the presence of H2O2 are two major hurdles that are 
not easily overcome [17, 51, 53]. CPO does naturally use H2O2 as a co-oxidant and 
oxygen donor, and hence, both CPO and UPO are placed within the group of heme- 
thiolate peroxidases. Nevertheless, when the traits of UPO and CPO are inspected 

Table 5.1 EC-IUBMB 1.11 classification
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in more detail, the substrate spectrum of the latter is much more restricted as it is 
incapable of oxygenating carbon atoms of alicyclic/aromatic rings or n-alkanes, 
which are very inert in chemical terms [20, 22].

AaeUPO1 has a relatively novel sequence, with little homology to P450s and 
sharing only 27% identity with CPO up to 35% in its N-terminal domain [44, 54]. 
In terms of other UPOs, more than 2500 putative UPO sequences from different 
fungi have been detected in genomic databases [21, 23]. Moreover, two additional 
UPOs have hitherto been identified and characterized, produced by Coprinus 
(Coprinellus) radians (CraUPO) [2] and Marasmius rotula (MroUPO) [18, 49]. 
Other fungi are also considered to be potential producers of UPOs, although they 
are still to be fully characterized [24]. In addition, Novozymes recently expressed a 
putative UPO gene from Coprinopsis cinerea (rCciUPO) in Aspergillus oryzae [4], 
as well as an UPO from an undetermined mold (rNOVO) [46]. Given their wide-
spread distribution in fungi, UPOs have been sorted into two structural groups: short 
and long UPOs. Short UPOs (like MroUPO) are found throughout the world of 
fungi, with molecular weights of ~26 kDa and a histidine residue as a charge stabi-
lizer at the active site. By contrast, long UPOs (like AaeUPO1 or CraUPO) are 
found in basidiomycetes and ascomycetes, with molecular weights of ~44 kDa, an 
internal disulfide bridge and an arginine residue as a charge stabilizer [24, 44].

The role of UPO in its natural context remains uncertain, although several activi-
ties have been proposed. This enzyme might be involved in the synthesis of different 
metabolites, like antibiotics, as well as in detoxification processes or in the later 
stages of lignin and humus degradation [20, 24, 31]. Therefore, UPO can be included 
within the ligninolytic enzyme consortium involved in natural wood decay, along 
with high-redox potential peroxidases (versatile, lignin, and manganese peroxi-
dases), laccases, and H2O2-supplying enzymes like aryl-alcohol oxidase.

Fig. 5.1 Comparison between P450s and UPO. P450s (left, red) are intermembrane proteins with 
poor stability, which depend on auxiliary proteins (flavoproteins, pink hexagon) and redox cofac-
tors as an electron source and that are partially deviated to the formation of unproductive oxygen 
species that reduces the reaction yield. By contrast, UPO (right, blue) is soluble and stable and 
only needs H2O2, overcoming the aforementioned disadvantages of P450s
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5.2  Biochemical and Structural Features

To date, 16 UPO sequences have been detected in the A. aegerita genome, although 
as yet only AaeUPO1 has been characterized in depth [24, 44, 54]. With up to 22% 
glycosylation, this 46 kDa extracellular protein has different isoelectric points (pI) 
that range from 4.9 to 5.7. Its spectroscopic characteristics are determined by a peak 
at 420 nm (a Soret band representative of heme-containing proteins) and two max-
ima at 572 and 540 nm (CT1 and CT2 charge transfer bands, respectively) [54]. The 
crystallographic structure of AaeUPO1 was recently published at ~2 Å resolution 
[47], comprising ten α-helices and five ß-sheets, the latter formed by very few resi-
dues (Fig. 5.2). UPO possesses a heme group at the active site (protoporphyrin IX) 
whose iron is hexacoordinated showing the fifth position associated with a cysteine 
sulfur (Cys36) that acts as a proximal (axial) ligand, while the sixth position is asso-
ciated to a water molecule (distal ligand) (Fig. 5.2a). The axial ligand in CPO and 
P450s is also a cysteine, unlike other heme-containing proteins such as classic per-
oxidases (His, His+Asp, Tyr, Tyr+Arg are the other possibilities) [50], and it is 
assumed that this axial Cys is responsible for the oxygen transfer reaction. The 
C-terminal is stabilized by a disulfide bridge formed between cysteines 278 and 
319. UPO possesses a region for halide binding, close to the entrance to the catalytic 
pocket, and a structural Mg2+ ion (Fig. 5.2b). The entrance of the substrate to the 
catalytic pocket proceeds along a highly hydrophobic funnel-shaped channel that is 
made up of ten aromatic residues (nine Phe and one Tyr), these leading the substrate 
to the active center. Of these aromatic residues, five are of particular interest: three 
Phe residues that orient the substrate (Phe69, Phe121, and Phe199) and two more 
that act by delimiting its entrance to the channel (Phe76 and Phe191; Fig. 5.2c, d) 
[47]. Finally, the Glu196 and Arg189 of UPO act as an acid-base pair involved in 
catalysis.

UPO can catalyze peroxygenation reactions (i.e., insertion of an oxygen atom 
through two-electron oxidation, peroxygenase, or mono(per)oxygenase activity) or 
peroxidation reactions (i.e., abstraction of an electron, peroxidase, or peroxidative 
activity), and it also possesses certain catalase activity. As selective C-H oxyfunc-
tionalizations are among the most solicited reactions in organic synthesis, the per-
oxygenase activity of UPO has been studied in depth, with 300 positive substrates 
already tested (a number that continues to grow). Accordingly, the peroxygenase 
reactions catalyzed by UPO include aromatic, alkylic, and aliphatic hydroxylations; 
aromatic and aliphatic olefin epoxidations; ether cleavage; N-dealkylations; sulfoxi-
dations; N-oxidations; and brominations (Fig. 5.3). Indeed, the exploitation of such 
peroxygenase activity is generating great industrial interest. One of the areas in 
which UPO can be extremely useful is in the pharmaceutical sector, and indeed, the 
ability of this enzyme to produce drugs and human drug metabolites (HDMs) has 
been confirmed [5, 28, 35, 48]. While human P450s are known to metabolize drugs 
into complex HDMs in the liver, for which it is mandatory to perform pharmacoki-
netic and pharmacodynamic studies, its chemical synthesis is complicated. However, 
engineered UPOs could be used to produce HDMs with high selectivity in a more 
economic and efficient manner. Other interesting applications include the synthesis 
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Fig. 5.2 AaeUPO1 crystal structure (PDB: 2YOR). (a) General view. The disulfide bridge and the 
axial Cys36 are marked in green, the catalytic Phe in pink (delimiting the entrance for substrates 
Phe76 and Phe191 (dark pink); orienting the substrate to the heme Phe69, Phe121, and Phe199 
(light pink)), the structural Mg2+ in light pink, the acid-base pair (Glu196-Arg189) is represented 
in light blue, the FeIII of the heme is in red, and the protoporphyrin IX of the heme is in CPK color-
ing. (b) Catalytic pocket of AaeUPO1 with detail of the heme environment. (c) Coordination of the 
Mg2+. (d, e) Frontal view of the entrance to the heme channel with and without the surface, 
respectively
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of limonene, cyclohexanone, and hydroxylated fatty acids (fatty alcohols) to be 
used in cosmetics, food, solvents, polymers, or other materials (e.g., nylon) [19, 45, 
46]. In this sense, the synthesis of 2,5-furandicarboxylic acid (FDCA), a renewable 
building block of particular interest for the production of biopolymers to replace 
traditional polyesters obtained from crude oil, has recently been achieved from 
5-hydroxymethylfurfural through a cascade reaction that combined aryl-alcohol 
oxidase and UPO [12]. Moreover, the potential use of UPO for the functionalization 
of aliphatic alkanes into alcohols should not be underestimated, since this remains 
a clear challenge in contemporary chemistry. Besides, the functionalization of aro-
matic hydrocarbons is very relevant in obtaining added value products, for example, 
that of benzene to phenol [27] or of naphthalene to 1-naphthol [33]. Another practi-
cal example is the transformation of aromatic and aliphatic olefins into their corre-
sponding epoxides, important intermediates in chemical synthesis due to their great 
versatility (e.g., to produce cosmetics, surfactants, or agrochemicals).

Fig. 5.3 Activities of UPO
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Although native UPO has been studied in the synthesis of the aforementioned 
compounds, engineering will be essential to improve its performance so that it may 
fully compete with chemical catalysts. Thus, one of the main goals for the design of 
this enzyme should include the modeling of its selectivity (e.g., for the terminal 
hydroxylation of alkanes or fatty acids), increasing its total turnover numbers in any 
given process, a reduction of its peroxidase activity as a side effect that can lead to 
unwanted by-products, and enhancement of its oxidative and operational stability or 
of its activity in the presence of organic cosolvents. To achieve such goals, it is first 
necessary to heterologously and functionally express the enzyme in a host suited to 
the tailoring of its properties by directed evolution.

5.3  Directed UPO Evolution

5.3.1  The Kickoff: Evolution Toward Functional Expression

One particular challenge in the directed evolution of ligninolytic enzymes (also 
known as ligninases) is to achieve their functional expression in the standard heter-
ologous hosts used. All attempts to achieve functional expression of ligninases in 
Escherichia coli have ended up in the formation of inclusion bodies, and although 
they can be refolded in vitro for structure-function relationship studies, this solution 
is not practical given the high-throughput context in which directed evolution exper-
iments take place. Differences in codon usage, missing chaperones, and the lack of 
suitable machinery to induce complex posttranslational modifications (e.g., glyco-
sylation, processing of the N- and/or C-terminal ends) preclude the use of this bac-
terial host in the directed evolution of ligninases. Indeed, all attempts to express 
UPO in bacteria carried out to date have failed, not even achieving in vitro refolding 
from inclusion bodies (Prof. A.T. Martinez, CIB-CSIC, personal communication).

Conversely, the baker’s yeast Saccharomyces cerevisiae is a more appropriate 
host to express eukaryotic ligninases as its physiology is much closer to that of its 
native fungi. As such, S. cerevisiae has been used for the directed evolution of the 
versatile peroxidase, medium- and high-redox potential laccases, aryl-alcohol oxi-
dase, and now UPO ([1] and references herein). Among the main advantages offered 
by S. cerevisiae is its high transformation efficiency (yielding individual colonies 
with 107–108 transformants/μg DNA), as well as a broad portfolio of episomal uni- 
and bidirectional vectors, an efficient secretory system that directs the exocytosis of 
proteins into the culture medium (bypassing the lysis steps commonly used in E. 
coli), and a high frequency of homologous DNA recombination that incorporates 
proofreading to avoid the introduction of unwanted mutations. This latter feature 
allows us to employ a palette of library creation methods in directed evolution 
experiments.

Even considering all these advantages, the basal functional expression of ligni-
nases in yeast is weak, and UPO is not an exception (in the mU/L range). This is 
mostly due to differences in the proteases and/or the signal peptidases along the 
secretory route, coupled to the longer residence time in the Golgi apparatus. This 
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Golgi retention is frequently associated to enhanced glycosylation that slows down 
its trafficking, often making the foreign protein toxic to the host. Therefore, we must 
first apply directed evolution as a “molecular purge” to foment the secretion of lig-
ninases in yeast and, only subsequently, to drive them toward more specific 
challenges.

The main strategies and tools used for the directed evolution of UPO in S. cere-
visiae include (i) the design of dual screening assays for both peroxygenase and 
peroxidase activities, (ii) the optimization of microculture conditions, (iii) signal 
peptide switching, and (iv) combined mutagenesis and DNA recombination for 
standard and focused evolution. Given the success achieved in this case study (see 
below), it is likely that a similar approach could now be adopted for CPO, the other 
heme-thiolate peroxidase discovered in the 1960s that has resisted the efforts of 
protein engineers to enhance its functional expression for decades.

When one is trying to drive evolution for secretion, the main objective is to main-
tain or even improve the different activities of the targeted enzyme while accumulat-
ing mutations that enhance secretion, without jeopardizing stability. To avoid the 
enzyme becoming too specific for a given substrate in the course of evolution for 
secretion, it is advisable to simultaneously screen with different compounds. In our 
efforts to direct the evolution of UPO, we used a dual screening assay for peroxy-
genase and peroxidase activities, while the kinetic thermostability was also mea-
sured during rescreening to rule out potential destabilizing mutations. Thanks to this 
approach, the final secretion mutant of the evolutionary pathway turned out to have 
equivalent kinetic parameters, stability, and spectroscopic features to the wild-type 
UPO (see below).

Since high-throughput culture conditions (i.e., the mutant libraries are grown and 
screened in 96 well plates) are far from optimal (in terms of stirring, oxygen avail-
ability, etc.), it is crucial to adjust some factors to ensure the best point of departure 
for directed UPO evolution, such as strain selection, incubation times, medium (i.e., 
heme supply and exogenous source of magnesium), and temperature [39].

It is also worth testing different signal peptides that might favor the trafficking of 
the foreign polypeptide in yeast. Indeed, in addition to the native signal peptide of 
UPO (n), a native prepro-leader of the α-factor from S. cerevisiae (α) [7] and a 
mutant of the latter that improves secretion (α*) [37] were attached to the native 
mature UPO in this study. The α-factor prepro-leader is commonly used for heter-
ologous expression in yeast, and in particular, we have used it for the successful 
engineering of different laccases, versatile peroxidases, and aryl-alcohol oxidases 
[11, 14, 37, 56]. Surprisingly, the best result was obtained with the native UPO sig-
nal peptide (n-UPO), which produced 149 mU/L, followed by the α-UPO (74 mU/L) 
and the α*-UPO (negligible). It is possible that the evolved α* was not so effective 
when attached to mature UPO because the beneficial mutations were selected when 
it was linked to a fungal laccase [37], adjusting both polypeptides ad hoc to the 
requirements of the yeast’s secretory pathway (i.e., the evolved prepro-leader and 
the laccase). Hence, this evolved α* leader cannot be considered as a universal pep-
tide for the expression of other ligninases in yeast. Nevertheless, the α* leader does 
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work when it is attached to laccases from several different sources and with distinct 
redox potentials (unpublished material), which suggests a strong connection must 
exist between the evolved signal peptide and the group of enzymes to which it is 
attached when pursuing improved secretion.

We very recently constructed chimeric prepro-leaders that combine regions of 
the α-factor and the K1 killer toxin prepro-leaders and that could be suitable starting 
points to enhance the secretion of other UPOs [56]. Introducing variability into the 
signal leader could be also an effective strategy to augment UPO expression, and we 
have approached this by using a homemade library creation method called 
MORPHING (mutagenic organized recombination process for homologous in vivo 
grouping) [16]. This simple tool, supported by the high frequency of homologous 
DNA recombination of S. cerevisiae, allows us to introduce random mutations and 
recombination events in stretches as small as ~20 amino acids while keeping the rest 
of the sequence intact. The mutational loads can be adjusted for each specific region 
according to its length, such that in vivo splicing of the different segments to the 
linearized plasmid in just a single transformation step occurs by using overhangs of 
~40 bp that flank each PCR product. We have taken advantage of MORPHING to 
engineer versatile peroxidases [16], aryl-alcohol oxidase [56], rubisco (unpublished 
material), and UPO for different biotechnological needs, highlighting the usefulness 
of this method for focused evolution.

MORPHING at the UPO signal peptide yielded three almost consecutive and 
independent mutations (discovered in single mutants) that significantly enhanced 
secretion [16]. Those changes (F12Y, A14V, and R15G) lie in the hydrophobic core 
of this sequence, and they were combined with a previously identified A21D muta-
tion [39]. In conjunction, these changes diminish the hydrophobicity of the region, 
and they may favor interplay between the signal peptide and the signal recognition 
particle (SRP) in the endoplasmic reticulum pathway. This evolved signal peptide 
was appropriate to obtain a reliable breakdown in the properties of the final variant. 
Thus, it was attached to the native UPO in order to achieve sufficient expression in 
yeast to compare its kinetics and secretion with the evolved UPO counterpart. In 
fact, we cannot exclude the use of this evolved leader for future efforts where new 
UPO genes from different sources must be functionally expressed.

Besides focusing evolution on the signal leader, in our experience it is important 
to combine random mutagenesis and DNA recombination to the whole DNA 
sequence so that beneficial mutations introduced into independent clones can be 
easily incorporated into the same gene scaffold in a drive toward total activity 
improvement (TAI, the product of specific activity and secretion). Accordingly, in 
five rounds of evolution, we mixed in vivo shuffling and error-prone PCR (with 
distinct mutational loads), as well as we used DNA polymerases with different 
mutational bias and thereafter performing in vivo assembly of mutant libraries. As 
a representative example of the significance of this approach, in the second round of 
evolution, we took advantage of the distances between the beneficial mutations 
found in the improved mutants from the first generation (1A11, L67F; 3C2, I248V- 
F311L) to favor homologous recombination in yeast (Fig. 5.4). In this way, clones 
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Fig. 5.4 Evolutionary tree of AaeUPO1 toward functional expression and 1-naphthol production. 
The new mutations that appeared in every generation (G) are underlined: TAI total activity 
improvement in fold for ABTS, NAI naphthalene activity improvement, NDR peroxygenase activ-
ity/peroxidase activity ratio
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could be selected from this new round that incorporated the mutational backbone 
formed by L67F-I248V-F311, as well as new mutations introduced into either the 
leader sequence or the mature protein.

The final UPO variant in this evolutionary route toward secretion, PaDa-I, accu-
mulated four mutations in the signal peptide and five more in the mature protein. 
PaDa-I had similar biochemical properties to the wild-type UPO in terms of 
N-terminal processing, isoelectric point, pH activity profiles, stability, and spectro-
scopic features. Its degree of glycosylation was slightly enhanced (from 22% in 
wild-type UPO to 30% in PaDa-I), possibly due to the tendency of S. cerevisiae to 
hyperglycosylate foreign proteins. In terms of the catalytic constants with the sub-
strates tested (ABTS, NBD, veratryl alcohol, benzyl alcohol, and H2O2), both 
enzymes exhibited similar values, although the overall secretion of PaDa-I by 
S. cerevisiae increased 1114-fold to ~8 mg/L. When we transferred this mutant to 
the methylotrophic yeast Pichia pastoris for overproduction in a bioreactor, these 
values were enhanced to 217 mg/L, with the variant conserving all the evolved 
properties. It is worth noting that P. pastoris is not a suitable host for directed evolu-
tion, not least because of the lack of reliable episomal vectors and the poor transfor-
mation efficiencies. After some process engineering, we achieved ~1 g/L UPO from 
P. pastoris in a bioreactor (unpublished material), which comes closer to the appli-
cation of this tandem-yeast expression system in practical industrial cases (S. cere-
visiae for directed evolution and P. pastoris for large-scale fermentation) [40].

The use of an enzymatic cascade for the atom-efficient in situ generation of H2O2 
was recently described with PaDa-I. In this approach, methanol works as a sacrifi-
cial electron acceptor in a cascade reaction with alcohol oxidase and formaldehyde 
dismutase to yield three equivalents of H2O2 for the complete oxidation of ethylben-
zene by the UPO mutant. The total turnover numbers achieved in this system were 
as high as ~300,000 mol product mol biocatalyst−1, emphasizing the potential appli-
cation of this type of cascade to minimize UPO oxidative inactivation [42].

The PaDa-I crystal structure has just been resolved at a resolution of 1.5 Å (in 
collaboration with Prof. Julia Sanz, IQFR-CSIC, Madrid: unpublished data) high-
lighting some changes, including (i) a complete N-terminal in which the first three 
residues are lacking in the wild-type UPO crystal structure as a consequence of their 
potential proteolytic cleavage in A. aegerita EPG/LPP [47] and (ii) the F311L muta-
tion that influences the position of Phe76, broadening the entrance to the catalytic 
pocket. More crystal structures have been resolved recently in association with an 
array of relevant compounds (naphthalene, veratryl alcohol, benzyl alcohol, 
2,6-dimethoxyphenol, styrene, acetanilide, and diclofenac), with all the aromatic 
rings located at a van der Waals distance to the heme group. All of these are in the 
pipeline for future structure-guided evolution experiments.

Among the available directed evolution tools, the use of neutral genetic drift 
can help reveal promiscuous activities along with improved stabilities through the 
accumulation of a set of neutral mutations. However, unless ultrahigh-throughput 
screening assays are at hand, this method is very time-consuming as the genera-
tion of a neutral network (i.e., a polymorphic population of neutral variants with 
a substantial number of substitutions) requires considerable experimental effort. 
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We have coupled in vivo shuffling with genetic drift to harness the benefits of 
neutral evolution when engineering UPO ([43] and unpublished material). Using 
PaDa-I as departure point, we shuffled genetic drift, and after only eight rounds, 
the UPO sequence was modified by up to 11% (with an average of ~2 neutral 
mutations per clone analyzed). Among the most promising neutral variants, we 
identified clones with improved peroxygenase activity for different substrates, 
those with reduced peroxidase activity and those with enhanced stability (over 
5 °C in the T50).

5.3.2  Synthesis of 1-Naphthol: A Practical Case Study

A recent example of UPO evolution toward an industrial application was that of the 
efficient synthesis of 1-naphthol, a compound that is very relevant in the agrochemi-
cal, textile, and pharma sectors [6, 25]. The production of 1-naphthol traditionally 
requires chemical catalysts which, apart from their low efficiency and selectivity, 
consume considerable energy and generate toxic waste [8–10, 34, 52]. Wild-type 
UPO can oxygenate naphthalene yielding an intermediate epoxide that spontane-
ously hydrolyses at acid pH to generate 1-naphthol with only minor traces of 
2-naphthol (Fig. 5.5) [32, 33]. Unfortunately, like all phenolic compounds, naph-
thols are substrates for the peroxidase activity of UPO, such that they are one elec-
tron oxidized by the enzyme to produce phenoxyl radicals and quinones. These 
products subsequently undergo nonenzymatic homopolymerization that affects the 
reaction yield. Hence, the question that arises is whether the peroxygenase activity 
of UPO can be conserved while quenching the unwanted peroxidase activity in this 

Fig. 5.5 Naphthalene oxygenation by UPO. First, naphthalene is transformed to 1,2-naphthalene 
oxide, an unstable epoxide that splits into 1-naphthol and minor traces of 2-naphthol. 1-naphthol 
is again used as substrate by the peroxidase activity of UPO, giving rise to 1,4-naphthoquinone. 
The resulting quinones undergo nonenzymatic polymerization reactions that produce visible pre-
cipitates. 2-naphthol can also follow a similar reaction mechanism (not shown)
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process. To address this challenge, we prepared a dual screening assay based on the 
detection of 1-naphthol produced by UPO (positive selection criteria) and on the 
one-electron oxidation of phenolics (negative selection criteria). Accordingly, only 
those variants with improved/persistent peroxygenase activity to transform naph-
thalene into 1-naphthol and with reduced peroxidase activity to oxidize phenolics 
were selected as candidates for further engineering [41]. As in the previous evolu-
tionary campaign, we also paid special attention to maintaining the robustness of 
the protein by measuring kinetic thermostability during rescreenings. Using this 
approach, we performed directed evolution using mutagenic PCR, in vivo shuffling, 
and StEP, identifying a new mutant named JaWa (G241D-R257K) with notably 
weaker peroxidase activity (3- to 12-fold lower in function of the substrate), slightly 
improved peroxygenase activity on naphthalene (~1.5-fold better catalytic effi-
ciency), and enhanced thermostability (by 2 °C). As a result, JaWa had total turn-
over numbers of 50,000 mol product mol biocatalyst−1 and a high regioselectivity 
(97%) for 1-naphthol production. Computational analysis by QM/MM indicated 
that the mutation at position 241 rotates the backbone of the α-helix in which the 
acid-base pair (Glu196-Arg189) lies such that Arg189 is closer to the substrate in 
the catalytic site. In addition, the use of PELE (protein energy landscape explora-
tion) simulations [36] indicated that the distance between the naphthalene and the 
heme was shorter for JaWa than for the parental PaDa-I, improving substrate 
affinity.

Due to its unique features, this JaWa variant has been benchmarked in our labo-
ratory, along with other UPOs, for the synthesis of several phenolic HDMs like 
5′-hydroxypropranolol 5′-OHP-, a process that requires the use of expensive radical 
scavengers like ascorbic acid to revert the peroxidase activity. Indeed, JaWa by far 
surpassed the performance of wild-type UPO, even in the absence of ascorbic acid, 
and it is currently being subjected to new rounds of structure-guided evolution for 
this synthetic application where peroxidase activity must be suppressed (unpub-
lished material).

In this regard, it is noteworthy that the reduction in peroxidase activity is fre-
quently associated to a drastic drop in stability, and as such, we are careful to select 
stable variants while decreasing undesired one-electron oxidation. For example, we 
identified the 3F10 mutant (T120P) in the course of evolution for secretion, with a 
~fourfold improved peroxygenase to peroxidase ratio albeit at the cost of its stabil-
ity (a decreased in T50 of ~7 °C). Similarly, we applied MORPHING to structural 
surface motives of UPO chosen by computational analysis in order to identify resi-
dues possibly involved in a long-range electron transfer (LRET) pathway to the 
heme for the peroxidase activity. Through this approach we again found changes at 
the same position but this time mutated to distinct residues (T120I; T120A) and 
with a drastic drop in stability. Further combinatorial saturation mutagenesis experi-
ments unveiled the co-existence of several oxidations sites for peroxidative and per-
oxygenative activities in UPO [38]. We also explored several potential oxidizable 
residues involved in such LRET by QM/MM, including a mutated Trp24 (W24F). 
However, this change reduced both peroxidase and peroxygenase activities, empha-
sizing the complexity of this issue.
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Our future endeavors to fully suppress peroxidase activity will include the intro-
duction of several stabilizing mutations together with those that suppress peroxi-
dase activity in a drive to obtain a unique mono(per)oxygenase with little peroxidase 
activity (ongoing work).

 Conclusions

Since C-H oxyfunctionalization is one of the most desired reactions in organic 
synthesis, the use of UPO can potentially supplant chemical procedures to pro-
duce fine chemicals, drugs, or building blocks. Whether or not UPO becomes the 
next- generation replacement of P450s remains to be seen. Nevertheless, since its 
discovery in 2004, it has become clear that UPO may help simplify some com-
plex reactions that are particularly significant in organic chemistry and that until 
now have been the exclusive terrain of P450s. UPO is extracellular and stable, 
and it harnesses the limited peroxide shunt pathway of P450s in a highly profi-
cient manner, achieving thousands of total turnover numbers within a range of 
selective oxygen transfer reactions. Even though UPO reunites some very attrac-
tive features, its practical use in real biotechnological processes is still to be 
established. However, it is easy to envisage how the directed evolution of UPO 
could represent a vehicle to transfer this biocatalyst from the laboratory bench to 
industry. Indeed, UPO has now been adapted to the secretory machinery of S. 
cerevisiae and P. pastoris by means of directed evolution, and it has been further 
engineered for the synthesis of agrochemicals and HDMs, which we are confi-
dent is only the beginning.

We foresee that the robust tandem-yeast expression system designed for UPO 
evolution will allow us to sculpt new enzyme attributes, involving both strong 
peroxygenase activity with minimal oxidative inactivation and the full suppres-
sion of peroxidase activity. We truly visualize a future in which the catalog of 
UPO applications will be widened toward nonnatural chemistry or activities in 
nonnatural environments and whereby it may also be integrated into a fully con-
solidated bioprocessing microbe (white-rot yeast) in a drive toward more eco-
friendly solutions for the production of chemicals and fuels [15].
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Abstract
Phytases are hydrolytic enzymes that initiate stepwise removal of phosphate 
from phytate. Phytate is the major phosphorous storage compound in cereal 
gains, oilseeds, and legumes and is indigestible by monogastric animals such as 
poultry and swine. Supplementation of phytase in animal feed proved to improve 
animal nutrition and decrease phosphorous pollution. Several phytases were 
 discovered in the last century, and today a highly competitive market situation 
emerged the demands for phytases that are redesigned to excellently match 
industrial demands. Phytase engineering by directed evolution and rational 
design has offered a robust approach to tailor-made phytases with high specific 
activity, broad thermal and pH profile, and protease resistance. In this chapter, 
we summarized challenges and successful approaches employed in phytase 
 engineering. Factors influencing phytase thermostability, pH stability, pH optima, 
and protease resistance have been discussed with respect to structural perspective 
and potential molecular mechanism for improvement. Importance of cooperative 
substitutions and a way to identify these interactions are discussed. Recent 
 development in screening technology and molecular insights in combining key 
beneficial substitutions are detailed. In addition, strategies and approaches for 
rapid and efficient evolution of phytases and to understand structure function 
relationships on a molecular level have been proposed.
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6.1  Introduction

Phytase catalyzes a partial or complete removal of inorganic phosphate from phytic 
acid (myo-inositol hexakisphosphates) or its salt phytate by stepwise hydrolysis of 
phosphomonoester bonds (Fig. 6.1). Phytate is a primary storage form of phosphate 
in plants, stored in cereal gains, oilseeds, and legumes which accounts for 50–80% 
of total phosphate in the plant [1]. Unfortunately, phytate is indigestible by mono-
gastric animals such as swine, poultry, fish, and human beings due to lack of ade-
quate phytase activity in the gastrointestinal tract. In addition, a strong chelating 
property of phytate makes complexes with divalent cations, proteins, and amino 
acids [2, 3]. Consequently, supplementation of digestible phosphate is required 
resulting in a large amount of inorganic phosphate excretion (2% of the dry matter 
content) causing environmental pollution (60 million pigs are produced in the 
United States annually, and each pig excretes 1.23 kg of phosphorous in the full life 
cycle) [4]. Supplementation of phytase as a feed additive has proven to improve 
nutrition uptake and reduce phosphate excretion by 50% [5]. An estimated supple-
mentation with 300–600 phytase activity units/kg of the diet may replace phospho-
rous (1.0 g/kg of diet) supplied as monocalcium phosphate [4]. Additionally, 
supplemental phytase improves calcium, zinc, and iron utilization by animals [6, 7]. 
The first phytase was reported in 1907 [4] and the phytase research persisted slowly 
over a century because the use of phytase provided no cost benefits over the use of 
inorganic phosphorous as a feed supplement. In the last decade, a potential sixfold 
increase in inorganic phosphorous cost (phosphate rocks forecasted to be eventually 
mined out [8]), awareness, and recent worldwide regulations on controlling agricul-
tural pollution has made phytase supplementation much more cost-effective and 
attractive. Currently, phytases represent more than 60% of the total feed enzyme 
market [9] with a market value of US ∼$350 million per year and an impressive 
growth rate of 10% per annum [10]. In addition to the feed industry, phytases have 
a great potential in food processing [11], biofuel production [12], alcohol produc-
tion [13], human nutrition [1], and synthesis of lower myo-inositol phosphate [14].

Fig. 6.1 Schematic illustration of the phytase hydrolytic reaction. A stepwise removal of phos-
phate is catalyzed by hydrolytic cleavage of a phosphomonoester bond (bold lines) releasing inor-
ganic phosphate, less phosphorylated myo-inositol, divalent metal ions, and bound proteins
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Phytases are widely distributed and found in animals, plants, and microorgan-
isms. Based on the crystal structure and catalytic mechanism, a commonly accepted 
phytase nomenclature divides them into four classes: histidine acid phosphatase 
(HAP), β-propeller phytase (BPP), purple acid phosphatase (PAP), and protein tyro-
sine phosphatase (PTP) also referred as cysteine phytase. Several extensively stud-
ied and commercialized fungal and bacterial phytases belong to HAP class that 
shares conserved active site sequence motifs (RHGXRXP and HD) and two struc-
tural domains (α-domain and α/β-domain). Another extensively studied phytase 
from BPP class, also known as alkaline phytases, has β-sheet propeller structure, 
exhibits strict activity for calcium-phytate complex, and shows high thermostability 
[15]. Industrial application of phytases requires high specific activity, higher ther-
mal tolerance for feed pelleting process (60–80 °C), and higher pH stability and 
protease resistance to withstand gastric environments. Phytases from HAP class 
possess high specific activity (100–3000 U/mg) but have moderate thermostability, 
whereas phytases from BPP class are more thermostable but exhibit lower catalytic 
efficiency (specific activity <50 U/mg). Therefore, an ideal phytase may rarely, if at 
all, be found in nature, and there is a constant need to evolve phytases for industrial 
demands. In this chapter, we summarize recent development in phytase engineering 
by directed evolution and rational design strategies. Novel strategies and approaches 
for rapid and efficient evolution of phytases are additionally discussed based on suc-
cess stories in phytase reengineering.

6.2  Challenges in Directed Phytase Evolution

6.2.1  Limitations of Random Mutagenesis Methods Employed 
for Directed Phytase Evolution

Despite the advances in “smart” mutant library generation and screening methods, 
directed phytase evolution campaigns have been a challenging and laborious pro-
cess. Thermostability improvement for phytases has been a primary goal for indus-
trial demands of phytases. The main challenge in designing directed phytase 
evolution experiment for improving thermal resistance is selection of a “right” 
method for mutagenesis and screening. Over the past decade, several phytases have 
been evolved for higher thermostability. A key observation in the success stories of 
directed phytase evolution has been that the majority of amino acid substitutions are 
“chemically” different than the wild-type amino acids, for example, glycine to 
aspartic acid, aspartic acid to asparagine [16], lysine to glutamate/methionine [17], 
threonine to lysine, glutamine to histidine, and lysine to glutamine [18]. This chemi-
cal diversity in the substitution pattern indicates a prerequisite to employ a muta-
genesis method that generates diverse mutational spectra enriched with functional 
traits. Organization of the genetic code and the naturally occurring mutational bias 
favor strongly chemically similar substitution patterns [19] agreeing with the ambi-
guity reduction theory [20], which proposes that the genetic code was organized to 
reduce incorporation of chemically diverse substitutions. Widely used 
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polymerase-based mutagenesis methods have a bias toward transitions (mutation 
from purine ➔ purine or pyrimidine ➔ pyrimidine), resulting in hampered chemical 
diversity in the generated mutant library. For example, a transition at the third posi-
tion of a codon encodes in almost all the codons the wild-type amino acid. In con-
trast, transversion (A/G ➔ T/C or T/C ➔ A/G)-enriched mutagenesis methods have 
been shown to generate chemical diversity enriched with diverse mutational spectra 
[21, 22]. Screening several epPCR libraries (6800 clones) failed to yield a thermo-
stable variant from Yersinia mollaretii phytase (Ymphytase); however, generating a 
chemically diverse library with high mutational load resulted in an identification of 
a thermostable Ymphytase variant M1 with moderate screening efforts (2350 
clones) [22]. Two (T77K and V298M) out of five (D52N, T77K, K139E, G187S, 
V298M) substitutions found in M1 were unobtainable by the employed epPCR 
method. These results provide an insight that employing a mutagenesis method 
which incorporates chemically diverse substitutions will enrich the library popula-
tion with functional phytase variants and reduce screening efforts in the directed 
phytase evolution.

6.2.2  Phytase Fitness Landscape: Improving More than One 
Property in Directed Phytase Evolution

Enzyme evolution for industrial demands frequently requires an optimization of 
more than one property. An ideal phytase would be thermostable, highly active, 
protease resistant and low pH resistant. Directed phytase evolution campaigns have 
usually been aimed to improve one property at a time. An essential property for 
industrial feed pelleting process is the high thermal tolerance. A known fact is that 
the phytases from thermophilic organism either have undesirable high optimal tem-
perature (>50 °C) or lower specific activity [23], whereas mesophilic phytases have 
higher specific activity but moderate thermostability [17]. A “fitness” for phytases 
can be defined as a sequence that satisfies all the criteria for a phytase to function as 
desired. Criteria in the screening process may include high activity at low pH and a 
high thermal and protease resistance. Phytase evolution can then be envisioned as 
an uphill walk from one functional phytase to the desired fitness (from Wt to M6 in 
Fig. 6.2a). The fitness landscape for a phytase with more than one criterion in which 
two properties are being improved is shown in Fig. 6.2. It is obvious that a fitness 
landscape for one property (fitness versus combination of substitutions) cannot 
overlap with other property of interest indicating a separate fitness landscape exists 
for each property. Thermostability and activity improvement of a phytase are 
inversely proportional to each other and can be correlated well with the flexibility of 
the enzyme. Reducing the flexibility of a phytase by improving intramolecular non-
covalent interactions has been shown to enhance thermal resistance [18, 24], while 
high flexibility in the active site has been proposed to be a prerequisite for higher 
catalytic efficiency [25]. On a path of uphill walk of the phytase thermostability fit-
ness (Fig. 6.2a), several variants that have low or even undesirable fitness for activ-
ity exist (Fig. 6.2b). During iterative rounds of directed evolution, it is crucial to 
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select phytase variants with more than one selection pressure and combine the key 
substitutions to identify variants with higher fitness for more than one property 
(M3 in Fig. 6.2).

6.2.3  Importance of Cooperative Substitutions (Epistatic 
Effects) in Directed Phytase Evolution

Epistatic effects can be defined as nonadditive interactions between substitutions 
that affect enzyme properties. These substitutions act cooperatively and can only be 
discovered if more than one amino acid is being mutated simultaneously. Over the 
past decades, it is becoming clear that there are two pathways in directed evolution, 
(i) a widely known pathway of accumulating beneficial substitutions in each round 
of mutagenesis and screening and (ii) a pathway in which cooperative/epistatic 
effects between substitutions result in additive or synergistic effects. Epistatic 
effects in directed evolution have been underestimated despite their high impor-
tance [18, 26–28]. The latter might be attributed to (i) a low mutational load of 
mutant libraries (classical directed evolution experiment), (ii) a low robustness 
toward mutations depending on the protein structure and catalyzed reaction, and 
(iii) methodological limitations to incorporate more than one substitution per pro-
tein. Classical directed evolution achieves accumulation of a beneficial substitution 
in iterative rounds of mutagenesis and screening, in which enzymes are often 
improved by exchanging one amino acid per round of evolution [29]. Several 
improved phytases possess more than one residue substitution per round of directed 
evolution [30]. A study elucidating individual role of each substitution as well as the 
role of each combination of substitutions revealed cooperative effects between sub-
stitutions. A detrimental substitution G187S (affecting activity and thermostability) 

a b

Fig. 6.2 A fitness landscape of combining key substitutions in directed Ymphytase evolution. The 
mapping of genotype (combination of substitutions) to phenotype (experimentally determined fit-
ness for desired property) for thermostability (a) and phytase activity (b) revealed a nonoverlap-
ping fitness landscape, indicating a separate fitness landscape exists for each property. A walk from 
blue, to cyan, to green, to yellow, and to red represents an increased phytase fitness. On the uphill 
walk for thermostable variant (from Wt to M6), several variants with undesirable activity exist. 
Epistatic effects play a major role in optimizing enzymes for more than one fitness; a combination 
of substitution in M3 improved two properties as a result of epistatic interactions
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in Ymphytase improved thermostability in combination with distantly located T77K 
substitution, supporting the hypothesis that non-beneficial substitutions may also be 
vital in directed phytase evolution. Another substitution Q154H had no effect on 
activity; however, the specific activity was increased by ~200 U/mg after being 
combined with G187S-T77K variant [18]. A surface substitution K265E had a neg-
ligible effect on Bacillus phytase activity; however, the specific activity was 
improved when K265E was combined with either D24G or S51G (active site substi-
tutions) [28]. Interestingly, a multisite saturation of five distantly located sites that 
were identified in a directed phytase evolution improved thermostability as well as 
pH stability of Ymphytase that might be due to possible epistatic effects [26]. The 
sites for saturation mutagenesis were identified from a previous directed evolution 
experiment employing random mutagenesis method. A threefold higher pH stability 
(at pH 2.8/3 h) and a small improvement in thermal resistance were obtained when 
compared to previously identified combination of substitutions (M1). Discovery of 
a novel combination by screening only 1100 clones from an OmniChange library 
proved to be a promising strategy to re-interrogate the substitutions for possible 
epistatic effects. These results demonstrate an interesting and vital role of the sec-
ond pathway in directed evolution and encourage to incorporate strategies to study 
and improve enzymes by cooperative substitutions.

6.3  Exploring Phytase Engineering by Directed Evolution 
and Rational Design Strategies

Directed evolution and rational design strategies have emerged concomitantly as an 
ideal method to tailor-make a phytase for industrial demands. Over the past years, 
several microbial phytases with high catalytic efficiency and moderate thermosta-
bility have been discovered [31]. Especially, the phytases (HAP) from the 
Enterobacteriaceae family have attracted industrial interest due to their high spe-
cific activity. The major goal in phytase design has been engineering phytases with 
higher activity and thermostability. Phytases engineered by directed evolution and 
rational design strategies have been summarized in Tables 6.1 and 6.2, respectively. 
Structural flexibility plays an important role in enzyme activity and thermostability 
and usually depends on the nature of intra-protein interactions. Improving thermo-
stability typically affects activity of phytases and vice versa; therefore, implement-
ing a “smart” strategy is a prerequisite in engineering phytases for industrial 
applications. A flowchart on the design and discovery of novel phytases is shown in 
Fig. 6.3 illustrating several successful approaches used to engineer phytases.

6.3.1  Engineering Thermal Resistance in Phytases

6.3.1.1  Hydrogen Bonding Network
Hydrogen bonds in a protein structure are considered a dominant factor for thermal 
stabilization [47, 48]. Several directed phytase evolution experiments yielded 
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Fig. 6.3 A flowchart representing a design and discovery path of novel phytase by selection of a 
“smart” phytase engineering strategy. Successful approaches employed in directed phytase evolu-
tion are illustrated. (Ts transition, Tv transversion-biased mutagenesis methods, 4-MUP 
4- methylumbelliferyl phosphate assay, AMol ammonium molybdate assay)
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thermally improved variants with a “stronger” hydrogen bonding network. 
Thermostability of a phytase (AppA2) from E. coli was improved by 20% 
(80 °C/10 min) via a strengthened hydrogen bonding network to adjacent secondary 
structures [17]. A charged substitution (K46E) fostered intra-protein hydrogen 
bonds resulting in 6 °C improved melting temperature (Tm). Additionally, in another 
variant, a substitution K65E introduced hydrogen bonds that might stabilize the 
interactions between α- and αβ-domain resulting in a 7 °C Tm improvement. A 
protease-resistant phytase (phyA) from Penicillium was evolved using epPCR 
employing Mn2+-dITP for higher thermal resistance. Thermal resistance was 
improved by 74% (80 °C/5 min), and the substitutions G56E, L65F, Q144H, and 
L151S introduced new hydrogen bonds to neighboring residues [35]. Recently, a 
phytase from Yersinia mollaretii was evolved using a transversion-enriched muta-
tional pattern generated by the SeSaM (sequence saturation mutagenesis) random 
mutagenesis method and a subsequent KeySIDE (iterative key-residues interroga-
tion of the wild type with substitutions identified in directed evolution) approach to 
combine key beneficial substitutions [18]. A combination of substitutions yielded a 
variant M6 with 54% improved thermostability (58 °C/20 min) and 3 °C higher 
melting temperature. Molecular dynamics simulations on M6 variants revealed an 
increased hydrogen bonding network in the phytase, stabilizing two adjacent helices 
(K289Q) and a surface loop (G187S). Adopting a hydrogen bonding network and 
ionic interactions from a thermostable A. fumigatus phytase into the A. niger, phy-
tase improved melting temperature by 7 °C. Substitutions A58E and P65S intro-
duced new hydrogen bonds that contributed to improved thermostability. These 
results suggest employing an evolution strategy directed toward introducing hydro-
gen bonds in a phytase as a highly beneficial strategy for improving thermal resis-
tance. Almost all substitutions in the improved phytase variants were chemically 
different ones (opposite charge or polar), suggesting to employ random mutagenesis 
method which incorporates diverse amino acids. A transversion-biased mutagenesis 
method able to introduce subsequent nucleotide mutations or a codon exchange 
mutagenesis method offers a higher chance of incorporating chemically different 
amino acids than routinely used epPCR method with a transition bias.

6.3.1.2  Phytase Flexibility
Phytase flexibility especially in loop regions (quantified via MD simulations) is an 
important criterion to be considered during selection and evolution of a phytase for 
higher thermal tolerance or activity [18, 40]. Simulations on the improved 
Ymphytase variant revealed a reduced flexibility in loop regions compare to the 
wild-type Ymphytase. Interestingly, these loops were located next to helices that 
possess substitutions (e.g., reduced flexibility in a loop located after helix-K, sub-
stitution K289Q belongs to helix-K stabilizing helix-K and L). Similarly, T77K 
(on helix-B) introduced a salt bridge that holds two helices (helix-B and C) together 
resulting in a reduced flexibility of a loop located next to helix-B [18]. The active 
site loop studies illustrated a vital role of the loop flexibility in highly active phy-
tases (specific activity 1000–3000 U/mg). This active site loop region was replaced 
by a helix in phytases with lower specific activity (~100 U/mg; fungal and 
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Klebsiella phytase) [25], suggesting that the local flexibility in the active site is a 
prerequisite for higher catalytic activity, and therefore the loops situated away 
from the active site can be targeted for mutagenesis. Randomizing helices that are 
located distantly from the active site loop and next to flexible loops may enrich the 
library with thermostable phytase variants. A classical study of whole-gene ran-
domization, saturating each position in the E. coli phytase (AppA) and screening 
(158,608 clones) with 384-well-based system, resulted in a phytase variant with 
12 °C improved melting temperature and 3.5-fold increased gastric resistance; the 
improved resistance toward gastric proteases might be due to reduced flexibility in 
the loops and random coils [33]. In a semi-rational phytase design, a consensus 
phytase designed using a sequence alignment of 13 fungal phytases showed 
15–22 °C improved melting temperature. A loop that was unresolved (non-visible 
electron density map) in the Aspergillus niger phytase was clearly seen in the con-
sensus phytase suggesting the substitution (V251D) in the improved variant stabi-
lized this loop by an increased number of hydrogen bonds with the neighboring 
residues [24]. These studies suggest employing an evolution approach targeting 
flexible loops may also enrich the library population and reduce the screening 
efforts in the directed phytase evolution. Restricting the sequence space by sam-
pling only a part of the protein sequence might be a good strategy for rapid phytase 
evolution.

6.3.1.3  Ionic and Hydrophobic Interactions
Ionic interactions also known as salt bridge interactions are associated with thermo-
stability; the correlation between the number of salt bridge and thermostability was 
considered not to be as strong as hydrogen bonds [48]. However, recently several 
studies have established a good correlation, showing that the increase in the number 
of salt bridges improves protein thermostability (7 °C increased Tm) [49]. 
Incorporation of new salt bridge interactions (Q191R & T271R) in A. niger phytase 
based on a homolog A. fumigatus structure as a template improved thermostability 
(13% increased residual activity at 100 °C/10 min, for a triple mutant A58E, Q191R, 
and T271R) [37]. Using a rational approach based on MD simulations, a phytase 
from E. coli (AppA) was designed to introduce new salt bridge interactions. Variant 
Q206E and Y311K showed 8–9% improved thermostability [40]. Screening of a 
transversion-biased mutant library (SeSaM) of Ymphytase yielded a variant M6 
with 3 °C increased melting temperature; substitution T77K introduced a salt bridge 
interaction with adjacent helix and turned out to be unobtainable by epPCR [18, 22]. 
Therefore, employing a mutagenesis method that introduces chemically diverse 
amino acid substitutions is crucial for phytase thermostabilization.

Incorporation of hydrophobic interactions has been a barely seen phenomenon in 
phytase engineering for improving thermostability. Despite the low occurrences of 
aromatic amino acid in protein sequences (may be due to fewer codons), aromatic 
interactions showed a thermostabilizing tendency in 166 studied proteins [50]. A 
phytase from Y. mollaretii evolved using OmniChange yielded incorporation of 
aromatic-aromatic interactions (V298F) that might contribute to improved thermal 
and pH resistance [26].
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6.3.1.4  Surface Engineering
Role of surface charge-charge interactions of protein to solvent molecules has 
received less attention; however, over the past decade, it became evident that the 
surface modification plays a vital role in protein stabilization [51]. Recently, a phy-
tase from Y. mollaretii has been engineered with a computer-assisted method enti-
tled ProCoS (protein consensus-based surface engineering). Screening of only 1050 
clones from an in vitro recombined library of synthetic genes (designed to incorpo-
rate 30–40 surface substitutions) yielded an Ymphytase variant (harboring 34 sub-
stitutions) with a 3.8-fold increased pH stability (pH 2.8/3 h). The improvement was 
achieved by an increased fraction of polar surface, a significant increase in charged 
surface (28%), and especially an increase in negative surface (20%) of the Ymphytase 
variant. The neutral surface was decreased by 20% when compared to wild-type 
Ymphytase [52]. In another study, a surface substitution (Q154H) improved ther-
mostability in the Ymphytase which might be attributed to increased surface expo-
sure to the solvent (decreased intra-protein hydrogen bonds in a MD simulation) 
[18]. These studies suggest that phytase surface modifications and reengineering 
may provide an alternate route for improving phytase stability.

6.3.2  Improving pH-Activity Profile and pH Stability

Application of phytase in animal feeding requires a decent gastric tolerance. 
Stomach pH for many poultry animal ranges between pH 1.9 and pH 4.5 and a gas-
tric emptying time of 1–2 h depending on the diet components [53]. Optimum pH 
of the first commercial phytase (phyA) from A. niger was shifted from pH 5.5 to the 
more acidic side. Several variants targeting areas near the binding pocket were gen-
erated by swapping residue charges; the pH optima for these variants ranged from 
2.5 to 5.5. The best variant E228K showed the pH optimum at 3.8 [54]. Another 
phytase from A. niger, phyB, has a pH optimum at 2.5; swapping the charge near 
binding pocket (E272K, from negative to positive) shifted the pH optimum to 3.2 
that might be due to improved affinity for the negatively charged phytate [55]. These 
studies indicate a convincing role of charged residues and ionization near binding 
pocket of phytase that affects substrate binding at various pH values. However, a 
bacterial phytase from Yersinia frederiksenii (pH optimum 2.5) was evolved by sub-
stituting a non-charged residue (Ser51) near the binding pocket. The residue Ser51 
was found to be dissimilar to the close homologs (pH optimum 4.5) which were 
identified using a sequence alignment. Substitutions S51T and S51I shifted the pH 
optimum from 2.5 to 4.5 [41], suggesting the facts that a side chain structure can 
also contribute to the phytase’s pH optimum. In a directed phytase evolution experi-
ment, substitutions far away from the active site yielded an Ymphytase variant with 
twofold improved pH stability (pH 2.8/3 h). The latter novel combination of substi-
tutions was discovered by a multisite saturation mutagenesis (OmniChange) of pre-
viously identified sites from a thermally improved Ymphytase variant [26]. As 
aforementioned, a surface engineering of Ymphytase using the ProCoS method 
yielded a variant with 3.8-fold increased pH stability by increasing (20%) the 

A.V. Shivange and U. Schwaneberg



165

number of negatively charged amino acids on the phytase surface [52]. Therefore, 
altering the overall charge by surface engineering and modifying the local environ-
ment near the binding pocket are promising strategies to consider in directed phy-
tase evolution, to alter pH optima, and to improve pH stability.

6.3.3  Enhancing Protease Resistance

Protease resistance in phytases has still not been a completely addressed challenge 
in the field of directed phytase evolution. Surface exposed loops in A. fumigatus 
phytase were targeted to remove protease cleavage sites; for instance, the substitu-
tion (S126N) yielded an ~eightfold (50 °C/90 min) improved protease resistance 
against proteases present in the NW205 culture media used for phytase expression 
[56]. A whole-gene randomization (GSSM) on E. coli phytase yielded a thermo-
stable variant that showed a 3.5-fold improved stability in the simulated gastric fluid 
(pepsin 3.2 mg/ml, pH 1.2) [33]. Few patented phytases have been reported to pos-
sess a higher protease resistance. A phytase from Hafnia species was evolved for 
higher tolerance against trypsin and pepsin [57]. A bacterial phytase (rAppA) 
showed 30% increased residual activity after pepsin treatment [58]. Synthetic phy-
tase variants (from Yersinia mollaretii and Hafnia species) designed for higher sta-
bility retained 80–90% residual activity after pepsin treatment (pepsin 30 U/ml, 
37 °C/30 min) [59]. Several wild-type phytases have been reported to possess desir-
able resistance against pepsin and trypsin [60]. Phytase from Penicillium species 
[35] was found to be resistant to protease (pepsin) treatment; however, the specific 
activity is low (32–136 U/mg) when compared to phytases from Enterobacteriaceae 
family (1000–3000 U/mg) [60]. A bacterial phytase from Malaysian wastewater 
was reported to retain ~95% of phytase activity after being treated with pepsin 
(3000 U/37 °C/30 min, pH 2.0). This pepsin resistance was found to be equivalent 
to the pepsin resistance of E. coli phytase [61]. Recently, phytases from Yersinia 
species have been engineered for higher pepsin resistance by incorporating 
N-glycosylation sites that obstructed pepsin accessibility to peptic cleavage sites 
[62]. On the contrary, a phytase (Nov9X) was rationally designed to incorporate 
protease cleavage sites (in the surface exposed loops) that generated protease sus-
ceptible phytase variants [63], suggesting a possibility to design phytases for 
improved protease resistance by removing protease cleavage sites on the phytase 
surface especially in loop regions.

6.3.4  Combining Key Substitutions Identified in Directed 
Phytase Evolution

It has always been a major challenge to identify substitutions that contribute to the 
desired property improvement in a directed evolution campaign. In the pool of 
improved variants, the number of substitutions that will lead to the desired property 
improvement is unknown. The latter unpredictability intensifies and renders it even 
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more challenging to identify cooperative effects (epistatic effects) between distantly 
located substitutions. Therefore, implementing a strategy to combine substitutions 
identified in iterative rounds of directed phytase evolution is a prerequisite for effi-
cient and rapid evolution of phytases. Presently, the additive or synergistic effects 
are impossible to predict. Several substitutions identified in directed phytase evolu-
tion demonstrated a reliable proof on the second pathway of directed evolution in 
which the epistatic effects play an important role (see Sect. 6.2.3). KeySIDE (itera-
tive key-residues interrogation of the wild type with substitutions identified in 
directed evolution) was recently reported to iteratively combine substitutions that 
were identified in directed Ymphytase evolution [18]. G187S mutation was identi-
fied as one of the substitution (out of five, D52N, T77K, K139E, G187S, V298M) 
in the first round of directed evolution that improved thermostability of Ymphytase. 
Incorporation of G187S in the wild-type phytase decreased activity (by ~50%) as 
well as thermostability (20% less than wild type). However, when the G187S sub-
stitution was combined with T77K, the thermostability of the M2 variant (G187S- 
T77K) was better than T77K alone, and the specific activity was restored to 
wild-type phytase. Another substitution Q154H improved thermostability when 
combined with T77K (20% improved residual activity) or incorporated into the wild 
type (16% improved residual activity), without altering specific activity, whereas 
combining Q154H to the M2 variant (G187S-T77K) improved specific activity by 
~200 U/mg. These results suggest that cooperative effects play an important role in 
modulating phytase properties. This is in evidence with the study employing site 
saturation mutagenesis of all individual position in E. coli phytase and combining 
substitutions that improved stability. Incorporation of two stabilizing substitutions 
led to lower stability for the double mutant than that of single substitution. Therefore, 
substitutions were combined by adding each substitution to the most stable variant 
identified in the previous round of site-directed mutagenesis [33]. However, this 
approach is limited by the possibility of missing combinations that act cooperatively 
by ignoring detrimental substitution (e.g., G187S was detrimental substitution for 
Ymphytase but improved thermostability in combination with T77K). Therefore, 
combining substitutions iteratively by the KeySIDE approach to decipher the role of 
each substitution and the role of possible combinations is a preferable approach to 
rapidly and efficiently improve phytase properties.

6.3.5  Screening Methods for Directed Phytase Evolution

Successful directed evolution experiments rely on a robust high-throughput screen-
ing systems. Prescreening of a mutant library using bacterial colonies has been a 
desirable option to reduce screening efforts in directed evolution experiments. 
High-throughput screening methods developed for bacterial colonies were success-
ful to select only active or thermostable phytase variants for subsequent screening 
in 96-well microtiter plates. A widely employed synthetic substrate in directed phy-
tase evolution, 4-methylumbelliferyl phosphate (4-MUP), has been one of the most 
reliable substrates used in prescreening. A phytase from Y. mollaretii was evolved 
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by developing a 384-well microtiter plate-based prescreening method to select 
 thermostable variants (increased Tm by 3 °C). In this method, mutant libraries were 
expressed in an auto-induction media [64] which omit steps involved in IPTG 
induction. Further, bacterial colonies expressing Ymphytase variants were directly 
subjected to heat treatment, omitting protein expression and lysis steps [22]. A sim-
ple agar plate assay employing 1-naphthyl phosphate and Fast Garnet salt was used 
to identify the Klebsiella phytase from soil samples [65]. A filter paper-based assay 
for “colony screening” was also developed for screening mutant libraries employing 
the natural/application substrate (phytate) [22, 66]. The use of natural/application 
substrate is always desirable to avoid evolving enzymes toward nonnatural substrate 
[67]. Recently, an ultrahigh-throughput screening method (fur-shell technology) 
employing fluorescence-activated cell sorting (FACS) was developed as a pre-
screening system for phytases. A coupled reaction of Ymphytase and glucose oxi-
dase produces a hydroxyl radicle by utilizing glucose-6-phosphate as a substrate. 
The hydroxyl radicle initiates a poly(ethylene-glycol)-acrylate-based polymeriza-
tion incorporating a fluorescent molecule during polymerization and ultimately 
forming a fluorescent hydrogel shell surrounding the E. coli that expresses an active 
Ymphytase. Further, screening of ~10 million Ymphytase variants validated the fur- 
shell technology by identification of an Ymphytase variant with improved specific 
activity (increased by 97 U/mg) [68]. Screening conditions optimized for 96-well 
microtiter plate-based screening platform employing either phytate or 4-MUP as a 
substrate showed reliable true standard deviations (below 15%) [22]. These advances 
in the prescreening and screening methods facilitate a rapid, efficient, and non- 
laborious identification of novel phytase variants with desirable properties.

6.3.6  Expression Host for Phytase Engineering and Production

Host organism used for phytase expression exhibits an immense influence on phy-
tase activity and thermostability mainly due to posttranslational modifications. 
Glycosylation has been considered an important feature for altering activity or ther-
mostability. Elimination of N-glycosylation sites (N204A or S206A) close to the 
active site of E. coli phytase improved activity by reducing the steric hindrance for 
phytate entry into the binding pocket [34]. A detailed study to alter the glycosyl-
ation pattern in E. coli phytase (AppA) resulted in an identification of a phytase 
variant (C200N, D207N, S211N) with improved specific activity (65 U/mg) when 
compared to the wild type (37 U/mg) [43]. Glycosylation has been shown to improve 
stability of numerous proteins [69, 70]. However, the variant (C200N, D207N, 
S211N) showed 25% higher thermostability (increased residual activity at 
80 °C/15 min), despite having the same level of glycosylation. Whereas in another 
study, an incorporation of two glycosylation sites in E. coli phytase showed >40% 
enhanced thermostability (80 °C/10 min) and 4–5 °C higher melting temperature 
[71]. These results suggest the posttranslational modifications to play a vital role in 
phytase properties. The E. coli phytase expressed in yeast (Pichia pastoris) [60, 72] 
showed ~threefold higher specific activity (~3100 U/mg) when compared to the 
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expression of the same phytase in E. coli (975 U/mg) [73]. Despite an advantageous 
role of yeast in phytase expression, E. coli is a preferred host for directed evolution 
due to its faster growth, nonchromosomal integration (as happens when using P. 
pastoris), and high plasmid transformation efficiency, which shortens time required 
for each round of directed phytase evolution. Saccharomyces cerevisiae as a host 
offers an advantage of nonchromosomal integration when using episomal vectors. 
However, P. pastoris is a widely adopted host for industrial production of phytases 
due to correct posttranslational modifications, very high density cultures, and high 
protein yields.

6.4  Structural Perspectives in Phytase Engineering

Rational phytase engineering has become an attractive strategy due to increased 
knowledge on structural information and structural dynamics studies. Several stud-
ies have demonstrated a very good correlation between phytase flexibility and activ-
ity or thermostability (Tables 6.1 and 6.2). Rigidifying a protein in part or overall by 
improving the intra-protein hydrogen bonding network has proven to be crucial in 
improving phytase performance. A direct evidence on structural features or overall 
fold of a phytase determining its activity or thermostability does not exist to date. 
However, recent improvements in phytases by directed evolution and rational design 
strategies have advanced our knowledge on factors affecting phytase properties and 
could be employed in designing novel phytases for industrial demands. Several 
approaches led to improved phytases ranging from simple sequence alignment to 
MD simulation studies (Table 6.2). A fungal consensus phytase designed by 
sequence alignment yielded a variant with 15–22 °C increased melting temperature 
[24]. A structure-guided consensus sequence was designed using a homology model 
for beta-propeller phytase resulted in a variant with ~80% residual activity (at 
80 °C/10 min) [38]. Flexibility within the phytase enzyme is a critical parameter; in 
detail a local flexibility in the binding pocket determines catalytic efficiency/spe-
cific activity; overall protein flexibility or surface loop flexibility governs thermo-
stability. Fungal and bacterial (Enterobacteriaceae) HAP phytases have a similar 
overall fold (α-domain, α/β-domain, and binding pocket at the interface of these two 
domains), but the Enterobacteriaceae phytases are ~30-fold more active than fungal 
phytases that might be due to local flexibility in the binding pocket. The flexible 
active site loop in the binding pocket of Enterobacteriaceae phytases has been 
replaced by a less flexible helical structure in the fungal phytase, suggesting that a 
local flexibility in the binding pocket is prerequisite for higher specific activity [25]. 
In addition, conformational flexibility in a Bacillus phytase was restricted by incor-
porating rigidifying substitutions and resulted in 2.5-fold improved free energy that 
indicates a significantly more stable variant [44]. Deletion of a flexible C-terminal 
part of E. coli phytase increased its residual activity (80 °C/10 min) by 39% [39]. 
MD simulation studies on a thermostable Y. mollaretii phytase variant discovered by 
directed evolution revealed an overall decreased flexibility in the loop regions [18]. 
A structure-based design of E. coli phytase using MD simulation to target flexible 
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residues resulted in 30% increased residual activity (80 °C/10 min) [40]. These 
studies suggest a strong correlation of phytase structural flexibility with its activity 
and thermostability. Additionally, surface charge modifications of phytases are 
emerging as a novel strategy for phytase engineering. For instance, surface 
 engineering of the Ymphytase resulted in a variant with an increased negative polar 
surface (20%) that showed 3.8-fold improved pH resistance (pH 2.8/3 h) [52]. 
Whereas a local surface modification near to the binding site affects phytase activity 
and pH optima. A substitution Q396R (positively charged) in A. niger phytase 
improved affinity to phytate (negatively charged) [32], and substitution N354D in 
Penicillium phytase affected the pKa of the catalytic center that shifted the pH 
optima [35].

6.5  Conclusions and Future Prospective for Phytases 
Engineering

Although many phytases have been discovered from nature in the last century, the 
potential to improve phytases for industrial applications is barely explored and 
especially potentials of epistatic effects are barely realized. Nevertheless, directed 
evolution and rational design methodologies provide an excellent tool to tailor- 
made phytases with high specific activity, thermal and pH profile, and protease 
resistance. Epistatic effects played an important role in the directed phytase evolu-
tion; interrogation of substitutions identified in directed evolution and rationally 
combining these substitutions may provide an alternate and rapid route for the 
uphill walk on the phytase fitness landscape. Phytase engineering for improved 
thermostability revealed the following parameters for efficient improvements: (i) 
the higher the chemical diversity in the mutant libraries the better, (ii) target flexible 
loops away from the binding pocket, (iii) perform surface engineering, and (iv) alter 
glycosylation pattern. Furthermore, surface charge modifications have a great influ-
ence on the pH optima and pH stability of phytases, suggesting an attractive route 
for phytase stabilization. Optimal pH could be altered by charge modification near 
the binding pocket, whereas overall charge modification may improve pH stability. 
Elimination of potential protease-cleaving sites and stabilization of surface loops 
represent additional strategies to improve gastric tolerance.
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7Strain Development by Whole-Cell 
Directed Evolution

Tong Si, Jiazhang Lian, and Huimin Zhao

Abstract
Due to limited knowledge of complicated cellular networks, directed evolution 
has played critical roles in strain improvement, especially for complex traits with 
hundreds of genetic determinants and for organisms with few genetic tools. 
Directed evolution mimics natural evolution in the laboratory via iterative cycles 
of diversity generation and functional selection or screening to isolate evolved 
mutants with desirable phenotypes. In this chapter, we summarize recent techno-
logical advances and applications of directed evolution in strain development, 
focusing on the efforts for accelerating evolution workflows, expanding the range 
of target phenotypes, and facilitating mechanistic understanding of evolved 
mutations.
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7.1  Introduction

Metabolic engineering aims at “the improvement of cellular activities by manipula-
tion of enzymatic, transport, and regulatory functions of the cell” [8] and has been 
successfully applied to create efficient microbial cell factories for producing fuels, 
drugs, and value-added chemicals [59, 80, 83, 102, 117]. There are two fundamental 
approaches for metabolic engineering: rational design and directed evolution. For 
rational design, metabolic bottlenecks are identified and addressed via directed 
genetic manipulations for improved production of a target molecule [8, 9]. However, 
this approach is associated with four major limitations. First, effective rational 
designs often require comprehensive understanding of metabolic pathways and cel-
lular metabolism, which is incomplete most of time. In particular, there is limited 
knowledge of some complex phenotypes, such as stress tolerance and chemical 
inhibitor resistance [122, 161]. Second, designed mutations may result in unex-
pected metabolic outcomes, due to the complicated nature of biological networks. 
Third, genetic manipulation is generally difficult in many industrial strains. Finally, 
there are regulatory issues that limit the use of genetically modified organisms 
(GMOs) with rationally designed mutations in certain applications, such as the food 
industry [18]. On the contrary, directed evolution mimics natural evolution in labo-
ratory settings, where iterative rounds of genetic diversity generation and pheno-
typic selection or screening are performed to isolate strains with improved traits 
(Fig. 7.1) [18, 32, 68, 120, 150, 159]. Whole-cell directed evolution, also known as 
evolutionary engineering, can overcome the aforementioned limitations of rational 
design. It requires no prior knowledge on genotype-phenotype relationships and 
achieves relatively defined phenotypic outcomes dependent on selection/screening 
schemes. Mutant strains can be generated using spontaneous mutations without 
genetic manipulations and hence considered as non-GMOs for higher public accep-
tance [18].

Adaptive evolution (AE) is the most widely used and well-established approach 
for whole-cell directed evolution [32, 159]. In a typical AE experiment, a growing 
asexual culture is maintained for a prolonged period of time via serial transfer in a 
batch format or continuous dilution in a chemostat (see Sect. 7.2.2 for details). 
Strain variants arise due to spontaneous mutations. Under a certain selection pres-
sure, variants with improved competitive fitness outgrow the parental and less-fit 
sibling populations (Fig. 7.1). Genotypes of evolved strains are analyzed at indi-
vidual or population levels for understanding the molecular mechanisms conferring 
improved phenotypes.

Although successfully applied in improving a wide range of industrially impor-
tant traits in microbial strains, AE suffers from various limitations, including low 
rates and relatively restricted spectrums of mutations, prolonged cultivation, limited 
ranges of target phenotypes, and challenges to differentiate beneficial mutants from 
neutral to deleterious hitchhikers. In this chapter, we aim to provide an update on 
the technical advances in the application of directed evolution for strain develop-
ment, and different methods are organized according to how they overcome various 
limitations of the classical AE (Fig. 7.1). We focus on practical considerations on 
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the choice of appropriate techniques (Table 7.1). We then discuss recent examples 
of directed evolution in improving various cellular properties and provide prospec-
tive on the future directions.

7.2  Recent Technology Advances in the Application 
of Directed Evolution for Strain Development

7.2.1  Diversity Generation

Classical AE experiments depend on spontaneous mutations, primarily in the form 
of single-base mutations and at a rate of 10−10–10−9 substitutions per base pair per 
replication [76, 78, 88, 143]. Other types of mutations, such as insertion and dele-
tion of one or a few bases, gene duplication, and chromosomal rearrangement, occur 
at even lower frequencies [93]. The rare and uncontrollable nature of naturally 
occurring mutations renders AE as a very time-consuming process, often requiring 
tens of thousands of replicative generations. Furthermore, the limited types of spon-
taneous mutations (mostly single-base substitutions) [93] exhibit modest impacts 
on competitive fitness [45]. These relatively small steps of evolutionary paths on a 
fitness landscape are prone to be trapped at local optimum [150]. To overcome these 
obstacles, new methods are developed to increase random mutation rates, introduce 

Fig. 7.1 Overview of directed evolution processes consisting of iterative cycles of diversity gen-
eration and functional screening or selection. For the classical AE, diversity is generated by spon-
taneous mutations (thin, solid arrow). During prolonged cultivation under selection pressures, 
mutants with improved competitive fitness are enriched (thick, closed arrow). New methods are 
developed to introduce systematic and multiplex mutations (thin, dashed arrow) for accelerating 
evolution and to perform high-throughput screening (thick, open arrow) for engineering traits that 
are not linked to growth. Genetic mutations are then analyzed using next-generation sequencing 
(NGS)
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systematic perturbations, and create large-scale and multiplex genetic diversities 
(Figs. 7.1 and 7.2). A comparison of various diversity generation methods is sum-
marized in Table 7.1.

Increasing random mutagenesis rates
Increasing random mutagenesis rates is proposed to improve the probability of gen-
erating beneficial mutations and accelerate the evolutionary processes [159]. 
Chemical mutagens and radiation are widely used to induce DNA damages that lead 
to genetic mutagenesis [123]. In addition, mutator strains with impaired DNA rep-
lication or repair systems are employed to enhance genetic diversity [44, 125]. 
However, increased mutagenesis rates may also result in more frequent occurrence 
of deleterious mutations in already adapted strains, rendering the fixation of benefi-
cial mutations difficult in an evolving population. To solve this dilemma, dynamic 
control of mutagenesis rates is proposed, whereby mutagenesis rates are raised tran-
siently and then decreased to normal levels after adaptation is achieved. In one 
example, GREACE (Genome Replication Engineering Assisted Continuous 
Evolution) introduced defective components of a DNA polymerase complex on a 
plasmid, converting the target strain into a mutator [92]. After evolution, the plas-
mid was cured to return to normal mutation rates, allowing for isolation of stable 
strains for analysis. In another example, FREP (feedback-regulated evolution of 

a b

c

e

d

f

Fig. 7.2 Schemes of selected methods for diversity generation. (a) Recombineering. (b) CRISPR- 
Cas. (c) RNA interference. (d) Transposon insertional mutagenesis. (e) Global transcription and 
translation machinery engineering. (f) Genome shuffling
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phenotype) inversely coupled the mutagenesis rates with the concentrations of a 
target metabolite [23]. In particular, a genetic sensor activated expression of a proof-
reading exonuclease mutant at low target metabolite concentrations, and the activa-
tion effect diminished with increasing production. Application of this strategy 
successfully identified mutant strains with improved production of tyrosine and iso-
pentenyl diphosphate [23]. Notably, the constant or dynamic use of mutator pheno-
types is limited to organisms with known DNA replication and repair mechanisms. 
Controlling mutagenesis rates in less-characterized strains may be achieved by 
varying the dosage of chemical and physical mutagens prior to or during 
evolution.

Creating genome-scale diversity
Genome-wide strain libraries prove to be instrumental for studying genotype- 
phenotype relationships [19, 134]. Compared with AE that generates random muta-
tions in limited numbers of genes, strain libraries allow systematic investigation on 
nearly every gain-/reduction-/loss-of-function mutation within a target genome [7, 
42, 50, 94]. Also, it is easier to interpret screening results using single-mutation 
strain libraries, compared with hundreds of changes observed in evolved genomes 
from AE experiments. However, conventional methods require each mutant strain to 
be created individually in an arrayed manner [7, 42], which is prohibitively tedious 
and costly for iterative screening in directed evolution. The main technical hurdle is 
the low efficiency of homologous recombination (HR) for allelic replacement on a 
genome.

To stimulate HR and accelerate library construction, two cellular mechanisms 
have been utilized. Using bacteriophage-based recombination systems, recom-
bineering (recombination-based genetic engineering) enables efficient genome edit-
ing with single-stranded DNA oligonucleotides as homologous donors (Fig. 7.2a) 
[34, 127]. For example, combined with microarray-based DNA synthesis, promoter 
replacement of every gene in Escherichia coli was achieved using a pool of DNA 
oligonucleotides in a single round of transformation [157]. Furthermore, HR effi-
ciency can be enhanced via introduction of double-stranded breaks at targeted 
genomic loci, using programmable DNA nucleases derived from ZFPs (zinc finger 
proteins), TALEs (transcription activator-like effectors), and CRISPR-Cas (clus-
tered regularly interspaced short palindromic repeats and CRISPR-associated pro-
teins) [36, 134]. In particular, recognition of a target DNA sequence by the 
CRISPR-Cas nuclease Cas9 is mediated by a trans-acting guide RNA (gRNA) via 
Watson-Crick base pairing (Fig. 7.2b) [25, 96]. Using gRNA expression libraries 
synthesized by DNA microarray (Fig. 7.2b), genome-scale screening has been dem-
onstrated in human cells [154], and similar approaches should be readily applied in 
engineering  microbial systems.

HR-independent methods are also developed for constructing strain libraries. 
First, trans-acting RNAs have been employed for facile introduction of genome- 
wide perturbation (Fig. 7.2c) [133]. For example, the RNA interference (RNAi) 
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machinery has been reconstituted in Saccharomyces cerevisiae for genome-scale 
knockdown screening. This RNAi-assisted genome evolution (RAGE) strategy 
identified mutations conferring resistance towards fermentation inhibitors [133, 
163]. Second, genome-scale insertion mutagenesis can be conducted using transpo-
sons, which are a class of mobile genetic elements (Fig. 7.2d) [2, 55]. For positive 
mutants exhibiting improved fitness, the inserted transposon sequence can act as a 
tag to identify insertion positions and affected genes. Most transposition events lead 
to gene disruption, but may also enable gene activation if equipped with outward- 
oriented promoters [123].

Notably, CRISPR-Cas and RNAi may be particularly useful for creating libraries 
of industrial strains, many of which are polyploidy. CRISPR-Cas has been used for 
simultaneous disruption of two alleles of a gene in several industrial yeast strains 
[142], which is very challenging using traditional methods. In addition, RNAi-based 
gene silencing targets mRNA transcripts and hence can regulate gene expression 
without modifying multiple copies of the same gene.

Introducing large-scale and multiplex mutations
Given the positive correlation between the probability of finding improved mutants 
and the degree of genetic diversity [66], it can be beneficial to introduce large-scale 
and combinatorial mutations to a genome, especially when targeting complex phe-
notypes (e.g., tolerance) that have many genetic determinants [122, 161]. Although 
AE is capable of accumulating hundreds of mutations, it requires prolonged cultiva-
tion and generates limited types of mutations. Therefore, it is desirable to develop 
new methods for generating many mutations of diverse types in a short period of 
time.

One strategy is to introduce mutations in cellular components that are involved 
in transcription or translation processes (Fig. 7.2e). For example, gTME (global 
transcriptional machinery engineering) introduced random mutations to master 
transcription factors (TFs) via error-prone PCR [4, 5], altering expression levels of 
hundreds of genes. Large perturbation in transcriptomic profiles can also be enabled 
upon incorporation of artificial TFs containing tandem repeats of ZFPs [109, 110]. 
In addition, screening with lethal concentrations of ribosome-targeting antibiotics 
can isolate genetic mutations in ribosomal components. Ribosomal mutations result 
in perturbed proteomes for emergence of improved cellular phenotypes [53, 106, 
130, 136].

Another strategy is to create multiplex mutations for combinatorial diversity. 
Three aforementioned mechanisms—recombineering, CRISPR-Cas, and trans- 
acting regulatory RNAs— are also widely applied for this purpose. Mediated by the 
ssDNA-binding protein (β) from the λ-red bacteriophage, oligonucleotide pools 
 targeting the RBSs of 24 genes were transformed recursively into E. coli for allelic 
replacement, creating over 4.3 billion combinatorial genomic variants per day [152]. 
Using CRISPR-Cas, multiplex gene disruption or integration can be achieved with 
high efficiency, whereby multiple targeting gRNAs and HR donors are introduced 
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in a single cell [10, 57, 58, 129]. Moreover, iterative rounds of RNAi screening 
result in the accumulation of beneficial knockdown mutations that act synergisti-
cally to improve acetic acid tolerance in S. cerevisiae [133].

Large-scale chromosomal rearrangement is another useful source for increasing 
diversity. First, genome shuffling promotes HR between genomes following proto-
plast fusion, sexual mating, and transformation of whole-genome fragments  
(Fig. 7.2f), generating combinations of mutations from a genetically diverse collec-
tion of parental genomes [12]. Genetic diversity among parents can be derived from 
directed evolution or natural sources such as different strains of the same species or 
even different species [12]. Second, targeted genome deletion can be achieved 
 following a generation of DNA breaks (DSBs or nicks) at two genomic loci by 
CRISPR-Cas [24, 140]. Furthermore, during construction of a synthetic chromo-
some arm in yeast, a number of LoxPsym sequences were inserted after the stop 
codon of every nonessential gene or near major genomic landmarks such as repeti-
tive sequences or telomeres [33]. With this SCRaMbLE (synthetic chromosome 
rearrangement and modification by LoxP-mediated evolution) design, recombina-
tion occurred randomly between two LoxPsym sequences to produce inversions or 
deletions, resulting in formation of structurally distinct genomes [33, 128].

7.2.2  Selection and Screening

High-throughput selection and screening are critical in isolating mutants with 
improved phenotypes following diversity generation (Fig. 7.1). For classical AE 
experiments, evolving populations are maintained via serial or continuous dilution 
[45, 123]. For serial dilution in batch cultures, transfer is typically conducted during 
the exponential phase prior to the onset of the stationary phase [148], and cells 
experience fluctuating selection pressures due to ever-changing concentrations of 
nutrients and cells. On the contrary, a steady-state cell culture is kept in a chemostat, 
whereby fresh medium addition and culture removal are performed at defined rates 
[105]. The cell density is determined by a limiting nutrient of a defined medium 
[171], which acts as a constant selection pressure in a chemostat.

While readers are directed to a recent review for comprehensive comparison 
between serial transfer and chemostat [45], we would like to discuss some practical 
considerations based on the different types of selection pressures. It is arguably 
easier to interpret the genetic basis of adaptation in a chemostat, thanks to the con-
sistency of selection pressures, whereas heterogeneous selection resulting from 
dynamic environments in batch cultures renders explanation of functional causality 
difficult. For example, competitive fitness in batch cultures may result from reduced 
duration in the lag phase, increased growth rates during the exponential phase, or 
enhanced capability to divide in the stationary phase [84]. As a result, entangled 
mechanisms make interpretation of adaptive mutations very challenging for batch 
selection [144]. However, constant selection pressures in a chemostat may be prob-
lematic, as isolated mutants may perform poorly in a different condition, a 
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phenomenon known as overfitting. For example, robust stress responses allow 
microbes to enter a quiescent state for long-term survival upon starvation (e.g., a 
limiting nutrient in a chemostat). While this capacity is beneficial in natural or 
industrial environments that fluctuate in nutrient availability, activation of  
quiescence stops proliferation and confers strong disadvantages in a chemostat. 
Therefore, loss of stress response pathways is repeatedly observed in chemostat 
selection [95, 104], rendering isolated mutants unsuitable in an industrial setting 
due to reduced robustness. Taken together, serial transfer in batch cultures may be 
preferred to isolate mutant strains for practical applications, whereas continuous 
cultivation in a chemostat is more suitable for studying genetic determinants of a 
target phenotype.

Both batch and continuous selections are based on competitive fitness and there-
fore useful to engineer traits that are related to growth or survival, such as utilization 
of unnatural feedstock substrates, tolerance towards harsh industrial conditions, and 
resistance to high concentrations of substrates, products, or inhibitors. However, 
target molecule production is generally not linked to fitness. To screen for enhanced 
productivity, three major strategies have been devised. First, product formation can 
be coupled with growth advantages by improving redox balancing [39, 139], 
enhancing resistance to toxic metabolite analogs [137], increasing tolerance to oxi-
dative stress [118], or rescuing engineered auxotrophy [6, 15]. Second, colorimetric 
or fluorometric assays can be developed based on either the optical properties of 
target compounds or chemical and enzymatic conversions linking concentrations to 
spectrum signals [29]. Third, riboswitch or TF-based metabolite-sensing modules 
can be used to link molecular concentrations to the abundance of a fluorescence 
protein or an essential metabolite [29, 134], and strain libraries harboring these 
genetic biosensors can then be subjected to screening or selection [30, 86, 98, 153].

In addition to expand the range of phenotypes for screening, it is also desirable 
to accelerate directed evolution by automation. Currently, manual efforts are 
required for culture maintenance, archival storage, contamination tests, selective 
pressure adjustment, and phenotype analysis [159]. Inevitable human interventions 
limit throughput and reproducibility and introduce subjective bias. To circumvent 
these limitations, liquid handling robots were applied for automated batch evolution 
in microtiter plates [52, 77]. A microfluidic platform was devised to maintain thou-
sands of microdroplet chemostat systems in parallel [56]. Feedback control systems 
were also equipped to monitor cell growth and then dynamically regulate selection 
pressures [147]. For these approaches, however, cautions need to be taken on how 
transferable the improved phenotypes are during scale-up processes from a microw-
ell or a droplet to a real fermenter.

7.2.3  Mutation Analysis

Thanks to the advances in next-generation sequencing (NGS) (Fig. 7.1), acquired 
genetic mutations during AE can be readily analyzed via whole-genome sequencing 
(WGS) [11]. However, the main challenge is how to distinguish beneficial 
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mutations from neutral to deleterious hitchhikers [26]. Due to the lack of “golden 
standard” workflows, it is advisable to integrate information from multiple analyti-
cal schemes.

First, both endpoint and time-course WGS analysis should be performed for indi-
vidual clones and the whole populations [11, 75]. Sequencing of an individual clone 
can reveal all mutations in the specific evolved genome [11], but these mutations 
represent only a random subset of all genetic variants in a population [65, 74]. 
Therefore, sequencing of several clones is recommended, but it requires proper 
multiplexing techniques for reducing the analysis cost [72]. On the other hand, pop-
ulation sequencing provides a more comprehensive survey on mutation frequency 
across different subpopulations, as well as information on evolutionary trajectory if 
performed at different stages during evolution [11]. However, sequencing/align-
ment errors may occur during experimental and computational analysis of WGS. In 
particular, it is more technically challenging to differentiate low-frequency muta-
tions from sequencing/alignment ambiguity for whole-population sequencing [75]. 
In general, WGS accuracy can be improved via higher sequencing coverage and 
special sequencing techniques including paired-end sequencing [40], circular 
sequencing [91], and long-read sequencing [71]. Moreover, time-course whole- 
population sequencing can enhance detection of low-frequency alleles in evolving 
populations [77]. Given the trade-offs in clonal and population sequencing, it may 
be beneficial to combine both to assist mechanistic studies [75].

Second, statistical analysis can help distinguish between adaptive drivers and 
neutral or deleterious hitchhikers. Multiple evolution experiments can be 
 performed in parallel, and mutations appearing in replicate populations are more 
likely  adaptive [77]. In addition, mutations can be grouped by their functions 
(e.g., gene ontology (GO) enrichment analysis), and cellular processes that are 
key to a  specific trait can be revealed [119, 144]. Furthermore, expected ratios of 
synonymous/non- synonymous mutations can be calculated under the assumption 
of  neutral  selection, and underrepresentation of synonymous mutations is indicative 
of adaption [11, 13].

Third, other genome-wide analyses should be performed in addition to WGS 
[108, 160]. Transcriptomic analysis is necessary due to the difficulty of predicting 
the impact of some genetic mutations, especially for noncoding sequences and regu-
latory proteins [47, 73]. For example, a global TF variant led to differential expres-
sion of hundreds of genes, which can only be revealed using transcriptional profiling 
[4]. Moreover, proteomics [132] and metabolomics [145, 160] have been applied to 
reveal molecular mechanisms of evolved traits, as proteins and metabolites are the 
direct actuators of many cellular phenotypes. Given the challenges in interpreting 
large-scale omics datasets, it is desirable to develop advanced computational tools 
for data integration [38, 121].

Finally, reconstruction of mutations from evolved strains in isolation or in com-
bination in an unevolved ancestor background should provide the most direct obser-
vations on genotype-phenotype relationship. However, this approach is almost 
impossible in strains lacking genetic tools. For genetically tractable organisms, it is 
also very challenging to reconstitute the multitude of mutations obtained from 
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AE. To accelerate mutant creation, recombineering and CRISPR coupled with 
microarray-based DNA synthesis may be helpful for large-scale and multiplex 
introduction of mutations as discussed previously (Sect. 7.2.1). In addition, back-
crossing of isolated mutants with the ancestor via genome shuffling can separate 
evolved mutations into a strain collection [11, 116], and progenies exhibiting 
improved phenotypes are more likely to harbor causative mutations. To increase 
throughput of phenotyping, the use of the molecular bar code technology allows 
rapid profiling of competitive fitness of every mutant in a mixed population, whereby 
population dynamics can be monitored via frequency quantification of mutation- 
associated bar codes using NGS [53, 157]. Aforementioned automation technology 
can also be applied to accelerate phenotyping of reconstructed mutants.

7.3  Examples of Directed Evolution for Construction 
and Optimization of Cell Factories

Directed evolution approaches have been proven to be effective in creating indus-
trial microorganisms with extended substrate ranges, improved cellular properties, 
and enhanced production [18, 83, 141, 159]. In this part of the chapter, examples in 
using directed evolution approaches for strain improvement in recent years will be 
discussed.

7.3.1  Extension of Substrate Utilization

Mostly driven by environmental and energy security considerations, there is a grow-
ing interest in engineering microorganisms for production of fuels and chemicals 
from renewable feedstocks, such as lignocellulose and macroalgae. Notably, besides 
glucose, these renewable feedstocks contain different sugar components, such as 
xylose and arabinose from cellulosic biomass, galactose from red algae, and man-
nitol and 4-deoxy-L-erythro-5-hexoseulose urinate (DEHU) from brown algae. As 
substrate utilization can be readily coupled to cellular growth, directed evolution 
has been extensively applied to construct efficient fermentation strains with 
expanded substrate scopes, especially of S. cerevisiae, which is a preferred cell fac-
tory for many industrial applications.

As the most abundant raw material, lignocellulose has attracted increasing atten-
tion for its conversion to fuels and chemicals. Although hexoses (such as glucose) 
can be efficiently fermented by most microorganisms, the utilization of pentoses 
(mainly xylose and arabinose), which constitute more than 30% of the total carbo-
hydrate, occurs with a much lower efficiency, even after extensive pathway and 
strain engineering. For example, the fungal oxidoreductase pathway containing 
xylose reductase (XR), xylitol dehydrogenase (XDH), and xylulose kinase (XKS) 
has been introduced into S. cerevisiae to enable xylose fermentation. Unfortunately, 
several bottlenecks including low xylose uptake, cofactor imbalance, and limited 
metabolic fluxes of the pentose phosphate pathway result in non-optimal xylose 
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utilization and biofuel production (Fig. 7.3). Thus, directed evolution has been 
applied to construct efficient xylose-fermenting yeast strains [63, 67, 124, 167]. 
One of the most successful examples was demonstrated by Kim et al. in which serial 
transfer in xylose-containing media was performed to construct a yeast strain with 
the highest xylose-fermenting capability reported to date [63]. Whole-genome 
sequencing of the evolved strains indicated that the loss of function of PHO13 
played a dominant role in efficient xylose utilization. Follow-up studies confirmed 
that PHO13 deletion induced the activation of pentose phosphate pathway espe-
cially the TAL1 gene encoding the sedoheptulose-7-phosphate:D-glyceraldehyde- 3-
phosphate transaldolase [64] and prevented the accumulation of sedoheptulose 
[164] (Fig. 7.3). To bypass the cofactor imbalance issue of the fungal xylose utiliza-
tion pathway, researchers have switched their focus to the bacterial xylose isomer-
ase (XI) pathway [27, 82, 115, 151, 169]. While initial attempts were not very 
successful, probably due to the low activity and/or poor expression of XI, directed 
evolution strategies were adopted to construct yeast strains that could convert xylose 
to ethanol at high yields. Besides S. cerevisiae, directed evolution has been applied 

Fig. 7.3 Construction of an efficient xylose-fermenting S. cerevisiae strain using directed evolu-
tion. XR xylose reductase, XDH xylitol dehydrogenase, TAL1 sedoheptulose-7-phosphate:D- 
glyceraldehyde- 3-phosphate transaldolase, X-5-P xylulose-5-phosphate, R-5-P ribose-5-phosphate, 
G-3-P glyceraldehyde-3-phosphate, S-7-P sedoheptulose-7-phosphate, E-4-P erythrose-4- 
phosphate, F-6-P fructose-6-phosphate
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to enable efficient xylose fermentation in other hosts, such as Pichia pastoris [85], 
an industrially important cell factory for recombinant protein production.

Recently, the use of marine macroalgae as a renewable feedstock has attracted 
increasing attention mainly because it does not require the arable lands and fresh 
water, and the absence of lignin makes the depolymerization of seaweed rather sim-
ple and straightforward [156, 158]. Among several types of macroalgae, red algae 
and brown algae are considered as ideal sustainable feedstocks for the production of 
biofuels and chemicals. The major sugar components are glucose and galactose for 
red algae and glucose, mannitol, and DEHU for brown algae. Although many micro-
organisms including S. cerevisiae can ferment galactose, its utilization and the cor-
responding biofuel production are still not efficient enough. Therefore, several 
directed evolution efforts have been attempted to improve galactose fermentation 
[79, 81]. Lee et al. introduced a genome-wide perturbation library into S. cerevisiae 
and isolated fast galactose-fermenting strains. It was found that the overexpression 
of the truncated TUP1 gene encoding a global transcriptional repressor resulted in 
the most remarkable improvement of galactose fermentation [81]. Another directed 
evolution study found that a mutation in the global carbon-sensing Ras/PKA path-
way led to significantly improved galactose fermentation [81]. Both studies high-
lighted the significance of the alteration of global regulatory networks for efficient 
galactose fermentation in S. cerevisiae [81]. Recently, Lee et al. also applied directed 
evolution to construct S. cerevisiae mutants with enhanced ability to produce bio-
ethanol from both galactose and red algae hydrolysate [79]. On the contrary, the 
utilization of brown algae-derived sugars especially DEHU is not well explored. A 
synthetic yeast platform for converting brown algae sugars into bioethanol was con-
structed by combining several strategies. The endogenous mannitol transporter and 
mannitol-2-dehydrogenase were activated for mannitol utilization. A DEHU trans-
porter and a DEHU reductase were introduced to reduce DEHU to 2-keto-3-deoxy-
D- gluconate (KDG). Finally, a KDG kinase and a KDG-6-phosphate aldolase were 
included to enable DEHU fermentation [35]. However, the utilization of DEHU was 
poor and only possible under aerobic condition. Then this yeast platform was fur-
ther adapted to grow on mannitol and DEHU under anaerobic condition, which 
yielded a yeast strain capable of producing ethanol from mannitol and DEHU with 
a titer of 36.2 g/L and 83% of the theoretical yield [35].

Although directed evolution strategies have been extensively used to increase 
the fermentation of a single sugar, it is desirable to engineer a platform strain 
capable of consuming a mixture of sugars simultaneously to increase fermentation 
productivity. Directed evolution of a xylose-fermenting S. cerevisiae strain lacking 
the major hexose transporter genes yielded a mutant showing improved growth on 
xylose, which was due to the expression of a normally silent HXT11 gene. Further 
selection for growth on xylose based on a hexokinase deletion strain at high glu-
cose concentrations resulted in a mutation at N366 of Hxt11p, which reversed the 
transporter specificity from glucose into xylose. The Hxt11p mutant was found to 
enable efficient co-fermentation of xylose and glucose at industrially relevant 
sugar concentrations [131]. Similarly, directed evolution was also performed in a 
hexokinase-deficient xylose-fermenting S. cerevisiae strain for growth on xylose in 
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the presence of high glucose concentrations, which resulted in a mutation at 
N367 in the endogenous chimeric Hxt36p transporter. Using the Hxt36pN367 vari-
ant, efficient co-consumption of glucose and xylose was achieved [103]. Notably, 
co-consumption of glucose and xylose was only possible when the endogenous 
hexose transporter genes were disrupted. Therefore, more engineering efforts, 
including directed evolution, are needed to construct yeast strains capable of co- 
fermenting glucose and xylose.

7.3.2  Improvement of Cellular Properties

Construction of robust cell factories with resistance to multiple stresses is highly 
desirable due to the harsh conditions in industrial biotechnological processes. The 
molecular basis of stress resistance is complicated, making it difficult to construct 
multiple stress-resistant strains by rational approaches. On the contrary, directed 
evolution has been proven successful in engineering the tolerance to inhibitors in 
raw material hydrolysates, final products at high concentrations, and other industrial 
harsh conditions.

After pretreatment and depolymerization of the sustainable raw materials, many 
undesirable compounds arise in the hydrolysates, such as acetic acid and furfural, 
whose concentrations are sufficient to dramatically inhibit the host growth. Tolerance 
to these toxic compounds is generally engineered using the classical AE by serial 
transfer or continuous culture [48, 99, 162]. The recently developed RAGE method 
has been used to increase the tolerance to both acetic acid [133] and furfural [163] 
(Fig. 7.4). By introducing a genome-wide RNAi library into a S. cerevisiae strain 
followed by iterative rounds of screening under gradually increased stress condi-
tions, Si et al. identified three gene knockdown targets (PTC6, YPR086W, and 
tRNAVal(AAC)) that acted synergistically to confer an engineered yeast strain with sub-
stantially improved acetic acid tolerance [133] (Fig. 7.4). Similarly, the same RNAi- 
based directed evolution was applied to engineer furfural tolerance, and SIZ1, a 
gene encoding the E3 SUMO-protein ligase, was identified as a novel determinant 
of furfural tolerance [163] (Fig. 7.4). Besides the resistance to a single inhibitor, 
directed evolution has been successfully used to construct cell factories with signifi-
cantly improved growth in the presence of a mixture of inhibitors [22] or even bio-
mass hydrolysates [3, 49, 70, 112–114].

For economically feasible industrial processes, final products are produced at 
high concentrations, especially for biofuels and bulk chemicals, which may result in 
slower or arrested fermentation. The tolerance of the producing host to the desired 
product is one of the determinants in developing a successful biotechnological pro-
cess. Although S. cerevisiae has a long history as the host for ethanol fermentation 
and shows the highest ethanol tolerance in nature, its ethanol tolerance can still be 
further improved by directed evolution [138, 155]. Snoek et al. developed a large- 
scale, robot-assisted genome shuffling strategy to increase the ethanol tolerance of 
the industrial S. cerevisiae strains. In their work, a large collection of Saccharomyces 
yeasts was characterized in detail, and eight parental strains were chosen for genome 
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shuffling, which yielded several novel hybrids outperforming the currently used 
industrial yeast strains. To increase the n-butanol tolerance in E. coli, GREACE and 
stress-induced mutagenesis-based AEs were developed, both of which yielded 
n-butanol-tolerant strains in a short period of time [92, 170]. Ling et al. engineered 
the transcription factors related to the pleiotropic drug resistance in S. cerevisiae to 
improve the resistance to alkanes [89]. The construction of replacement jet fuel- 
tolerant yeast strains using directed evolution has also been reported [14].

It is highly desirable for the industrial fermentation processes to be operated at 
high temperatures, so as to reduce cooling costs and prevent contamination. Through 
directed evolution, Caspeta et al. obtained several S. cerevisiae strains that demon-
strated much improved growth at a high temperature (>40 °C) [20]. Systematic 
characterization of the evolved strains using system biology tools revealed that a 
change in sterol composition, from ergosterol to fecosterol, caused by mutations in 
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the sterol desaturase gene and increased expression of genes involved in sterol bio-
synthesis, contributed the most to the thermotolerant phenotype. Shui et al. per-
formed a proteomic analysis of the evolved thermotolerant yeast strains, which led 
to a comprehensive understanding of the molecular basis of thermotolerance, and 
identified novel targets for further improvement [132].

Besides the application in industrial biotechnological processes, directed evolu-
tion approaches are also applied in food biotechnology. For example, in wine mak-
ing, directed evolution has been applied to reduce alcohol levels [146], to increase 
the synthesis of aromas [16, 17], and to enhance the fermentation capability at low 
temperatures [90].

7.3.3  Enhancement of Product Formation

The formation of a desired product at high titer and yield is the ultimate goal of most 
biotechnological processes. Unfortunately, unlike substrate utilization and cellular 
tolerance, product formation cannot be easily coupled to cellular growth and even 
impairs cellular growth in many cases. In other words, a generally applicable high- 
throughput screening strategy of improved production is not readily available.

Metabolic engineering has been proven effective in enhancing the yield of the 
desired product, but often at the cost of cellular growth and fitness. In this case, 
directed evolution and metabolic engineering can be combined to enhance both the 
yield and productivity. The construction of a S. cerevisiae strain with abolished 
ethanol production serves as one of such examples (Fig. 7.5). To eliminate ethanol 
formation, pyruvate decarboxylases (PDCs) have to be inactivated. Unfortunately, 
the Pdc- strain (pdc1Δ pdc5Δ pdc6Δ) is notorious for its inability to grow on glu-
cose as the sole carbon source, requiring the supplementation of a C2 compound 
(acetate or ethanol) to synthesize cytosolic acetyl CoA [37] (Fig. 7.5). Several stud-
ies have reported to evolve C2-independent Pdc- yeast strains growing in glucose as 
the sole carbon source [61, 149, 168]. Whole-genome sequencing of the evolved 
strains revealed that an internal deletion [107] or point mutations (Ala81Pro [61] or 
Ala81Asp [168]) in the MTH1 coding sequence enabled the growth of Pdc- strain on 
glucose (Fig. 7.5). Alternatively, overexpression of MTH1 or the truncated MTH1 
on a multi-copy plasmid resulted in a Pdc- strain with similar properties [87]. The 
evolved Pdc- strain was able to accumulate pyruvate to a level as high as 135 g/L 
[149], which can be further developed into an important platform cell factory to 
produce a wide range of biofuels and value-added chemicals other than ethanol 
(Fig. 7.5). Lactate with a titer up to 110 g/L could be obtained in a Pdc- strain 
expressing an LDH gene from Lactobacillus casei in 1 L of fermenter under aerobic 
conditions [1] (Fig. 7.5). High titer and yield production of 2,3-butanediol was also 
reported using an evolved Pdc- strain overexpressing an acetolactate synthase, an 
acetolactate decarboxylase, and a butanediol dehydrogenase from various carbon 
sources, such as glucose [61], galactose [87], cellobiose [101], and xylose [62]. The 
highest production was achieved using glucose- and galactose-fed-batch fermenta-
tion, with a titer around 100 g/L [87] (Fig. 7.5). Fermentative production of malate 
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using the Pdc- strain was also attempted by combined overexpression of a pyruvate 
carboxylase (PYC2), a cytosolic malate dehydrogenase (MDH3ΔSKL), and a malate 
transporter from Schizosaccharomyces pombe (SpMAE1). Malate titer of up to 
59 g/L was reached with a yield of 0.42 mol/mol glucose in shake flask fermentation 
[166] (Fig. 7.5). Recently, the malate producer was further engineered to produce 
succinate. Under optimal conditions in a bioreactor, the engineered strain produced 
around 13 g/L of succinate with a yield of 0.21 mol/mol glucose at low pH [165] 
(Fig. 7.5). Although glycerol is not directly derived from pyruvate, the elimination 
of ethanol formation in the Pdc- strain may redirect the metabolic fluxes to glycerol 
formation, especially under low-oxygen or anaerobic conditions. By further engi-
neering cytosolic NADH availability and overexpressing GPD2, a titer of higher 
than 50 g/L and a yield as high as 1.08 mol/mol glucose for glycerol production 
were achieved in aerobic and glucose-limited chemostat cultures with formate co- 
feeding [41] (Fig. 7.5).

Another example of combining directed evolution with metabolic engineering is 
the effort to increase the yield of ethanol in S. cerevisiae by eliminating glycerol 
formation [46]. Glycerol production is required for redox-cofactor balancing in 
anaerobic cultures. Acetate reduction was found to replace glycerol formation under 
anaerobic condition for NADH re-oxidation. However, the acetate-reducing (mhpF 
from E. coli overexpression) and glycerol-nonproducing (GPD1 and GPD2 dele-
tion) yeast strain is sensitive to high sugar concentrations. Directed evolution 

Fig. 7.5 Construction of an ethanol nonproducing, C2-independent, and glucose-tolerant yeast 
platform strain by combining metabolic engineering with directed evolution
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enabled the isolation of an evolved strain that grew anaerobically at 1 M of glucose, 
and the ethanol yield on sugar increased from 79% of the theoretical maximum in 
the reference strain to 92% in the evolved strain.

In some cases, it is possible to take advantage of the unique properties of the 
final products to develop growth-based directed evolution strategies. For example, 
glutathione is an antioxidant, and directed evolution can be performed by coupling 
the enhanced glutathione accumulation phenotype with the acrolein resistance 
phenotype [111]. The evolved strain accumulated glutathione in 3.3-fold higher 
concentration compared to its parental strain and reached a particularly high gluta-
thione content of almost 6%. Similarly, by taking advantage of the antioxidative 
properties of carotenoids, directed evolution was designed based on periodic 
hydrogen peroxide shocking, and a threefold increase in carotenoids production 
(from 6 mg/g dry cell weight to up to 18 mg/g dry cell weight) was achieved in the 
evolved strain [118].

Increased production of isobutanol in E. coli was also attempted by directed 
evolution [137]. The isobutanol production ability is closely related to the metabolic 
flux through the valine biosynthetic pathway, which can be coupled to the cellular 
resistance to the valine analog norvaline. Using this strategy, a final isobutanol titer 
of 21.2 g/L was achieved in 99 h with a yield of 0.31 g isobutanol/g of glucose or 
76% of theoretical maximum, in comparison with a production of 5.3 g/L obtained 
with the wild-type strain.

7.4  Perspectives

Microorganisms are increasingly exploited to address some of the most challenging 
global problems such as sustainability and energy security. In many cases, cell fac-
tories used for industrial applications require a combination of complex phenotypes 
such as high tolerance to inhibitors in the raw materials, toxic products at high 
concentrations, low pH, and high temperature. Directed evolution approaches have 
been successful in coping with these challenges. Nevertheless, challenges and 
opportunities still remain in strain development by directed evolution. First of all, 
novel screening and selection methods should be developed and integrated into 
directed evolution pipelines. Currently, the phenotypes that directed evolution can 
cope are mainly limited to those closely related to cellular growth, such as substrate 
utilization and tolerance to toxic compounds. The development of small molecule 
biosensors based on TFs [153], G-protein-coupled receptors (GPCRs) [100], and 
riboswitches [60] can be incorporated to expand the scope of directed evolution. For 
example, a malonyl-CoA biosensor was developed by Li et al. and then used to 
screen a cDNA library that increased the intracellular malonyl-CoA levels [86]. The 
robotic platform [31, 138] and microfluidic system [54, 135] may also be used for 
the screening of desired phenotypes. Another challenge is the trade-off of directed 
evolution [21, 51, 97]. For example, the evolved galactose-fermenting strain dem-
onstrated decreased growth in glucose, and the evolved thermotolerant strain 
showed trade-offs when growing at ancestral temperatures. Evolutionary trade-offs 
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may hinder its industrial applications, in which multiple and complex traits are 
required. Systems biology tools [132] may help elucidate the molecular mecha-
nisms of evolved phenotypes and minimize the evolutionary trade-offs for cellular 
factory development. Nevertheless, the development of novel genome engineering 
tools such as the CRISPR-Cas system provides new dimensions in the generation of 
strain libraries with improved diversity. Although genome-scale screening based on 
CRISPR knockout [126], CRISPR interference [43], and CRISPR activation [43, 
69] has been demonstrated in mammalian cells, their applications in the construc-
tion and optimization of cell factories have yet to be explored.
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8Back to Basics:  
Creating Genetic Diversity

Kang Lan Tee and Tuck Seng Wong

Abstract
Directed evolution has emerged as a key enabling technology for improving the 
properties of biomolecules, biochemical pathways, and microorganisms to sat-
isfy a wide range of biotechnological applications, from synthetic biology 
through to industrial biocatalysis. Laboratory evolution is an iterative process, 
alternating between creating genetic diversity and selection/screening to identify 
improved variants. This book chapter focuses on genetic diversity only. We 
describe and critically review recent advances in the methods for DNA assembly, 
random mutagenesis, focused mutagenesis, and DNA recombination. We also 
identify trends in these areas and highlight commercial kits that are developed to 
streamline and expedite these molecular biology techniques.

8.1  Introduction

Charles Darwin has taught us an invaluable lesson on how to engineer a biological 
system, using the principle of genetic diversity coupled with selection. Built upon 
the concept of Darwinian evolution, directed evolution has transformed the field of 
biological engineering. Not only is it an indispensable tool in the academic arena, it 
is also a key enabling technology in the commercial sector. Directed evolution is 
now a popular method of choice for tailoring the properties of nucleic acids, pro-
teins, pathways, and organisms to suit various applications, including biocatalysis, 
bioremediation, biosensing, and synthetic biology.
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Creating a high-quality mutant library is the first step in a successful directed 
evolution campaign. The phrase Back to Basics in the title refers to this fundamental 
step in directed evolution. It involves choosing the right mutagenesis strategy and an 
efficient cloning method. In 2006, we wrote a comprehensive review on the meth-
ods for creating genetic diversity [1]. This survey was subsequently updated in 2013 
and published in Biotechnology Advances [2]. Encouraged by the positive feedback 
from peers and the attention received for these two reviews, we decide to extend our 
previous work to survey methods published since 2013. In other words, this book 
chapter is a sequel to the previous two papers [1, 2]; the organization and the method 
categorization are identical to the systems used before to facilitate reading and 
understanding. Those methods that have already been covered previously will not 
be repeated here, and interested readers are kindly asked to refer to these papers [1, 
2]. We have endeavored to be inclusive in this chapter, and we apologize if there is 
a method that we miss.

The aim of this chapter is twofold: (1) to provide a method selection guide for 
those wanting to create a gene library, particularly newcomers, and (2) to stimulate 
the development of many more novel and exciting techniques to advance the field of 
directed evolution. This chapter starts with a description of DNA assembly meth-
ods. This is followed by an update and critical review of the methodologies in ran-
dom mutagenesis, focused mutagenesis, and DNA recombination. We also provide 
an overview of the commercial kits developed for each application and compare the 
principles of these kits. This chapter is concluded with a perspective on the future 
developments in the field of genetic diversity creation.

8.2  Molecular Cloning and DNA Assembly

Molecular cloning is a necessary step in most directed evolution experiments, where 
the gene of interest (GOI) is introduced into a vector for subsequent mutagenesis or 
the mutant library is subcloned for expression in an appropriate host organism. 
Further to directed evolution of a single protein, we have seen increased application 
of directed evolution in pathway engineering, where multiple genes in a pathway 
are engineered to achieve a greater final output [3, 4]. Consequentially, more meth-
ods are now adapted for introducing multiple GOIs into a vector backbone simulta-
neously or sequentially, instead of just a single GOI. As molecular cloning is 
traditionally used for introducing a GOI into a vector, the term DNA assembly is 
used in this chapter to better encompass all the methods developed to insert a single 
or multiple GOI(s) into a vector backbone.

We have previously categorized molecular cloning methods into four main strat-
egies back in the year 2013 [2]. Development of new methods, however, necessi-
tates the introduction of a new category. DNA assembly methods are now described 
in the following categories: (1) complementary overhangs, (2) homologous 
sequences, (3) overlapping polymerase chain reaction (PCR), (4) megaprimers, and 
(5) bridged ligation. The principles of these five strategies are illustrated in Fig. 8.1, 
and an overview is provided in Table 8.1.
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8.2.1  DNA Assembly Based on Complementary Overhangs

DNA assembly based on complementary overhangs resembles the conventional 
restriction–ligation cloning, but varies in the ways complementary overhangs 
between the GOI(s) and vector are generated. Short complementary overhangs [2–4 
nucleotides (nts)] are commonly created using Type II restriction enzymes (REs), 
terminal transferase activity of some thermophilic DNA polymerases, asymmetric 
PCRs, or zinc finger nucleases, before GOI(s) and vector are covalently linked using 
a DNA ligase. Alternatively, long complementary overhangs (12–14 nts) allow for-
mation of a stable nicked plasmid that can be directly transformed without the need 
of a DNA ligase. The nicks are then repaired by the host mechanisms. Examples of 
the methods used to generate long overhangs include phosphorothioate bond cleav-
age with iodine/ethanol solution or the use of nicking DNA endonucleases. New 
methods described since year 2013 continue to use the above methods to generate 
complementary overhangs, with increasing effort dedicated to adapting these meth-
ods to assemble multiple DNA fragments.

In an attempt to increase the cloning efficiency, Gao et al. used an additional gel 
extraction followed by a second ligation, after the first ligation of the linearized vec-
tor and the DNA insert. This additional gel purification step was aimed to isolate the 
right-sized ligation product to reduce self-ligation of digested vectors [5]. Using the 

a

b

c

d

e

Fig. 8.1 Five strategies for DNA assembly: (a) complementary overhangs, (b) homologous 
sequences, (c) overlapping PCR, (d) megaprimers, and (e) bridged ligation
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same principle, a sticky-/blunt-end ligation was used to clone two DNA fragments 
into a vector [6]. simpleUSER cloning was developed to simplify the USER cloning 
procedure by modifying the plasmid preparation step [7]. Instead of using a combi-
nation of one Type II RE (e.g., XbaI) and one nicking endonuclease (e.g., Nt.BbvCI) 
to create a linearized vector with two different overhangs [8], simpleUSER cloning 
made use of a single nicking endonuclease (i.e., Nb.BtsI). The same authors also 
reported nicking cloning [7], in which the overhangs on the DNA insert were cre-
ated using a single nicking endonuclease (i.e., Nb.BbvCI), thereby abolishing the 
need of a USER enzyme mix [uracil-DNA glycosylase (UDG) and the DNA 
glycosylase- lyase endonuclease VIII] and uracil-containing primers. Nicking clon-
ing shares identical principle with the Nicking DNA Endonuclease (NiDE) method 
[9]. In comparison, NiDE is more elegant as the same nicking endonuclease was 
used to prepare both the plasmid and the DNA insert.

Complementary Annealing Mediated by Exonuclease (CAME) uses exonuclease 
activity to expose the complementary overhangs on the DNA insert and the vector 
[10]. Enzymes that could be used to recess the DNA ends include Pfu DNA poly-
merase (3′→5′ exonuclease activity), T4 DNA polymerase (3′→5′ exonuclease 
activity), and λ exonuclease (5′→3′ exonuclease activity). This method is, in prin-
ciple, identical to In-Fusion cloning.

Table 8.1 Methods for DNA assembly

Category Strategy Mechanism
Availability of 
cloning kit

A Complementary 
overhangs

Type II RE ✗

Type IIS RE ✓ (Golden Gate)

Terminal transferase activity of 
DNA polymerase

✓ (TA cloning)

Asymmetric PCR ✗

Zinc finger nuclease ✗

Chemical method (e.g., 
phosphorothioate + iodine/
ethanol)

✗

Nicking endonuclease ✗

Uracil excision-based technique ✓ (USER)

Exonuclease ✓ (In-Fusion)

Gibson Assembly ✓ (Gibson 
Assembly)

B Homologous sequences In vitro recombination ✓ (Gateway, 
GeneArt Seamless)

In vivo recombination ✗

Yeast homologous recombination ✗

C Overlapping PCR PCR-based assembly ✗

D Megaprimers GOI as primer for whole-plasmid 
amplification

✗

E Bridged ligation Ligase cycling reaction ✗
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There are an increasing number of publications in the area of multiple DNA frag-
ment assembly. Gibson Assembly, developed in 2009, is an isothermal reaction 
(50 °C) that uses the concerted action of three enzymes. T5 exonuclease generates 
long overhangs, Phusion/Taq DNA polymerase fills in the gaps of the annealed 
single- strand regions, and Taq DNA ligase seals the nicks of the annealed DNA 
[11]. The simplicity of this method has made it the method of choice for many 
researchers [12]. Variations of Gibson Assembly mainly revolve around the enzyme 
mix used. Hot Fusion omits the Taq DNA ligase in its enzyme mix to achieve a 
lower self-ligation of the base vector and, thus, a higher assembly efficiency com-
pared to Gibson Assembly (92% vs 70%) for a seven-DNA fragment assembly [13]. 
The Multiple Patch Cloning (MUPAC) uses T5 exonuclease, Klenow fragment 
(exo-), and T4 DNA ligase to lower the isothermal reaction temperature to 37 °C, 
which facilitates the assembly of fragments with shorter overhang (16 nts) [14].

Single Strand Assembly (SSA) is another variation of Gibson Assembly. Instead 
of assembling double-stranded DNA fragments, the authors used long single- 
stranded oligonucleotides with a homology sequence of 20 bp to enable Gibson 
Assembly. This approach is particularly useful when investigating transcriptional 
element (e.g., promoter) and translational element [e.g., ribosome-binding site 
(RBS)]. Synthetic libraries of these elements can be easily synthesized as long 
single- stranded oligonucleotides.

Further to Gibson Assembly, USER cloning has also been used for multiple DNA 
fragment assembly to create expression vector for mammalian cell engineering [15], 
integrative vector set for Saccharomyces cerevisiae [16], and vector for insect cell-
baculovirus expression system [17].

Biopart Assembly Standard for Idempotent Cloning (BASIC) relies on multiple 
restrictions/ligations of the DNA fragments and linkers with BsaI (a Type IIS RE) 
and T4 DNA ligase to assemble up to seven fragments [18]. The authors were able 
to recapitulate the BsaI sites for subsequent rounds of assembly by methylation of 
the specified linker oligonucleotides to avoid cleavage.

8.2.2  DNA Assembly Based on Homologous Sequences

Methods that use homologous sequences eliminate the need of complementary 
overhangs between the GOI(s) and vector. This group of methods does not use REs 
or ligases but instead utilizes DNA recombination of homologous sequences. 
Recombination was demonstrated in vitro using E. coli cell extract or recombinases 
and in vivo in E. coli or yeast. Recombination efficiency can further be improved by 
including the λ prophage Red recombination for both in vivo and in vitro systems.

Advanced Quick Assembly (AQUA) is an in vivo homologous recombination 
method for DNA assembly of up to four fragments using a 32 bp homologous 
sequence [19]. The authors demonstrated the recombination using chemically 
prepared E. coli TOP10 cells and compared its efficiency to that of five different 
commercially available competent cells [i.e., TOP10, NEB5α, NEB10β, 
BL21(DE3), and JM109]. The efficiencies across all E. coli strains for two DNA 
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fragment  assembly were between 83–100%. Jacobus et al. investigated the opti-
mal conditions for in vivo homologous recombination of two DNA fragments in 
E. coli DH5α [20]. When changing stoichiometry of vector to insert (from 1:1 to 
1:4), the authors did not observe significant difference in the number of colonies 
obtained. The authors did, however, observe an optimal number of colonies were 
obtained when they used 150 ng of linearized pUC19 vector at a vector to insert 
ratio of 1:2. The cloning efficiency increases from 25% to 70% and to 100%, 
when the homology sequence increases from 10 bp to 20 bp and 30 bp, respec-
tively. In vivo recombination was also tested for E. coli XL10-Gold [21], pointing 
to the fact that most of the laboratory E. coli strains can in fact be used for DNA 
assembly via recombination.

In an attempt to make Seamless Ligation Cloning Extract (SLiCE) [22], an in vitro 
homologous recombination method, more economically accessible, Motohashi and 
coworkers investigated a homemade bacterial cell extract prepared from E. coli 
JM109 using a Tris-HCl/Triton X-100 cell lytic buffer [23] instead of a commercial 
cell lytic buffer (CelLytic B Cell Lysis Reagent from Sigma) as in the original proto-
col [22]. Both the homemade extract and the commercial In-Fusion HD Cloning Kit 
provided comparable cloning efficiency, but the commercial kit generated about 
twice the number of clones compared to the homemade extract [24].

HomeRun Vector Assembly System (HVAS) utilized both Gateway cloning (a 
recombination system) and homing endonucleases for DNA assembly [25]. Despite 
having the potential for high-throughput automation in cloning, this approach is 
limited by the number of homing endonucleases available. Homing endonucleases 
are double-stranded DNases that have large, asymmetric recognition sites (12–
40 bps). Currently, there are only four commercialized by New England Biolabs, 
i.e., I-CeuI, I-SceI, PI-PspI, and PI-SceI.

Yeast-based homology recombination has been used since 1987 for DNA assem-
bly [26]. This powerful cloning method is not more widely adopted as it requires a 
yeast-compatible shuttle vector. To increase the versatility of yeast homologous 
recombination, the groups of Belden [27] and Andréasson [28] have both adapted 
yeast homologous recombination cloning for use with bacteria plasmids. Belden 
and coworkers achieved this by including a DNA fragment that contains both the 
2-micron origin of replication (2 μm ori) and the ura3 gene for selection in yeast, 
during a recombination of up to four DNA fragments [27]. Alternatively, Andréasson 
and coworkers overcame the problem by adding to the bacteria plasmid a short 
autonomous replication sequence (ARS) and a centromere sequence (CEN) for sta-
ble single-copy replication and mitotic segregation in yeast. Further, the authors 
cloned the yeast TEF promoter of the kanMX cassette (a resistance marker cassette 
for G418) upstream of the kanamycin resistance gene and were able to use the kan 
gene for selection in both yeast and E. coli. The final plasmid became a shuttle vec-
tor that the authors used to demonstrate yeast homologous recombination of up to 
seven DNA fragments. Yeast-based cloning method is proven an efficient way of 
making large or complex DNA constructs, as demonstrated by the assembly of the 
entire Mycoplasma genitalium genome [29]. Kilaru et al. also applied yeast-based 
recombination as a convenient way to construct vectors for fungus Zymoseptoria 
tritici [30].
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8.2.3  DNA Assembly Based on Overlapping PCR

In overlapping PCR, DNA fragments that share overlapping regions at both ends are 
assembled using PCR. In other words, only DNA polymerase is required. Cao et al. 
demonstrated assembly of three PCR fragments and a linear vector in a single PCR 
using PrimeSTAR HS DNA polymerase [31]. Prior to assembly, all fragments and 
vector were amplified in high-fidelity PCRs to incorporate 20–50 bp overlapping 
regions at both termini.

8.2.4  DNA Assembly Based on Megaprimers

Cloning based on megaprimer strategy is, in principle, similar to QuikChange muta-
genesis. Following the initial amplification of GOI, the generated PCR products 
served as megaprimers for the subsequent linear or exponential amplification of the 
whole plasmid.

QuickStep-Cloning, developed in our group, is a sequence-independent ligation- 
free method for directional cloning of a GOI into any plasmid at any position [32]. The 
method uses megaprimers with 3′ overhangs generated from asymmetric PCRs, thus 
allowing exponential amplification of the plasmid. The generated nicked plasmids can 
be transformed directly into expression host without DNA ligation. Based on the time 
requirement and the cloning efficiency, we are confident to say that QuickStep-Cloning 
fares exceptionally well in comparison to other megaprimer- based cloning methods.

Recombination-Assisted Megaprimer (RAM) [33] was designed to complement 
Restriction-Free (RF) cloning [34] by revising the method into an exponential amplifi-
cation. RAM cloning involves three steps, i.e., megaprimer synthesis, integration of 
megaprimer into the target vector, and in vivo homologous recombination for end join-
ing using E. coli [33].

8.2.5  DNA Assembly Based on Bridged Ligation

Ligase Cycling Reaction (LCR) is a one-step, scarless DNA assembly method [35]. 
It uses single-stranded bridging oligos complementary to the ends of adjoining 
DNA fragments, thermostable ligase, and multiple cycles of denaturation–anneal-
ing–ligation to assemble complex DNA constructs. The authors demonstrated one- 
step assembly of up to 20 DNA parts and up to 20 kb DNA constructs with very low 
single-nucleotide polymorphisms (<1 per 25 kb) and insertion/deletion (<1 per 
50 kb). Zhao group combined this automation-friendly LCR with in vivo yeast- 
based DNA assembly for the construction of large biochemical pathways [36].

8.2.6  “De-cloning”

In the Sects. 8.2.1, 8.2.2, 8.2.3, 8.2.4, and 8.2.5, we have mainly focused on meth-
ods that “add” or “insert” a DNA into a construct. Equally important, we need the 
capability to “remove” or “delete” a DNA sequence.
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Krishnamurthy et al. described a multiplex gene removal protocol using a two- 
step PCR [37]. They demonstrated the method through removing three genes from 
a plasmid. In the first PCR, segments to be kept are amplified. These PCR fragments 
are subsequently assembled in a PCR by incorporating single-stranded oligonucle-
otides of 40 bases in length, sharing a 20-nt complementarity with the two frag-
ments to be connected. In fact, most DNA assembly methods can be adapted for 
gene removal. AQUA cloning (described in Sect. 8.2.2), for instance, was shown to 
be a good tool for deleting a DNA sequence [19].

8.2.7  Trends in DNA Assembly Methods

Through following the development of methods for DNA assembly, we observe a 
few trends in the development of DNA assembly methods: (1) The ability to synthe-
size long oligonucleotides with high accuracy and at a low cost has opened up many 
possibilities for new method development. (2) DNA polymerases (e.g., Q5 and 
Phusion) that display high fidelity, high processivity, and capability of amplifying 
DNA with high GC content are increasingly used to enhance efficiency and avoid 
unwanted mutations. (3) Many methods now involve whole-plasmid amplification or 
preparing plasmid with a PCR, partly owing to the availability of high-fidelity DNA 
polymerases. (4) Many variations of QuikChange protocol and megaprimer- based 
integration are continuously being developed. (5) Intermediate DNA purification 
steps (e.g., gel extraction, reaction cleanup) are undesirable. (6) Sequence-
independent and scarless insertion or assembly of DNA fragments (commonly 
known as seamless) is emphasized. (7) Directional cloning or assembly in a desired 
order is important. (8) Homologous recombination is gaining momentum as a main-
stream method. (9) Multiple fragment insertion or deletion in a single reaction (i.e., 
multiplexing) is preferred. (10) The use of combination of methods is getting more 
common to create complex and large DNA constructs. (11) Many DNA assembly 
methods have been adapted for focused mutagenesis, through incorporating primers 
containing desired modifications. (12) Many methods for assembling DNA can, in 
principle, be modified for “de-cloning.” (13) Automation-friendly methods (e.g., 
LCR) will continue to receive more attention.

8.3  Genetic Diversity

“Strategies and applications of in vitro mutagenesis,” written by Botstein and 
Shortle, is perhaps one of the earliest comprehensive summaries of genetic diversity 
creation methods [38]. Despite being published over 30 years ago, some of the 
 strategies described in this review (e.g., oligonucleotide-directed mutagenesis, 
transposon mutagenesis) are still widely used in today’s laboratories.

Broadly, genetic diversity creation methods can be classified into three catego-
ries, i.e., random mutagenesis, focused mutagenesis, and DNA recombination. With 
random mutagenesis, point mutations are introduced into the GOI at random 
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positions, typically through PCR employing an error-prone DNA polymerase. 
Focused mutagenesis is the method of choice for altering a GOI at a selected posi-
tion. Point mutation, insertion, or deletion can be introduced by incorporating muta-
genic primer(s) containing the desired modification. Contrary to random mutagenesis 
and focused mutagenesis in which the mutant library is prepared from a single 
parental template, DNA recombination involves assembly of DNA fragments 
derived from more than one parental sequence encoding proteins of identical/simi-
lar function.

Noteworthy, commercial kits are now available for each category to streamline 
and standardize the experimental procedure. These kits contain all the components 
required (e.g., buffers, chemicals, enzymes, control DNA, and competent cells) for 
creating a gene library. They are also accompanied with a comprehensive manual, 
describing the background/principle of the method, kit components, recipes for 
media/buffers, step-by-step protocol, result expected, and troubleshooting guide. 
This is particularly helpful for newcomers who are yet to develop their competency 
in molecular biology and protein engineering. In this section, we discuss recent 
development in each category focusing on those methods reported after 2013 and 
provide a summary of commercial kits available in the market.

8.3.1  Random Mutagenesis

Ever since Leung described the protocol of error-prone polymerase chain reaction 
(epPCR) in 1989, in which the fidelity of Taq DNA polymerase was intentionally 
reduced by the use of suboptimal reaction conditions (e.g., high MgCl2 concentration 
in the presence of MnCl2 and high number of PCR cycles starting with a low tem-
plate concentration) [39], this particular genetic diversity creation method remains 
the front-runner in terms of its usage frequency. The popularity of epPCR is attrib-
uted to its technical simplicity and cost-effectiveness [2]. Not surprising, we continue 
to see modifications being made to epPCR and diversification of its applications.

AXM mutagenesis was developed to eliminate the need of subcloning an epPCR 
library [40]. GOI is amplified under error-prone conditions (70 mM MgCl2, 5 mM 
MnCl2, and unbalanced nucleotide concentrations), using a reverse primer contain-
ing phosphorothioate linkages on its 5′ end. The double-stranded PCR product is 
treated with T7 exonuclease to selectively degrade the unmodified strand. The 
resulting ssDNA then acts as a megaprimer, which anneals to a uracilated, circular, 
single-stranded phagemid DNA and primes DNA polymerization, similar to a 
Kunkel mutagenesis [41]. The ligated heteroduplex product is then transformed into 
E. coli, where the uracilated strand is cleaved in vivo by uracil-N-glycosylase. 
Although the subcloning step is bypassed, the method necessitates a laborious prep-
aration of DNA template, which is less appealing. The same group also develops an 
E. coli strain expressing Eco29kI restriction-methylation system to restrict incom-
ing parental DNA in the transformed cells [42].

Instead of accumulating mutations on the GOI, Schwaneberg group extended the 
application of epPCR to mutagenize vector backbone to increase recombinant 
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protein expression, in a method called epMEGAWHOP [43]. GOI is first amplified 
in a PCR. The PCR product serves as a megaprimer for the subsequent whole-
plasmid amplification that is conducted under error-prone condition (0.05 mM 
Mn2+). After DpnI digestion to remove the methylated or hemimethylated parental 
template, the resulting DNA is transformed into E. coli DH5α. Following plasmid 
isolation and transformation into an expression host, the library is screened for 
enhanced protein expression. The group demonstrated the applicability by enhanc-
ing the expression of cellulose (2× improvement), lipase (2×), and protease (4×), 
which were cloned into pET28a(+) (5369 bp), pET22b(+) (5493 bp), and pHY-
300PLK (4870 bp), respectively. This strategy does not require a priori knowledge 
of the bacterial transcription/translation machinery and is applicable to all enzymes, 
expression vectors, and bacterial hosts. Potentially, the same strategy could be used 
to increase the stability and the copy number of a plasmid.

Building on the previously reported TriNEx method [44], Jones group reported 
an approach to introduce in-frame codon replacement with an amber stop codon 
(TAG), as a means to incorporate noncanonical amino acid into protein [45]. The 
method was verified by incorporating p-azido-L-phenylalanine or p-iodo-L- 
phenylalanine into cytochrome b562 and keratinocyte growth factor. The possibility 
to expand the genetic code would mean that the protein sequence space can further 
be broadened from 20N to (20 + AANC)N, in which N represents the number of amino 
acids within a protein and AANC is the number of noncanonical amino acids added 
to the pool of 20 naturally occurring amino acids.

8.3.1.1  Commercial Kits for Random Mutagenesis
To provide a selection guide to readers, particularly newcomers, we subdivide the 
commercial kits for random mutagenesis into four categories (Table 8.2). Kits in RI 
category are PCR kits to conduct epPCR. Briefly, GOI is amplified under error- 
prone conditions (e.g., high Mg2+ concentration, addition of Mn2+, unbalanced 
dNTP concentration, or combination of these factors) or using an error-prone DNA 
polymerase (e.g., Mutazyme I and/or Taq). In RII category, mutations are intro-
duced via the use of nucleotide analogues (e.g., dPTP, 8-oxo-dGTP) or DNA- 
modifying chemicals. Kit in RIII contains E. coli XL1-Red competent cells ready 
for plasmid transformation. This is a mutator strain that is deficient in three DNA 
repair pathways: mutS (error-prone mismatch repair), mutD (deficient in 3′→5′ exo-
nuclease of DNA polymerase III), and mutT (unable to hydrolyze 8-oxo-dGTP). 
Kits in category RIV are more recent compared to the other three categories, and 
they involve the use of a transposase (e.g., MuA or Tn5) for in vitro transposition. 
Through proper design of a transposon cassette, random insertion or deletion is pos-
sible with these kits.

8.3.1.2  Mutational Spectrum and Quality of a Random Mutagenesis 
Library

While applying a random mutagenesis method or developing a new one for directed 
evolution, key considerations include mutation frequency (i.e., mutations/kb), dis-
tribution of mutations, mutational spectrum (e.g., transition, transversion, insertion, 
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deletion, consecutive nucleotide substitution), amino acid substitution pattern, per-
centage of unique sequences (or percentage of duplicated sequences), and percent-
age of wild-type sequences. These parameters are often used to assess the quality of 
the resultant mutant library and have direct impact on the screening effort one needs 
to invest. These are also the factors one needs to contemplate when choosing a com-
mercial kit to do the job (Table 8.2), besides its price and the reliability of the kit.

Quantifying the quality of a mutant library requires sequencing large number of 
clones to obtain statistically significant data. Schwaneberg group attempted this by 
preparing three random mutagenesis libraries of lipase (549 bp) and sequencing 
1000 mutations per library [46]. These three libraries (epPCR-low, epPCR-high, 
and SeSaM-Tv P/P) were prepared with standard epPCR protocols with a low muta-
tion frequency (0.1 mM MnCl2) or a high mutation frequency (0.3 mM MnCl2), as 
well as with the Sequence Saturation Mutagenesis (SeSaM) [47]. Transitions were 
predominant in both epPCR libraries (>72%), while transversions were enriched in 
the SeSaM library (43%). Further, consecutive nucleotide substitutions occurred at 
a higher frequency (30%) in the SeSaM library, while retaining high fraction of 
clones expressing active lipase (52%). Interestingly, the amino acid substitution pat-
tern of both epPCR libraries complements that of the SeSaM library in terms of the 
amino acid’s side-chain property. This important piece of work has conveyed a few 
key messages: (1) the field of directed evolution can accommodate more genetic 
diversity creation methods and should encourage their developments, (2) combina-
tion of methods allows exploring larger diversity, and (3) libraries created by afford-
able methodology (e.g., epPCR, SeSaM) are often sufficient to identify improved 
variants.

8.3.2  Focused Mutagenesis

First described by Michael Smith in 1978 at the University of British Columbia, 
Site-Directed Mutagenesis (SDM) has quickly become an invaluable tool for pro-
tein engineering and for studying structure-function relationships [48]. In Smith’s 
oligonucleotide- directed mutagenesis, a short synthetic oligonucleotide of 12 bases 
containing a mismatch was used to amplify a single-stranded phage DNA, using 
combination of E. coli DNA polymerase I and T4 DNA ligase. Smith and his team 
demonstrated that it was possible to introduce a permanent mutation in the circular 
phage DNA, resulting in a phenotypic change. This seminar work has inspired the 
development of QuikChange [49] and related techniques that are widely used for 
focused mutagenesis [2].

Important to note, a lot of the techniques described in Sect. 8.2 for molecular 
cloning or DNA assembly have now been adapted for focused mutagenesis. This 
further supports the presentation of both DNA assembly and mutagenesis together 
in this chapter.

QuikChange is a straightforward method for focused mutagenesis, using a pair 
of overlapping mutagenic primers to linearly amplify the whole plasmid harboring 
the GOI. Further to using Pfu DNA polymerase or its derivatives for QuikChange 
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mutagenesis, Q5 DNA polymerase (New England Biolabs) has been demonstrated 
to be a suitable alternative [50]. Q5 is a high-fidelity, thermostable DNA polymerase 
with 3´→5´ exonuclease activity, fused to a processivity-enhancing Sso7d domain 
to support robust DNA amplification. Q5 is reported to have an error rate >100-fold 
lower than that of Taq and 12-fold lower than that of Pfu. The other attractive feature 
is its high polymerization rate of 10–40 s/kb depending on the template used. Xia 
et al. attempted to revise the QuikChange protocol by using partially overlapping 
primer and Phusion DNA polymerase [51], which has an error rate of >50-fold 
lower than that of Taq and 6-fold lower than that of Pfu. The authors provided new 
insights into the molecular mechanism of QuikChange. They proposed that their 
revised protocol is an exponential amplification process. The resultant linear DNA 
products with homologous ends are joined to generate circular plasmids within E. 
coli via homologous recombination. From what we have gathered so far, Q5 and 
Phusion have been popular DNA polymerases for development of molecular biol-
ogy techniques.

In our experience, the efficacy of QuikChange mutagenesis also depends on the 
plasmid itself. The method does occasionally fail in cases involving amplifying a 
large plasmid or a plasmid with high GC content. To overcome this, a Cut-and-Paste- 
based Cloning Strategy (CPCS) was described for focused mutagenesis of a large 
gene [52]. Target gene is split into two segments at the site for mutagenesis. Each 
segment is amplified with one flanking primer and one mutagenic primer. The two 
PCR fragments are individually cloned into vectors using TA cloning. Subsequently, 
one fragment is cut out with a pair of restriction enzymes and inserted into the vector 
containing the other fragment. Comparatively, the method employing Type IIS RE 
for mutagenesis at multiple sites is far more elegant [53]. This approach is essentially 
identical to Golden Gate Assembly, which exploits the ability of Type IIS RE [e.g., 
BsaI, BbsI, BsmBI/Esp3I] to cleave DNA outside of its recognition sequence. The 
fragments to be assembled are designed in such a way that the Type IIS recognition 
site is distal to the cleavage site, such that the Type IIS RE can remove its own rec-
ognition sequence completely from the assembly. Key advantages of such an arrange-
ment are threefold: (1) the overhang sequence created is not dictated by the RE, and 
therefore, no scar sequence is introduced, (2) the fragment- specific sequence of the 
overhangs allows assembly of multiple fragments simultaneously in the desired 
order, and (3) the restriction site is eliminated from the ligated product. The net result 
is an ordered and seamless assembly of DNA fragments in a one-pot reaction. 
MUPAC, a Gibson Assembly derivative described in Sect. 8.2.1, is another technique 
that can be used for molecular cloning, DNA assembly, and focused mutagenesis 
[14]. As the overlapping sequence of adjoining fragments is much longer in Gibson 
Assembly than those used in Golden Gate Assembly (typically an overhang of 4 nts), 
higher percentage of correct assemblies is expected with a Gibson Assembly 
approach. The authors of MUPAC reported >90% efficiency in assembly of six frag-
ments to introduce five mutations. Overlapping Extension Polymerase Chain 
Reaction (OE-PCR) is perhaps a more economical method for introducing multiple 
changes in a DNA sequence [54], compared to Gibson Assembly and Golden Gate 
Assembly. The principle of OE-PCR is essentially the same, which involves 
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assembly of PCR fragments sharing overlapping regions, using DNA polymerase 
such as Phusion. Another alternative is in vitro or in vivo DNA recombination. 
Motohashi extended the use of SLiCE from E. coli to site-directed mutagenesis, in a 
process termed SLiCE-mediated PCR-based site-directed mutagenesis (SLiP) [55]. 
It is also possible to carry out focused mutagenesis with in vivo recombination using 
E. coli [e.g., AQUA cloning (19)] or yeast [e.g., plasmid constructed by Belden’s 
group (27)]. In all the seven methods described above (CPCS, Type IIS assisted, 
MUPAC, OE-PCR, SLiP, AQUA, and yeast-based recombination), mutations are 
introduced into the primers used for generating the PCR fragments.

Protein fusion with variable linker insertion (P-Link) is classified as a focused 
mutagenesis method here, as it was designed to create fusion protein library with link-
ers of variable length [56]. In other words, the linker is the localized variable region. 
The method capitalizes on creating complementary ends using iodine cleavage of 
phosphorothioate linkages within the primers. In P-Link, the two genes encoding the 
proteins to be fused are first cloned into a vector, and this construct is served as the 
template DNA for subsequent PCR to insert linker region. Two partially overlapping 
primers, containing the linker sequence, are used to amplify the entire plasmid. Upon 
DpnI digestion to remove the template DNA and iodine cleavage to expose comple-
mentary ends and enable annealing, the product is transformed into E. coli for protein 
expression. Recombineering of Ends of Linearised Plasmids after PCR (REPLACR) 
is a method for creating substitution, insertion, and deletion, which relies on in vivo 
recombineering [57]. Partially overlapping primers containing the desired mutation 
are used to amplify the whole plasmid. This generates a linear PCR product with both 
the ends contain overlapping sequences for recombination. Following DpnI digestion 
of template DNA, the product is transformed into E. coli expressing the recombineer-
ing proteins (Redγ, β, α, and RecA). P-Link and REPLACR are conceptually similar, 
and mutations are designed into the primers like methods in the previous paragraph. 
Their main difference is how the ends of the linear DNA product are joined.

Contrary to all the abovementioned methods that are developed for creating genetic 
diversity using E. coli, Mutagenic Organized Recombination Process by Homologous 
In Vivo Grouping (MORPHING) is a method to generate diversity at specific regions 
by taking advantage of the efficient DNA recombination in S. cerevisiae [58]. GOI is 
divided into segments, and each segment is amplified individually using a PCR. Only 
the segments targeted for mutagenesis are amplified under error-prone conditions. As 
all the adjoining fragments share homologous sequences, this pool of fragments can 
be co-transformed into S. cerevisiae along with a linearized plasmid.

8.3.2.1  Randomization Scheme
Having decided on which residues to target for mutation, the next immediate task is 
to define a randomization scheme for primer design. Through the use of a specific 
codon or a degenerate codon, a residue can be substituted to a specific amino acid, a 
set of amino acids, or all 20 canonical amino acids. The choice of a degenerate codon 
is important as it determines the library size and, therefore, the screening effort.

In Table 8.3, we summarize the most commonly used degenerate codons for 
focused mutagenesis [60–63]. Traditionally, one would use the codon NNN for 
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saturation mutagenesis. Despite encoding all 20 possible amino acids, this set of 64 
(4 × 4 × 4) codons also contains 3 stop codons and 41 redundant codons. Moreover, 
the occurrence of each amino acid is not identical. Amino acids encoded by six 
codons (e.g., S, L, R) occur at a higher probability, compared to those encoded by 
one codon (e.g., M, W) or two codons (e.g., F, Y, H, Q, N, K, D, E, C). NNK and 
NNS (each 32 codons) are proposed to reduce the redundancy of the mutant library. 
Instead of using a single degenerate oligonucleotide, one can consider synthesizing 
a set of oligonucleotides and mix them in a specific ratio to achieve an unbiased (or 
less biased) occurrence of the desired amino acids. As an example, if NDT, VMA, 
ATG, and TGG are mixed in the ratio of 12:6:1:1, all 20 amino acids are expected 
to occur with the same probability. That being said, this ideal situation is only pos-
sible if (1) all oligonucleotides are synthesized perfectly (e.g., purify, sequence 
accuracy, mixing of phosphoramidite building blocks), (2) the concentration of each 
oligonucleotide is measured accurately, and (3) each oligonucleotide binds to its 
template with the same affinity and is elongated by DNA polymerase in an unbiased 
manner. In other words, the quality of the oligonucleotide is essential. Acevedo- 
Rocha et al. explored the economics of focused mutagenesis libraries, by consider-
ing various randomization schemes, purity of oligonucleotide, and suppliers of 
oligonucleotide [64].

Recently, our group reported OneClick, a user-friendly web-based program, 
developed specifically for quick-and-easy design of focused mutagenesis experi-
ments [59]. To our best knowledge, OneClick is the only tool that offers a step-by- 
step experimental design, from mutagenic primer design through to analysis of a 
mutant library. Upon input of GOI sequence, OneClick designs the mutagenic prim-
ers according to user input, e.g., amino acid position to mutate, type of amino acid 
substitutions (e.g., substitution to a group of amino acids with similar chemical 
property), and type of mutagenic primers. OneClick has incorporated libraries of 
commercially available plasmids and of DNA polymerases suitable for focused 
mutagenesis. Therefore, OneClick also provides information such as PCR mixture 
preparation, thermal cycling condition, the expected size of PCR product, and the 
type of agar plate to use during bacterial transformation. Importantly, OneClick also 
carries out a statistical analysis of the resultant mutant library, information of which 
is important for selection/screening.

8.3.2.2  Commercially Available Kits
Similar to random mutagenesis, a host of commercial kits are available for focused 
mutagenesis (Table 8.4). Again, to facilitate the selection of a kit, we classify these 
kits into three subcategories (FI, FII, and FIII; Fig. 8.2).

Eighty percent of the commercial kits fall under category FI. This is perhaps not 
a surprising figure, considering the ease of using a pair of primers to amplify the 
whole plasmid. This primer pair could either be (FIA) two overlapping mutagenic 
primers, (FIB) one non-mutagenic primer and one mutagenic primer that are non-
overlapping, and (FIC) one mutagenic primer and one selection primer. Among 
these kits, the only subtle difference is the way of removing the parental DNA car-
rying the wild-type sequence. In Phusion Site-Directed Mutagenesis Kit, there is no 
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a b c

Fig. 8.2 Principles of commercial kits for focused mutagenesis: (FI) whole-plasmid amplification 
using (a) two overlapping mutagenic primers, (b) one non-mutagenic primer and one mutagenic 
primer that are non-overlapping, and (c) one mutagenic primer and one selection primer, (FII) 
Gibson Assembly, and (FIII) in vitro recombination

template removal step recommended. The supplier has argued that minute amount 
of parental DNA is exponentially amplified in this method, and therefore, the frac-
tion of non-mutated template is minimal. Most kits apply DpnI to degrade methyl-
ated or hemimethylated parent DNA, which are usually plasmids isolated from 
dam+ E. coli strains. Instead of relying on a RE, TagMaster cell can discriminate 
parent DNA and novel synthesized daughter DNA. Therefore, parent plasmid tem-
plate DNA would be eliminated, and only daughter DNA synthesized in the muta-
genesis reaction can be enriched. In Transformer Site-Directed Mutagenesis Kit, 
one mutagenic primer is used to introduce the desired mutation. It also employs an 
additional selection primer containing a mutation in the recognition sequence for a 
unique restriction enzyme site. The two primers simultaneously anneal to one strand 
of the denatured double-stranded plasmid. After standard DNA elongation, ligation, 
and a primary selection by restriction digest, the mixture of mutated and unmutated 
plasmids is transformed into a mutS E. coli strain defective in mismatch repair. 
Transformants are pooled, and plasmid DNA is prepared from the mixed bacterial 
population. The isolated DNA is then subjected to a second selective restriction 
enzyme digestion. Since the mutated DNA lacks the restriction enzyme recognition 
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site, it is resistant to digestion. A second transformation is then used to isolate the 
individual transformant carrying the mutated DNA. Mutan-Super Express Km Site-
Directed Mutagenesis System also depends on a selection system. PCR is performed 
using an oligonucleotide containing the desired mutation and a selection primer to 
revert the amber mutations on the kanamycin-resistant gene present in the plasmid. 
When the nicked DNA is transformed into supo E. coli strain, the nick is repaired, 
and then transformants containing a site-specific mutation can be obtained after 
culturing in the media containing kanamycin.

Kits in category FII and FIII rely on assembling PCR fragments, using either 
Gibson Assembly (FII) or in vitro recombination (FIII). These kits are more effi-
cient for performing mutagenesis at multiple sites.

Recently, Agilent Technologies introduced a new product termed QuikChange 
HT Protein Engineering System. This system capitalizes on Agilent’s capability of 
synthesizing long oligonucleotides (~150 bases). The workflow consists of three 
steps: (1) select one or more 50-amino acid mutational region in a protein sequence, 
design a set of oligonucleotides containing desired modifications (random muta-
tions, site-specific mutations, or combinatorial mutations), and place the oligo 
order; (2) amplify each oligo set with a pair of primers; and (3) perform QuikChange 
mutagenesis with each amplified oligo set. This system does offer multiple advan-
tages, including elimination of codon redundancy and bias. Further, this system is 
more economical compared to a synthetic library.

8.3.3  DNA Recombination

Invented by Stemmer, preparation of a shuffled DNA library involves DNA 
 fragmentation by DNase I followed by fragment assembly via PCR [65]. Besides 
Stemmer shuffling (or DNA shuffling) [65], there is a host of other DNA recombina-
tion methods, which include Staggered Extension Process (StEP) [66], Incremental 
Truncation for the Creation of Hybrid Enzymes (ITCHY) [67], Sequence Homology-
Independent Protein Recombination (SHIPREC) [68], In Vivo Shuffling [69], 
Combinatorial Libraries Enhanced by Recombination in Yeast (CLERY) [70], 
Nonhomologous Random Recombination (NRR) [71] etc. StEP is frequently used to 
combine beneficial mutations found in random mutagenesis experiments. ITCHY 
and SHIPREC are, in principle, identical. Both methods allow creating chimeras of 
one crossover from two nonhomologous sequences. Contrary to most DNA recom-
bination methods, In Vivo Shuffling and CLERY rely on recombination within E. coli 
and yeast,  respectively. NRR, even though a more laborious process, is homology 
independent and enables creating chimeras of more than one crossovers.

In comparison with random mutagenesis and focused mutagenesis, we see far 
less molecular techniques being developed for DNA recombination. Lehtonen et al. 
reported a minor change to Stemmer protocol [71] by using the Gateway cloning 
procedure directly after the gene reassembly reaction, without additional purifica-
tion and amplification.
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8.3.3.1  Commercial Kits for DNA Recombination
The only commercial kit available for DNA recombination is the JBS DNA-
Shuffling Kit (Jena Biosciences), which in essence adopted the principle of the 
Stemmer protocol [65]. It can be applied for recombination of gene fragments origi-
nating from one or several related genes. When used for single-gene shuffling, only 
one gene is digested and subsequently reassembled resulting in point mutations at a 
mutation frequency of 7 nt/kb.

8.3.4  Key Milestones and the Trends in the Development 
of Genetic Diversity Creation Methods

We consider it appropriate to end this book chapter with a reflection on the key 
milestones in the field of genetic diversity creation. In Fig. 8.3, we cherry-pick some 
methods that, in our opinion, are transformative or disruptive technologies for creat-
ing gene libraries. In the 1960s, Sol Spiegelman and coworkers demonstrated how 
RNA molecules could be evolved in the test tube [72]. This seminar work is widely 
acknowledged as the first in vitro Darwinian evolution experiment that paved the 
way for the many directed evolution experiments that followed [73]. In the 1970s, 
Michael Smith demonstrated oligonucleotide-directed mutagenesis, laying the 
groundwork for focused mutagenesis [48]. It is fair to say that all DNA assembly 
methods and methods for creating genetic diversity, applied today, rely on PCR and 
Kary Mullis’s contribution shall not be forgotten [74]. The Nobel Prize in Chemistry 
1993 was awarded “for contributions to the developments of methods within DNA-
based chemistry” jointly with one half to Kary Mullis “for his invention of the PCR 
method” and with one half to Michael Smith “for his fundamental contributions to 
the establishment of oligonucleotide-based, site-directed mutagenesis and its devel-
opment for protein studies.” Leung’s epPCR protocol [39] and Stemmer’s DNA 
shuffling [65] are still popular and widely used in many laboratories, despite being 
reported more than 20 years ago. In 1996, QuikChange was published [49], a highly 
influential technique that has inspired the development of many focused mutagen-
esis methods and commercial kits [2]. Huimin Zhao and Frances Arnold reported 
StEP in 1998 [66], an extremely convenient approach to recombine point mutations. 
Stemmer and Arnold were awarded the Draper Prize 2011 for their contribution to 
directed evolution. ITCHY was reported in 1999 to create combinatorial fusion 
libraries between genes in a manner that is independent of DNA homology [67]. In 
2000, the Mutazyme kit was commercialized, and it remains a popular kit to com-
plement epPCR [75]. Two years later, David Liu and coworkers published the NRR 
that enabled DNA fragments to be randomly recombined in a length-controlled 
manner without the need for sequence homology [76]. In 2004, we reported SeSaM 
method to enrich the occurrence of transversion mutations and consecutive nucleo-
tide substitutions in a random mutagenesis experiment [47]. TriNEx was published 
4 years later for trinucleotide exchange using an in vitro transposition approach 
[44]. In 2015, Agilent released its QuikChange HT Protein Engineering System.
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The timeline in Fig. 8.3 and the survey we have conducted allow us to spot a 
few trends: (1) The pace of new method development will continue to be dictated 
by the capability of oligonucleotide synthesis (length, accuracy, trimer phosphor-
amidite), the discovery of new enzymes for molecular biology, and the creativity 
of researchers. (2) Genetic diversity creation methods will constantly be modified 
to be compatible with more efficient cloning methods (e.g., Gibson Assembly, 
Gateway cloning, In-Fusion). (3) Methods for single-gene mutagenesis will be 
replaced by those for mutating multiple genes or DNA elements (e.g., promoter, 
RBS). (4) E. coli-based methods will continue to dominate, but yeast-based meth-
ods will emerge to be equally powerful. (5) High-throughput mutagenesis meth-
ods (e.g., QuikChange HT Protein Engineering System) will eventually catch up 
in terms of its usage frequency. (6) We envisage to see more automation in the 
preparation of a gene library.

 Conclusion
Genetic diversity creation is a rigorous field of research. It has never been stag-
nant, and we are flooded with a constant stream of new developments, making it 
extremely difficult to keep up to date. This chapter has, hopefully, provided some 
convenience and useful guides for readers.
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Resurrected Ancestral Proteins 
as Scaffolds for Protein Engineering

Valeria A. Risso and Jose M. Sanchez-Ruiz

Abstract
High stability and enhanced promiscuity (likely linked to conformational flex-
ibility/diversity) contribute to evolvability and are advantageous features in 
protein scaffolds for laboratory-directed evolution and molecular design. 
Furthermore, the two features are not necessarily incompatible, and proteins 
may simultaneously be promiscuous/flexible and highly stable. In fact, it 
appears plausible that the combination of the two features was not uncommon 
among the most ancient proteins because (i) ancient life was likely thermo-
philic and (ii) ancient proteins were likely promiscuous generalists with broad 
functionalities. Phylogenetic analyses allow the reconstruction of ancestral 
sequences and provide an approach to explore the properties of ancient pro-
teins. High stability and promiscuity have been often found for proteins 
encoded by reconstructed ancestral sequences, i.e., for “resurrected” ancestral 
proteins. The combination of the two features, i.e., the ancestral hyperstable 
generalist phenotype, has actually been obtained in recent studies. Ancestral 
protein resurrection thus emerges as a useful source of scaffolds for protein 
engineering.
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9.1  A Very Brief Introduction to Ancestral Protein 
Resurrection

The possibility of deriving plausible approximations to ancient protein sequences 
from the known sequences of modern proteins was originally proposed by Pauling 
and Zuckerkandl in the 1960s [106]. It remained, however, a theoretical idea until 
the 1990s, when (i) advances in bioinformatics and the increasing availability of 
protein sequences facilitated the reliable reconstruction of ancestral sequences and 
(ii) advances in molecular biology methodologies allowed the preparation in the 
laboratory (i.e., the “resurrection”) of the corresponding encoded proteins.

Derivation of ancestral sequences involves a phylogenetic analysis based on an 
alignment of modern protein sequences and maximum likelihood or Bayesian esti-
mation of the sequences at the nodes of the phylogenetic tree. The reader is referred 
to recent excellent reviews for detailed accounts of the procedures involved [13, 27, 
91, 94, 127]. Nevertheless, an intuitive feeling about the process can be gained by 
drawing an analogy with the reconstructions of extinct languages performed by 
historical linguists since the late eighteenth century (Fig. 9.1). Knowledge of a 
given word in several modern related languages can be used, together with plausible 
models of word evolution, to derive a plausible reconstruction of the corresponding 
word in the common ancestor languages [6, 21]. Extinct languages (known as pro-
tolanguages) have been thus reconstructed, including Proto-Germanic and Proto- 
Indo- European (the common ancestor of Indo-European languages). Likewise, a 
protein sequence can be viewed as a word written using an alphabet of 20 words, 
and, therefore, the sequences (“words”) for a set of homologous proteins, together 
with a model of protein evolution, can be used to reconstruct the sequence of the 
common ancestor protein (i.e., the “ancestral word”).

9.2  Experimental Validation of Ancestral Protein 
Resurrection: Phenotypic Robustness and Evolutionary 
Narratives

Ancestral sequence reconstruction is an unavoidably uncertain task due to a number 
of reasons: the evolutionary models used are necessarily simple (for instance, time-
invariant amino acid substitution matrices are typically used and site coevolution is 
typically neglected), the set of modern sequences used as input for the analysis 
might not be a fair representation of the extant (modern) sequence diversity, hori-
zontal gene transfer processes may complicate phylogenetic analysis, gene duplica-
tion events may add uncertainty by preventing a direct comparison of the tree 
derived from the sequence alignment with known organisms phylogenies, etc.

It appears reasonable, therefore, to ask how reconstructed ancestral sequences 
and the corresponding “resurrected” ancestral proteins (i.e., the proteins encoded by 
the reconstructed sequences) can be validated. In this context, two important points 
must be noted: (1) bioinformatics procedures used for ancestral sequence recon-
struction do not provide just a single reconstructed sequence for each phylogenetic 
node. Rather, they return for each position a vector with the probabilities of being 
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Fig. 9.1 Reconstructing words from extinct languages versus reconstructing sequences of pro-
teins from extinct organisms. (a) Language tree for Austronesian languages. The words for “sky” 
and “five” in modern Austronesian languages were used [21] to reconstruct the corresponding 
words in the extinct languages Proto-Austronesian, Proto-Malayo-Polynesian (Proto-MP), and 
Proto-Eastern-Polynesian (Proto-EP) (Reprinted, with permission, from Atkinson [6]). (b) Section 
of a tree derived from the phylogenetic analysis of an alignment of sequences of extant  
(i.e., modern) class A β-lactamases. The complete tree is shown in Fig. 9.2, while only the section 
corresponding to enterobacteria is shown here. Sequences of lactamases from modern organisms 
were used [109] to reconstruct the sequences of the lactamases at the internal nodes. These internal 
(ancestral) nodes correspond to extinct organisms (ENCA stands for the common ancestor of 
enterobacteria). For illustration, only the sequence for residues 181–185 is shown (the complete 
sequences of 262 residues were reconstructed at all the internal nodes). Note that ancestral 
sequence reconstruction is a broad-scale phylogenetic procedure that simultaneously and consis-
tently reconstructs the sequences of all the nodes in a phylogenetic tree from the information 
contained in all the extant sequences. Therefore, the reconstructed sequence at the ENCA node is 
“affected” by the sequences at all the nodes in the tree (not only by the sequences “below” the 
node). Note also that reconstructed ancestral sequences may substantially differ from consensus 
sequences [110]. The residue at position 185 is reconstructed as A in ENCA lactamase, while the 
consensus of the six modern lactamase sequences below ENCA is S at position 185

the ancestral for the 20 amino acids. While for each node a “most probabilistic” 
sequence can thus be defined as the sequence with the most probable amino acid at 
each position, alternative representations can be easily constructed by, for instance, 
Monte Carlo sampling of the amino acid probabilities. In a certain sense, ancestral 
sequence reconstruction procedures lead to an ensemble of statistically plausible 
sequences at each phylogenetic node. (2) Obviously, the claim in the field is not that 
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the existed sequences of the proteins that existed millions or billions years ago can 
be recovered but, rather, that the properties of the proteins encoded by the recon-
structed sequences (the laboratory resurrected proteins) may provide a useful 
approximation to the ancestral protein properties. In short, the claim in the field is 
that the ancestral protein phenotype (the protein properties) may be to some extent 
recovered. Therefore, as elaborated below in some detail, validation is performed at 
the protein phenotype level.

The outcomes of ancestral sequence reconstruction are routinely tested for phe-
notypic robustness. Briefly, several sequence representations of the protein at a 
given node are “resurrected” in the laboratory and studied in terms of relevant prop-
erties (stability, catalysis, etc.). The most probabilistic sequence and several alterna-
tive sequences are typically studied. The desired result is, of course, that the same 
or similar properties are obtained for different members of the ancestral sequence 
ensemble. At a more general level, the properties of the resurrected proteins for dif-
ferent phylogenetic nodes must “tell” a convincing evolutionary story or, to use the 
common jargon in the field, a convincing evolutionary narrative. A specific example 
will suffice to illustrate the point. In one of the first experimental ancestral resurrec-
tion studies [69], Benner and coworkers addressed the laboratory resurrection of 
ancestral ribonucleases for the artiodactyl lineage (the order of mammals to which 
sheep, deer, camel, pig, and ox belong). They found the resurrected proteins to dis-
play the substrate scope expected for digestive ribonucleases, but only up to the 
node corresponding to the common ancestors of ruminants. “Older” ribonucleases, 
in fact, showed enhanced activity toward non-digestive substrates. The ancestral 
resurrection exercise of Jermann et al. [69] thus supported that digestive ribonucle-
ases originated at about 40 million years when a non-digestive ribonuclease was 
recruited for ruminant digestion, a scenario fully consistent with the lowering of 
temperatures at the end of the Eocene, the concomitant widespread emergence of 
grasses as a source of food, and the appearance of ruminant herbivores. This corre-
lation between the molecular and paleontological records provides clear support for 
the ancestral ribonuclease resurrection exercise at the phenotype level [13, 69].

In view of the above, one ideal scenario for ancestral sequence reconstruction 
would involve that the following results hold: (1) the tree derived from the analysis of 
the alignment of modern sequences is reasonably close to accepted organismal phy-
logenies, and, in case that paralogous proteins are included, the tree is also consistent 
with reasonable hypotheses regarding the corresponding gene duplication events; (2) 
phenotypic robustness is demonstrated by the congruence of the biophysical proper-
ties of the proteins encoded by several alternative resurrections at key nodes (obtained 
from random sampling of the posterior probability, alternative tree topologies below 
the node, etc.); (3) the biophysical properties determined for the resurrected proteins 
provide convincing evolutionary narratives that correlate the paleontological and 
molecular records of life and reveal relevant evolutionary adaptations.

A recently reported [109] laboratory resurrection of ancestral forms of the anti-
biotic resistance enzyme β-lactamase approaches to some extent the ideal scenario 
described in the preceding paragraph. A set of sequences providing a uniform cover-
age of the phyla in Bacteria was used as starting point of the ancestral sequence 
reconstruction exercise (Fig. 9.2). Sequences from clinical isolates were excluded 
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Fig. 9.2 Hyperstability and promiscuity in laboratory resurrections of Precambrian β-lactamases 
[109]. (a) Tree derived from the phylogenetic analysis of an alignment of 75 sequences of modern 
lactamases. The tree is close to an accepted phylogeny of the organisms and, therefore, sequence 
reconstruction targeted well-defined Precambrian nodes: ENCA (common ancestor of enterobac-
teria), GPBCA (common ancestor of gammaproteobacteria), GNCA (common ancestor of various 
Gram-negative bacteria), and PNCA (common ancestor of various Gram-positive and Gram- 
negative bacteria). (b) Biophysical properties of laboratory resurrection of Precambrian lacta-
mases. Denaturation temperature and the ratio of catalytic efficiencies for the degradation of 
cefotaxime (a third-generation antibiotic) and penicillin are plotted against the age of the targeted 
Precambrian nodes. Note that the ancestral PNCA and GNCA lactamases display efficient cataly-
sis of both antibiotics (kcat/KM around 105 M−1 s−1 for penicillin and cefotaxime), while the modern 
TEM-1 lactamase is a penicillin specialist
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from the set to avoid interference in the reconstruction process from recent evolu-
tion during the antibiotic era. The inferred phylogenetic tree was reasonably close 
to an accepted organismal phylogeny, indicating limited interference from horizon-
tal gene transfer. Phenotypic robustness was supported by stability and antibiotic 
degradation determinations on the proteins encoded by several alternative recon-
structions of the lactamase corresponding to the last common ancestor of Gram- 
negative bacteria (an organism that inhabited Earth about 2 billion years ago). 
Finally, the biophysical properties of the resurrected ancestral lactamases provided 
convincing evolutionary narratives: (1) lactamase stability, as probed by the value of 
the denaturation temperature, increased by many degrees (30–35 °C) upon “travel-
ing back in time” 2–3 billion years. Furthermore, such change in stability was found 
to correlate with estimates of ancestral ocean temperatures derived from isotopic 
composition of cherts, supporting lactamase adaptation to environmental tempera-
tures over geological time scales. (2) Patterns of antibiotic degradation activities for 
the resurrected ancestral lactamases conformed to the expected evolutionary transi-
tion from promiscuous generalists to specialist enzymes, and the estimated time for 
the emergence of penicillin specialists roughly matched the divergence time of 
fungi (about 1.2 billion years before present).

Certainly, ancestral sequence reconstruction does not need to conform to “ideal 
scenarios” to be useful. This would be particularly true if the purpose of the ances-
tral reconstruction exercise is to obtain scaffolds for protein engineering. The goal 
in this case would be the preparation of proteins with useful properties from an 
engineering point of view (such as high stability or catalytic promiscuity), and, 
therefore, the degree of phenotypic correspondence of the laboratory resurrected 
proteins with the proteins that actually existed millions or billions of years ago 
would be a secondary concern. We will return to this issue in several sections of this 
chapter.

9.3  Ancestral Protein Resurrection Has Been Used 
in the Last ~20 Years to Address Important Issues 
in Molecular Evolution

Resurrected ancestral proteins have been used in the last 20 years or so mostly as 
“tools” to explore evolutionary hypotheses and processes that would have been 
 difficult to address otherwise. Early work has been summarized in excellent reviews 
[13, 52, 53, 94]. Here we will only provide a list of recent applications to convey to 
the reader the “flavor” of the field. Ancestral protein resurrection has been recently 
used to study molecular adaptations to changing environmental conditions over 
planetary time scales [2, 42, 107, 109]; the origin of thermophily [57]; the evolution 
of complexity in biomolecular machines [36]; the evolution of divergent DNA spec-
ificities in paralogous transcription factors [60]; the evolutionary effects of epistatic 
interactions across molecular interfaces [4]; the molecular mechanisms of evolution 
of new functions [105]; the degree of conservation of protein structure over long 
geological time scales [64]; the origin of detoxifying enzymes [11]; the role of gene 
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duplication in evolutionary innovation [130]; the characterization of the evolution-
ary events leading to gene silencing [85]; the determination of the time at which our 
ancestors were exposed to alcohol in the diet [23]; the degree of conservation of 
site-specific amino acid preferences over evolutionary history [111]; the evolution 
of protein conformational dynamics [145]; the historical trajectory, timing, and 
mechanisms of evolution of a new protein function important to organized multicel-
lularity in diverse animal phyla [5]; the mechanism for the de novo emergence of a 
functional lectin β-propeller from short motifs [122]; the molecular origin and adap-
tive changes in the visual system of mammals [16]; and the adaptive evolution of 
binding specificity in solute-binding proteins [26].

9.4  Recent Work Suggests the Biotechnological Potential 
of Resurrected Ancestral Proteins

As described in the preceding section, resurrected ancestral proteins have been 
mostly used as tools in molecular evolution studies. It has emerged from very recent 
studies, however, that resurrected ancestral may often display the biophysical fea-
tures (high stability, substrate and catalytic promiscuity linked to enhanced confor-
mational flexibility/diversity) that are likely to contribute to protein evolvability and 
that are, therefore, advantageous in scaffolds for molecular design and laboratory- 
directed evolution. These useful ancestral properties should not come as a surprise. 
High stability in resurrected ancestral proteins is likely a consequence of the prob-
able thermophilic character of ancient life. Likewise, promiscuity upon ancestral 
resurrection is to be expected if ancient proteins, unlike many modern proteins, 
were generalists with broad specificities. In the following sections, we expound on 
the evolutionary origin and usefulness in engineering of the typical ancestral 
phenotype.

9.5  High Stability Should Contribute to Protein Evolvability

Protein stability is often described as being marginal. The prevalent view in mod-
ern literature is that marginal protein stability is not adaptive. That is, high stabil-
ity does not necessarily impair function (by, for instance, making the protein more 
“rigid”). In fact, the simplest and widely proposed explanation of marginal pro-
tein stability involves two straightforward assumptions: (1) evolution of protein 
stability can be described in terms of an evolutionary stability threshold, in the 
sense that mutations that bring stability below the threshold compromise organ-
ism survival are rejected (purifying selection), while mutations that keep stability 
above the threshold are essentially neutral. (2) Most mutations in a protein are 
destabilizing, and, consequently, available protein sequences become scarcer as 
stability is increased. The combined effect of these two factors should make pro-
tein stability to fluctuate slightly above the threshold during evolution [15, 18, 47, 
120, 126].
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In a protein engineering scenario, marginal stability obviously limits protein 
evolvability because many functionally useful mutations are destabilizing (since 
most mutations are destabilizing anyway) and would compromise proper folding. 
On the other hand, a substantial number of those mutations would become available 
to molecular design or laboratory-directed evolution if the background scaffold has 
been stabilized [17, 77, 90, 95].

9.6  Why We Should Expect to Obtain Proteins 
with Enhanced Stability upon Ancestral Resurrection 
Targeting Very Ancient Phylogenetic Nodes

The reason is simply that ancient life was likely thermophilic and proteins from 
thermophilic organisms are expected to display enhanced stability. The several pro-
posed scenarios and experimental analyses that are consistent with ancient life 
being thermophilic are summarized below:

 1. Evidence from ribosomal RNA sequences suggested the thermophilic character 
of the earliest branches of the tree of life [135].

 2. Estimates of ancestral ocean temperatures derived from the isotopic composition 
of cherts suggest that late Hadean/Archaean ancestral oceans that hosted life 
were hot [79–81, 112].

 3. High levels of CO2 may have contributed to make the Archean climate much 
warmer than today [72]. See, however, point 4 below.

 4. While some analyses [123] disfavor high levels of traditional greenhouse gasses 
in the primitive Earth, recent work [73, 140] has demonstrated that nitrogen and 
hydrogen may have served as greenhouse gasses under particular conditions and 
would have helped to maintain high Archaean temperatures.

 5. Primordial life may have flourished in hydrothermal vents on the ocean floor [86, 
93].

 6. Perhaps, only the “tougher,” thermophilic organisms could survive catastrophic 
impact events in the young planet (“impact bottleneck” scenarios) [100, 121].

 7. Experimental studies on the temperature dependence of the rates of nonenzy-
matic reactions suggest that a massive thermal acceleration of the emergence of 
primordial chemistry was required to set the stage for enzyme evolution to get 
started [125, 138, 139].

9.7  Ancestral Protein Resurrection Targeting Precambrian 
Phylogenetic Nodes Often Leads in Fact to Highly 
Stable Proteins

If ancient life was thermophilic, as suggested by the evidence summarized in the 
preceding section, ancient proteins should have been highly stable. Consequently, 
ancestral sequence reconstruction targeting “old” Precambrian nodes (in particular 
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“very old” Archaean nodes) could be expected to lead to proteins with substantially 
enhanced stability as compared with their modern counterparts. Indeed, several 
recent ancestral resurrection exercises are consistent with this expectation. 
Denaturation temperatures for laboratory resurrections of Precambrian elongation 
factors [42], thioredoxins [107], β-lactamases [109], and nucleoside diphosphate 
kinases [2] are up to about 30–35° higher than their modern homologs. Furthermore, 
for these four different families, plots of denaturation temperature versus age of the 
targeted phylogenetic nodes define a trend that mirrors the cooling of the oceans as 
inferred from the isotopic composition of cherts [80, 112]. These results are clearly 
consistent with the proposal that Archaean temperatures were higher than present 
average temperatures, that oceans cooled over geological time scales, and that pro-
tein stability, at least for the four systems mentioned above, followed the cooling 
trend. The overall congruence is, in fact, remarkable, given that the four protein 
systems included display different sizes, functions, and structures.

It must be recognized, of course, that some ancestral resurrection studies target-
ing Precambrian nodes have failed to achieve large increments in denaturation tem-
perature [54]. This is not too surprising, however, because, as we have elaborated in 
detail in Sect. 9.2, ancestral sequence reconstruction is an unavoidably uncertain 
task that should be convincingly validated at the phenotypic level (as, for instance, 
by the congruence of denaturation temperatures with estimated ancestral ocean tem-
peratures). Also, in some cases, denaturation temperatures for resurrected enzymes 
may correspond to local environments that do not always reflect global environmen-
tal temperatures. Furthermore, it is plausible that natural selection operates in many 
cases on the basis of protein kinetic stability [116], and enhanced kinetic stability 
may not necessarily translate into increased values of the equilibrium denaturation 
temperature or other metrics of thermodynamic stability (for a recent example, see 
[101]). In view of all this, it would perhaps be unrealistic to expect that all ancestral 
resurrection efforts lead to proteins with very high denaturation temperatures. On 
the other hand, if ancient life was thermophilic, we should expect a statistically 
significant trend toward substantially stabilized proteins when targeting Precambrian 
nodes in ancestral sequence reconstruction. This is in fact supported by the several 
experimental studies summarized in the preceding paragraph.

9.8  Is the Enhanced Stability of Resurrected Precambrian 
Proteins an Artifact of Ancestral Sequence 
Reconstruction?

About 10 years ago, Goldstein and coworkers reported an insightful computational 
analysis into the accuracy of ancestral reconstruction methods [132]. They per-
formed population evolution simulations using an off-lattice protein model with a 
fitness function related to protein stability. Their results supported that ancestral 
reconstruction methodologies (maximum parsimony and maximum likelihood, in 
particular) that reconstruct the “best guess” amino acid at each position may sub-
stantially overestimate ancestral protein stability (the problem appeared to be less 
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acute with Bayesian methodologies). The work of Goldstein and coworkers [132] 
has been sometimes used to argue that the stability enhancements often observed for 
resurrected proteins are artifacts inherent to ancestral sequence reconstruction pro-
cedures. This interpretation, however, hardly applies to the large stabilizations 
observed upon Precambrian protein resurrection [2, 42, 107, 109], as the corre-
sponding increments in denaturation temperature are very large. They are, in fact, 
much larger than (1) the increments in denaturation temperature typically obtained 
in protein engineering studies aimed at preparing stabilized variants and (2) the 
increments in denaturation temperature predicted by energetic biases reported by 
Williams et al. [132]. We elaborate these two points below in some detail:

 1. Figure 9.1 in the review paper of Wijma et al. [133] shows a statistics of the dena-
turation temperature increments obtained through protein engineering of enzymes. 
Original data are taken from literature reports for the 2007–2012 period. It is clear 
from the inspection of the figure that Tm enhancements by mutagenesis are typi-
cally in the 2–15° range. Only two specific studies, with ΔTm = 35° and ΔTm = 45°, 
report increments comparable to those obtained by Precambrian protein resurrec-
tion. Actually, the ΔTm = 35° data point in Fig. 9.1c corresponds to resurrected 
Precambrian thioredoxins [107]. The ΔTm = 45° increment was reported [31] for 
an engineered variant of terpene synthase that originally displayed a very low 
denaturation temperature, a fact that may have facilitated stabilization by muta-
tion. Overall, the ΔTm values often obtained through Precambrian protein resur-
rection are much larger than those typically achieved through engineering. It is 
difficult to envision how simple methodology biases could produce stability 
enhancements that are larger than those obtained on the basis of sophisticated 
computational approaches and/or efficient directed evolution.

 2. In their computational analyses into the accuracy of ancestral reconstruction 
methods, Williams et al. [132] reported a bias of 1.5 kcal/mol in unfolding free 
energy for reconstructions based on maximum likelihood (biases for reconstruc-
tions based on maximum parsimony and, in particular, Bayesian inference were 
reported to be smaller). As a first approximation, changes in unfolding free 
energy (ΔΔG) can be translated into changes in denaturation temperature by 
using the well-known Shellman equation [117], ΔTm = ΔΔG/ΔS, where ΔS is 
the unfolding entropy change. ΔS values can be estimated from the size of the 
protein from known structure-energetic correlations [113]. Specifically, for a 
temperature of 60 °C, the unfolding entropy change scales with protein size 
according to ΔS≈2.1·NRES cal·K−1·mol−1, where NRES is the number of amino 
acid residues. This gives ΔS values of 0.21, 0.42, and 0.63 kcal K−1·mol−1 for 
proteins of 100, 200, and 300 residues, respectively. Application of Shellman 
equation with ΔΔG = 1.5 kcal/mol then gives denaturation temperature incre-
ments of 7.1, 3.6, and 2.4 for 100, 200, and 300 residues. These values are con-
sistent with the estimate (about 6°) given by Williams et al. [132] using the 
thermodynamic data for T4 lysozyme unfolding. While these are obviously 
“back-of-the-envelope” calculations, it is clear that the stability overestimation 
in ancestral reconstruction discussed by Williams et al. [132] is expected to lead 
to increments in denaturation temperature of a few degrees, substantially smaller 
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than the increments of 30–35° found in several Precambrian resurrection studies 
[2, 42, 107, 109].

9.9  Enzyme Promiscuity Is a Convenient Feature 
in Biotechnological Application Scenarios

Textbooks sometimes picture enzymes as being highly specific and enormously effi-
cient catalysts. This description, while valid in general terms, is perhaps an excessive 
simplification. Certainly, enzymes can achieve rate enhancements of many orders of 
magnitude with respect to the non-catalyzed reactions [136, 137]. Still, the catalytic 
efficiency of most enzymes is substantially lower than the maximum attainable rate, 
the so-called diffusion limit [10]. Regarding specificity, many proteins can actually 
carry out several functions [7, 20, 28, 35, 74–76, 78, 102, 142]. Often, an enzyme 
shows one clear primary activity, together with some other low- level “secondary” 
activities involving substrates and/or chemical transformations similar to those 
involved in the primary activity. Furthermore, some enzymes can efficiently perform 
a variety of related functions (the detoxification enzyme glutathione transferase is a 
paradigmatic example: [144]) or even clearly differentiated functions linked to dif-
ferent active sites, a type of promiscuity often referred to as “moonlighting.”

However, even the most common low-level, secondary promiscuous activities 
are interesting from a biotechnological point of view [62, 74, 102]. Enzymes are 
being increasingly employed in the industry (Chap. 19 in [48, 114]) since their use 
as technological catalysts often replaces traditional processes based on chemicals 
that are typically inefficient in terms of the use of energy and natural resources. 
Unfortunately, biotechnological applications of enzymes are, in principle, severely 
limited to their natural activities, while many technological applications require 
catalysis of nonnatural reactions. However, some “nonnatural” reactions can actu-
ally be subject to enzyme catalysis, albeit as promiscuous activities. Certainly, in 
most cases, these secondary catalysis levels are very low. Still they can be used as 
“seeds” or backgrounds for the preparation of catalytically efficient engineered 
variants through rational design or, more often, laboratory-directed evolution. In 
this way, enzymes can be engineered to catalyze chemical reactions that, while 
related to their primary activities, differ from them in terms of the substrate degraded, 
the product obtained, and the chemical transformation achieved. In short, promiscu-
ity expands the scope of technological applications of enzymes.

9.10  Why We Should Expect Many Proteins Encoded 
by Reconstructed Ancestral Sequences 
to Be Promiscuous

Two lines of reasoning suggest that promiscuity should be a common outcome of 
ancestral protein resurrection: (1) primordial enzymes were likely promiscuous 
generalists, and such ancient promiscuity is likely to be recovered upon sequence 
reconstruction targeting very ancient phylogenetic nodes; (2) most models of gene 
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duplication evolution predict that the ancestral single-copy gene had more functions 
than the evolved daughter copies, and, therefore, sequence reconstruction targeting 
pre-duplication nodes is expected to often yield promiscuous proteins. We elaborate 
on these two scenarios below:

 1. A substantial number of modern enzymes are highly efficient specialists, capa-
ble to enhance the rate of a very specific chemical reaction by many orders of 
magnitude [136, 137]. Such high degree of specialization is clearly the product 
of natural selection operating over evolutionary time scales. There is, therefore, 
wide agreement [9, 30, 32, 41, 67, 68, 75, 76, 104, 145] that many ancient 
enzymes were promiscuous generalists with broad functionalities and that many 
proteins have evolved from generalists into specialist during evolution. The 
fundamental idea was most clearly expressed by Roy Jensen in a highly influ-
ential article [68]. He pointed out that primordial life was likely restricted to 
limited genetic information that encoded a small number of proteins. Therefore, 
primitive enzymes likely possessed broad functionalities, thus maximizing the 
catalytic versatility of the cell under limited enzyme resources. Subsequently, 
gene duplication (see below) provided the opportunity for the “luxury of 
increased specialization and the improved metabolic efficiency” [68]. According 
to this view, the low-level, secondary promiscuous activities detected for many 
modern enzymes would be a vestige of the broad functionality of their protein 
ancestors, and sequence reconstruction targeting very old nodes should often 
recover enzymes with enhanced promiscuity.

 2. Gene duplication is the origin of most new genes and likely underlies the origin 
of most new functions. Not unexpectedly, many models of evolution of gene 
duplication, when applied to enzymes, suggest multifunctional (promiscuous) 
ancestors. As famously discussed by Ohno [103], duplication generates redun-
dant gene copies, and if gene dosage is not crucial, one copy can evolve free 
from functional constraints, while the ancestral function is maintained in the 
other copy through purifying selection. The copy that is free to evolve could 
occasionally accept mutations that generate a new function. This simple neo- 
functionalization model faces, however, several problems. The most obvious one 
is that accumulation of neutral mutations is likely to render nonfunctional the 
gene copy that is freed from constraint before it can acquire a new function with 
adaptive value. That is, in the simple model, nonfunctionalization (pseudoge-
nization) would be far more likely than neo-functionalization, and it would not 
be clear how the large numbers of functional paralogous genes found in living 
organisms could have originated. Several alternative models have been proposed 
to solve this conundrum. In the escape from adaptive conflict (EAC) model [29, 
56], the single-copy gene is supposed to be selected to perform a new function 
while maintaining the ancestral function. While moderate increments in the new 
function might perhaps occur without seriously compromising the ancestral 
function [1, 41], large improvements may not be possible, however, because of 
the concomitant detrimental effects on the ancestral function. Gene duplication 
provides an escape from this conflict, as one copy is free to improve the new 
function while the other can improve the ancestral function. In this way, each 
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copy specializes in one of the functions, while the ancestral gene prior to dupli-
cation was bifunctional. In the duplication-degeneration-complementation 
(DDC) model [39], both genes resulting from duplication experience degenerat-
ing mutations that cause loss of function, i.e., sub-functionalization. In the quan-
titative sub-functionalization version of the model [50], there is one single 
function, and the duplicates are maintained because their lower function levels 
impose that the two copies are required to reach the level of the ancestral gene. 
In the qualitative sub-functionalization version of the DDC model [50, 61], on 
the other hand, the ancestral gene has two different functions that are indepen-
dently mutable. Degeneration after duplication causes complementary loss of 
function in the duplicate genes. Each copy thus becomes specialized in one func-
tion through degeneration of the other function, while the pre-duplication ances-
tral gene had the two functions (i.e., the functions present in the ancestral gene 
are partitioned between the two descendant duplicates). By contrast with the 
EAC and DDC models, the innovation-amplification-divergence (IAD) model 
(or adaptive radiation model) [14, 40] proposes that the duplication step is not 
neutral. This model still assumes more than one function in the parent gene with, 
perhaps, one major original function and one (or several) minor side activities. 
At a certain point one of the side functions may become valuable (due to a 
change in ecological niche, for instance). Since duplication and amplification 
events are far more common than improvement by point mutations [14], the 
requirement for increased levels of the side activity will be more likely met in the 
first place by amplification of the original gene. Subsequently, however, the pos-
sibility of improvement by point mutation is increased because of the presence 
of several extra copies of the gene that act as mutational targets. Improvement in 
one copy brings about relaxation on the other copies, and these could then be 
removed from the population in such a way that the required level of the new 
function is eventually provided by one copy of the gene. Since optimization of 
the new function is likely detrimental for the original one, selection will maintain 
one copy with the original major function.

The three well-known models we have described above (EAC, DDC with quali-
tative sub-functionalization, and IAD) display one common feature: the ancestral 
pre-duplication gene has more functions than the evolved daughter copies. Certainly, 
we have not discussed all possible models of gene duplication evolution (for a more 
exhaustive catalog, see Table 1 in [65]). It is clear from the above discussion, how-
ever, that ancestral sequence reconstruction targeting pre-duplication nodes is likely 
to yield promiscuous proteins.

9.11  Ancestral Protein Resurrection Has Been Shown to Lead 
to Substrate Promiscuous Enzymes

In congruence with the proposal summarized in the preceding section, a number of 
ancestral reconstruction exercises have indeed led to substrate promiscuity in resur-
rected ancestral enzymes and/or provide evidence supporting the relevance of 
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ancestral promiscuous activities for enzyme evolution. Some of these studies are 
briefly described below.

Verstrepen and coworkers [130] noted the contrast between the large number of 
available theoretical models of enzyme evolution upon gene duplication (see Sect. 
9.10) and the scarcity of experimental evidence that could be used to decide between 
the different models. To alleviate this situation, they used ancestral sequence recon-
struction to gain experimental insight into the functional properties of the ancestral 
proteins encoded by pre-duplication genes. As a model system they chose the MALS 
gene family, which encodes modern α-glycosidases with diversified substrate speci-
ficities (including a variety of maltose and isomaltose analogues). They indeed 
found the protein encoded by the sequence reconstructed for the first pre- duplication 
enzyme to be promiscuous, being primarily active on maltose sugars but also show-
ing significant levels of activity for isomaltose substrates. Duplication events then 
produced enzymes in which subsequent mutations led to optimization of either 
maltose or isomaltose activity.

Barkman and coworkers [59] also addressed the fate of ancestral protein activi-
ties during evolution, but used as a model system the plant methyltransferases of the 
SABATH gene family. They used ancestral sequence reconstruction to explore 
functional divergence after gene duplication with respect to salicylic acid, benzoic 
acid, and nicotinic acid, the three substrates used by the modern enzymes for pro-
duction of substances involved in pathogen/herbivore defense and floral scent. Their 
results provided evidence for evolution through improved catalysis of ancestrally 
non-preferred substrates and overall supported the relevance of ancestral promiscu-
ous activities for enzyme evolution.

Risso et al. [109] reported a detailed biophysical and functional characterization 
of proteins encoded by reconstructed sequences corresponding to Precambrian 
nodes in the evolution of the antibiotic resistance enzyme β-lactamase (Fig. 9.2). 
While a modern TEM-1 β-lactamase is a penicillin specialist and shows rather low 
activity levels toward, for instance, third-generation antibiotics, resurrected ances-
tral β-lactamases for 2–3 billion years nodes were found to be moderately efficient 
promiscuous generalists, able to degrade both penicillin and third-generation antibi-
otics. This result does not imply, of course, the existence of third-generation lactam 
antibiotics (a human invention) in the Precambrian. It rather suggests, however, that 
ancestral lactamases had to hydrolyze a variety of substances, perhaps because 
ancient bacteria produced a diversity of antibiotics as a mechanism to obtain nutri-
ents by killing competitors [51] and lactamases arose as a defense device or perhaps 
because the older Precambrian lactamases were at Jensen’s generalist stage [68].

Sterner, Merki, and coworkers [108] have recently used ancestral protein resur-
rection to study the history of bifunctionality of a sugar isomerase form histidine 
biosynthesis (see, also, third paragraph in Sect. 9.13). They found evidence that the 
substrate promiscuity of the ancient HisA enzymes had persisted over 2 billion 
years at least, apparently without evolutionary pressure. This is a very interesting 
result because, in our view, it suggests that, for many protein systems, vestiges of 
Jensen’s generalist stage [68] may have “survived” over very long evolutionary 
periods.
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The issue of the persistence of ancestral promiscuity is also germane to the 
interpretation of a very recent study into the evolution of polar amino acid-bind-
ing proteins (AABPs). Clifton and Jackson [26] have characterized proteins 
encoded by reconstructed sequences corresponding to four nodes at which AABP 
subfamilies diverged. One of the resurrected proteins appeared to be an ineffi-
cient specialist that was only capable of low-affinity binding to one specific 
amino acid. The authors did not rule out the possibility that this result was due to 
errors in the sequence reconstruction process. The other three resurrected ances-
tral AABPs displayed a promiscuous capability to bind several amino acids. 
Comparison with the binding scope of the modern AABPs revealed two scenar-
ios. In one case, the evolutionary conversion of the ancestral promiscuous pro-
tein into a more specialized binder was apparent. In the two other cases, the 
modern AABP proteins displayed a binding scope similar to that of their resur-
rected ancestors. In view of these results, the authors [26] concluded that “the 
evidence that the ancient progenitors of modern proteins had a larger range of 
physiologically relevant functions in comparison with their descendants remains 
limited.”  However, it is plausible (see preceding section) that many ancient pro-
teins were generalists, and this is, in fact, supported by the outcomes of the sev-
eral ancestral resurrection studies summarized in this section, including the work 
of Clifton and Jackson [26] on ancestral AABPs. Furthermore, since many mod-
ern proteins are specialists, it is reasonable to expect that the generalist to spe-
cialist conversion has occurred often during evolution. However, there is no 
reason to believe that such conversion has occurred in all instances. It is of course 
conceivable that ancestral promiscuity has been retained (or modulated) in some 
cases, provided that such retention confers an adaptive advantage. Regardless of 
interpretation subtleties, however, it is relevant in the context of this chapter that 
a resurrected ancestral AABP has been used to make a robust genetically encoded 
sensor for arginine [134].

9.12  Ancestral Protein Resurrection Has Been Recently 
Shown to Lead to Catalytically Promiscuous Enzymes

The studies summarized in the preceding section provide examples of substrate 
promiscuity in resurrected ancestral enzymes. Substrate promiscuity in the catalysis 
of a given chemical reaction involves the capability of accepting substrates of dif-
ferent shape and size while maintaining the same basic structure for the transition 
state of the process. In contrast, catalytic promiscuity (that is, the catalysis of differ-
ent reactions by a given enzyme) requires the capability to accept different transi-
tion states.

Kazlauskas and coworkers have recently addressed the catalytic promiscuity of 
resurrected ancestral enzymes [30] using hydroxynitrile lyases as a model system. 
These enzymes catalyze the elimination of hydrogen cyanide from cyanohydrins 
and evolved from esterases about 100 million years ago likely as a mechanism of 
defense against herbivorous insects. The authors thus resurrected ancestral enzymes 
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corresponding to branch nodes in the divergence of hydroxynitrile lyases from 
esterases. While modern esterases and hydroxynitrile lyases show little catalytic 
promiscuity, almost all the resurrected ancestral proteins catalyzed both ester hydro-
lysis and cyanohydrin cleavage. This is a rather remarkable result because, although 
esterases and hydroxynitrile lyases share the α-/β-hydrolase fold and the catalytic 
serine-histidine-aspartate triad, the reaction mechanisms for the two catalyzed reac-
tions show substantial differences [30]: (i) ester hydrolysis involves an acyl inter-
mediate, while the elimination reaction catalyzed by hydroxynitrile lyases has no 
acyl intermediate; (ii) different leaving groups (apolar an polar, respectively) are 
generated in the hydrolysis and elimination reactions; (iii) there are different 
requirements regarding the binding of the carbonyl oxygen to the oxyanion hole. 
The astounding catalytic promiscuity of the resurrected ancestral enzymes was fur-
ther highlighted by their capability to catalyze, albeit slowly, reactions of enzymes 
in the α-/β-hydrolase family that are outside the phylogenetic nodes targeted for 
reconstruction (decarboxylation, Michael addition, γ-lactam hydrolysis, and 
1,5-diketone hydrolysis).

9.13  Conformational Flexibility/Diversity Provides a Likely 
Explanation for Modern and Ancestral Enzyme 
Promiscuity

Protein promiscuity involves their capability to interact with different binding tar-
gets, substrates, or transition states (in the case of catalytic promiscuity). Clearly, 
the protein needs to be able to “adapt” to a variety of molecules that may differ in 
size, shape, and interacting groups. A link between promiscuity and conformational 
flexibility is apparent [12, 67, 98, 145] and often interpreted in terms of induced-fit 
or conformational diversity models ([19, 131]; see also following section). A few 
illustrative examples of the relation between promiscuity and flexibility are pro-
vided below.

Ubiquitin is recognized by a diversity of proteins, and its flexibility is demon-
strated by the conformational heterogeneity in structures of different complexes and 
by conformational ensemble derived from the analysis of residual dipolar couplings 
[87]. Likewise, flexibility has been shown to allow the regulatory protein calmodu-
lin to bind and activate a large number of target enzymes [143].

Two related isomerization reactions in histidine and tryptophan biosynthesis are 
catalyzed in some actinobacteria by a single bifunctional protein, despite a differ-
ence of a factor of two between the sizes of the two substrates involved. Structural 
analysis shows the active site to be highly flexible, in such a way that two different 
and substrate-specific active-site environments become available [33].

Detoxification enzymes tend to be notoriously promiscuous, as they typically 
need to degrade a variety of toxic substances. Still, there may be differences in pro-
miscuity profile for related detoxification enzymes. The A1-1 isoform of cytosolic 
human glutathione S-transferase is highly promiscuous and can degrade a variety of 
structurally unrelated toxins. By contrast, the A4-4 isoform displays a preference 
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for lipid peroxidation products. X-ray crystallography, hydrogen/deuterium 
exchange, and fluorescence lifetime distribution analysis support that the local and 
global conformational flexibility/diversity is responsible for the much higher sub-
strate promiscuity of the A1-1 isoform [58].

The examples summarized above describe modern proteins that display promis-
cuity linked to conformational flexibility/diversity. Recent computational studies 
[145] support that conformational flexibility/diversity is also responsible for the 
fact that resurrected Precambrian β-lactamases are substrate promiscuous [109], as 
we have already mentioned in a preceding section. Specifically, perturbation-
response- scanning analyses based on replica-exchange MD simulations [145] sup-
ported that the modern TEM-1 β-lactamase has a rigid active site, plausibly 
reflecting an adaptation for efficient degradation of a specific antibiotic (penicil-
lin), while enhanced conformational flexibility accounts for the capability of the 
ancestral resurrected lactamases to bind and degrade antibiotic molecules of differ-
ent size and shape.

9.14  Conformational Flexibility/Diversity Should Contribute 
to Protein Evolvability

It is widely accepted that protein promiscuity and the concomitant conformational 
flexibility contribute to high protein evolvability, i.e., to the capability of the pro-
tein to evolve new functions. This point was eloquently made by James and 
Tawfik [67] on the basis of a conformational diversity description of protein flex-
ibility and will follow here the general argument provided by these authors. There 
is ample experimental and computational evidence that proteins in solution are 
best envisioned as ensembles of more or less diverse conformations [18, 19, 24, 
43, 44, 67, 71, 98, 128, 131, 145]. Such conformational diversity explains func-
tional diversity, as different conformations could perform different functions 
(related to the binding of different partners, substrates, or transition states) and 
furthermore suggest a simple molecular mechanism for the evolution of new func-
tions. For instance, while the major (highly populated) conformation of an enzyme 
catalyzes the conversion of the “natural” substrate, a minor (scarcely populated) 
conformation might catalyze the conversion of an alternative substrate. If, at some 
time, the latter process becomes consequential for organismal fitness, natural 
selection will bring about an improvement of the new function, likely through 
mutations that shift the conformational equilibria toward the conformation 
responsible for the new activity. The process will likely involve gene duplication 
as necessary step (see Sect. 9.10) to bypass the possible trade-off between the 
primary function and the new function.

Clearly, conformational flexibility/diversity contributes to protein evolvability in 
the sense that it provides the molecular basis for the existence of low-level promis-
cuous activities that can be enhanced during natural evolution and, in biotechnologi-
cal application scenarios, through laboratory-directed evolution. Furthermore, 
recent work supports that that conformational flexibility/diversity may facilitate the 
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emergence of totally new enzyme activities (i.e., linked to new active sties) in non- 
catalytic scaffolds. The only (to our knowledge) reported example [83, 97] of sim-
ple, single-mutation generation of de novo activities in non-catalytic scaffolds used 
calmodulin, a conformationally flexible protein ([143]; see also Sect. 9.13) as back-
ground. Screening of combinatorial libraries of proteins designed to fold into four- 
helix bundles led to proteins able to rescue various E. coli auxotrophs [37], and 
these de novo proteins were shown to be structurally dynamic [99]. An artificial 
RNA ligase obtained through screening of a very large naive library [119] displays 
enhanced conformational dynamics [25].

9.15  High Stability and Enhanced Conformational Flexibility, 
Likely Contributors to Protein Evolvability, Are Not 
Necessarily Incompatible Features

Both high stability and promiscuity/flexibility should contribute to evolvability 
(Sects. 9.5 and 9.14). It is important to note, therefore, that these two features are 
not necessarily incompatible, a statement that is illustrated by the several examples 
provided below.

As mentioned in Sect. 9.13, ubiquitin has been shown experimentally to display 
conformational diversity, likely a reflection of its promiscuous capability of being 
recognized by a large number of different proteins. Still, it is a highly stable protein 
with a denaturation temperature of about 90 °C at neutral pH [63].

Hydrogen exchange experiments demonstrated substantial conformational flex-
ibility in a highly stable rubredoxin from the hyperthermophile Pyrococcus furio-
sus, as conformational opening for solvent access was shown to occur in the 
milliseconds or faster time scale [55, 66]. Likewise, hydrogen exchange studies 
supported a higher degree of flexibility in a thermophilic α-amylase as compared 
with a mesophilic homolog [38]. Also, NMR studies on homologous mesophilic 
and thermophilic ribonuclease HI enzymes do not support that stable thermophilic 
proteins are more rigid [22], a conclusion that is reinforced by a number of compu-
tational studies (see [70] and references quoted therein).

Of course, the examples provided above should not be taken to imply that pro-
teins cannot be highly stable and conformationally rigid at the same time. They do 
support, however, that some highly stable proteins can also be conformationally 
flexible. This may perhaps come as a surprise to some readers because the notion 
that protein marginal stability is adaptive can still be found occasionally in the lit-
erature (for instance, [118]). According to this interpretation, low protein stability 
guarantees the degree of flexibility required for function. However, as we have elab-
orated in Sect. 9.5, marginal protein stability is not likely adaptive, but the outcome 
of natural purifying selection linked to an evolutionary stability threshold combined 
with the well-known fact that the number of available sequences decreases with 
increasing stability. Accordingly, it should be possible to enhance protein stability 
through laboratory evolution or engineering without compromising function. This, 
in fact, has been experimentally demonstrated in several studies [45, 96, 129].
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9.16  Plausibly, the Combination of High Stability 
and Promiscuity/Flexibility Was Not Uncommon 
Among the Most Ancient Proteins, and It Is, in Fact, 
Found in Several Resurrected Ancestral Proteins

As we have elaborated in preceding sections, enhanced stability and promiscuity/
flexibility contribute to protein evolvability and are not incompatible features. 
Ancient proteins may, therefore, have displayed both features simultaneously. This 
is, in fact, supported by the recent ancestral resurrection studies summarized below.

Some laboratory resurrections of several Precambrian thioredoxins [107] display 
denaturation temperatures 30–35° higher than their modern mesophilic counterparts 
and, at the same time, show enhanced activity in single-molecule assays of disulfide 
reduction. This likely reflects promiscuity because a nonnatural substrate is used in 
these single-molecule assays.

As previously noted (Fig. 9.2), laboratory resurrections of 2–3-billion-year-old 
β-lactamases [109] display denaturation temperatures 30–35° higher than their 
modern mesophilic counterparts and, at the same time, are moderately efficient pro-
miscuous enzymes capable to degrade a variety of antibiotics, including penicillin 
and third-generation antibiotics (by contrast, the modern TEM-1 β-lactamase is a 
penicillin specialist). Recent computational studies [145] support that conforma-
tional flexibility/diversity is responsible for the substrate promiscuity of these resur-
rected ancestral enzymes.

Very recently [30], a resurrected ancestral enzyme along the path from esterases 
to hydroxynitrile lyases has been shown to be able to catalyze both ester hydrolysis 
and lyase reactions. This catalytic promiscuity (attributed to enhanced conforma-
tional flexibility by [30]) did not imply a lower stability, however. Quite the con-
trary, the promiscuous ancestral protein was reported to display a denaturation 
temperature (about 80 °C) substantially higher than the denaturation temperatures 
for its modern descendants (reported as 54–70 °C).

9.17  Ancestral Protein Resurrection Versus Consensus 
Engineering

It emerges from the models, theoretical scenarios, and experimental results we have 
discussed so far that ancestral sequence reconstruction should provide a convenient 
and efficient method to search sequence space for the protein biophysical features 
that are desirable in protein engineering scenarios.

Certainly, the idea of using sequence analyses as a basis for modulating protein 
biophysical properties has been around for quite some time, and it is, in fact, readily 
illustrated by the well-known consensus approach [3, 34, 46, 82, 89, 92, 124]. The 
most frequent amino acid residue at a given position in a sequence alignment is 
referred to as the consensus amino acid at that position. Back-to-the-consensus 
mutations are often found to lead to stability enhancements and function modula-
tions qualitatively similar to those obtained through ancestral sequence 
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reconstruction (see [110] for a recent discussion). This is perhaps not too surprising 
because the consensus amino acid at a given position may in many cases be the 
ancestral amino acid. That is, some back-to-the-consensus mutations may actually 
be back- to- the-ancestor mutations, and their stabilizing effect is consistent with the 
conservation of energetic preferences over evolutionary history [111]. Still, as elab-
orated below, ancestral protein resurrection appears to have some clear advantages 
over consensus engineering.

While comparative analyses are scarce, it appears that consensus engineering 
captures the useful ancestral properties only to a limited extent [110]. This is no too 
surprising because consensus is a simple counting procedure, while ancestral 
sequence reconstruction is a broad-scale phylogenetic procedure that simultane-
ously and consistently reconstructs the sequences of all the nodes in a phylogenetic 
tree from the information contained in all the extant sequences. As a result, differ-
ences between the ancestral amino acid and the consensus amino acid are likely to 
occur in particular at sites with a high amount of diversity (see [110] for a more 
detailed discussion).

While the alignment of a given set of modern protein sequences leads to essen-
tially one consensus sequence, ancestral sequence reconstruction leads to a large 
number of sequences, a feature that allows for an efficient search of sequence space. 
For instance, the trend observed in the properties determined for the resurrected 
proteins corresponding to a given set of phylogenetic nodes may immediately sug-
gest additional nodes at which the properties targeted are likely to be optimized. 
Likewise, several alternative representations of the protein sequence at a given 
promising node (from a random sampling of the amino acid probabilities: see Sect. 
9.2) can be subjected to laboratory resurrection for property optimization.

It must be recognized, of course, that, compared with ancestral sequence recon-
struction, the determination of a consensus sequence is a simple and computation-
ally undemanding procedure. This said, however, it is important to note that there 
are currently several software packages and online services (for instance, [49, 88, 
115, 141]) that can perform ancestral sequence reconstruction. Furthermore, the 
time-consuming experimental validation procedures required for applications in 
molecular evolution (see Sect. 9.2) can be substantially relaxed (or even omitted) if 
the purpose of the ancestral reconstruction exercise is simply to obtain scaffolds 
with extreme and useful properties in a protein engineering scenario.

9.18  Crystal Ball

“Prediction is very difficult, especially about the future” (commonly attributed to 
Niels Bohr). Still, we will venture to make two specific predictions about future 
uses of ancestral resurrection in protein engineering.

Promiscuity is a useful protein property in biotechnological application scenar-
ios (Sect. 9.9). However, it is an accidental property in most modern proteins, in the 
sense that it is not adaptive (with obvious exceptions, such as some detoxification 
enzymes). Search for promiscuity in modern proteins is, therefore, inefficient [30]. 
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Ancestral protein resurrection targeting branch points in the divergence of new 
activities will be used as an efficient method to search for protein promiscuity. This 
prediction is supported by recent work by Kazlauskas and coworkers [30].

The generation of totally new catalytic sites is, arguably, one of the most impor-
tant unsolved problems in protein engineering. The development of procedures to 
engineer new active sites capable to efficiently catalyze reactions totally unrelated 
with those catalyzed by natural enzymes will have an enormous impact in biotech-
nology and our understanding of enzyme catalysis. However, previous attempts at 
the rational design of new catalytic sites have met with limited success [84], as 
comparatively low catalysis levels are typically achieved despite targeting simple 
model reactions. The high evolvability of resurrected ancestral proteins will make 
them the scaffolds of choice for the development of more efficient approaches to 
engineer new catalytic sites. This prediction is supported by recent (unpublished) 
work from our group that uses a very simple design approach to generate substantial 
levels of a nonnatural activity in protein scaffolds derived from ancestral 
resurrection.
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10.1  Introduction

Biotechnology needs catalysts that can work under harsh conditions, catalyze a 
broad range of substrates, generate maximum amount of product, and tolerate 
changes in the environment. Enzymes, which are biodegradable and reusable cata-
lysts [1], in addition to remarkable reaction rates, can work in environmentally 
friendly pH and temperature ranges and display control over stereochemistry and 
regioselectivity which makes them ideal for many applications [2, 3]. When think-
ing about enzymes, people normally associate them to expressions such as “perfect 
catalysts” or “outstanding reaction rate.” In fact, there are examples of enzymes that 
catalyze reactions at extremely high rates such as triose phosphate isomerase, super-
oxide dismutase, or carbonic anhydrase [4]. These are often limited only by the rate 
of ligand diffusion into the active site (diffusion-controlled rate). Nevertheless, an 
extensive analysis by Bar-Even et al., of nearly 2,000 enzymes, showed that the 
median maximal turnover rate value over all measured enzymes is about 10 s−1 
nowhere close to the values of 105 or 106 normally associated with catalysts [5, 6]. 
So, it would appear that natural enzymes are “just good enough” for the function 
they must perform in a given organism [7]. One might conclude that if they had 
evolved to their optimum performance, then trying to improve them (from a kinetic 
point of view) would be attempting the impossible. On the contrary, as seen by the 
distribution of reaction rates, kcat, most enzymes function at a lower rate than the 
diffusion limit, and thus, there is space to further increase their kinetic properties to 
meet industrial needs. Additionally, we need enzymes capable of catalyzing reac-
tions for which no known enzymes exist, to work with different substrates and for 
particular conditions that are industrially convenient and economically advanta-
geous. For all these reasons, in most cases, we cannot just use enzymes as they are 
found, but instead we need to change their physical-chemical and functional proper-
ties. This is one of the reasons why engineering enzymes for biocatalysis is an 
incessantly growing field [8–11].

In nature, enzymes have evolved over millions of years to meet specific 
demands and operate under tight in vivo regulation. Their degree of adeptness 
includes diverse criteria such as which substrates they accept, the effective reac-
tion rate, the environment in which they function and how well they tolerate 
changes in it, inactivation by their own products, etc. These characteristics are 
precisely the ones that scientists wish to control to their own advantage. Some 
of the earliest attempts to modify enzymes required a deep knowledge of com-
plex structure/function relationships, and (to the authors’ contentment) com-
puter simulations have played an important part in it [12, 13]. Since the 
pioneering work [10, 14, 15] in computationally designed protein sequences 
(with experimental validation), many remarkable achievements have been 
obtained. Interesting work includes predicting sequence changes that alter 
atomic packing arrangements in buried protein regions or the creation of new 
metal-binding sites which may have many applications along with potential 
improvement in protein stability [16–18]. In addition to being able to correctly 
predict changes in protein structure, there has been, of course, a large interest in 
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altering proteins, through computational techniques, to create new function or 
adapt them to particular conditions. Rational protein design, which involves 
modification of specific amino acids in the protein’s three-dimensional (3D) 
structure with previous structural/mechanistic knowledge, can be used to alter 
specificity, stability, selectivity, and activity. Literature contains a vastness of 
examples of rationally designed proteins (which we do not presume to cover 
here) including creating new recognition [19–26], improving protein stability 
[27–29], and protein-protein [30–34] or protein-DNA interactions [35, 36]. We 
can find procedures to engineer a protein that binds a specific cofactor [37] or a 
calcium-binding site [38, 39], redesign an enzyme by stabilizing the transition 
state [40], or create new activity from scratch [41].

A special mention involves the design of new proteins from scratch, commonly 
known as de novo design, and literature displays many truly interesting examples 
of new proteins [42–45]. Currently one of the most common strategies to design 
new enzymes is based on encountering complementary active sites for the transi-
tion states of interest [46, 47]. Despite the success of de novo design in providing 
novel structures and activity, its difficulties in achieving fast kinetics make it still 
preferable to modify templates available in nature for the desired chemistry. 
Indeed, a recent computational study pointed out how target reactivity can be one 
mutation away from a nonenzymatic protein (if well picked) [48]. Due to the scope 
of this book, we refer the reader interested in de novo design to recent studies on 
this topic [49].

Despite many promising studies, rational computational protein redesign has its 
limitations: it requires a reliable 3D structure of the system of interest and an in-
depth comprehension of the catalytic mechanism; understanding the relationships 
between a protein’s primary sequence, its three-dimensional structure, and its func-
tion is therefore a fundamental goal. Regrettably, our knowledge of enzyme activity 
is still incomplete which makes our attempts to modifying them often limited. 
Detailed understanding of the enzymatic structure/function relation is, however, not 
necessary in directed evolution, an alternative engineering technique based on mas-
sive mutations and selective evolution.

Directed evolution (DE) has proven to be a powerful tool for adapting enzymes 
to wider applications [50–53]. Briefly, in DE diversity is first created through muta-
genesis or recombination, followed by screening for improvements in desired prop-
erties. One of the main advantages of DE is most certainly that it does not require a 
thorough understanding of structure/function relationships, unlike rational or de 
novo design. The introduction of random mutations throughout the gene allows the 
discovery of mutations that could be difficult to predict with studies based on 
structure- function knowledge (mostly focused at the active site region). However, 
the low frequency of improved mutations, some experimental bias, and the combi-
natorial explosion of possibilities limit this technique. Furthermore, DE requires the 
development of high-throughput screening and not all processes can be adapted. 
The methodologies and achievements of directed evolution were already discussed 
in other sections of this book and will not be included here. Also we refer the reader 
to interesting reviews [54–59].
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A remarkable observation of many DE experiments is that the location of the 
beneficial mutations varies considerably. For example, most modifications in enan-
tioselectivity or substrate specificity are located in the vicinity of the active site or 
in the access/exit of reactants/products [58, 60, 61]. Stability and activity however 
can be affected by mutations in any part of the protein, close or far from the active 
site [62], increasing significantly the number of possible mutations. To avoid screen-
ing massive number of mutations, one can reduce the region to explore by using 
functional information (from point mutations, random mutagenesis, or deduction 
from sequence alignments), or when structural information exists (by visual inspec-
tion, analysis, etc.), it would be advantageous to exploit this by concentrating muta-
tions where they might be the most effective [62]. Methods such as saturation 
mutagenesis (where all other 19 amino acids are tested) on specific positions, gener-
ally near the active site, can increase the probability of finding beneficial mutations 
[63–65]. This approach is particularly advantageous when a high-throughput 
screening method is not available. Generally known as semi-rational approaches, 
these are based on “smart” libraries that, in principle, should have a higher success 
rate and try to overcome the limitations of the directed evolution and rational design 
[66–69].

Although it is true that many computational approaches exist to complement DE 
experiments [69–71], the scope of this chapter is to center on how physics-based 
molecular modeling can aid in laboratory DE. For this reason, sequence-based strat-
egies that use evolutionary information or statistical data from previous DE rounds 
will not be explored. These often use phylogenetic analyses and multiple sequence 
alignments for exploring the amino acid conservation and relationships between 
homologues of protein sequences [67, 72–78]. Instead we will center our attention 
on how computations and structural information may aid and focus mainly in 
physics- based methods to assist in the improvement of three major aspects in 
enzyme design: catalytic rate constants, protein stability, and protein-ligand binding 
processes.

The atomic/molecular detailed computational exploration of a protein’s amino 
acid sequence space is a complex problem. As in most simulation fields, a com-
promise between sampling quality and quantity is necessary. Sampling quality 
involves construction of the models together with the energy and scoring func-
tions necessary to rank them and evaluate molecular interactions, topics exten-
sively reviewed previously [63, 79–92]. An energy function describes the internal 
energy of the protein and its interactions with the environment such as other pro-
teins, substrates, and solvent, aiming at reproducing the features of the folded 
protein [34, 84, 93]. The level of theory used in these and their parameters vary 
considerably, but most implementations include bonded (bonds, angles, and tor-
sions) and nonbonded terms (van der Waals and electrostatics) and solvent com-
ponents. Associated to the energy functions is the ability to efficiently score a 
large number of protein structures and protein-ligand interactions. Scoring func-
tions are used to assess the quality of the designed protein and help select the 
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preferred sequence and the lowest-energy protein- substrate complex. Just as the 
energy functions, also these vary considerably and can be statistics-based or 
empirically based methods such as DMutant or PopMuSiC or physics-based and 
rely on the derivation of energy terms from basic principles to calculate free 
energy changes [94–97].

The second key aspect involves the system (model) sampling. Given the large 
number of degrees of freedom, including possible mutations and structural changes 
associated with them, sampling near-native protein conformations is difficult. 
Moreover, in situations where protein-ligand interactions exist, sampling must also 
extend to all (relevant) protein-ligand conformations. And if we don’t consider these 
issues to be enough of a headache, scoring and sampling are not independent! So, to 
overcome these limitations, it is essential to introduce many approximations. 
Strategies to limit the sampling include restricting the backbone and side-chain 
degrees of freedom [34, 82]. In most protein design strategies, sampling is simpli-
fied by using a fixed backbone which is normally obtained from an experimentally 
determined protein structure [98] or a high-quality homology model. Although con-
troversy exists on the importance of dynamics in catalysis [99–101], currently we 
see more and more cases where backbone flexibility is being taken into account [18, 
102–106]. As shown below, development in molecular dynamics (such as high- 
throughput molecular dynamics (HTMD), steered MD, etc.) and Monte Carlo tech-
niques is gaining importance in enzyme engineering.

As mentioned, this book chapter will center on physics-based methods to assist 
in the improvement of catalytic rate constants, protein stability, and protein-ligand 
binding processes. Before entering in these three topics, we refer to Fig. 10.1 and 
Table 10.1 for a quick guide describing the main computational methods and mod-
els being used for these purposes (a guide for nonexperts in theoretical modeling). 
Finally, we conclude this book chapter by introducing our perspective on how we 
believe these techniques will aid in future enzymatic directed evolution.

Fig. 10.1 Scheme showing three different levels of granularity used in molecular modeling: 
coarse grained, all atom, and electronic. In the coarse-grained model, the smallest particle is a bead 
that includes condensed information on a set of atoms. All atom, as indicated by the name, uses the 
atom as the smallest unit, while in an electronic treatment, electrons and nuclei are explicitly 
included. Here we show the highest-energy molecular orbital (HOMO), only possible in an elec-
tronic treatment of the system
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Table 10.1 A quick guide to simulation methods and theoretical concepts

Methodology guide

Length-size-based models (see also Fig. 10.1)

  Coarse-grained (CG) model. A group of atoms is described by a bead enclosing the 
properties of the aggregation. For example, according to the MARTINI model [107], amino 
acids are represented with one to four beads, classified as charged, polar, nonpolar, or 
apolar, and also subdivided depending on their hydrogen bonding capacity. Reduction in the 
number of beads decreases the number of pairwise interactions thus increasing the speed of 
the simulation

  All-atom model. All the atoms of the system are included in the model, where the energy 
function used (see below) must describe their interaction. Electrons and the nuclei 
information are condensed to a single particle that must contain an averaged description of 
those properties

  Electronic treatment model. Each atom is described as a nucleus with its electrons, 
requiring, for its description, approximate solution of the Schrödinger equation

Physical theoretical methods
  Molecular mechanics (MM) [108]. These methods perform a classical description where 

atoms (or beads in a coarse-grained model) are represented as spheres (or spheroids) 
connected by bonds, behaving as springs. Based on MM there arise several computing 
simulations such as molecular dynamics, Monte Carlo, and docking methods

  Force field. It is a set of parameters that define the property of atoms or beads (predefined 
with a partial charge and radius) and the energy function describing their interactions in 
MM methods. Typically they include bonding (bond, angle and torsion) and nonbonding 
(electrostatic and van de Waals) terms

  Elastic network model (ENM) [109]. It describes the collective dynamics of proteins by an 
elastic network, typically using a reduced set of nodes, such as alpha carbons

  Molecular dynamics (MD) [110]. It simulates the motion of a model accordingly to the 
classical Newton’s equation. Most MD software uses force fields to describe the properties 
of atoms and its interactions. With current high-performance computing (HPC), simulations 
can be expanded up to the millisecond timescale [111] and few millions of atoms; typical 
values, however, involve thousands of atoms and hundreds of nanoseconds

  Monte Carlo (MC) simulations. The dynamics of the system are obtained by random 
(stochastic) motion of the system to assemble a non-time-dependent trajectory [112]. As in 
MD, it is mostly based on a force field description of the model

  PELE [113]. The protein energy landscape exploration (PELE) software is a Monte 
Carlo-based technique including protein structure prediction techniques (such as ENM) 
capable of quickly modeling protein dynamics and protein/DNA-ligand interactions [114, 
115]

  Docking simulations. These propose the preferred relative bound orientation between 
molecules, mostly used in protein-ligand (substrate) or protein-protein interactions. Usually, 
docking methods first provide several conformations which are then classified by scoring 
functions

  Scoring functions. These are mathematical functions that predict the strength of 
intermolecular interactions [116]. Scoring functions are mostly parameterized from MM 
force fields, empirical data, or knowledge-based functions
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10.2  State of the Art of Molecular Modeling in Protein 
Design

We provide here a general view of recent computational work on protein design. We 
do not aim to review all studies produced in the field but to underline several ones 
which we believe to be important for future developments of in silico DE approaches.

10.2.1  Protein Stability Improvement

Understanding and quantifying the effect of mutations on the thermodynamical 
stability of a protein is of paramount importance for industrial applications. Two of 
the most popular tools to prepare and score mutated proteins are Rosetta [118, 119] 
and FoldX [27]. After introducing a mutation, the protein’s torsional degrees of 
freedom (usually side-chain rotamers) are optimized using an energy function that 
estimates the folding free energy for the created variant. Such energy functions 

Table 10.1 (continued)

Methodology guide

  Rotamer library. It contains a restricted number of the most probable conformations (torsion 
angle values) for a molecule, mostly applied to amino acid side chains, protein backbone, 
and ligands. They are built from experimental structural data or from accurate quantum 
simulations (e.g., in ligands). When used with sampling methods, they accelerate the 
exploration by adopting discrete states instead of continuous values

  Quantum mechanics (QM). These methods are based on solving the Schrödinger equation 
(normally using approximations) under an electronic model description of the system. The 
solution provides the wave function which fully describes the system: the electronic 
distribution, the energy, and the gradients to describe the motion of the system. The main 
limitation of QM methods is their high computational cost, limiting the system’s size and 
simulation speed

  Ab initio methods. These are quantum mechanics methods which parameters are obtained 
exclusively from first principles solution of the equations (still under approximations) but 
without any usage of parameterized data (see semiempirical methods)

  Semiempirical methods. These referred to quantum mechanics methods that use parameters 
derived from experimental data (or ab initio calculation), typically for the parameterization 
of the electron-electron interaction terms (the most expensive to compute). Thus, they are 
less computationally expensive and faster than ab initio ones, capable of dealing with large 
systems. Their lack of accuracy, especially when fragments are not in the parameterized 
data set, is their main limitation

  QM/MM. This methodology is a combination of QM and MM methods to handle (large) 
biological all-atom systems [117]. One part of the system where we require an electronic 
description, such as the active site in an enzyme, is treated at the QM level, and the rest of 
the model (remainder of the protein, solvent, etc.) is treated at the MM level.
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depend on (i) physics-based terms, which account for van der Waals, hydrogen 
bond, and solvation and electrostatic energies, and (ii) knowledge-based contribu-
tions, which determine the probability of a given rotamer according to the Protein 
Data Bank (PDB) statistics [120]. Apart from these common energy terms, these 
functions have unique features. For example, Rosetta approximates the free energy 
change in the unfolded state due to a mutation with context-independent reference 
energies for each residue [121]. On the other hand, FoldX explicitly estimates the 
entropic cost to restrict a rotamer in the native state [27]. The relatively low com-
putational cost of these protocols permits to generate and score a large number of 
mutations in a short time. As shown by Potapov et al., the accuracy/cost trade-off 
is such that these tools can reproduce overall trends and therefore suggest stabiliz-
ing mutations with acceptable probabilities, but they are not good enough to pro-
vide detailed results [122].

Following Potapov’s accuracy assessment, Kellogg et al. tested the ability of 
Rosetta to score mutations combining several energy functions and sampling meth-
ods with variable resolution [119]. As a main result, the authors concluded that the 
choice of the sampling algorithm should be tuned with the resolution of the energy 
function adopted. In other words, an accurate energy function performs better on a 
finer sampling; likewise, roughly sampled structures should be scored by smoother 
functions which can tolerate steric clashes better. Still, flexible backbone protocols 
improved small to large residue mutations, where significant structural changes can 
occur. In addition, the authors found that conformational sampling was still insuf-
ficient to recover the crystal conformation when a large to small hydrophobic resi-
due mutation was introduced, due to poor packing. Larger errors were found when 
the polarity of the residue drastically changed upon mutation, which suggests poor 
trade-off between polar desolvation and buried polar interactions. The lack of 
explicit water molecules and ligand contacts was another factor in some failed pre-
dictions. Finally, the lack of a context-dependent unfolded state modeling (a given 
mutation was considered to have the same effect on the unfolded state indepen-
dently of the environment [121]) was considered as a source of error, although not 
a major one. In fact, a free energy variation of the unfolded state upon mutation 
might change protein stability as well as a variation in the folded state. However, a 
recent paper shows that an accurate conformational and energetic characterization 
of the unfolded protein is not trivial, and its inclusion in protein stability scoring 
significantly worsened the prediction [123].

The entropic scoring in FoldX [27, 124] only takes into account the change in 
conformational entropy, which depends on the number of accessible conformers in 
the unfolded state and their probabilities [124]. Although this entropic variation 
dominates folding [125], large discrepancies in vibrational entropy (the intrinsic 
entropy of a given protein conformer [124]) have been calculated between thermo-
philic and mesophilic proteins [126]. Therefore, the thoughtful inclusion of a vibra-
tional entropy contribution in protein design free energy functions might pay off. 
Najmanovich and coworkers implemented this strategy in the ENcoM server [126], 
where they combine FoldX [27] with their ENcoM protocol to rapidly estimate 
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vibrational entropy. ENcoM combines ENM techniques with a pairwise atom-type 
nonbonded interaction term to include the specific nature of amino acids [127].

In an attempt to quantify free energies more rigorously, de Groot and coworkers 
employed alchemical free energy MD simulations to score 109 mutants of ribonu-
clease barnase [128]. In this technique, sampling a convenient number of unphysi-
cal (“alchemical”) intermediates renders a rigorous evaluation of the free energy 
difference (ΔG) between two states (e.g., wild-type and mutant protein). Unfolded 
state’s free energy differences were calculated using a generic Gly-XXX-Gly pep-
tide with capped termini. This choice provides a universal, albeit less accurate and 
context-independent, reference state whose values need to be calculated only once 
and then are stored as a database. The overall Pearson’s correlation coefficient with 
experimental values was 0.86, providing ~72% of the predicted values within 
1 kcal/mol of the experimental one when using 30 ns of simulation time. Notably, 
most of this accuracy (65%) is retained with only 5 ns. The generality of this accu-
racy/cost ratio will need to be tested against a wider benchmark of mutations. Larger 
errors were detected for mutations that introduced changes in the electrostatics of 
buried residues or large structure fluctuation: mutations to glycine, involving bulky 
and/or well-packed residues, etc.

Due to the impossibility of scoring the entire sequence (mutation) space, several 
strategies have been developed to focus the search in smaller regions. These include 
(i) the identification of flexible backbone sites which can be rigidified [129, 130] 
introducing salt bridges [131] and/or disulfide bonds [132], (ii) the optimization of 
surface charge-charge interactions [133–135], (iii) the optimization of core packing 
[136], (iv) the removal of unsatisfied buried polar groups [137], and (v) the localiza-
tion of critical residues in the active site entry tunnels, especially for co-solute toler-
ance, with MD [138] or other algorithms like our in-house software PELE [113].

Recently, Wijma and coworkers developed, and applied with success, a mixed 
approach which aims to obtain highly thermostable protein variants in a short time 
with minimum experimental screening [139]. In their computational workflow, 
potentially stabilizing mutations were firstly produced and scored with Rosetta 
[119] and FoldX [27]. To minimize the risk of affecting catalysis, only residues 
beyond 10 Å of the substrate were mutated. Mutations were considered potentially 
stabilizing if ΔΔGfold ≤−5 kJ/mol or if |ΔΔGfold| <5 kJ/mol, and the mutation type 
was contained in the set XXX→Arg, XXX→Pro, and Gly→XXX. These were then 
filtered to avoid undesired, typically destabilizing features such as increased unsat-
isfied hydrogen bond donors and acceptors or hydrophobic surface exposure to 
water. Then, multiple short MD simulations were used to discard variants with 
increased backbone flexibility. Finally, variants with experimentally confirmed 
higher thermostability and preserved activity were combined in the lab. This com-
putational hierarchical workflow helps to unmask false positives (~50% of the 
potentially stabilizing mutations), aiding to focus on reliable mutations; it is, there-
fore, a plausible strategy for future computer-aided directed evolution of thermo-
stable proteins. The main drawback is the exclusion of mildly damaging mutations 
that could be coupled synergically to others to improve thermostability.
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As reported in a recent review [140], there is still substantial room for improve-
ment of structure- and physics-based (thermo)stability design. This will likely pass 
through a strong synergy of computational and experimental efforts to improve our 
understanding of protein stability. In addition, significant work will have to center 
on developing more accurate energy functions, including polarization, solvation, 
and vibrational entropy terms. These methodological developments will necessarily 
have to couple with improvement of sampling algorithms, including a more effec-
tive modeling of unfolded state changes.

10.2.2  Protein-Ligand Binding Redesign

Whether we are talking about enzymes or receptors, they all share a common fea-
ture: at some stage a protein-ligand recognition process must occur. These are, how-
ever, notoriously slow and complex processes that require extensive sampling of the 
protein-ligand dynamics which in many cases includes induced-fit protein confor-
mational changes. The accurate in silico design of protein-ligand interactions is thus 
a challenging step [141] toward the engineering of proteins for therapeutic [85] and 
enzymatic purposes [140]. Its difficulty roots in the low tolerance to error due to the 
reduced number of protein-ligand interactions. In addition, these are largely domi-
nated by polar interactions, which are very sensitive to small changes in geometry 
[142]. It is worth noting that, despite the small size of the protein-ligand interface, 
we still face a huge number of possible combinations in sequence space (for 10 
positions there are ~1013 sequences).

In a recent attempt to benchmark the state of the art of computational protein- 
ligand interaction design, Allison and coworkers tested Rosetta’s [12] sequence 
recovery (with respect to the wild type) capability over a set of 43 protein-ligand 
complexes [142]. The Rosetta protocol involved simultaneous ligand motion and 
side-chain rotamer discrete optimization. Overall, sequence recovery was more suc-
cessful when (i) a near-optimal pose was inputted and subjected to limited sampling 
instead of blindly searched; (ii) the ligand was small, nonpolar, and rigid; and (iii) 
the binding pocket packing was neither overcrowded nor poor. Another interesting 
result was the significantly higher recovery for nonpolar residues. The authors sug-
gested that new terms should be added to the energy function to correct this bias 
toward nonpolar interactions [142]. However, this bias could be an artifact of poor 
sampling, which might limit the accuracy of polar interaction estimation (see 
above). In fact, other suggested areas of improvement were the use of continuous, 
instead of discrete, sampling of backbone and side-chain rotamers [143], the con-
certed rotation of the backbone of two adjacent residues allowing larger side-chain 
motion (the so-called backrub motion) [144, 145], and the calculations of partition 
functions providing a link between molecular behavior and bulk thermodynamic 
quantities over structural ensembles [102, 146, 147]. All these features are grasped 
by OSPREY [143], a recent open-source solution to protein design which includes 
graphic processing units (GPU) acceleration [148], dead-end elimination algorithm 
[149, 150], and the K* method [150]. K* aims to approximate the partition function 
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of the bound and unbound states over an ensemble of structures; their ratio provides 
an estimation of the binding constant. The conceptual advantage of this methodol-
ogy is a mathematically rigorous, albeit approximate, free energy difference calcu-
lation that explicitly simulates the free ligand and protein. Consequently, ligand and 
binding site pre-organizations are, in principle, included in the calculation. On the 
other hand, this absolute free energy calculation is neither accurate nor efficient for 
systems with a large number of energy minima [151], requiring extensive sampling 
to reduce errors. However, the error of the method most likely compensates between 
complex and free monomer calculations, making this strategy a valuable tool for 
fast free binding energy simulations. Regardless of the methodology chosen, an 
effort to produce new experimental data will be fundamental to benchmark these 
high-throughput computational protocols and improve their predictive power [86].

An inaccurate description of the binding site is yet another possible source of 
error. Indeed, some mutations could shift the pKa of ligand’s and protein’s titratable 
sites or introduce a new titratable residue. Therefore, the system should be prepared 
thoroughly before computational mutagenesis, and quick pKa predictors [152] 
should be used to treat critical mutations. On the other hand, for situations where 
pKa is close to the experimental pH conditions, simulation of all the possible com-
binations for the ambiguous titratable sites is required. For instance, a recent laccase 
design effort required the simulation of sinapic acid in both protonation states [153]: 
if one of the two protonation would have been picked, activity changes would have 
been missed since they mostly involved one of the two accessible protonation states. 
Finally, waters in the binding site might have an important role in binding, and their 
neglect could affect the quality of the calculation [154].

A way to filter and correct designs is based on MD simulations [155]. Many 
features of designed protein-ligand complexes can be inspected with this technique, 
including hydrogen bond geometries, binding site structural integrity, solvent expo-
sure, and binding site pre-organization. In particular HTMD [156] was used by 
Baker and coworkers to filter computationally designed candidates according to the 
fraction of near-attack conformations (NAC), structures that resemble the transition 
state (TS) [157]. Moreover, MD can help in the future to discern long-range effects. 
In fact, it has been recently used to highlight the impact of distant mutations on 
active site pre-organization in evolved enzymes [158, 159]. Furthermore, proteins 
are dynamical entities organized in a network of correlated fluctuations whose 
changes can significantly affect binding at large distances [160]. Importantly, such 
network can be identified through a correlation matrix (which quantifies the correla-
tion degree of a pair of amino acids) and partitioned in communities of highly cor-
related residues, giving insights on allosteric interactions [161]. These analyses, 
with contact and hydrogen bond maps, might be used in the future to identify 
regions whose motion influences the binding site’s dynamics (e.g., making the side 
chain of a catalytic residue too flexible), which can then be subjected to mutagenesis 
in the lab.

A possible error when studying protein-ligand association arises when focusing 
mostly on the binding site, as some mutations along a possible entrance channel 
could hinder the ligand entrance/exit process. Sampling algorithms like PELE 
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[113, 162] can help to recognize such mutations. Its combination of ENM, side-
chain prediction, ligand perturbation (translations and rotations), all-atom minimi-
zation, and implicit solvation makes it a suitable tool to quickly map the whole 
ligand migration process with good accuracy, taking protein flexibility into account 
[163–165]. Analogous MD-based techniques, such as HTMD [156], RAMD [166], 
and steered MD [167], have addressed this problem. These provide more accurate 
simulations, as it explicitly models water molecules, but also significantly more 
expensive ones, difficult to apply to massive mutation studies. Additional tools 
such as Fpocket [168] or CAVER [169] are widely used to quickly identify tunnels 
and cavities. These techniques, however, do not explicitly simulate ligand or pro-
tein dynamics.

Finally, quantum chemical calculations can be used to validate promising muta-
tions, especially when charge transfer and polarization have an important role in the 
binding process. Mixed QM/MM schemes [170], widely used to model large sys-
tems, can significantly improve protein-ligand binding prediction directly, through 
explicit energy calculations [171], or indirectly [172] by recalculating ligand’s 
atomic charges in an attempt to model ligand polarization effects. An alternative, 
more accurate but slower approach to large systems is the fragment molecular 
orbital (FMO) method [173]. FMO divides a system in N nonoverlapping fragments 
(e.g., one for each protein residue and ligand) and calculates the total energy as the 
sum of one-body fragment energies and two-body interaction energy corrections, 
providing a ~N2 scalable fully parallelizable QM calculation. Jensen and coworkers 
used this methodology to energetically score the cleavability of peptides by HIV-1 
protease [174] by looking at the protein-peptide interaction energy.

10.2.3  Catalytic Rate Constant Enhancement

The improvement of catalytic activity of bond breaking/formation passes through 
the modeling of the TS of the slowest chemical step of the targeted reaction; see 
below for electron transfer (ET) processes. The problems with the design of optimal 
activation energies are multiple: (i) the energy function should be sensitive enough 
to effectively discriminate between the reactant (substrate) and the TS, whose 
charges and geometries might be similar; (ii) the nature of the TS can change upon 
mutation; and (iii) activation energies are very sensitive to molecular geometry 
changes.

In OptZyme the TS is approximated by a transition state analogue (TSA), a sta-
ble molecule which electronically and sterically resembles the TS [175]. Once the 
TSA and the substrate are docked in the active site, two parameters drive mutant 
selection: the enzyme-substrate (ES) and the enzyme-TSA interaction energies. 
These last two quantities are obtained using classical force fields. Through a num-
ber of conceptual and mathematical simplifications, the authors show that the for-
mer energy correlates with the Michaelis constant (KM) while the latter with the 
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specificity constant (defined as the ration between kcat and KM). Although it yielded 
satisfactory correlations for their specific case, it is worth noting that these have no 
general validity. If the rate constant is comparable or much higher than the ES dis-
sociation constant, the pre-equilibrium approximation is no longer valid. Then, the 
Michaelis constant cannot be approximated by the ES dissociation equilibrium con-
stant (KD) [176]. Notwithstanding, ES and enzyme-TSA interaction energies are 
still valuable tools for a fast semiquantitative evaluation of enzyme variants.

Khersonsky et al. combined computational design and directed evolution to opti-
mize a previously designed Kemp eliminase [177]. As in the previous example, the 
classical (force field) interaction energy between the enzyme and an explicit TS 
model was the parameter to be optimized during the sequence exploration. The TS 
model, however, was derived from QM calculations in solution including key cata-
lytic residues. The authors individuated three main factors for the improved activity: 
a more favorable electrostatic environment, a better packed active site, and a higher 
degree of active site pre-organization.

Although the last two methods, based on classical interaction energies, allow to 
test a big number of mutants, they both present a conceptual limitation: the use of 
the enzyme-TS (model) interaction energy, which is size-dependent (extensive 
property), to score the activation energy. To correct for this approximation, the ES 
interaction energy should be taken into account, providing a relative value. However, 
poor sampling and inaccurate energy functions might introduce uncertainties that 
could make its introduction useless (as it often happens in molecular mechanics/
generalized born surface area (MM/GBSA) free energy calculations [178]). Still, 
they are currently the best approach to test a large number of mutations and find 
promising protein variants which can then be filtered with MD and quantum chemi-
cal methods [155].

The only way to properly calculate the activation energy barriers is the 
 introduction of a QM methodology, capable of describing the electronic effects 
associated with TS formation. QM/MM schemes, which have been widely applied 
to elucidate enzymatic reaction mechanisms [179], have been employed to rescore 
promising candidates [155, 179]. A remarkable example is the hierarchical approach 
of Zheng et al. used to design a cocaine hydrolase [180]. Firstly, the  reaction coor-
dinate and the TS of the rate-determining limiting step are determined in the wild 
type. Then, many mutations are scored according to their protein-TS interaction 
energy; if this is lower than the wild type, a QM/MM calculation along the reaction 
coordinate is used to estimate the energy barrier. To allow fast computation, the 
authors use a reaction coordinate approach, freezing at each step the reactive coor-
dinate and minimizing all the other degrees of freedom. A main drawback is still the 
need of extensive sampling, which makes the presented methodology too expensive 
for a general use.

A cheaper alternative to QM/MM calculations is empirical valence bond (EVB) 
[181]. EVB is based on a semiempirical Hamiltonian which describes reactants and 
products with their resonance structure (explicitly defining atom connectivity). 
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Although EVB energies are less accurate than ab initio and DFT QM/MM methods, 
free energy calculations are orders of magnitude quicker and still can achieve accu-
rate results [182, 183], making EVB a suitable tool to score a bigger number of 
mutants [184].

In the attempt to describe the entire enzyme or a large part of it with QM calcula-
tions, Jensen and coworkers approximated the reaction coordinate with the linear 
interpolation between reactant and product optimized geometries and calculated 
each point with semiempirical methods [185–187]. These fast electronic calcula-
tions, united with algorithms for large-scale systems such as FMO [173, 188] or the 
much faster effective fragment molecular orbital (EFMO) [189], make “ab initio 
biochemistry” [190] closer, albeit still far away for design purposes.

In the particular case of oxidoreductases, where charge transfer processes domi-
nate, additional complexity is added to the protein design problem. Electrons must 
move from a donor to an acceptor, sometimes through a long-range electron trans-
fer. According to Marcus’ theory, the ET rate constant [191] depends on three 
parameters: (i) electronic coupling, the probability to jump from the reactant to the 
product’s diabatic state, which exponentially depends on the donor-acceptor dis-
tance; (ii) reorganization energy, which is the energy penalty that accompanies 
electron transfer; and (iii) the free energy difference between product and reactant 
(driving force). The ET rate constant has a maximum when the sum of reorganiza-
tion energy and driving force equals zero. Although accurate QM/MM methodolo-
gies have been developed to study electron transfer rate in proteins [192, 193], their 
use in enzyme design is limited by their computational cost. To overcome this 
barrier, we have recently developed a new methodology to approximately evaluate 
ET rates, which combines fast conformational sampling [162] and quick QM/MM 
spin density calculations and has been used to evaluate the activity of laccase vari-
ants [153, 194]. While PELE provides a thorough and quick mapping of enzyme’s 
and substrate’s dynamics, substrate’s spin density permits to promptly score the 
relative changes in driving force upon mutation (the higher the spin density, in 
principle, the higher the driving force). This protocol was successfully applied to 
the rational design of a laccase toward the production of conductive polyaniline at 
low pH [195]. In the same spirit, we rationally improved the oxidation rate of 
2,2′-azino-bis(3-ethylbenzothiazoline-6-sulfonic acid) (ABTS) by a highly stable 
manganese peroxidase (Fig. 10.2) relying on electron coupling calculations, after 
the entire protein-ligand migration studies were performed [196]. In this case, it 
was assumed that the driving force and the reorganization energies did not change 
upon mutation, which can be a reasonable approximation in surface ET.

Since long-range ET is often the rate-limiting step in catalysis, engineering efforts 
have also centered on mutating residues along the ET pathway. By using the QM/
MM e-pathway method [197], Vidal-Limon et al. studied P450BM3’s suicide inacti-
vation [198], a common process in heme peroxidases. From the QM-MM calcula-
tions, they identified key residues in the second heme coordination sphere, aiming at 
reducing electron delocalization and obtaining a more stable enzyme against H2O2. 
After mass spectrometry assays confirmed the oxidized sites predicted by QM/MM, 
they generated a variant 260 times more stable against H2O2 inactivation.
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10.3  Computer-Aided Directed Evolution, a Perspective

In the previous sections, we have seen multiple examples of computationally driven 
enzyme engineering. While they use, to more or less degree, structure/function 
knowledge for the modeling, we observe a tendency toward more random massive 
sequence sampling; we expect to see in the near future full in silico directed evolu-
tion studies. By full we obviously do not refer to a complete study of the sequence 
space (all residues and all possible mutations), but to an exhaustive random muta-
genesis combination on a large subset of selected mutants. For 100 residues, for 
example, we have a sequence space of ~10130, which would take several lifetimes to 
be evaluated even if using current supercomputers. If we restrict the exploration to 
single, double, and triple mutants, we have now ~109 possible variants to model. 
While this is still a huge number, one can think in a hierarchical scheme where this 
sequence space can be explored in days. This is particularly true with the current 
(and future) developments in lower-cost multicore servers based on mobile technol-
ogy (see, e.g., the MontBlanc project at https://www.montblanc-project.eu/).

We find a promising example in the work by Wijma et al. where a hierarchical 
protocol is used to increase thermostability [139]. In this line, we expect the develop-
ment of additional techniques combining quick bioinformatics (or knowledge- based) 

Fig. 10.2 General scheme for the rational MnP6 engineering [196]. The study was divided into 
two steps: (1) ligand diffusion and (2) electronic transfer process. First, we compare the ligand 
diffusion in the active and inactive enzyme by computing the interaction energy (red and green 
dots, respectively) and the distance between ligand and receptor. From the active enzyme, we 
extract information about the active site environment that help us to redesign the inactive enzyme 
by introducing two specific surface mutations (blue dots). Importantly, these mutations involved 
solvent-exposed residues with low conservation and mutability score provided by bioinformatics 
techniques. The activation was confirmed in silico by electronic coupling calculations in the sec-
ond step. Site-directed experimental mutagenesis validated the success of the new mutant, which 
combines both stability and activity
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screening of a large sequence space, with a molecular modeling refinement of 
selected mutants. This last step could be further hierarchically broken down into a 
first classical molecular modeling screening followed by selected quantum chemical 
reevaluations, in a similar manner to the previously described study by Zheng et al. 
[180]. Even though computational techniques are becoming more precise and easy to 
implement, a synergic effort between in silico predictions and experimental valida-
tion will be, in our opinion, the preferred solution. Figure 10.3 shows a possible 
workflow combining these ideas. In order to apply such a combined effort, we should 
keep in mind that molecular modeling will require an accurate 3D structural model, 
a possible limiting factor.

The workflow must start with a careful preparation of the wild-type structure, a 
fundamental step as it determines the outcome of the computational design. This 
preparation should include some sampling, aimed at generating conformational 
diversity and providing useful information for design (such as the protein regions 
where to look for improved variants). We should emphasize that most molecular 
modeling predictions are based on relative values (rather than absolute ones), in 
which case a wild-type reference value is needed. In the next step, high-throughput 
screening of mutations is carried out with quick methods, such as bioinformatics 
and knowledge-based methods. This step will have to rank the initial sequence 
space, similar to a high-throughput screening in drug design. Taking into account 
that each bioinformatics score can be accomplished in less than a second, we can 
aim for several millions of mutants in a “doable” time; we are still looking at several 
days of hundreds/thousands of core dedication, a feasible effort, however, in near 
future multicore and accelerated computers (or cloud computing). Bioinformatics 
screening of millions (billions) of mutants will benefit from new sequencing and 
storage of mutational data in the years to come and, in particular, from its process-
ing using machine learning techniques [199]. At the present stage, such techniques 
are mostly used to restrict mutagenesis to relevant protein regions [72–75, 77, 78] 

System (wild type)
preparation and
sampling (docking,
MD, PELE, etc.)

Screening of ~107–9

Mutants by
bioinformatics
techniques (machine
learning based, etc.)

First molecular
modeling screening
of ~104–6 mutants
(Rosetta, ENMcoM,
FoldX, etc.)

Experimental test of
the ~101–2 most
promising in silico
designed mutants
(point mutations)

Second molecular
modeling screening
of ~102–3 mutants
(MD, PELE, QM/MM,
EFMO, EVB, etc.)

Fig. 10.3 Proposed computer-aided directed evolution workflow
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or to guide directed evolution “on the fly” [200]. A second filtering, for example, 
could then be performed with fast molecular modeling techniques such as FoldX or 
Rosetta. These techniques could be applied to (the best ranked) several tens of thou-
sands of compounds. The final goal is to provide a reduced set of candidates, few 
hundreds/thousands, where we can apply a more accurate molecular modeling 
refinement. The simulation time required for this last step will highly depend on two 
factors: (i) the exhaustiveness of conformational sampling and (ii) the nature of the 
property to improve. Conformational sampling aims to determine possible changes 
in the structure produced by the mutation. Quick assessments, in the order of min-
utes to hours, can be currently performed by Monte Carlo techniques [153]; using 
MD will require significantly more computational time, limiting the study to only 
few hundred mutants. Another important aspect is how to reevaluate the desired 
property to engineer. Substrate-binding energies and thermal stability could be 
quickly evaluated, for example, with alchemical MM free energy calculations (with 
respect to the wild type) [128]. Catalytic design, on the other hand, will require 
expensive QM calculations. Due to their very high cost (hours to days), future work 
will have to center in designing cheaper methods [201–203] and/or property evalu-
ations. For example, in our current efforts in oxidoreductases’ engineering, the driv-
ing force is approximated with the amount of spin density, calculated after five steps 
of QM/MM geometry optimization, localized on the substrate (with respect to the 
wild type) [194].

The proposed workflow includes an iterative computational-experimental 
approach, where several schemes could be imagined. Currently we find very few 
studies following such an approach, where we can underline, for example, Privett 
et al. [204]. When thinking of future implementation, an initial less accurate in 

Identify all residues within 10 Å of
the substrate

Automatic mutation of residues by
all 19 possible AA

Relax system with PELE and
estimate interaction energy

Rank
positions

I L R G P C T F A S M E D Q Y V N K H W

TOP 5

Fig. 10.4 Left panel: scheme of the used computational protocol. It includes identification of all 
residues close to the bound substrate, mutation of these amino acids (AA), system relaxation, and 
energy scoring. The image in the center is a heat map of the tested 43 mutations. The pink color 
corresponds to an equal or worse value than the wild type, while increasing darker color corre-
sponds to improved classical scoring (protein-substrate interaction energy). From this heat map, 
the best positions (with the largest number of improved variants relative to the wild type) are 
identified, in this example the top five. On the right panel, we find the five amino acid positions (in 
van der Waals representation) suggested to be tested experimentally
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silico evolution could be tested in the lab and a more accurate second one per-
formed only on those regions that show more promising experimental results. 
Similarly, more accurate simulations could be performed only in single mutants, 
followed by experimental site-directed mutagenesis, and expanded then to a sec-
ond in silico round involving double mutants and so on. In this way, synergic 
mutations can be partially recovered. An alternative strategy to retrieve coopera-
tive mutations, while computing single mutants only, is to rank sequence posi-
tions instead of point mutations. Positions are ordered according to their 
frequency of beneficial mutations, following a fast computational saturated 
mutagenesis protocol, and the most promising are communicated to the experi-
mental laboratory for (iterative) combinatorial saturated mutagenesis. Contrary 
to the previous strategy, false positives are not filtered out since a position, 
instead of a given mutation, is chosen. On the other hand, true positives can be 
recovered. We are currently employing this strategy to improve oxidoreductases’ 
activity. In our initial test on a high redox potential fungal laccase, experimental 
and theoretical evolutions were run in parallel. In the first DE experimental gen-
eration, one improved variant was identified. In the in silico round, over 40 posi-
tions were screened with PELE, using the protein-substrate interaction energy 
after an induced-fit procedure, and the best five were identified (Fig. 10.4, central 
panel). Interestingly the improved variant found experimentally was within these 
five top positions. Then through combinatorial saturation mutagenesis using 
NDT degenerated codons, three new variants were identified recovering syner-
getic effect of two of the suggested in silico positions. This approach allows 
quickly guiding experimental mutagenesis: using 100 CPUs ~200 positions can 
be scored in 1 day. Although this protocol requires testing more mutants in the 
lab, it permits to go from the computer to the lab in 24 h with a focused library 
of mutants, an appealing feature for industrial purposes where large number of 
mutants can be assayed.

 Conclusion

Biotechnology needs accurate enzyme evolution techniques, capable of 
designing new catalysts able to work in environmentally friendly conditions 
and, importantly, under industrial requirements. In this line, we find great 
efforts in developing (and improving) site-directed mutagenesis and directed 
evolution techniques, with computer simulations increasingly being used for 
this purpose. Different methodologies, from a quick bioinformatics sequence 
analysis to a robust solution of the Schrödinger equation, seek to aid the 
experimental efforts. In this book chapter, we overviewed recent develop-
ments in molecular modeling for three different engineering tasks: protein 
stability, protein-substrate binding, and catalytic rate, with the goal of illus-
trating how these techniques can influence directed evolution in the near 
future. We underline two key factors in future implementations: (i) hierarchi-
cal combination of different computational solutions (with increasing accu-
racy but also computational cost), and (ii) close iterative efforts between in 
silico and in vitro approaches.
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