
International Series in 
Operations Research & Management Science

Percy H. Brill

Level Crossing 
Methods in 
Stochastic 
Models
 Second Edition 



International Series in Operations Research
& Management Science

Volume 250

Series Editor

Camille C. Price, Stephen F. Austin State University, TX, USA

Associate Series Editor

Joe Zhu
Worcester Polytechnic Institute, MA, USA

Founding Series Editor

Frederick S. Hillier
Stanford University, CA, USA



More information about this series at http://www.springer.com/series/6161

http://www.springer.com/series/6161


Percy H. Brill

Level Crossing Methods
in Stochastic Models
Second Edition

123



Percy H. Brill
Departments of Management Science
and Mathematics and Statistics

University of Windsor
Windsor, ON
Canada

ISSN 0884-8289 ISSN 2214-7934 (electronic)
International Series in Operations Research & Management Science
ISBN 978-3-319-50330-1 ISBN 978-3-319-50332-5 (eBook)
DOI 10.1007/978-3-319-50332-5

Library of Congress Control Number: 2016961662

1st edition: © Springer Science+Business Media, LLC 2008
2nd edition: © Springer International Publishing AG 2017
This work is subject to copyright. All rights are reserved by the Publisher, whether the whole or part
of the material is concerned, specifically the rights of translation, reprinting, reuse of illustrations,
recitation, broadcasting, reproduction on microfilms or in any other physical way, and transmission
or information storage and retrieval, electronic adaptation, computer software, or by similar or dissimilar
methodology now known or hereafter developed.
The use of general descriptive names, registered names, trademarks, service marks, etc. in this
publication does not imply, even in the absence of a specific statement, that such names are exempt from
the relevant protective laws and regulations and therefore free for general use.
The publisher, the authors and the editors are safe to assume that the advice and information in this
book are believed to be true and accurate at the date of publication. Neither the publisher nor the
authors or the editors give a warranty, express or implied, with respect to the material contained herein or
for any errors or omissions that may have been made. The publisher remains neutral with regard to
jurisdictional claims in published maps and institutional affiliations.

Printed on acid-free paper

This Springer imprint is published by Springer Nature
The registered company is Springer International Publishing AG
The registered company address is: Gewerbestrasse 11, 6330 Cham, Switzerland



Out of great complexity comes great
simplicity.

Adapted From Winston Churchill

Life is like riding a bicycle. To keep your
balance, you must keep moving.

Albert Einstein
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Preface

The Second Edition adds 17 new figures bringing the total number to 124; many
of the original figures have been revised. It also includes a new section with a novel
derivation of the Beneš series for M/G/1 queues. It describes new results on the
service time for three M/G/1 queueing models with bounded workload. It analyzes
new applications of queues where zero-wait customers get exceptional service,
including several examples on M/G/1 queues, and a new section on G/M/1 queues.
There are two other important new sections: on the level crossing derivation of the
finite time-t probability distributions of excess, age, and total life in renewal theory;
and on a level crossing analysis of a risk model in insurance. These two new
sections make it convenient to split the original Chap. 10 into two chapters. The
new Chap. 10 is on renewal theory. The new first section of Chap. 11 is on a risk
model. More explicit use is made of the renewal reward theorem throughout. Many
technical and editorial changes have been made to facilitate readability. The Second
Edition has many more specific citations and references to enhance efficiency of
perusing the book: 145 references (102 in the First Edition); 125 works listed in the
Partial Bibliography (56 in the First Edition). The Index has been expanded to
expedite locating information in the book.

Windsor, ON, Canada Percy H. Brill
October 2016
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From Preface of First Edition

From 1972 to 1974, I was working on a Ph.D. thesis entitled Multiple Server
Queues with Service Time Depending on Waiting Time. The method of analysis was
the embedded Markov chain technique, described in the papers [109] and [103]. My
analysis involved lengthy, tedious derivations of systems of integral equations for
the probability density function (PDF) of the waiting time. After pondering for
many months whether there might be a faster, easier way to derive the integral
equations, I finally discovered the basic theorems for such a method in August
1974. The theorems establish a connection between sample-path level crossing rates
of the virtual wait process and the PDF of the waiting time. This connection was not
found anywhere else in the literature at the time. I immediately developed a
comprehensive new methodology for deriving the integral equations based on these
theorems, and called it system point theory. (Subsequently, it was called system
point method, or system point level crossing method: abbreviated SPLC or simply
LC.) I rewrote the entire Ph.D. thesis from November 1974 to March 1975, using
LC to reach solutions. The new thesis was called System Point Theory in
Exponential Queues. On June 12, 1975, I presented an invited talk on the new
methodology at the Fifth Conference on Stochastic Processes and their Applications
at the University of Maryland. Many queueing theorists were present. Ever since,
LC has become an increasingly used technique for analyzing a large class of
stochastic models. LC can be used to derive integro-differential equations for
transient distributions, or integral equations for steady-state distributions.

This monograph elucidates LC for obtaining probability distributions of state
variables in a variety of stochastic models. Most of the analyses are for steady-state
distributions. However, some results for transient distributions are also given. The
book is intended for research- and applications-oriented workers in operations
research, management science, engineering, probability and statistics, actuarial
science, mathematics, and the natural sciences.

To date, many researchers have applied LC. Applications have appeared in
refereed journals, conference proceedings, technical reports, master’s and Ph.D.
theses, and in chapters and sections of books, worldwide.

xi



One reason for this great interest and consequent proliferation of publications is
that LC is very intuitive. Furthermore, it leads to exact analytical solutions. An LC
analysis starts with a typical sample path of a stochastic process. A sample path
(sample function, realization, and tracing) can be thought of dynamically. That is,
the path evolves in the state space over time, governed by the probability laws
of the model.

The LC method focuses on time rates at which a sample path exits and enters
certain measurable state-space sets. Level-crossing theorems equate these transition
rates to simple algebraic expressions of the PDF and/or CDF (cumulative distri-
bution function) of the state variable. In a steady-state analysis, the algebraic
expressions often appear in separate terms of Volterra integral equations of the
second kind with parameter. Thus, “physical” sample-path transition rates are in
one-to-one correspondence with terms of the integral equations. The integral
equations themselves are constructed by applying rate conservation laws, e.g., rate
balance. The upshot is that we can write down the integral equations “by inspec-
tion,” upon observing the sample-path structure of a model!

The integral equations are solved simultaneously with a normalizing condition,
which specifies that all probabilities sum to 1. The system of equations is solved for
the PDF and/or CDF of the state variable. We may use analytical, numerical,
algorithmic, simulation, or approximation techniques to solve the system of
equations. We can derive operating characteristics of the model using the solution
and/or LC concepts.

It is axiomatic that one can reach solutions for mathematical models by applying
alternative techniques. My own experience, and that of many other researchers, has
demonstrated that LC often leads quickly and easily to solutions. It provides useful
intuition about the model dynamics. This is due to the perspective taken: geometric
sample-path structure; rate conservation laws; connection to concepts of natural
science such as physics. LC may free the analyst from lengthy derivations of a
system of model equations. Thus, it facilitates focusing on model dynamics and on
operating characteristics. An LC analysis quite often suggests new creative
approaches for studying a model.

I hope that readers will find the monograph interesting, and useful for research.
The concepts, techniques, examples, applications, and theoretical results in this
book may suggest potentially new theory and new applications.

Windsor, ON, Canada Percy H. Brill
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Chapter 1
Origin of Level Crossing Method

1.1 Prologue

This chapter presents a condensed version of the original development of
the level crossing method (LC) for deriving probability distributions of state
variables in stochastic models. I developed LC concomitantly with the more
general system point method (SP method). Thus LC is actually an essential
component of the system point method. A more precise nomenclature for the
overall technique is the system point level crossing method (SPLC). In this
monograph, for simplicity we usually use the abbreviation LC to refer to the
overall procedure.

The LC technique was developed during the period January 1974–August
1974, while I was working on my Ph.D. thesis of a different topic, namely
Multiple Server Queues with Service Time Depending on Waiting Time. The
work, since May 1972, involved analyzing the steady-state distribution of
customer wait in an M/M/c queue with service time depending on wait be-
fore service. This had been my original Ph.D. thesis topic, suggested by my
supervisor M.J.M. Posner. The goal had been to generalize to multiple server
M/M/c queues, the (then) forthcoming paper by M.J.M. Posner [117] on sin-
gle server M/M/1 queues, using the method of embedded Markov chains, a
purely algebraic technique [103]. That analysis formulates Lindley recursions
for successive customer waits and their probability distributions [109]. The
approach utilizes inequalities, conditional probabilities, and the law of total
probability. It also involves multiple integration, transformation of variable,
differentiation, and limit operations.

The embedded Markov-chain analysis can be tedious and time consuming,
especially for complex models. I worked for several thousand hours (about
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2 1 Origin of Level Crossing Method

50 h per week) developing, simplifying and solving “fifty-page” integral
equations on computer paper (the old kind 10"×17") over a two year period.
Much experience and many observations had shown that the analyses of dif-
ferent model variants ultimately converge to a common stage. Each analysis
culminates with its own system of Volterra integral equations of the second
kind with parameter, for the steady-state pdf (probability density function)
of the customer wait. At this point, all of my analyses were purely algebraic.

While I pondered the complexity and tediousness of various embedded
Markov-chain analyses, the question gradually surfaced as to whether there
may exist an alternative, more intuitive technique for deriving the integral
equation(s) for the pdf. After considerable analysis, finally in August 1974,
I discovered the basic LC theorems and the related methodology.

For queues, the LC method starts by constructing a typical sample path
(sample function, realization, trajectory, tracing, orbit) of the virtual wait
process (see Sect. 2.2). Then we apply LC theorems. These theorems utilize
sample-path structure to write an integral equation, or system of integral
equations, for the steady-state pdf, by inspection! The LC approach can save
an enormous amount of time when analyzing complex stochastic models.
LC provides a common systematic procedure for studying a wide variety of
stochastic models. It focuses attention on sample paths. Therefore it often
leads to new insights into the model dynamics and its subtleties. In complex
models, construction of a sample path may itself be a challenge. However,
the benefit of this construction is that it often leads to a deeper understanding
of the model.

In order to construct the integral equation(s), the LC method employs a
one-to-one correspondence between: (1) the set of algebraic terms in the inte-
gral equation(s) for the pdf, and (2) a set of mutually exclusive and exhaustive
sample-path transitions relative to state-space levels or state-space sets (see
Sects. 2.4.3 and 2.4.4).

My original thesis using embedded Markov chains and Lindley recursions
was published in two working papers [48] and [49]. Immediately after my

discovery of LC, I completely rewrote my original Ph.D. thesis using SPLC,
from November 1974 to March 1975. Two additional chapters were added
as well, outlining the System-Point/Level-Crossing theory (Chap. 2 in [11]),
and examples from the literature (Chap. 8 in [11]). The results using LC
corroborated the original results in [48] and [49], and also pointed to a whole
new array of possible applications. The new thesis was called System Point
Theory in Exponential Queues [11] . This led to the subsequent publications
[50–53].

http://dx.doi.org/10.1007/978-3-319-50332-5_2
http://dx.doi.org/10.1007/978-3-319-50332-5_2
http://dx.doi.org/10.1007/978-3-319-50332-5_2
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Two years later in 1976, J.W. Cohen [61] discussed the same level crossing
ideas, as related to regenerative processes (e.g., [134]), and followed that
work with [62]. The resulting regenerative-process connection to LC is useful
for obtaining certain steady-state (limiting) results in a variety of stochastic
models.

The following abridged version of my development of LC in 1974 deals
with the single server queue. (This preserves the main ideas, which originally
evolved from analyzing complex M/M/c queues with service time depending
on waiting time.) For background, we first derive an integral equation based on
the classical algebraic Lindley-recursion/embedded-Markov-chain method
for GI/G/1 and M/G/1 queues. This was the method used to analyze my
original Ph.D. thesis topic. (Due to multiple servers, that derivation started
with a more general Lindley recursion, employed in working papers [48] and
[49]. It ended with a system of Volterra integral equations for the steady-state
pdf of wait, and its solution.) Then we outline the original development of the
LC method, and use it to derive the same integral equation—by inspection.

1.2 Lindley Recursion for GI/G/1 Wait

Let Wn, Sn, Tn+1 denote respectively the waiting time of customer n before
service, the service time of customer n, and the time interval τn+1−τn between
the arrival instants (epochs) τn, τn+1 of customers n and n + 1 at the system,
n = 1, 2, .... The well-known Lindley recursion for the waiting time is

Wn+1 = max{Wn + Sn − Tn+1, 0}, n = 1, 2, .... (1.1)

Referring to Fig. 1.1, we have the following inequalities. For fixed x ≥ 0,

0 ≤ Wn+1 ≤ x
⇐⇒ Wn + Sn − Tn+1 ≤ x
⇐⇒ y + Sn − z ≤ x
⇐⇒ Sn ≤ x + z − y,

⎫
⎪⎪⎬

⎪⎪⎭

(1.2)

given Wn = y and Tn+1 = z. (Symbol “⇐⇒” is equivalent to “if and only
if” or “iff”.)

Let P(A) denote the probability of an event A.
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Sn

Wn =y

T n+ 1 = z

x

W n+1

z

nτ
1n

τ
+

Fig. 1.1 Lindley recursion for Wn → Wn+1 geometrically

Definition 1.1 For n = 1, 2, ...

Fn(x) = P(Wn ≤ x), x ≥ 0,

fn(x) = d
dx Fn(x), x > 0, where the derivative exists,

Pn(0) = Fn(0),

B(y) = P(Sn ≤ y), y ≥ 0, n = 1, 2, ...,

B(y) = 1 − B(y), y ≥ 0.

⎫
⎪⎪⎪⎪⎬

⎪⎪⎪⎪⎭

(1.3)

Fn(·) is the cdf of Wn; fn(·) is the pdf on the positive part of Wn; Fn(∞) =
Pn (0) + ∫ ∞

x=0 fn(x)dx = 1, n = 1, 2, .... Assume that the parameters of the
queue are such that the steady state cdf F(·) and mixed pdf {P0, f (x)}x>0
of the wait exist, and limn→∞ Fn(x) = F(x), x ≥ 0, limn→∞ Pn(0) = P0,
limn→∞ fn(x) = f (x), x > 0. We define f (·) to be right continuous. Thus
f (x+) = f (x), x > 0. For consistency, we extend the domain of f (·) to
include x = 0, and define f (0+) = f (0). Note that f (0) adds zero probability
to P0.

1.3 Integral Equation for M/G/1 PDF of Wait via Lindley
Recursion

Assume that the arrival process is Poisson at rate λ, and that the random vari-
ables ∪n∈N+{Sn, Tn+1} are mutually independent (where N

+ = {1, 2, ...}).
For this model assume Sn, Wn are independent of each other, n = 1, 2, .... The
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classical approach applies inequalities (1.2) to derive an integral equation,
which expresses Fn+1(·) in terms of Pn(0) and fn(·). The notation P(A|B)

denotes the conditional probability of event A given that event B occurs.
Conditioning on Tn+1 and then on Wn, gives for x ≥ 0,

Fn+1(x)

=
∫ ∞

z=0
P(Wn + Sn − z ≤ x|Tn+1 = z)λe−λzdz

=
∫ ∞

z=0

∫ x+z

y=0−
P(Sn ≤ x + z − y|Wn = y, Tn+1 = z)fn(y)λe−λzdydz.

where 0− emphasizes that the probability of the atom {0} is included in the
integral. (See Sect. 2.4.9 for a definition of atom.) Substituting from (1.3),we
obtain for x ≥ 0,

Fn+1(x) =
∫ ∞

z=0

∫ x+z

y=0−
B(x + z − y)fn(y)λe−λzdydz

= Pn(0)

∫ ∞

z=0
B(x + z)λe−λzdz

+
∫ ∞

z=0

∫ x+z

y=0
B(x + z − y)fn(y)λe−λzdydz. (1.4)

The transformation w = x + z in (1.4) gives, for x ≥ 0,

Fn+1(x) = Pn(0)

∫ ∞

w=x
B(w)λe−λ(w−x)dw

+
∫ ∞

w=x

∫ w

y=0
B(w − y)fn(y)λe−λ(w−x)dydw. (1.5)

For x > 0, take d
dx on both sides of (1.5) wherever it exists. Then

fn+1(x) = λFn+1(x) − λPn(0)B(x)

− λ

∫ x

y=0
B(x − y)fn(y)dy, x > 0. (1.6)

By definition,

Fn+1(x) = Pn+1 (0) +
∫ x

y=0
fn+1(y)dy, x ≥ 0.

http://dx.doi.org/10.1007/978-3-319-50332-5_2
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Substituting into (1.6) yields

fn+1(x) = λ

(

Pn+1 (0) +
∫ ∞

y=0
fn+1(y)dy

)

− λPn(0)B(x)

− λ

∫ x

y=0
B(x − y)fn(y)dy, x > 0,

which simplifies to

fn+1(x) = λ
[
Pn+1 (0) − Pn(0)B(x)

]

+ λ

∫ x

y=0
(fn+1(y) − B(x − y)fn(y))dy, x > 0. (1.7)

In (1.7), letting n → ∞ gives the desired integral equation for the steady
state pdf, namely,

f (x) = λP0B(x) + λ

∫ x

y=0
B(x − y)f (y)dy, x > 0. (1.8)

The normalizing condition that all probabilities sum to 1, is

P0 +
∫ ∞

x=0
f (x)dx = 1. (1.9)

Equations (1.8) and (1.9) are then solved simultaneously to obtain
the steady-state pdf of wait {P0, f (x)}x>0. Steady-state operating charac-
teristics can be computed from {P0, f (x)}x>0: the cdf F(·); the Laplace-
Stieltjes transform

∫ ∞
y=0− e−sydF(y), s > 0; the expected values of the

waiting time, system time and number in the system, by applying Little’s
theorem L = λ · W [110]; quantiles of F(·); the probability mass function
(pmf) of the number in the system, by conditioning on the wait and applying
the PASTA principle [145]; etc.

When analyzing more general stochastic models, e.g., state-dependent
models, we obtain variations and generalizations of integral equation (1.8).
Examples are: single and multiple server queues with service time or arrival
rate depending on current workload; inventories where demand rate or de-
mand size depends on current inventory level (stock on hand); general storage
systems where input size depends on current content; risk reserve systems in
Insurance where claim size depends on current risk reserve; systems in the
physical and natural sciences with state-dependent parameters.
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The algebraic steps in (1.1)–(1.8) illustrate the classical approach. In com-
plex state-dependent models, the classical approach begins with more general
Lindley recursions than (1.1). Then, significantly more algebra is typically
required to derive an integral equation, or system of integral equations, for
the steady state pdf of the state variable, e.g., [48] and [49].

It is important to note that the classical method based on Lindley recursions
is very useful both theoretically and computationally, for studying the waiting
time in queues, and state variables in many stochastic models.

The following question gradually evolved while continuing to derive inte-
gral equations for the pdf in complex state-dependent M/M/c models using
the classical method [48] and [49]. Does there exist an alternative way to
derive integral equation (1.8), and analogous integral equations in complex
state-dependent models, which: (a) bypasses starting from (1.1); (b) reduces
the amount of accompanying algebra? The goal was to derive equations like
(1.8) in a manner similar to the well-known, intuitively appealing rate into
state = rate out of state balance equations for the state probabilities in discrete-
state, continuous-time Markov chains, e.g., [125]. Persevering with this idea,
while continuing to apply the classical method, ultimately led to the SPLC
methodology. The developmental process is outlined in Sects. 1.4–1.7.

1.4 Observations and Questions

The following elementary observations and simple questions considered to-
gether, lead to a very powerful approach for analyzing stochastic models.

1. For each x ≥ 0, the cdf F(x) ∈ [0, 1]. Thus F(x) is a dimensionless
quantity. It is a real number without associated units.

2. For each x > 0, the pdf f (x)
(
= dF(x)

dx

)
, has dimension 1/ [Time]. This

follows because �x has the same dimension as x, namely [Time] be-
cause f (x) is the pdf of waiting time, in the defining formula f (x) =
lim�x→0

F(x+�x)−F(x)
�x .

3. In integral equation (1.8), the dimension of both left and right hand sides
is

[ 1
Time

]
. Note that the parameter λ has dimension

[ 1
Time

]
.

4. A number having dimension [1/Time] is the measure of a rate, a notion
from Physics.

5. Each side of integral equation (1.8) is the measure of some unknown (in
1974) rate.

6. In integral equation (1.8), the left hand side f (x) and the right hand side
λP0B(x)+λ

∫ x
y=0 B(x−y)f (y)dy, may represent two different rates, which

have the same value.
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7. Question: What geometric or physical rate, if any, does f (x) measure?
8. Question: What geometric or physical rate, if any, does λP0B(x) +

λ
∫ x

y=0 B(x − y)f (y)dy measure?

Remark 1.1 The classical approach, starting from Lindley recursions , is a
completely algebraic technique. There was no inkling whatsoever in 1974,
of the geometric picture that was about to emerge, as described in Sect. 1.5.

1.5 Further Properties of Integral Equation for PDF
of Waiting Time in M/G/1

To answer Questions 7 and 8 of Sect. 1.4, we study (1.8) further. Let x ↓ 0
on both sides of ( 1.8). This yields

f (0+) = λP0. (1.10)

Observation: For the M/G/1 queue in steady state (equilibrium), consider
two discrete states that the system may present from the viewpoint of an
arriving customer: {0}: no wait; {1}: wait. Over time the system alternates
between presenting states {0} and {1} to the arrival stream. An arrival waits:
(a) zero time iff the server is idle at the arrival instant; (b) a positive time iff
the server is busy at the arrival instant. Thus we may equivalently redefine
the states from the viewpoint of the system (or server) as: {0} : idle; {1}:busy.

The rate at which busy periods start is λP0, due to Poisson arrivals, and
the rate out of state {0} = λP0, as in continuous-time, discrete-state Markov
chains. By conservation of rates out of and into {0}, the rate at which busy
periods end must also be λP0. Furthermore, a connection is made to integral
equation (1.8) via the relation (1.10), f (0+) = λP0.

Figure 1.2 depicts the motion between the two states {0}, {1}. The sojourn
times of visits to {0} are i.i.d. (independently and identically distributed)
random variables distributed as an idle period. An idle period is exponentially
distributed with mean 1/λ. The sojourn times of visits to {1} are i.i.d. random
variables distributed as a busy period. A sample path corresponds to that of a
two-state alternating renewal process. It is a special case of a Markov renewal
process or semi-Markov process with 2 × 2 Markov transition matrix

∥
∥Pij

∥
∥

where P01 = P10 = 1 (see pp. 457–460 in [125]). Let {A(t)}t≥0 denote this
two-state process, where A(t) = 0 if t ∈ idle period and A(t) = 1 if t ∈ busy
period. A sample path consists of alternating horizontal, right-continuous line
segments (Fig. 1.2).
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Busy 
period

Idle 
period

Time t  

{0}

{1}

Fig. 1.2 Sample path of alternating renewal process {A(t)}t≥0

1.5.1 Connection with Virtual Wait Process

Reflecting on the structure of the alternating renewal process {A(t)}t≥0, led to
the recognition of a close correspondence with the well-known virtual wait
process (thanks to [140] which the author had become aware of in 1964).
The virtual wait represents how long a customer that arrives at time t must
wait to start service (same as the workload at time t in standard M/G/1). For
the standard M/G/1 queue, the virtual wait {W (t)}t≥0 is a continuous-time,
continuous-state process with state space [0, ∞). Sample paths of {W (t)}t≥0
are real-valued, non-negative, right-continuous functions on [0, ∞). Charac-
teristically,

dW (t)

dt
=

{−1 if W (t) > 0,

0 if W (t) = 0

(Fig. 1.3). Jumps occur at Poisson rate λ. Jump sizes are distributed as the
service time. Table 1.1 shows the correspondence between {A(t)}t≥0 and
{W (t)}t≥0.
Observation: Sample paths of {W (t)}t≥0 are strictly positive during busy

periods and equal to zero during idle periods. Sample paths of {A(t)}t≥0
have the same property, if we make the correspondence as in Table 1.1.

Interestingly, for the process {A(t)}t≥0 state {1} can be viewed as a “black
box” containing all possible busy periods. Whenever the sample path enters
{1}, a random busy period is generated.
Observation: For the M/G/1 queue, it is well known that the cdf and pdf of

W (t) as t → ∞ are respectively equal to the cdf and pdf of Wn as n → ∞,

provided the limits exist (e.g., [140] ).
The above discussion leads to the following observation.
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1τ 2τ 3τ 4τ

W(t)

W 1 =0 W2

S 1

S 2

x

SP

0

Busy

period

Idle 

period

Time 

Fig. 1.3 Sample path of virtual wait {W (t)}t≥0 in M/G/1 showing: actual waits
{Wn}n=1,2,...; busy and idle periods; system point SP; fixed level x

Table 1.1 Correspondence Between {A(t)} and {W(t)}

Time t ≥ 0 A(t) W (t)

t ∈ idle period 0 0

t ∈ busy period 1 ∈ (0,∞)

Observation: f (0+) = rate at which a typical sample path of {W (t)}t≥0
hits level 0 from above at a 45◦ angle (Fig. 1.3). Hits of level 0 from above
occur at the ends of busy periods.
Insight: Shift attention to sample paths of the virtual wait {W (t)}t≥0! Focus

on the geometry of a typical sample path of {W (t)}t≥0!
The last observation provides an alternative interpretation of Eq. (1.10).

In complex systems, this observation may lead to extra conditions to help
solve for unknown constants of integration arising in the solution of a sys-
tem of integral (or differential) equations. More importantly, the foregoing
considerations suggest the key question and conjecture given in Sect. 1.5.2.

1.5.2 Looking Upward from Level Zero

Key Question: At what rate does a typical sample path of {W (t)}t≥0 hit any
state-space level x ≥ 0 , from above?
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To answer the key question, imagine, temporarily, that the M/G/1 model
under consideration were really an M/M/1 model with service rate μ. The
jump sizes of the virtual wait process (Fig. 1.3) would then be exponentially
distributed with mean 1/μ. Fix level x > 0 in the state space. Consider a jump
that starts at some level y < x and ends above x. By the memoryless property
of the exponential distribution, the excess jump above x would have the same
distribution as the total service time. That is, P(Sn > x −y+ z|Sn > x −y) =
e−μz, n = 1, 2, ..., independent of y and x . This implies that each sojourn
time of a sample path above every x ≥ 0, would be statistically identical to a
busy period, independent of x! Thus, the picture during sojourns above level
x would be a probabilistic replica of Fig. 1.3 during busy periods above level
0. However, the sojourns at or below level x, would be of different durations
depending on x (see Sect. 3.4.16). This leads to the key conjecture. Recall
that f (0) = f (0+).
Key Conjecture: For each x ≥ 0, f (x) is the rate at which a sample path

of {W (t)} hits level x from above.

The key conjecture generalizes the last observation in Sect. 1.5.1. The con-
jecture is readily confirmed mathematically for M/M/1, M/G/1 and GI/G/1
queues. Furthermore, in many general, state-dependent stochastic models,
analogous results connect sample-path hits of a state-space level, and the pdf
of the state variable at that level. The notions of sample-path smooth hits
of a level and jumps across a level, naturally suggest the concept of level
crossings: in particular, downcrossings and upcrossings.

Remark 1.2 Various areas of real analysis and stochastic processes utilize
level crossing concepts. In stochastic processes most work deals with level
crossings of processes having continuous sample paths. Prior to 1974, level
crossings had not been directly connected with, or used to obtain integral
equations to solve for probability distributions of state random variables. The
level crossing method is particularly useful in continuous-time continuous-
state stochastic models where sample paths have discontinuous jumps. It is
also applicable to processes with strictly continuous sample paths, as in a
dam with alternating influx and efflux (see Sect. 11.8).

In this monograph, we shall regularly use the terms: level crossing, down-
crossing, upcrossing. In the present context it is sufficient to use their intuitive
meaning, as in Fig. 1.4. Roughly speaking, for the virtual wait of a standard
M/G/1 queue, a downcrossing of a level at instant t0 is a smooth or left-
continuous hit of that level from above at t0. An upcrossing at instant t0 is
made by a jump, which starts below, and ends above the level, at t0. These
concepts are discussed more precisely in Chap. 2.

http://dx.doi.org/10.1007/978-3-319-50332-5_3
http://dx.doi.org/10.1007/978-3-319-50332-5_11
http://dx.doi.org/10.1007/978-3-319-50332-5_2
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Busy Period

0

W(t)

Time t

x

x
y

Idle Period

0

Fig. 1.4 Sample path of {W (t)}t≥0 indicating downcrossings of level x and hits of
level 0

1.5.3 Integral Equation in Light of the Sample Path

Consider the left side of (1.8). For each x > 0, f (x) is equal to the sample-
path downcrossing rate of level x. That is, f (x) corresponds to the rate of a
particular type of sample-path transition across level x. This correspondence
has an intuitive appeal, which we now explore further.

Question: Does the right side of Eq. (1.8), λP0B(x)+λ
∫ x

y=0 B(x −y)f (y)dy,
correspond to the rate of a particular type of sample-path transition across
level x?

The last question prompts consideration of the idea conservation law,
or principle of set balance (rate balance across a boundary separating two
disjoint state-space sets). Referring to W (t), t ≥ 0, (Fig. 1.4), let x0 = W (0),
and fix x > 0. The state space is S = [0, ∞) = [0, x] ∪ (x, ∞) (union of two
disjoint sets). The long-run sample-path exit and entrance rates of state-space
set (x, ∞) are equal, independent of the initial state x0. Exits and entrances of
(x, ∞) alternate in time, and correspond to sample-path downcrossings and
upcrossings of level x, respectively. Set balance (rate balance across level x)
suggests interpreting λP0B(x) + λ

∫ x
y=0 B(x − y)f (y)dy as the sample-path

upcrossing rate of level x. We now show that this interpretation is correct.
For the process {W (t)}t≥0 the following property holds for a sample-path

jump starting at level y < x (Fig. 1.4):

P(end of jump > x | start of jump = y < x)

= P(service time > x − y)

= B(x − y). (1.11)
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If a jump upcrosses x, it starts either at level 0 or at a level y ∈ (0, x).
Setting y = 0 in (1.11) shows that the rate of upcrossings of x, starting at
level 0, is λP0B(x). The rate of jumps starting in a small interval (y, y + dy)
is λf (y)dy. From (1.11), the rate of upcrossings of x, starting in (0, x) is
λ

∫ x
y=0 B(x − y)f (y)dy. Thus, there is a one-to-one correspondence between

the set of three algebraic terms of (1.8) and the set of three mutually exclusive
and exhaustive sample-path crossing rates of level x (see Fig. 1.6).

1.6 Basic Level Crossing Theorem for M/G/1

The foregoing notions lead to the basic level crossing theorem for the steady-
state pdf of wait in the standard M/G/1 queue, namely Theorem 1.1 below.
Assume λE(S) < 1, where λ is the arrival rate and E(S) is the expected value
of the service time. Consider a sample path of the virtual wait process.

1.6.1 Downcrossing and Upcrossing Rates

For fixed x > 0 and fixed t > 0, let Dt(x), Ut(x) denote the number of
down- and upcrossings of level x during (0, t), respectively. The average
rates of down- and upcrossings during (0, t) are Dt(x)

t and Ut(x)
t , respectively.

Let E(X) denote the expected value of a generic random variable X. The
average rates of the expected number of down- and upcrossings during (0, t)
are E(Dt(x))

t and E(Ut(x))
t , respectively. Note that the singleton discrete state

{0} is an atom having steady-state probability P0 > 0. (See Sect. 2.4.9 for
a definition of atom.) Let Ot({0}) denote the number of exits out of, and
It({0}) the number of entrances into, the discrete state {0} during (0, t). Here,
an intuitive notion of exit and entrance suffices. Define Dt(0) = It ({0})
and limt→∞ Dt(0)

t = limt→∞ It({0}
t . These notions are specified further in

Chap. 2.

Theorem 1.1 (P.H. Brill, 1974) For the virtual wait process {W(t)}t≥0 in the
stable M/G/1 queue (ρ = λE(S) < 1)

lim
t→∞

E(Dt(x))

t
= f (x), x ≥ 0, (1.12)

lim
t→∞

Dt(x)

t
=
a.s.

f (x), x ≥ 0, (1.13)

http://dx.doi.org/10.1007/978-3-319-50332-5_2
http://dx.doi.org/10.1007/978-3-319-50332-5_2
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0

W(t)

Time  t

x
x+h

0
x

h <h h h h>h>h h <h

Fig. 1.5 Sample path of virtual wait in M/G/1 queue. Shows levels x and x + h and
various sojourn times in interval (x, x + h), used in proof of Theorem 1.1

lim
t→∞

E(Ut(x))

t
= λP0B(x) + λ

∫ x

y=0
B(x − y) f (y)dy, x > 0, (1.14)

lim
t→∞

Ut(x)

t
=
a.s.

λP0B(x) + λ

∫ x

y=0
B(x − y) f (y)dy, x > 0, (1.15)

where ‘ =
a.s.

’ means ‘equal almost surely’ or ‘with probability 1’.

Proof (Note: A different proof is given in Corollary 3.6 of Theorem 3.4 in
Sect. 3.2.7 for the transient pdf of {W (t)}t≥0. Also see [50], [11], [52])

Here we demonstrate some of the simple intuition underlying the SPLC
methodology. Consider a sample path of the virtual wait on (0, t), i.e.,
{W (s)}0<s<t and fix levels x > 0 and x + h, where h > 0 is small (Fig. 1.5 ).

Sojourns in (x, x+ h) after downcrossing of level x+ h

The contribution to the expected sojourn time in (x, x + h) due to sojourn
times = h is

h · e−λh = h · [1 − λh + o(h)] = h + o(h)

due to the memoryless property of exponential interarrivals. The sample
path spends a shorter or longer time than h in (x, x + h) with probability
less than [λh + o(h)] because in either case a jump must occur before the
sample path exits (x, x + h). That jump ends either above or below x + h.
Thus the contribution to the expected sojourn time in (x, x + h) is less than
h · [λh + o(h)] = o(h).

Sojourns in (x, x + h) after upcrossings of x that end in (x, x+ h)

http://dx.doi.org/10.1007/978-3-319-50332-5_3
http://dx.doi.org/10.1007/978-3-319-50332-5_3
http://dx.doi.org/10.1007/978-3-319-50332-5_3
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The probability that a jump upcrosses level x and ends in (x, x + h) is
b(x − y)h for some y ∈ [0, x). We assume b(·) is bounded. The contri-
bution to the expected value of the subsequent sojourn in (x, x + h) is: (a)
less than h · b(x − y)h = o(h) if there is no arrival before the sample path
falls to level x, or (b) less than A ·b(x −y)h [λh + o(h)] = o(h) if the sojourn
time in (x, x + h) is extended due to an arrival, where 0 < A < t. (We use
the fact that

(
A · b(x − y)h [λh + o(h)]

t

)

< b(x − y)h [λh + o(h)] = o(h)

below to get the left side of (1.16).)
Thus, the contributions to the expected sojourn times in (x, x + h), that

are �=h is o(h). Hence during the interval (0, t), t > 0, the expected total
time spent in (x, x + h) is E(Dt−h(x + h)) · [h + o(h)]. The limiting expected
proportion of time that the sample path spends in (x, x + h) is

lim
t→∞

E(Dt−h(x + h)) · [h + o(h)]

t
= F(x + h) − F(x), (1.16)

by the definition of F(x), x > 0. Dividing both sides of (1.16) by h and letting
h ↓ 0 gives

lim
t→∞

E(Dt(x+))

t
= f (x),

since E(Dt−(x+)) = E(Dt(x+)). At downcrossing instants the sample path
is continuous from the left, so that E(Dt(x+)) = E(Dt(x)). Hence

lim
t→∞

E(Dt(x))

t
= f (x), x > 0.

This proves (1.12). The counting process {Dt(x)}t≥0 is a renewal process due
to Poisson arrivals. Therefore limt→∞ E(Dt(x))

t =
a.s.

limt→∞ Dt(x)
t [125], and

(1.13) follows.
An intuitive proof of (1.14) and (1.15) follows from the discussion in

Sect. 1.5.3. �
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Corollary 1.1 For the M/G/1 queue in equilibrium

lim
t→∞

E(Dt(0))

t
= f (0+) = f (0) = λP0, (1.17)

lim
t→∞

Dt(0)

t
=

(a.s.)
f (0+) = f (0) = λP0. (1.18)

Proof Let x ↓ 0 in (1.12)–(1.15) and apply (1.10) �
Note that (1.17) and (1.18) equate the sample-path: (1) downcrossing rate

of level 0 (= entrance rate into discrete state {0}); (2) exit rate from {0};
(3) the pdf f (0) at level 0. An important notion is that sample-path rates into
and out of a discrete state, are equal to a particular value of the pdf of a
continuous random variable! This relation connects {0}, which is a boundary
of [0, ∞), to the state-space interval of continuous states (0, ∞).

Formula (1.19) below, gives the principle of set balance for a state-space
set (x, ∞), x > 0, in terms of rate balance across level x.

Principle of Rate Balance for Level x

This is the same as set balance for (x, ∞), i.e.,

limt→∞ Dt(x)
t = limt→∞ Ut(x)

t , x > 0, (a.s),
limt→∞ E(Dt(x))

t = limt→∞ E(Ut(x))
t , x > 0.

}

(1.19)

Formula (1.19) means that for each x, the (long-run) SP down- and upcrossing
rates of level x are equal, independent of the initial state W (0) = x0 at t = 0.
Rate balance for levels (set balance for sets having the level as a boundary)
is discussed more fully in Chap. 2, Sect. 2.4.7.

1.7 Integral Equation for M/G/1 Waiting Time Using Level
Crossing Method

We now derive (1.8) using LC, by applying Theorem 1.1 and rate balance
(1.19). Start with a typical sample path of {W (t)}t≥0. Fix level x > 0.

Apply the one-to-one correspondence that exists between the set of mutually
exclusive and exhaustive sample-path crossing rates of level x, and the set of
algebraic expressions which contain {P0, f (x)}x>0. Write integral equation
(1.8) as a rate-balance equation using (1.19), by inspection of the sample
path (Fig. 1.6)! Note that starting from level 0, the upcrossing rate of level
x > 0 is

lim
t→∞

E(Ot({0}))
t

· B(x) = λP0B(x).

http://dx.doi.org/10.1007/978-3-319-50332-5_2
http://dx.doi.org/10.1007/978-3-319-50332-5_2
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0

0

( ) ( ) ( ) ( )
x

y

f x B x P B x y f y dy
=

= + −λ λ

Downcrosssing 
rate of level x

Upcrosssing
 rate of level x,
from level 0

Upcrosssing rate 
of level x, from 
levels in (0,x)

Fig. 1.6 One-to-one correspondence between virtual-wait sample-path rates of
crossing level x and terms of integral equation (1.8) for f (x)

Summary of Steps in LC Derivation of Integral Equation (1.8)

1. Construct a sample path of {W (t)}t≥0 (Fig. 1.4).
2. Substitute from (1.12) and (1.14) term by term into (1.19).
3. Write integral equation (1.8) (Fig. 1.6).

This completes an abbreviated outline of the original development in 1974,
of the system-point level-crossing method for analyzing stochastic models.
Note that the SPLC method was developed first for multiple-server M/M/c
queues and then for M/G/1 queues immediately after. For the M/M/c case,
the method of sheets (or pages), was developed simultaneously, since it is
a vital component of the SPLC method (see Sect. 4.5.7, and Refs. [11] and
[52]).

http://dx.doi.org/10.1007/978-3-319-50332-5_4


Chapter 2
Sample Path and System Point

2.1 Introduction

When applying the system point level crossing method (abbreviated SPLC,
or briefly LC) to obtain probability distributions of state variables in sto-
chastic models, intuitive notions of sample-path transitions often suffice (see
Fig. 1.6). In some models, however, more rigorous notions of such transi-
tions are useful for applying SPLC. This chapter provides definitions and
examples which enhance intuitive background about sample paths and SP
motion in state spaces which are subsets of R (the set of real numbers). Perti-
nent sample-path transitions include exits and entrances of state-space sets;
boundary crossings, downcrossings, upcrossings, tangents, hits, egresses and
pass-bys of state-space levels. We discuss the useful principles of rate balance
across state-space levels, and of set balance between disjoint state-space sets.
These transitions and principles are relatively easy to discern from a “typi-
cal” sample path of the state variable of the model. They relate directly to the
probability distribution of the state variable (as in Theorem 1.1). Thus they
help us develop model equations for the probability distribution by inspection
of the sample path (as in Fig. 1.6). Section 2.5 summarizes geometrically 35
types of sample-path and SP transitions with respect to state-space levels.

© Springer International Publishing AG 2017
P.H. Brill, Level Crossing Methods in Stochastic Models,
International Series in Operations Research & Management Science 250,
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2.2 State Space and Sample Paths

2.2.1 Sample Paths

For each stochastic model considered, we will tacitly assume the existence
of a basic probability space (�, �, P), where � is the set of all possible
outcomes of the associated random experiment, � is a σ -field of events,
and P is a probability measure on �. The first step of the LC method is
to construct a “typical” sample path of the state variable of interest over
Time, from the sequences of random variables and the rules defining the
model (e.g., Fig. 1.4). Examples of such sequences occur in: queues—inter-
arrival and service times; inventories—inter-demand times and demand sizes;
dams—inter-input times and input sizes; actuarial models—inter-claim times
and claim amounts; pharmacokinetics—inter-dose times and dose amounts.

A “typical” sample path is one which is “reasonable” or “not rare”. Exam-
ples are sample paths of: the virtual wait in an M/G/1 queue where the aver-
ages of the alternating busy and idle periods converge to their respective
theoretical values (Fig. 2.1); the net inventory of an 〈s, S〉 inventory system
with product decay where the average of the replenishment cycles converge
to the theoretical value (Fig. 2.2).

We assume that: the state space S consists of continuous and/or discrete
states (atoms); the number of atoms is finite in finite state-space intervals.
For example, the state space of the virtual wait process in M/G/1 queues has
exactly one atom, at level 0 (Fig. 2.1).

0

W(t)

Time 

x

Busy Period

0x

Jump

SP

Idle Period

Fig. 2.1 Sample path of virtual wait in M/G/1 queue. Emphasizes SP jumps and
hits of level 0 from above

http://dx.doi.org/10.1007/978-3-319-50332-5_1
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S

s

SP

Downward Jump
Upward Jump

0

Time 

I(t)

Replenishment cycles

Downward & upward 
jumps at same instant

0t

Fig. 2.2 Sample path of net inventory in 〈s, S〉 model with product decay, no lead
time

Let T denote the continuous parameter set of the model. Usually,
T = {t | t ∈ [0, ∞)}, the time axis.

We employ the following “working” definition of a sample path. It is
sufficiently general for a large class of stochastic models in OR (Operations
Research), and applies to the models analyzed in this monograph.

Definition 2.1 A sample path is a bounded real-valued or vector-valued,
right-continuous function X (t), t ∈ T, with domain T and range a subset of
the state space S. Left limits exist for all t > 0. All sample-path discontinu-
ities are jumps. During arbitrary finite time intervals, the number of jumps
and number of relative extrema (excluding “trivial” extrema during sojourns
in discrete states) are finite with finite expectations.

Sample paths are also called sample functions, realizations, trajectories,
tracings, orbits. (Reference [69] contains a comprehensive treatment of sam-
ple functions.) A sample path is a possible outcome ω ∈ � of the back-
ground random experiment associated with a model; each ω corresponds
uniquely with a function ωt : T → R. For fixed t , X (t) is a random vari-
able with domain � and range a subset of S. If S ⊆ R then X (t) has cdf
P(X (t) ≤ x) = P({ω |ωt ≤ x |}, x ∈ S, and pdf d

dx P(X (t) ≤ x), where
the derivative exists. If t0 is not an instant of jump, then X (·) is continuous
at t0. If t0 is an instant of “jump” then generally X (t−0 ) 	= X (t0); however
possibly X (t−0 ) = X (t0) if there is a double jump at t0 (see Example 2.3
and Fig. 2.6, on 〈s, S〉 inventory with no decay). (Note: The symbol 〈s, S〉
denotes an inventory system with a reorder point s and order-up-to level S.)
For many models in this monograph, sample paths are piecewise continuous
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X(t)

0
Time

Input Efflux

Efflux pattern 
for all levels

SP
x

Fig. 2.3 Sample path of content in dam with general release pattern (efflux). Empha-
sizes sample-path jumps, right continuity, and slopes for all positive levels

V(t)

0

0
v

Interarrival-time 
Downward Jump

Arrival to
empty system

Busy Period Idle Period

SP

Time 

Arrival 
to system

Fig. 2.4 Sample path of extended age process in G/M/1 queue. V (t) = time cus-
tomer in service at t has been in system, if V (t) > 0. −V (t) = remaining time at t
until next arrival, if V (t)< 0 (see Sect. 5.1). Emphasizes downward jumps and right
continuity of sample path

and differentiable between jumps; the slope at a fixed state-space level x is
independent of t (see Figs. 2.2, 2.3, 2.4 and 2.5).

2.2.2 Sample-Path Properties and Jumps

Proposition 2.1 The total number of sample-path jumps and/or relative
extrema for a model with time domain T = [0, ∞) is a countable set (a.s.)
(almost surely, with probability 1 with respect to (�, �, P)).

Proof The time domain T = ∞∪
n=1

[n − 1, n) is a countable union of disjoint

finite intervals. Each interval contains at most a finite number of sample-path

http://dx.doi.org/10.1007/978-3-319-50332-5_5
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M

Time 

Exponential 
claims

0

Time of ruin

SP

Double jump
to restart
at level 

Premium 
rate c

0x

Pareto  
claims

0x

xLevel

Deficit at ruin

( )X t

Threshold

Time of ruin

Deficit at ruin

Double jump
to restart
at level 0x

Fig. 2.5 Sample path of surplus (risk reserve) in ruin-like model in Insurance. Shows
first 2 regenerative cycles (see [54]). In this example claim size distribution depends
on surplus at claim instant: exponential below M ; Pareto above M

jumps and/or relative extrema (a.s.), by Definition 2.1. A countable union of
countable sets is countable (e.g., [6, 56]). �

For continuous time models, in practice it is possible to observe a jump of
a state variable X (·) at any instant t ∈ T . For some models it is possible that
two “jumps”, e.g., downward and upward, occur at the same instant, which
can affect the physical behavior of the system (see Examples 2.1, 2.2 and
Remark 2.1). We discuss such multiple jumps in Sect. 2.3.

Example 2.1 Consider a typical sample path of the stock on hand (net
inventory) {I (t)}t≥0 in a continuous review 〈s, S〉 inventory with a sin-
gle product, random demand stream, random demand sizes, no lead time,
and continuous product decay (Fig. 2.2). The “wide-sense” state space is
(−∞, S] ⊆ R (see Sect. 2.3.1). The reorder point is s, and the order-
up-to level is S, 0 ≤ s < S. Arrivals of demands generate downward
jumps. The OR analyst prescribes an order to replenish the stock up to S,
corresponding to sample-path upward jumps, in response to the following
signals: (a) a demand causes a downward jump that ends at or below s, (b)
the stock on hand decays continuously from above into level s. All upward
jumps start below or at level s, and end at level S. At each instant when signal
(a) is detected, both downward and upward jumps occur, resulting in a net
upward jump of the sample path.

In Fig. 2.2 the sample path consists of piecewise deterministic, contin-
uous curved segments with negative slope. The relative extrema (peaks
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and troughs) are contained within the state space interval [s, S]. The jumps
are not part of the sample path per se. Nevertheless, the jumps are observable,
and they determine the structure of the sample path over Time. Downward
jumps that signal instants to place an order, occur at the same instants as the
corresponding prescribed upward jumps, which replenish the stock to level
S. There are no discrete states in S.

Remark 2.1 We briefly discuss examples of sample paths in some models
of applied probability. For: (1) the virtual wait process in a G/G/1 queue,
upward jumps occur at arrival instants (Fig. 2.1); (2) the content in a dam
with instantaneous inputs, upward jumps occurring at input instants, and
general pattern of efflux (Fig. 2.3); (3) the extended age process in a G/M/1
queue (the time that a customer in service has been in the system, or, negative
of remaining time until the next arrival to an empty system) (see [19]), down-
ward jumps equal in distribution to the inter-arrival times, occur at departure
instants (i.e., completions of service) (Fig. 2.4); (4) the risk reserve process
(surplus) in actuarial science (Insurance), downward jumps occur at claim
instants, and upward jumps may occur at ruin instants (epochs) when using a
recent LC analysis (see Fig. 2.5; [54]); Sect. 11.1 below); (5) the concentra-
tion of a drug in a one-compartment pharmacokinetic model with multiple
bolus dosing, upward jumps occur at instants of dosing (Fig. 11.2).

2.3 System Point Motion and Jumps

Empirically, sample paths may be viewed as evolving in Time. We assume
that sample paths evolve in the same direction in Time: −∞ → +∞, or left
→ right in diagrams, unless otherwise specified.

We call the leading point of an evolving sample path the System Point
(abbreviated SP) (Figs. 2.2, 2.3, 2.4, 2.5 and 2.6). The author coined the term
system point in this context because the leading point (t, X (t)) of a sample
path at instant t contains relevant information about the system, due to the
history up to t . In Markov processes, the information conveyed by (t, X (t))
is sufficient to statistically predict the future evolution after t , independent of
the history up to t . (Interestingly, the SP can also be considered as the trailing
point of the future sample path!)

Assume the state space is S ⊆ R. If t0 > 0 is a point of continuity
of the sample path X (t), t ≥ 0 then the SP moves in the direction defined
by d

dt X (t)|t=t0 where the derivative exists (see Sect. 6.2 and Fig. 6.1). If the
derivative does not exist, then the SP changes direction to the slope of the
right derivative d

dt X (t)|t↓t0 . If t0 is an instant of jump, then the SP moves

http://dx.doi.org/10.1007/978-3-319-50332-5_11
http://dx.doi.org/10.1007/978-3-319-50332-5_11
http://dx.doi.org/10.1007/978-3-319-50332-5_6
http://dx.doi.org/10.1007/978-3-319-50332-5_6
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Fig. 2.6 Sample path,
and SP (system point)
motion in 〈s, S〉
inventory with no
product decay. At t0
sample path is
continuous. At other
jump instants, sample
path is discontinuous

SP

S

s

A t     SP  double  jum ps;                   
sam ple  path  is continuous.

T im e

I(t)

0t

0t

in the direction up, down or both (i.e., double jumps), not in the direction of
Time (Figs. 2.2, 2.5, 2.6). Technically, the SP jumps are not part of the sample
path, which is by definition a mathematical function on T = [0, ∞).

Given the time, placement, size and direction of a jump, the immediately
following continuous sample-path segment is determined assuming its slope
at all levels is known, e.g., is independent of time (see Fig. 2.3). The end-
point levels of two continuous segments which are contiguous and separated
by a jump, determine the net sample-path jump (see Fig. 2.2). While tracing
the continuous segments of a sample path the SP is imagined to have a
“finite velocity” in Time. When the SP jumps, it has “infinite speed”. The
completely-evolved sample path is an inert graph on [0, ∞). On the other
hand, the SP is like the moving tip of a stylus that is imagined to plot the
graph (see Sect. 4.5.2).

We quantify the foregoing description of jumps further. Consider a typical
sample path X (t), t ≥ 0. Let t0 be an instant of jump (possibly a double jump).
Let ut0 and dt0 denote respectively the sizes of the upward and downward
jumps at t0, where ut0 ≥ 0, dt0 ≥ 0 and u2

t0 + d2
t0 > 0. At least one of ut0 ,

dt0 is positive. The resultant position of the SP at t0 due to the jump(s) is the
sample-path value

X (t0) = X (t−0 ) + ut0 − dt0 = lim
t↓t0

X (t).

The net sample-path jump is X (t0) − X (t−0 ), which may be positive, neg-
ative or zero (Figs. 2.2, 2.5, 2.6). If X (t0) − X (t−0 ) = 0 the sample path is
continuous at t0 although the SP makes jumps at t0. In this case, real changes
occur in the associated physical system at t0 (e.g., an order is placed and
received), but the sample path is continuous (Fig. 2.6).

http://dx.doi.org/10.1007/978-3-319-50332-5_4
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Example 2.2 Consider the stock on hand in a continuous review 〈s, S〉
inventory with a single product, 0 ≤ s < S < ∞. Assume a random demand
stream, random demand sizes, no lead time, and continuous product decay.
Downward jumps occur at demand instants (Fig. 2.2). Let t0 be a demand
instant when I (t−0 ) = y, s < y < S, and let the demand be dt0 > y − s. The
would-be resulting stock on hand at t0, due to the demand, is y − dt0 < s so
that y − dt0 /∈ (s, S]. The unsatisfied demand (deficit) at t0 is s − y + dt0 .
The downward jump that ends below s is a signal at t0 to place an order and
replenish the stock up to level S immediately (no lead time). There is a pre-
scribed upward jump of stock at t0 equal to ut0 = S − y + dt0 . This satisfies
the deficit and restores the stock up to S, i.e., I (t0) = S. The SP makes both
downward and upward jumps at t0 (double jumps) which result in a single
net sample-path upward jump of size S − y = ut0 − dt0 . The SP upward
jump is a prescribed or policy jump. In summary, at t0 the SP makes two
jumps in opposite directions; the sample path has one net upward jump.

Example 2.3 In Example 2.2 with no product decay (see Fig. 2.6), at instant
t0 the SP makes two jumps of equal size in opposite directions: one downward
(demand) and one upward (replenishment). The sample path makes a net
jump of size 0. That is, I (t−0 ) = S, a demand of size dt0 > S − s occurs,
impelling the SP below level s. The order-up-to level S policy prescribes
an immediate upward jump at t0 of size ut0 = dt0 , ending at level S. Thus
I (t0) = I (t−0 ) = S, which implies the sample path is continuous at t0 by right
continuity.

Remark 2.2 Examples 2.2 and 2.3 show that at least two SP jumps can occur
at an instant, not in Time (orthogonal to the time axis). SP multiple jumps
are compatible with a common assumption about the occurrence of multiple
events in continuous time stochastic models. That is, multiple probabilis-
tic events cannot occur at the same instant in Time. The latter assumption
technically applies to sample paths and to the sequences of random vari-
ables defining the model. It usually prohibits to occur more than one: arrival;
service completion in a queue; demand of an inventory; input to a dam; insur-
ance claim; etc., at a particular instant in Time. The LC method is based on
the count or rate of SP transitions across levels or state-space boundaries,
or between state-space sets. The transitions may be due to SP jumps, or
sample-path smooth descents or ascents to a level. In the 〈s, S〉 inventory, LC
counts jumps due to chance events like demands, and jumps due to prescribed
responses like replenishments, when computing rates of crossing state-space
levels.

Remark 2.3 Consider Example 2.1. An observer of the sample path who
is aware of the 〈s, S〉 policy, and observes X (t0) = S just after a jump at t0,
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cannot determine whether the SP has made a double jump, or a single upward
jump at t0 (Fig. 2.2). That is, the jump resulting in X (t0) = S could have been
caused by a signal of either type (a) left-continuous descent to level s, or
type (b) demand that causes the SP to jump below s (see [43]).

Remark 2.4 In Example 2.3 (Fig. 2.6), assume an observer of the sample
path knows the policy is 〈s, S〉 and that X (t0) = S. The observer cannot
distinguish t0 as being an instant of SP activity (placing an order and replen-
ishing to S) or an instant of SP inactivity, since the SP motion is “invisible”
at t0. Knowledge of the sample path is sufficient to derive probability dis-
tributions of the net inventory. However, knowledge of the SP motion over
Time including SP motion at instants of jump, implies knowledge of the sam-
ple path structure as well as of the ongoing actual activity of the real-world
inventory.

Remark 2.5 In a real-world 〈s, S〉 inventory the signal to place an order
precedes the replenishment. The signal is the cause of the replenishment
under the 〈s, S〉 policy. There is a time order of the signal and the replenish-
ment, even if the separation is only a nanosecond or picosecond. In the math-
ematical model, both signal and replenishment occur at the same instant.

To summarize, the SP moves in Time during sample-path continuous seg-
ments, and moves in the state space orthogonal to Time at instants of jump. (It
is a coincidence that ‘sample path’ and ‘system point’ have the same initials.)

2.3.1 State Space in the Wide Sense

Examples 2.1–2.3 pose a conceptual question. The state space is usually con-
sidered to be the interval (s, S], since all states describing net inventory are
subsets of (s, S]. However, observations of the jumps are required in order
to construct the sample path. Jumps may end or start in the interval (−∞, S]
(some outside (s, S]). Hence it is crucial to be able to observe SP motion in
(−∞, S] = (−∞, s] ∪ (s, S]. In these examples we call (−∞, S] the state
space in the wide sense.

In this monograph the term state space will mean state space in the wide
sense, unless otherwise specified. The state space in the wide sense contains
the range of all possible SP jumps.
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2.4 State Space a Subset of R

In the models discussed so far, the state space is an interval subset of R. Most
models in this monograph fit this category. We now discuss such models
more formally, to develop intuitive background about the SPLC methodology.
(Models with more general state spaces are discussed in Chaps. 4 and 7.)

Consider a stochastic model having state-space interval S ⊆ R. Set S is
often an infinite interval. In Table 2.1 S is in the ‘wide sense’ (see Sect. 2.3.1).
To illustrate, in Example 2.2, using the state space in the wide sense has no
effect on the values of the cdf and pdf of stock on hand; all probability is
supported on (s, S].

2.4.1 Picture of a Subset of S Over Time

Let X (t), t ≥ 0, denote a sample path in the two-dimensional Cartesian
product space T × S = [0, ∞) × S = {(t, x)|t ∈ [0, ∞), x ∈ S}. Let A ⊂ S
be a proper interval subset of S. Then T × A ⊂ [0, ∞)× S. For set A, let Ac

denote the complement in S, ∂ A the boundary, Ao the interior set, and Ae the
exterior set (= interior of Ac) (see, e.g., [136], P. 5ff). Set Ac may be the union
of two disjoint intervals. The two-dimensional Cartesian product sets T × A,
T × Ac, T ×∂ A, T × Ao, T × Ae, are proper subsets of T × S (Fig. 2.7). Sets
Ao, δ A, Ae are mutually disjoint, as are their respective Cartesian products
with T .

Table 2.1 Examples of models with state space a subset of R and corresponding
figures

Stochastic model State space S See figures

Virtual wait in M/G/1 queue [0,∞) Figure 2.1

Extended age process in G/M/1 queue (−∞,+∞) Figure 2.4

Stock on hand in 〈s, S〉 inventory (−∞, S], S > 0 Figures 2.2, 2.6

Content in dam [0,∞) Figure 2.3

Surplus in risk model (−∞,+∞) Figure 2.5

http://dx.doi.org/10.1007/978-3-319-50332-5_4
http://dx.doi.org/10.1007/978-3-319-50332-5_7
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Fig. 2.7 Sets A, Ac and
T × A, T × Ac, T × ∂ A
when interval
A ⊂ S ⊆ R

Time 

S

[0, )T = ∞

t

X(t)

T A×∂

cT A×

cT A×

T A×

cA

cA
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2.4.2 Levels in S

A level-x contour in T × S is defined as a straight line T × {x}, x ∈ S. We
call this line level x for brevity. Level x is parallel to the t axis at a distance
|x | from the line T × {0} (t axis). When we discuss transitions of a sample
path (or motion of the SP) with respect to level x , we mean with respect to
the level-x contour in T × S. We also use the terminology level x in the state
space, or level x ∈ S, since these expressions convey the idea intuitively.
(Technically level x ∈ S is the projection of the level-x contour in T × S
onto S.)

We consider arbitrary levels x ∈ S, because of the basic level crossing
theorem forM/G/1 (Theorem 1.1, Sect. 1.6). That theorem connects the prob-
ability distribution of the state variable (virtual wait) at an arbitrary value x ,
with sample-path and SP down- and upcrossing rates across level x (e.g.,
Fig. 1.6). Similarly, we can gain empirical background about an arbitrary
stochastic model by observing the motion of the SP and the structure of a
sample path in T × S.

For fixed x ∈ S, we may observe rates of SP or sample-path down- and
upcrossings, and of tangents (see Definition 2.2). Applying level crossing
theorems like Theorem 1.1, greatly facilitates the derivation of integral equa-
tions or algebraic equations for the pdf and/or cdf of the state variable, which
are valid for each x ∈ S (as in Fig. 1.6). We can solve such equations by
analytical, numerical, or simulation techniques.

http://dx.doi.org/10.1007/978-3-319-50332-5_1
http://dx.doi.org/10.1007/978-3-319-50332-5_1
http://dx.doi.org/10.1007/978-3-319-50332-5_1
http://dx.doi.org/10.1007/978-3-319-50332-5_1
http://dx.doi.org/10.1007/978-3-319-50332-5_1
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2.4.3 Sample Path Transitions

Consider an interval A ⊆ S (Fig. 2.7). We first define the following transi-
tions: sample-path exits, entrances, tangents, boundary crossings and level
crossings with respect to T × A, using elementary topological concepts of
real analysis (see, e.g., [6, 56, 127], or [136]). Let X (t), t ≥ 0 denote a
sample path. Assume t0 > 0 is an instant of either sample-path continuity or
jump. Let X (t−0 ) = lim

t↑t0
X (t) (left limit at t0 exists, Definition 2.1).

Definition 2.2
Sample-path Exit:
X (·) exits A at instant t0 if ∃ ε > 0 � X (t) ∈ T × A for t ∈ (t0 − ε, t0) and
X (t) ∈ T × Ac for t ∈ (t0, t0 + ε).

Sample-path Entrance:
X (·) enters A at instant t0 if X (·) exits Ac at t0.

Sample-path Interior Tangent:
X (·) is interior tangent to A at instant t0 if ∃ ε > 0 � X (t) ∈ T × Ao,
t ∈ (t0 − ε, t0 + ε)�{t0} and either X (t−0 ) ∈ T × ∂ A, or X (t0) ∈ T × ∂ A.

Sample-path Exterior Tangent:
X (·) is exterior tangent to A at instant t0 if X (·) is interior tangent to Ac at
instant t0.

Sample-path Boundary Crossing:
X (·) crosses boundary ∂ A at instant t0 if X (·) exits Ao and enters Ae (denoted
Ao → Ae), or X (·) exits Ae and enters Ao (denoted Ae → Ao) at t0.

In Definition 2.3 below fix x ∈ S and let A = (x, ∞) ∩ S. Then

Ao = (x, ∞) ∩ S = A, Ae = (−∞, x) ∩ S, ∂ A = {x} ∩ S.

Definition 2.3
Sample-path Downcrossing:
X (·) downcrosses level x at instant t0 if X (·) crosses the boundary T × {x}
(denoted T × Ao → T × Ae) at t0. Equivalently, X (·) exits T × (x, ∞) ∩ S
and enters T × (−∞, x) ∩ S at t0.

Sample-path upcrossing:
X (·) upcrosses level x at instant t0 if X (·) crosses the boundary T × {x}
(T × Ae → T × Ao) at t0. Equivalently, X (·) exits T × (−∞, x) ∩ S and
enters T × (x, ∞) ∩ S at t0.

Definitions 2.2 and 2.3 apply at an instant of either sample-path continu-
ity or sample-path jump. At instants of continuity of X (t), t ≥ 0, system
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point (SP) transitions are defined identically as for sample-path transitions in
Definitions 2.2 and 2.3. However, at instants of jump (sample-path disconti-
nuity), SP transitions are defined differently, since the SP moves orthogonally
to the direction of Time; either upward or downward in T × S.

2.4.4 System Point (SP) Transitions

We now define SP transitions with respect to T × A at an instant of jump, say
t0. Assume that at t0 the SP makes a single jump either of size dt0 downward
or size ut0 upward. Let

θ =
{

1 if direction of the jump is downward,
0 if direction of the jump is upward.

Definition 2.4
SP Exit at Instant of Jump:
The SP exits A at t0 if X (t−0 ) ∈ T×A and

X (t0) = X (t−0 ) − θdt0 + (1 − θ)ut0 ∈ T × Ac.

SP Entrance at Instant of Jump:
The SP enters A at t0 if the SP exits T×Ac at t0.

SP Boundary Crossing:
The SP makes a boundary crossing of ∂ A at t0 if X (t−0 ) ∈ T × Ao and

X (t0) = X (t−0 ) − θdt0 + (1 − θ)u0 ∈ T × Ae(Ao → Ae),

or if X (t−0 ) ∈ T × A
e

and

X (t0) = X (t−0 ) − θdt0 + (1 − θ)ut0 ∈ T × Ao(Ae → Ao).

For Definition 2.5 below we fix x ∈ S. Then T ×{x} is a boundary of both
T × (x, ∞) ∩ S and T × (−∞, x) ∩ S.

Definition 2.5
SP Downcrossing:

The SP downcrosses level x at t0 if the SP crosses boundary T × {x} from
T × (x, ∞) ∩ S to T × (−∞, x) ∩ S at t0 ((x, ∞) → (−∞, x)).

SP Upcrossing:
The SP upcrosses level x at t0 if the SP crosses boundary T × {x} from
T × (−∞, x) ∩ S to T × (x, ∞) ∩ S at t0 ((−∞, x) → (x, ∞)).
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To motivate Definition 2.6 below, consider Example 2.1 (see Fig. 2.2).
Assume a demand for the product is placed at t−0 causing the SP to jump
downward to level z < s. An order is placed, the SP immediately rebounds
with a prescribed upward jump to level S, to replenish the product. Thus the
SP touches level z from above and immediately rebounds with an upward
jump; but the SP has not entered state {z} at t0. We say that the SP makes a
pass-by of level z (see [59]). State {z} is a boundary of the intervals (z, S)

and (−∞, z). Definition 2.6 of pass-by assumes that a double jump occurs
at t0 because the SP must make two jumps in opposite directions.

Definition 2.6
SP Pass-by of a Boundary at Instant of Jump:
The SP makes a pass-by of a boundary ∂ A at t0 if

X (t−0 ) ∈ T × (Ao ∪ Ae), X (t0) ∈ T × (Ao ∪ Ae)

and X (t−0 ) − θdt0 + (1 − θ)ut0 = z ∈ T × ∂ A,

where θ = 1 if the downward jump occurs first, touching level z; θ = 0 if
the upward jump occurs first, touching level z. Thus, θ = 1 implies X (t0) =
z + ut0 , and θ = 0 implies X (t0) = z − dt0 .

2.4.5 Continuous and Jump Crossings

Definition 2.7
Left-continuous crossing:
An SP down- or upcrossing of level x at instant t0 is called left-continuous
if X (t−0 ) = x .

Continuous crossing:
A down- or upcrossing of level x at instant t0 is called a continuous crossing
if X (t−0 ) = x = X (t0).

Thus a continuous crossing is a left-continuous crossing, but a left-
continuous crossing is not necessarily a continuous crossing (see
Figs. 2.12, 2.13).

Definition 2.8
Left-continuous jump downcrossing:
A downcrossing of level x at instant t0 is called a left-continuous jump
downcrossing if X (t−0 ) = x and X (t0) < x .

Left-continuous jump upcrossing:
An upcrossing of level x at instant t0 is called a left-continuous jump
upcrossing if X (t−0 ) = x and X (t0) > x .
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Notation 2.1
Dt (x), Ut (x): number of downcrossings and number of upcrossings respec-
tively of level x during time interval (0, t).

Dc
t (x), Uc

t (x): number of left-continuous downcrossings and number of left-
continuous upcrossings of level x respectively, during time interval (0, t).

D j
t (x), U

j
t (x): number of jump downcrossings and number of jump upcross-

ings of level x respectively during time interval (0, t).

Figures 2.12, 2.13, 2.14, 2.15 and 2.16 picture various types of sample-path
and SP transitions. Note that

Dt (x) = Dc
t (x) + D j

t (x),

Ut (x) = Uc
t (x) + U j

t (x).
(2.1)

Remark 2.6 Dc
t (x), Uc

t (x) count all left-continuous down- and upcrossings
respectively, including those continuous from the right, and those not con-
tinuous from the right.

2.4.6 Number of Transitions in a Finite Time Interval

Consider state-space interval A ⊂ S.

Notation 2.2
Ot (A), It (A):
number of SP exits, and number of SP entrances of T × A during (0, t),
respectively.

T o
t (A), T e

t (A):
number of sample-path interior tangents, and number of sample-path exterior
tangents, of set A during (0, t), respectively.

In Proposition 2.2 below, the term sample-path relative extrema includes:
maximum, minimum, supremum and infimum (see Definition 2.1).

Proposition 2.2 Fix t > 0 in T and level x ∈ S. The random variables

Ot (A), It (A), T o
t (A), T e

t (A), Dt (x), Ut (x)

and their corresponding expected values are finite.

Proof
(1) Exits and Entrances: At most one sample-path exit or entrance of (0, t)×
A can occur between two successive sample-path relative extrema during
(0, t) (see Fig. 2.8).
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(2) Tangents: Interior or exterior tangents can occur only at instants of relative
extrema during (0, t).
(3) Down- and upcrossings: At most one SP down- or upcrossing of level x
can occur between successive relative extrema during (0, t).

By Definition 2.1, a sample path has at most a finite number of relative
extrema during (0, t). Thus the random variables in the hypothesis are discrete
and finite. Their expected values are finite because the expected value of the
number of extrema in (0, t) is finite. �

Corollary 2.1

limt→∞
(
Ot (A) + It (A) + T o

t (A) + T e
t (A) + Dt (x) + Ut (x)

)
is a cou-

ntable set.

Proof The time axis T = [0, ∞) = limt→∞[0, t) = ∪∞
n=0[n, n + 1).

In Proposition 2.2 the number of exits from set A during time interval
[n, n + 1) = On+1(A) − On(A), which is finite. Similarly, the values of the
other random variables in the hypothesis are finite during [n, n+1). Therefore
the sum of random variables in the hypothesis is finite in each time interval
[n, n+1). Countability follows since T is a countable union of finite numbers
(e.g., [6]). �

Time 

S

[0, )T = ∞

X(t)

cT A×

cT A×

T A×

cA

cA

A

T A× ∂

T A× ∂
x

Infimum 

Relative maximum

0 t

Fig. 2.8 X (t), t ≥ 0, during an arbitrary finite time interval (0, t), showing relative
extrema, transitions with respect to set T × A, and transitions with respect to a fixed
level x



2.4 State Space a Subset of R 35

2.4.7 Principle of Set Balance

Consider a proper subset A ⊂ S.

Proposition 2.3 Instants of sample-path and/or SP exits and entrances of
T × A alternate in time.

Proof The proposition follows from Definitions 2.1, 2.2, 2.3, 2.4 and Propo-
sition 2.2. �

From Proposition 2.3 for fixed t > 0

Ot (A) − It (A) =
⎧⎨
⎩

−1
0

+1
(2.2)

depending on whether X (0), X (t) are in A or Ac. Dividing both sides of
(2.2) by t and letting t → ∞, gives the principle of set balance for exits and
entrances of set A, assuming the limits exist, as follows.

Principle of Set Balance
For every set A ⊂ S,

limt→∞ Ot (A)
t =

(a.s.)
limt→∞ It (A)

t ,

limt→∞ E(Ot (A))
t = limt→∞ E(It (A))

t .

}
(2.3)

When emphasizing entrance and exit rates of sets, we usually refer to (2.3).
Set balance expressed by (2.2) and (2.3) is applied in a number of places in this
monograph, e.g., (3.5) of Theorem 3.1, Sect. 4.5, in reference [11], and numer-
ous other publications.

2.4.8 Rate Balance for Down- and Upcrossings

By Definition 2.3 and Proposition 2.3, instants of down- and upcrossing
alternate in time. Thus for each t > 0.

Dt (x) − Ut (x) =
⎧⎨
⎩

−1
0

+1
(2.4)

depending on whether the values of X (0), X (t) are in (x, ∞) or in (−∞, x).
Dividing (2.4) by t and letting t → ∞, gives the principle of rate balance

http://dx.doi.org/10.1007/978-3-319-50332-5_3
http://dx.doi.org/10.1007/978-3-319-50332-5_3
http://dx.doi.org/10.1007/978-3-319-50332-5_4
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for down- and upcrossings across level x ∈ S, assuming the limits exist,

limt→∞ Dt (x)
t =

(a.s.)
limt→∞ Ut (x)

t ,

limt→∞ E(Dt (x))
t = limt→∞ E(Ut (x))

t .

}
(2.5)

When referring to level crossings, we usually refer to (2.5) as rate bal-
ance across level x . Occasionally we call (2.5) set balance if we empha-
size that crossings are exits or entrances of the sets T × (x, ∞) ∩ S and
T × (−∞, x) ∩ S, as in (2.3).

Remark 2.7 When applying LC, the choice of state-space intervals and
boundaries, is flexible and somewhat arbitrary. This facilitates potential cre-
ativity in obtaining solutions. Thoughtful choices may yield straightforward,
simple derivations of systems of integral equations for the pdf and cdf of
state variables in complex models. Examples given in the following chapters
indicate the potentially wide applicability of LC.

2.4.9 Continuous and Discrete States

Atom: Definition In this monograph, a singleton discrete point {x} in the
state space is called an atom if it has a positive probability (see, e.g., p. 137ff
in [74]).

A singleton state {x} ⊂ S may be either continuous or discretewith respect
to the distribution of the state random variable (Table 2.2).

Table 2.2 Examples of atoms (discrete states) in various models; and corresponding
figures

Stochastic model State space Atoms Figures

Virtual wait, M/G/1 [0,∞) x = 0 Figure 2.1

Extended age, G/M/1 (−∞,+∞) None Figure 2.4

〈s, S〉 inventory, decay (−∞,+S] None Figure 2.2

〈s, S〉 inventory, no decay (−∞,+S] x = S Figure 2.6

Content, dam [0,∞) Possibly x = 0 Figure 2.3

Risk model, no barrier (−∞,+∞) None Figure 2.5

Birth-death, standard 0, ..., N 0, ..., N Figure 2.10

Birth-death, extended [0, N ] 0, ..., N Figure 2.10

Elevator-like model [0, N ] 0, ..., N Figure 2.11
Any other states are continuous
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Continuous State in State Space
A continuous state {x} is characterized by having probability 0. That is,
P(X (t) = x) = 0, t ≥ 0, and limt→∞ P(X (t) = x) = 0. The long-run
proportion of time that X (·) spends in T × {x} is 0.

The LC method gains much power to analyze stochastic models from the
one-to-one correspondence between: (a) sample-path left-limit down- and
upcrossing rates of an arbitrary level x ∈ S (and other types of transitions
related to level x), and (b) the transient and/or limiting pdfs of the state
variable, and integral transforms of them, at level x (see Fig. 1.6).

Discrete States (Atoms)
A discrete state or atom is a singleton {x} characterized by having positive
probability. That is, P(X (t) = x) > 0 for some t ≥ 0 and limt→∞ P(X (t) =
x) > 0, when the limit exists. The long-run proportion of time that X (·)
spends in T × {x} is positive.

Proposition 2.4 The number of sample-path sojourns inside of a discrete
state {x} ⊂ S is finite in finite time intervals, and is a countable set in
T = [0, ∞).

Proof Sojourns in {x} start at instants of sample-path entrance into {x} and
end at instants of exit from {x}. Countability follows from Proposition 2.2
and Corollary 2.1. If X (·) = x at the start and/or end of a finite time interval,
the result is the same. �

Set Balance for Discrete States
Substituting {x} = A in (2.2) and (2.3) yields

Ot ({x}) − It ({x}) =
⎧⎨
⎩

+1
0

−1
, t > 0, and

limt→∞ Ot ({x})
t = limt→∞ It ({x})

t (a.s.),

limt→∞ E(Ot ({x}))
t = limt→∞ E(It ({x}))

t .

⎫⎬
⎭ (2.6)

Equations (2.6) are equivalent to the well-known balance equations used
for the rates into and out of discrete states, in continuous-time discrete-state
Markov chains—CTMCs (e.g., [125]). The balance equations for CTMCs
originally suggested to the author in 1973, the possibility of extending the
“rate balance” technique for discrete states to analyze continuous states
in continuous-time continuous-state Markov processes (or to mixed-state
Markov processes). This was another motivation leading the author to the
discovery of SPLC.

http://dx.doi.org/10.1007/978-3-319-50332-5_1
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2.4.10 Hits and Egresses of Levels

Hits
Sample-path hits of a level describe the sample path in time left neighbor-
hoods before “touching” the level. Hits describe the SP approach to the level
from above or below. Intuitively, hits can be thought of as landings, touch
downs, dives to, impacts with, descents to, ascents to, etc.

Egresses
Sample-path egresses from a level describe the sample path in time right
neighborhoods after touching the level. Egresses describe SP departures
from the level above or below. Egresses can be thought of as takeoffs, leaps
from, rebounds from, jumps or dives away from, descents from, ascents from,
etc.

Sample-path hit:

X (·) hits level x at instant t0 if X (t−0 ) = x (left limit) or if X (t0) = x and
∃ε > 0 � X (t) 	= x, t ∈ (t0 − ε, t0).

Sample-path hit from above:

A sample-path hit of level x at t0 is from above if X (t) > x , t ∈ (t0 − ε, t0).

Sample-path hit from below: A sample-path hit of level x at t0 is from
below if X (t) < x , t ∈ (t0 − ε, t0).

Sample-path egress:

A sample path makes an egress from level x at t0 if X (t−0 ) = x or if X (t0) = x
and ∃ε > 0 � X (t) 	= x, t ∈ (t0, t0 + ε).

Sample-path egress above:

A sample-path egress from level x at t0 is above if X (t) > x , t ∈ (t0, t0 + ε).

Sample-path egress below:

A sample-path egress from level x at t0 is below if X (t) < x , t ∈ (t0, t0 +ε).

Level as boundary. A level is a boundary of a set in T × S. For example,
level x ∈ S is a boundary of the sets:

T × (x, ∞) ∩ S; T × [x, ∞) ∩ S; T × (−∞, x) ∩ S; T × (−∞, x] ∩ S,

and an infinite number of other subsets of S. The choice by an analyst of a set
whose boundary is T × {x} may simplify derivations of integral equations
for the pdf and/or cdf at level x of the state variable. When applying “level
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crossing” theorems, we may require knowledge of the rate of sample-path hits
of a level from above or below. On the other hand, we may require knowledge
of the rate of sample-path egresses above or below (see Fig. 2.9).

Hits and egresses may be due to different types of transitions, such as
sample-path exits, entrances, level crossings, or tangents.

A hit of level x from above at instant t0 may be due to having X (t−0 ) = x ;
e.g., a left-limit downcrossing of x or left-limit tangent from above (interior
tangent of T × (x, ∞)). A hit of level x from below may be due to a left-limit
upcrossing of x or tangent from below (exterior tangent of T × (x, ∞)).

An egress from level x above at t0 may be due to a continuous upcrossing
of x or interior tangent of T × (x, ∞) having X (t0) = x . An egress from
level x below at t0 may be due to a continuous downcrossing of x or exterior
tangent of T × (x, ∞) having X (t0) = x = limt↓t0 X (t).

The rate at which a sample-path hits level x from above is not necessarily
equal to the rate of egress from x below (see Fig. 2.9). When such transi-
tion rates on opposite sides of a boundary are unequal, LC theorems often
facilitate the derivation of analytical properties of the pdf and cdf of the state
variable, such as the position, size, and direction of any discontinuities. Dif-
ferent sample-path transition rates on opposite sides of a boundary occur in
a variety of stochastic models (see Example 2.4).

Example 2.4 Consider a typical sample path of the virtual wait W (t), t ≥ 0,
for the M/D/1 queue. The state space is S = [0, ∞). Arrivals occur at a
Poisson rate λ; every customer gets the same service time D > 0 (Fig. 2.9).

D

0

W(t)

Time

Fig. 2.9 Sample path of {W (t)}t≥0 in M/D/1 queue. Service time ≡ D. Rate of
egresses from level D below = Rate of hits of level D from above + arrival rate to
empty system
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All SP jumps are upward of size D. Consider level D, i.e., the line T × {D}.
The SP hit rate of T × {D} from above is due exclusively to continuous
left-limit downcrossings of level D. This rate is less than the rate of egresses
from level D below. The latter rate is due to two sources: (a) continuous
downcrossings of level D and (b) exterior, right-continuous (same as right-
limit) tangents of the set (D, ∞) (tangents of D from below). The tangents
touch level D at the ends of SP jumps that start at level 0, at arrival instants
when the system is empty. We show in Example 2.5, and also in Sect. 3.10
that the singleton state {D} is a continuous state (not an atom). Assuming
the traffic intensity λD < 1, the limiting pdf of wait {P0, f (x)}x>0 exists.
Level crossing theorems can be used to prove that there is a discontinuity
f (D−) − f (D) = λP0, where P0 = limt→∞ P (W (t) = 0) (Example 2.5).

2.4.11 Principle of Rate Balance for Hits and Egresses

Superscripts will have the following roles:

“a”: from above, or to above (depending on transition type);

“b”: from below, or to below (depending on transition type);

“c”: left-limit (= left-continuous) (e.g., X (t−0 ) = x ; same as continuous if
X (t−0 ) = X (t0) = x).

“ j”: jump transition.

The meaning of the superscripts will be clear from the context. Superscript
“c” plays a dual role, which suffices because given a level x and an instant
of transition t0, SPLC is concerned, e.g., with state-space intervals like (x −
ε, x), (x, x + ε), ε > 0, and with Time open neighborhoods like (t0 − ε, t0),
(t0, t0 + ε), ε > 0.

Ha
t (x), Hac

t (x): number of sample-path hits and left-limit hits of level x ,
from above during (0, t), respectively.

Hb
t (x), Hbc

t (x): number of sample-path hits and left-limit hits of level x ,
from below during (0, t), respectively.

T a
t (x), T ac

t (x): number of tangents and left-limit tangents of x , from above
during (0, t) (interior tangents of T × (x, ∞) ∩ S), respectively.

T b
t (x), T bc

t (x): number of tangents and left-limit tangents of x , from below
during (0, t) (exterior tangents of T × (x, ∞) ∩ S), respectively.

Ea
t (x), Eb

t (x): number of egresses from level x , to above and to below during
(0, t), respectively.

http://dx.doi.org/10.1007/978-3-319-50332-5_3
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For example,

Ha
t (x) = Dt (x) − D j

t (x) + T a
t (x),

Hac
t (x) = Dc

t (x) + T ac
t (x),

Hb
t (x) = Ut (x) − U j

t (x) + T b
t (x),

Hbc
t (x) = Uc

t (x) + T bc
t (x),

T b
t (x) = T e

t (T × (x, ∞) ∩ S),

Eb
t (x) = Dc

t (x) + T bc
t (x).

(2.7)

In (2.7) dividing all terms by t and letting t → ∞ gives rate equations.
Each rate corresponds to some transition rate of the sample path in the cor-
responding model of interest. SPLC theorems like (1.1) give these rates in
terms the limiting pdfs or cdfs of the state variable of the model, analogous
to {P0, f, (x)}x>0 in Fig. 1.6.

Example 2.5 For the M/D/1 queue (Example 2.4, Fig. 2.9), T a
t (x) = 0 and

D j
t (x) = 0 for all x ∈ S (a.s.), i.e., there are no tangents from above and no

downward jumps. Hence Hac
t (x) = Dc

t (x), x ≥ 0. For level D

Hac
t (D) = Dc

t (D). (2.8)

Since all hits of level D from above are left-limit (left-continuous) down-
crossings,

Eb
t (D) = Hac

t (D) + T b
t (D) = Dc

t (D) + T b
t (D), (2.9)

upon substitution from (2.8). In (2.9) dividing by t and letting t → ∞ yields

lim
t→∞

Dc
t (D)

t
= lim

t→∞
Eb
t (D)

t
− lim

t→∞
T b
t (D)

t
. (2.10)

From Theorem 1.1

lim
t→∞

Dc
t (D)

t
= f (D), lim

t→∞
Eb
t (D)

t
= f (D−), lim

t→∞
T b
t (D)

t
= λP0,

where {P0, f (x)}x>0 is the limiting pdf of virtual wait. (All tangents of level
D are due to jumps from level 0.) Substitution into (2.10) yields

f (D+) = f (D) = f (D−) − λP0, or f (D−) − f (D+) = λP0. (2.11)

Equation (2.11) expresses the analytical property that the limiting pdf has
a jump discontinuity downward at x = D of size λP0 (see Sect. 3.10.1).
The limiting pdf has no other discontinuities for x > 0. In addition, every

http://dx.doi.org/10.1007/978-3-319-50332-5_1
http://dx.doi.org/10.1007/978-3-319-50332-5_1
http://dx.doi.org/10.1007/978-3-319-50332-5_1
http://dx.doi.org/10.1007/978-3-319-50332-5_3
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downcrossing and tangent from below of level D, has no motion in the direc-
tion of Time in the line T ×{D}. The total number of such transitions of level
D in T = [0, ∞) is countable (Proposition 2.2, Corollary 2.1). Therefore
the long-run proportion of time spent at level D is 0. So {D} is a continuous
state.

2.4.12 Hits and Egresses for Discrete States (Atoms)

A hit of a discrete state (atom) {x} ∈ S ⊆ R may be an SP entrance into
{x}, a left-limit down- or upcrossing of level x , a tangent of level x , etc. In the
model of interest there must be, with positive probability, at least one way to
enter and sojourn for a positive time in {x} (e.g., there may be different rules
regarding entering {x} by jumps that start in disjoint state-space intervals
below level x). This ensures that the long-run proportion of time spent in {x}
is positive, making {x} an atom.

An egress out of a discrete state {x} may be an SP exit from {x}, a right-
continuous down- or upcrossing of level x , a right-continuous tangent of level
x , etc. (see Figs. 2.14, 2.15).

Example 2.6 Consider a sample path of the virtual wait {W (t)}t≥0 for
the standard M/G/1 queue (Fig. 2.1). (The M/D/1 queue is a special case
of M/G/1.) Let the arrival rate be λ and the service time S. Assume the traf-
fic intensity λE(S) < 1, so that the limiting distribution of wait exists. Let
{P0, f (x)}x>0 be the limiting mixed pdf of wait. State {0} is the only discrete
state (atom) in the state space S = [0, ∞). P0 is the long-run proportion of
time that the sample path is in {0}, i.e., limt→∞ P(W (t) = 0) = P0 > 0.

All hits of level 0 are due to sample-path left-continuous entrances into
{0} from (0, ∞); at a hit instant say t0, W (t−0 ) = W (t0) = 0. The hit rate of
level 0 from above is the entrance rate of state {0}, namely

lim
t→∞

Ha
t (0)

t
= lim

t→∞
It ({0})

t
= lim

t→∞
Dc

t (0
+)

t
= lim

x↓0
f (x) = f (0+) ≡ f (0),

by Theorem 1.1.
The SP egress rate from level 0 above is the exit rate from state {0}. This is

the rate at which customers arrive when the system is empty, namely λP0. Set
balance between the sets {0} and (0, ∞), equates entrance and exit rates of
the atom {0} (formula (2.6)). It yields the equation f (0) = λP0, which relates
(curiously) the continuous part f (x), x > 0, of {P0, f (x)}x>0 to the positive
probability P0 of the atom {0}. Thus, the SP entrance rate into and exit rate out

http://dx.doi.org/10.1007/978-3-319-50332-5_1
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of the discrete state {0} is f (0) (≡ f (0+)). This type of relationship appears
in different forms in various models, and is useful for computing limiting
distributions of state variables. The PASTA principle (Poisson arrivals see
time averages [145]) ensures that the “arrival-point P0” is the same as the
“time-average P0” in {P0, f (x)}x>0.

At an instant of egress from level 0, the SP jumps upward by a realized
value of the r.v. S, say s. This jump upcrosses every state-space level in
interval (0, s). The end point of the jump is tangent to level s from below. If
S is a continuous r.v., the probability of hitting level s from below again due
to a jump occurring at any other instant, is 0.

Example 2.7 Consider a standard birth-death process having states 0, ..., N
(Fig. 2.10, [125]). Let the Poisson rate of jumps from n to n + 1 be λn , and
from n to n − 1 be μn , n = 1, ..., N . The conventional state space is the set
of discrete states S = {0, 1, ..., N } having limiting probabilities P0, ..., PN
respectively. Let S be extended to the state space in the wide sense, i.e.,
the closed interval [0, N ]. This extension does not change the probability
distribution associated with the model. All probability is still concentrated
on the discrete states 0, ..., N . The SP moves at jump instants in S orthogonal
to T × S (not in Time), through state-space intervals (n, n + 1)n=0,...,N−1,
implying P(UN−1

n=0 (n, n + 1)) = 0.
We derive the values of P0,..., PN using SPLC. Fix level x , n < x < n+1,

n ∈ {0, ..., N − 1}. The down- and upcrossing rates of x are respectively

t

1

2

3

4

5

Time

x

X(t)

0

Fig. 2.10 Sample path of birth-death process with N = 5 discrete states (atoms).
State space (in the wide sense) is the interval [0, 4]
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limt→∞ Dt (x)
t = limt→∞ D j

t (x)
t = μn+1Pn+1 and

limt→∞ Ut (x)
t = limt→∞ U j

t (x)
t = λn Pn ,

respectively. By rate balance (2.5)

limt→∞ D j
t (x)
t = limt→∞ U j

t (x)
t ,

μn+1Pn+1 = λn Pn, n = 0, ..., N − 1,

Pn+1 = λn
μn+1

Pn, n = 0, ..., N − 1,

Thus we obtain the well-known formula

Pn = λ0 · · · λn−1

μ1 · · · μn
P0, n = 1, ..., N .

Substituting into the normalizing condition P0 + · · · + PN = 1 yields
P0. and P1, ..., PN (e.g., [125]). The above derivation appears to be iden-
tical to the conventional “rate in = rate out” argument for discrete states
([64, 125]). However, the extension of the state space to the wide-sense
state space, includes continuous states. This allows us to use SPLC directly.
The SPLC approach displays a subtle difference, which is prescient regard-
ing solving more complex discrete-state continuous-time models (see Exam-
ple 2.8).

Example 2.8 Consider an “elevator-like” model (Fig. 2.11). An elevator
may stop at N + 1 floors, 0, ..., N . Assume the elevator travels at constant

x

1

2

3

4

5

Tim e

6
X(t)

0

t

Fig. 2.11 Sample path of elevator-like model, N = 6 floors. Discrete states (atoms)
are 0, ..., 5. Continuous states are open intervals (n, n + 1), n = 0, ..., 4
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speeds k and h meters per minute when moving respectively upward and
downward between floors. We ignore the start-up acceleration and slow-
down deceleration phases, for exposition. To fix ideas, assume the motion
is in a semi-Markov environment (see Sect. 11.4 and, e.g., [125]). Assume
that from the instant the elevator stops at floor i , its sojourn time at floor
i has mean μi minutes until the next motion starts to a different floor. Its
next stop will be at floor j with probability Pi j , i 	= j ∈ {0, ..., N }. The
(N + 1) × (N + 1) matrix

∥∥Pi j∥∥ is a Markov matrix. Assume the stationary
probabilities of

∥∥Pi j∥∥ are πi , i = 0, ..., N . Let the limiting probability that
the elevator is at floor i be Pi , i = 0, ..., N . Let the partial pdf of the elevator’s
position when it is moving upward and downward between floors i and i + 1
be respectively fi1(x), fi2(x), x ∈ (i, i + 1), i = 0,..., N − 1. Let

fi (x) = fi1(x) + fi2(x), x ∈ (i, i + 1), i = 0, ..., N − 1,

so that fi (x), x ∈ (i, i + 1) is the limiting pdf of the elevator’s position
between floors i and i + 1 regardless of its direction of motion. The state
space is S = [0, N ]. The discrete states (atoms) are 0, ..., N , representing
the floors. The continuous states are points in the open intervals between
floors, (i, i + 1), i = 0, ..., N − 1. The total probability is concentrated on
both the discrete and continuous states. Hence the total pdf of the elevator’s
position will be “mixed”. The normalizing condition is

N∑
i=0

Pi +
N−1∑
i=0

∫ i+1

x=i
fi (x)dx = 1.

The goal is to determine for i = 0, ..., N − 1: Pi , fi j (x), j = 1, 2 and
fi (x), x ∈ (i, i + 1). To solve for these quantities we can apply the method
of pages (also called method of sheets) originated and applied by the author
in [11], and explained and applied in Sects. 4.11, 11.8, references [39, 42,
44, 52], and elsewhere. The relationship between fi (x) and the slope of
the sample path (elevator speed) at level x is given in Theorem 6.4 below,
reference [31]; and Sect. 11.4.

2.5 Transition Types Geometrically

Figures 2.12, 2.13, 2.14, 2.15 and 2.16 summarize geometrically 35 different
types of sample-path and SP transitions with respect to a level x ∈ S ⊆ R

that can occur in various models.

http://dx.doi.org/10.1007/978-3-319-50332-5_11
http://dx.doi.org/10.1007/978-3-319-50332-5_4
http://dx.doi.org/10.1007/978-3-319-50332-5_11
http://dx.doi.org/10.1007/978-3-319-50332-5_6
http://dx.doi.org/10.1007/978-3-319-50332-5_11
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L e f t  
L im i t

D o w n c r o s s in g T a n g e n t  f r o m  
a b o v e

{x }   i s  a  c o n t in u o u s  o r  d i s c r e t e  s ta t e  {x }   i s  a  d i s c r e t e  s ta t e  

J u m p

E n tr a n c e  f r o m  
a b o v e

x

x

Fig. 2.12 Sample-path hits of level x ∈ S from above

L e f t  
L im i t

U p c r o s s in g T a n g e n t  f r o m  
b e lo w

{x }   i s  a  c o n t in u o u s  o r  d i s c r e t e  s ta t e  {x }   i s  a  d i s c r e t e  s ta t e  

J u m p

E n t r a n c e  f r o m  
b e lo w

x

x

Fig. 2.13 Sample-path hits of level x ∈ S from below

R ig h t  
L im it

U p c ro s s in g T a n g e n t f ro m   
A b o v e

{x }   is  a  c o n t in u ou s  o r  d is c r e te  s ta te  {x }   is  a  d is c r e te  s ta te  

Jum p

E x it  A b o v e

x

x

Fig. 2.14 Sample-path egresses from level x ∈ S above

R ight 
L im it

D ow ncrossing Tangent from   
B elow

{x}   is a  continuous or d iscrete state {x}   is a  d iscrete sta te 

Jum p

Exit B elow

x

x

Fig. 2.15 Sample-path egresses from level x ∈ S below
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Downcrossing

{x}  is a continuous or discrete state 

Jump x

Pass-byUpcrossing

Double Jump

Touch

Fig. 2.16 Jump downcrossing and upcrossing—no hit of, or egress from level x .
Touch of level x—pass-by due to double jump

Figures 2.12, 2.13, 2.14 and 2.15 illustrate four categories of transitions:
SP hits from above and below; egresses above and below. In these figures,
the instant of contact with level x is assumed to be t0 > 0. In Figs. 2.12, 2.13,
“left limit” means X (t−0 ) = x ; “jump” means X (t−0 ) 	= x and X (t0) = x . In
Figs. 2.14, 2.15, “right limit” means X (t0) = x ; “jump” means X (t−0 ) = x
and X (t0) 	= x . Figure 2.16 illustrates level crossings that are not hits of, or
egresses from level x ; it also depicts a “touch” of a randomly determined
level x from a “pass-by” due to a double jump.

Example 2.9 We illustrate the use of Figs. 2.12, 2.13, 2.14, 2.15 and 2.16. In
Fig. 2.12 consider the 2 sub-diagrams in the position (Left Limit, Tangent
from Above). The SP makes a hit from above of level x which is a left-limit
tangent from above. These 2 sub-diagrams apply when {x} is a continuous
or a discrete state (atom).



Chapter 3
M/G/1 Queues and Variants

3.1 Introduction

This chapter considers the virtual wait process (workload) and related
concepts in the M/G/1 queue, and variants of the model. It first develops rela-
tionships between sample-path level crossings and the time dependent (tran-
sient) distribution of wait. These relationships provide sample-path quantities
obtainable via simulation or computation, which can estimate the analytical
transient pdf of wait. They also lead in Sect. 3.3 to an alternative proof of the
basic LC theorem for the steady-state pdf of wait (Theorem 1.1 in Sect. 1.6),
by taking limits as time tends to infinity. The relationships are also of inherent
interest for general time-dependent methods of analysis.

Next, in Sect. 3.3.1, alternative forms of Eq. (1.8) are derived by using
a different, but very useful LC interpretation of sample-path jumps. These
equation forms facilitate the analysis of certain variants of M/G/1 queues such
as M/Discrete/1 where the service time has a general discrete distribution
(Sect. 3.11.3).

The remainder of the chapter gives LC analyses of M/M/1 and M/G/1
models in the steady state, which illustrate the effectiveness of LC in practice.

3.2 Transient Distribution of Wait

Consider an M/G/1 queue with Poisson arrival rate λ, positive service times
with cdf B(x), x ≥ 0, and pdf d

dx B(x) = b(x), where the derivative exists.
Let B(x) ≡ 1 − B(x). Consider a sample path of the virtual wait {W (t)}t≥0,
and fix level x > 0 in the state spaceS = [0, ∞) (Figs. 2.1 and 3.1). Let Dt (x)

© Springer International Publishing AG 2017
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and Ut (x) denote the number of down- and upcrossings of level x ≥ 0 during
(0, t), respectively. Both {Dt (x)}t≥0 and {Ut (x)}t≥0 are counting processes
(e.g., p. 312 in [125]). The existence of ∂

∂t E(Dt (x)) and ∂
∂t E(Dt (x)) is impor-

tant for the transient analysis, so we consider this property in Sects. 3.2.1 and
3.2.2.

3.2.1 Derivative ∂ E(Dt(x))/∂ t, x ≥ 0

For economy of notation, we define Dt (0) ≡ Dt (0+) = Ha,c
t (0) (number of

left-limit continuous hits of 0 from above during (0, t)) = It (0) (number of SP
entrances into {0} during (0, t)) (see Sect. 2.4.11). (Here all downcrossings
are continuous downcrossings).

Proposition 3.1 The partial derivative ∂
∂t E(Dt (x)), x ≥ 0, exists and is pos-

itive for t > 0.

Proof The memoryless property of the exponential distribution implies that
for each x ≥ 0 {Dt (x)}t≥0 is a delayed renewal process (e.g., p. 466 in
[125]; p. 197 in [99]), i.e., after each downcrossing of level x the future is a
probabilistic replica of the whole process starting at time d0. The delay d0
depends on the initial wait W (0) = x0. If x0 = x, d0 = 0. If x0 �= x , d0 is
the time from t = 0 to the first downcrossing of x . Starting from time d0, let
the level-x inter-downcrossing times be d1, d2, …, where dk ≡

dis
d1, k = 2, 3,

… (Fig. 3.1). Let Hd0(·), hd0(·) denote the cdf and pdf of d0, respectively.
We prove the result when d0 > 0; if d0 = 0, the proof is similar.

The following well-known relationship (e.g., p. 423 in [125]; p. 167 in
[99]) holds for n = 1, 2, …, and t > 0:

Dt (x) ≥ n ⇐⇒ d0 + d1 + · · · + dn−1 ≤ t.

Thus P(Dt (x) ≥ n) = P(d0 + d1 + · · · + dn−1 ≤ t).

Summing on both sides over n = 1, 2, . . ., gives, by mutual independence of
{di }i=0,1,2,...,

E(Dt (x)) =
∞∑

n=1

Fd0+d1+···+dn−1(t) =
∞∑

n=1

∫ t

s=0
Fn−1

d1
(t − s)hd0(s)ds,

where Fd0+d1+···+dn−1(t), t > 0, is the cdf of d0 + d1 + · · · + dn−1 and
Fn−1

d1
(·) is the (n − 1)-fold self convolution of Fd1(·). Since {Dt (x)}t≥0 is a

delayed renewal process, E(Dt (x)) is the renewal function. Thus E(Dt (x))

http://dx.doi.org/10.1007/978-3-319-50332-5_2


3.2 Transient Distribution of Wait 51
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Fig. 3.1 Sample path of virtual wait in M/G/1 showing inter down- and upcrossing
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is finite for all t , and the series
∑∞

n=1 Fd0+d1+···+dn−1(t) converges uniformly
(e.g., p. 182 in [99]).

Since Fn−1
d1

(0) = 0, we obtain the derivative of the (n − 1)-th summand
as

∂
∂t

∫ t
s=0 Fn−1

d1
(t − s)hd0(s)ds

= ∫ t
s=0

∂
∂t Fn−1

d1
(t − s)hd0(s)ds + Fn−1

d1
(0)hd0(t)

= ∫ t
s=0 f n−1

d1
(t − s)hd0(s)ds,

where f n−1
d1

(·) is the pdf of the (n − 1)-fold convolution of d1. (Due to Poisson
arrivals, di is a continuous random variable implying d0 + d1 + · · · + dn−1
is continuous.) If we assume the parameters of the M/G/1 queue are such

that the series of derivatives
{∫ t

s=0 f n−1
d1

(t − s)hd0(s)ds
}

n=1,2,...
also con-

verges uniformly, then we can interchange the order of differentiation and
summation (e.g., p. 317 in [6]), giving

∂

∂t
E(Dt (x)) =

∞∑

n=1

∂

∂t

∫ t

s=0
Fn−1

d1
(t − s)hd0(s)ds

=
∞∑

n=1

∫ t

s=0
f n−1
d1

(t − s)hd0(s)ds .
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Moreover, ∂
∂t E(Dt (x)) > 0 since both f n−1

d1
(t − s) > 0 and hd0(s) > 0.

(Alternatively, ∂
∂t E(Dt (x)) > 0 follows since E(Dt (x)) is a non-decreasing

function of t .) �

Let di = da
i + db

i , where da
i is the time interval spent above x and db

i is
the immediately preceding time interval spent below x by W (·) during di ,
i = 1, 2, ….

3.2.2 Derivative ∂ E(Ut(x))/∂ t, x ≥ 0

Consider a sample path of {W (t)}t≥0. The process {Ut (x)}t≥0 is a “delayed”
process. In general, however, {Ut (x)}t≥0 is not a renewal process. The delay
u0, is the time from t = 0 to the first (jump) upcrossing of x after time d0.
The subsequent level-x inter-upcrossing times starting at u0 are denoted by
u1, u2, . . . (Fig. 3.1). Let ui = ua

i + ub
i where ua

i is the time interval spent
above x and ub

i is the immediately following time interval spent below x by
W (·) during ui . In general the random variables {ui }i=1,2,... are not i.i.d. (see
Remark 3.1).

Remark 3.1 Let γx |y denote the excess of a jump over level x given that the
jump starts at level y < x and initiates the interval ui . Then P(γx |y > z) =
B(x−y+z)

B(x−y)
. Thus ua

i depends on x − y, and ua
i =

dis
Bγx |y , where Bγx |y denotes

an M/G/1 busy period that starts with W (0) =
dis

γx |y . (Note: The symbol “=
dis

”

means “is equal in distribution to”, henceforth.) If i �= j then ua
i �=

dis
ua

j a.s.

(almost surely, i.e., with probability 1) because the start-of-jump position y
is a continuous random variable. Now ub

i ≡
dis

ub
1, i = 2, 3, …, because at the

start of ub
i {W (t)}t≥0 downcrosses x and the future evolution is a probabilistic

replica of {W (t)}t≥0 from the start time of d1, due to Poisson arrivals (that
is, due to the memoryless property of the exponential interarrival times).

Proposition 3.2 The partial derivative ∂E(Ut (x))/∂t , x ≥ 0, exists and is
positive for t > 0.

Proof The delay time u0 is a continuous random variable (r.v.). The process
{Ut (x)}t≥0 is a counting process, but is not a renewal process (Fig. 3.1). Let
Hu0(·), hu0(·) denote the cdf and pdf of u0, respectively.

The following relationship, usually applied for a renewal process, also
holds for a counting process even though the inter-occurrence times are not
independent. Thus
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Ut (x) ≥ n ⇐⇒ u0 + u1 + · · · + un−1 ≤ t, n = 1, 2, . . .

P(Ut (x) ≥ n) = P(u0 + u1 + · · · + un−1 ≤ t).

Summing on both sides over n = 1, 2, . . . gives

E(Ut (x)) =
∞∑

n=1

Fu0+u1+···+un−1(t)

=
∞∑

n=1

∫ t

s=0
Fu1+···+un−1(t − s)hu0(s)ds

where Fu1+···+un−1(t) is the cdf of u1 + · · · + un−1. Since ui is continuous
for each i = 1, 2, …, the sum u0 + u1 + · · · + un−1 is a continuous r.v. Taking
∂
∂t on both sides (differentiating under the integral) gives

∂

∂t
E(Ut (x)) =

∞∑

n=1

(∫ t

s=0

∂

∂t
Fu1+···+un−1(t − s)hu0(s)ds

+ Fu1+···+un−1(0)hu0(t))

=
∞∑

n=1

∫ t

s=0
fu1+···+un−1(t − s)hu0(s)ds,

where fu1+···+un−1(·) is the pdf of u1 + · · · + un−1, since Fu1+···+un−1(0) =
0. The rest of the proof is similar to that in Proposition 3.1. Positiveness
follows since E(Ut (x)) is an increasing function of t . �

The derivatives ∂
∂t E(Ut (x)) and ∂

∂t E(Dt (x)) are fundamentally related to
the transient cdf of W (t) (Sects. 3.2.3–3.2.8).

Remark 3.2 Assume the service time S is exponentially distributed with
mean 1/μ as in M/M/1 (Sect. 3.5). Then for any sample path

P(γx |y > z) = B(x − y + z)

B(x − y)
= e−(x−y+z)

e−(x−y)
= e−μz,

which is independent of x , y, and x − y, so that ua
i ≡

dis
Expμ (:= expo-

nential r.v. with mean 1/μ). In that case ua
i ≡

dis
BM/M/1, i − 1, 2, . . . where

BM/M/1 := busy period of an M/M/1 queue with S =
dis

Expμ (Sect. 3.5.6).

Then {ui }i=1,2,... is a renewal process.
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3.2.3 Level Crossings and Transient CDF of Wait

Denote the transient time-t cdf, pdf and probability of a zero wait respectively
as

Ft (x) = P(W (t) ≤ x), x ≥ 0, t ≥ 0,

ft (x) = ∂
∂x Ft (x), x > 0, t ≥ 0, wherever ∂

∂x Ft (x) exists,
P0(t) = Ft (0), t ≥ 0.

(3.1)

Define the joint cdf of (W (t1), W (t2)) as

Ft1,t2(x1, x2) = P(W (t1) ≤ x1, W (t2) ≤ x2), t1 �= t2 ≥ 0, x1, x2 ≥ 0.
(3.2)

The marginal cdfs are

Ft1(x1) = Ft1,t2(x1, ∞), Ft2(x1) = Ft1,t2(∞, x2), x1, x2 ≥ 0 (3.3)

Note that Dt (x) − Ut (x) ∈ {0, +1, −1} for every x ≥ 0, t ≥ 0, since
down- and upcrossings of a fixed state-space level alternate in time (for-
mulas (2.4) and (2.2)). The simple but useful Theorem 3.1 below connects
E(Ut (x)), E(Dt (x)) and the transient cdf Ft (x), by using (3.3) with t1 = 0,
t2 = t > 0, and x1 = x2 = x (Fig. 3.2).

In M/G/1, Dt (x) = Dc
t (x) since all downcrossings are left-continuous (see

Sect. 2.4.5). Also Ut (x) = U j
t (x), since all upcrossings are jump upcrossings.

Theorem 3.1 (P.H. Brill 1983) In the M/G/1 queue, for fixed x ≥ 0, t ≥ 0,

E(Dt (x)) = E(Ut (x)) + Ft (x) − F0(x). (3.4)

Proof Equation (3.4) holds when t = 0 because D0(x) = U0(x) = 0, x ≥ 0.
For t > 0, we compare possible sample path values of {W (s)}0≤s≤t at s = 0
and s = t with respect to level x , and relate the possible values to F0(x),
Ft (x) and F0,t (x, x) (Fig. 3.2). This procedure leads to the following values
and probabilities for Dt (x) − Ut (x):

Fig. 3.2 Values of
Dt (x) − Ut (x) are
+1, 0,−1, with
probabilities shown in
the finite and infinite
sub-squares and two
infinite rectangles of the
(W (0), W (t)) plane

W(t)

W(0)

0, ( , )tF x x

0

0,

1 ( ) ( )

( , )
t

t

F x F x

F x x

− −
+

0 ( )F x

( )tF x

0

0 +1

-1
x

x
(0,0)

0, ( , )tF x x−

0, ( , )tF x x−

http://dx.doi.org/10.1007/978-3-319-50332-5_2
http://dx.doi.org/10.1007/978-3-319-50332-5_2
http://dx.doi.org/10.1007/978-3-319-50332-5_2
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Dt (x) − Ut (x) Probability
0 1 − Ft (x) − F0(x) + 2F0,t (x, x)

+1 Ft (x) − F0,t (x, x)

−1 F0(x) − F0,t (x, x)

(3.5)

From (3.5) we obtain for fixed x ≥ 0,

E(Dt (x)) − E(Ut (x)) = Ft (x) − F0(x), t ≥ 0, (3.6)

equivalent to (3.4). �

In (3.5) the term Dt (x) − Ut (x) = 0 contributes 0 to E (Dt (x) − Ut (x));
it is included for completeness. In further similar computations of expected
value, terms with value 0 may be omitted.

Equation (3.6) leads to Theorem 3.2 below, which is fundamental for relat-
ing the transient probability distribution of wait and sample-path properties
(see Remark 3.3 below).

3.2.4 Relating the Transient CDF and Level Crossings

Theorem 3.2 (P.H. Brill 1983) In the M/G/1 queue

∂

∂t
E(Dt (x)) = ∂

∂t
Ft (x) + ∂

∂t
E(Ut (x)), t > 0, x ≥ 0. (3.7)

Proof Differentiating (3.4) with respect to t gives formula (3.7). (Existence
of ∂

∂t (·) of each term in (3.4) is considered in Sects. 3.2.1 and 3.2.2.) �

Remark 3.3 Theorem 3.2 is a special case of the more general Theorem
B (Theorem 4.1 in Sect. 4.2.1), which connects the sample-path marginal
entrance rate and marginal exit rate of an arbitrary measurable set A ⊂ S
(S := state space) to Pt (A) (:= probability of A at time t). In Theorem 3.2
A = [0, x].

3.2.5 Downcrossings and Transient PDF of Wait

Theorem 3.3 below shows that the sample-path quantity ∂E(Dt (x))/∂t
equals the analytic pdf ft (x), x ≥ 0, where ft (0) :≡ ft (0+). We now briefly
outline an important consequence, realizable by a computer program.

http://dx.doi.org/10.1007/978-3-319-50332-5_4
http://dx.doi.org/10.1007/978-3-319-50332-5_4
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Simulate a finite number of independent sample paths of {W (s)}s≥0 on
[0, t + h] (h small) to estimate E(Dt (x)) and E(Dt+h(x)), respectively.
Then use (E(Dt+h(x)) − E(Dt (x))) /h to estimate ∂E(Dt (x))/∂t ≈ ft (x),
x ≥ 0. Adjust the values of t , x and h as needed to fit the particular model
being considered.

Another important consequence is Corollary 3.2 below, which leads to an
alternative proof of the crucial ‘downcrossing’ part of the basic LC theorem
for the steady-state pdf of wait (i.e., limt→∞ E(Dt (x))/t = f (x), in Theorem
1.1) in Chap. 1.

Theorem 3.3 In the M/G/1 queue, for each t > 0,

∂

∂t
E(Dt (x)) = ft (x), x > 0, (3.8)

∂

∂t
E(Dt (0)) = ft (0). (3.9)

Proof For the virtual wait {W (t)}t≥0, fix state-space level x > 0. Consider
the state-space triangular set 
t,x,h := {(t, x + h), (t, x), (t + h, x)}, t > 0,
where h is “small” (see Fig. 3.3). Examination of some possible sample paths
W (s) with respect to 
t,x,h leads to the possible values of Dt+h(x) − Dt (x)

and their corresponding probabilities given in the table in (3.10); a brief
explanation follows immediately after Theorem 3.3.

Dt+h(x) − Dt (x) Probability
+1 Ft (x + h) − Ft (x) + o(h)

−1 0, since Dt (x) increases with t

≥ 2 o(h)

(3.10)

Computing E (Dt+h(x) − Dt (x)) using (3.10), and dividing by h yields

E(Dt+h(x)) − E(Dt (x))

h
= Ft (x + h) − Ft (x)

h
+ o(h)

h
.

Letting h ↓ 0 gives (3.8); then letting x ↓ 0 yields (3.9). �

Explanation of the Probabilities in (3.10)
Let the Poisson arrival rate be λ. Assume the pdf b(x) of the common
service time is bounded on (0, ∞). In this paragraph we denote the event
{Dt (x + h) − Dt (x) = 1} by {Diff1} for brevity. Consider P(Diff1) for the
three types of paths that enter and exit set 
t,x,h in Fig. 3.3. Employing the
memoryless property of the exponential distribution, we get

http://dx.doi.org/10.1007/978-3-319-50332-5_1
http://dx.doi.org/10.1007/978-3-319-50332-5_1
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Fig. 3.3 Sample-path
examples in triangle
�t,x,h resulting in
Dt (x + h) − Dt (x) = 1.
Probabilities are: P(path
type 1) = 1 − λ(y −
x) + o(y − x); P(path
type 2) ≤ o(h); P(path
type 3) ≤ o(h)

x

x h+

Time   t

t t h+

13 2

y

P(Diff1|path 1) = e−λ(y−x) → 1 as h ↓ 0 since (y − x) < h,

P(Diff1|path is type 2) = [λh + o(h)] [b(·)h + o(h)] = o(h),

P(Diff1|path is type 3) < [λh + o(h)] [b(·)h + o(h)] = o(h),

where λh + o(h) = P(an arrival occurs in (0, h)), and b(·)h + o(h) = P(a
service-time jump ends in an interval of size < h). Similar considera-
tion of other possible paths implies that P(Dt+h(x) − Dt (x) = n) = o (h)

(n = 2, 3, . . .). Then P(Dt+h(x) − Dt (x) ≥ n) = o (h) results because a
countable sum of o(h)s = o(h).

Alternative Proof of Formula (3.8) for Perspective
We can write

E(Dt+h(x) − Dt (x)) = 1 · P(Dt+h(x) − Dt (x) = 1) + o(h)

= ∫ x+h
y=x e−λ(y−x) ft (y)dy + o(h)

= ∫ x+h
y=x [1 − λ(y − x) + o(y − x)] ft (y)dy + o(h)

= Ft (x + h) − Ft (x) − ∫ x+h
y=x [λ(y − x) − o(y − x)] ft (y)dy + o(h)

= Ft (x + h) − Ft ((x) − h
[
λ(y∗ − x) − o(y∗ − x)

]
ft (y∗)dy + o(h),

x < y∗ < x + h,
(3.11)
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by the mean value theorem for integrals (e.g., p. 237 in [137]). Dividing both
sides by h gives

E(Dt+h(x)−Dt (x))
h

= Ft (x+h)−Ft ((x)
h − λ(y∗ − x) + o(y∗ − x) · ft (y∗) + o(h)

h .

Letting h ↓ 0 leads to (3.8), because h ↓ 0 implies: (y∗ − x) ↓ 0; o(y∗ −
x) ↓ 0; ft (y∗) → ft (x); o(h)/h → 0.

Corollary 3.1 For fixed t > 0,

E(Dt (x)) =
∫ t

s=0
fs(x)ds, x > 0, t > 0. (3.12)

E(Dt (0)) =
∫ t

s=0
fs(0)ds, t > 0. (3.13)

Proof Solving (3.8) for E(Dt (x)) and (3.9) for E(Dt (0)) by integrating with
respect to t , and applying the initial condition E(D0(x)) ≡ 0, x ≥ 0, gives
(3.12) and (3.13), respectively. �

3.2.6 Alternative Proof of limt→∞ E(Dt(x))/ t = f (x)

Starting from the transient analysis, Corollaries 3.2 and 3.3 below provide an
alternative proof of the downcrossing-rate part of Theorem 1.1 in Sect. 1.6,
Chap. 1, i.e., Eqs. (1.12) and (1.13). Let {P0, f (x)}x>0 denote the limiting
(steady-state) mixed pdf of {W (t)}t≥0. We assume λE(S) < 1 (condition for
existence of steady state).

Corollary 3.2

lim
t→∞

∂

∂t
E(Dt (x)) = lim

t→∞
E(Dt (x))

t
= f (x), x > 0 (3.14)

lim
t→∞

∂

∂t
E(Dt (0)) = lim

t→∞
E(Dt (0))

t
= f (0+) ≡ f (0). (3.15)

Proof Let t → ∞ in (3.8) and (3.9) giving respectively

lim
t→∞

∂

∂t
E(Dt (x)) = lim

t→∞ ft (x) = f (x), x > 0,

lim
t→∞

∂

∂t
E(Dt (0)) = lim

t→∞ ft (0) = f (0).

http://dx.doi.org/10.1007/978-3-319-50332-5_1
http://dx.doi.org/10.1007/978-3-319-50332-5_1
http://dx.doi.org/10.1007/978-3-319-50332-5_1
http://dx.doi.org/10.1007/978-3-319-50332-5_1
http://dx.doi.org/10.1007/978-3-319-50332-5_1
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In (3.12) and (3.13) divide both sides by t > 0, and let t → ∞. Then

lim
t→∞ E(Dt (x))/t = lim

t→∞
1

t

∫ t

s=0
fs(x)ds = f (x), x > 0,

lim
t→∞ E(Dt (0))/t = lim

t→∞
1

t

∫ t

s=0
fs(0)ds = f (0).

Then (3.14) and (3.15) follow. �

Corollary 3.3

lim
t→∞

Dt (x)

t
= f (x), x ≥ 0 (a.s.) . (3.16)

Proof Since {Dt (x)}y≥0 is a renewal process due to Poisson arrivals, by the
elementary renewal theorem,

lim
t→∞

E(Dt (x))

t
= lim

t→∞
Dt (x)

t
, x ≥ 0 (a.s.) .

Thus (3.16) follows from (3.14) and (3.15). �

Corollary 3.4 gives an alternative perspective of set and rate balance (see
Sect. 2.4.7) in Chap. 2.

Corollary 3.4

lim
t→∞

E(Dt (x))

t
= lim

t→∞
E(Ut (x))

t
, x ≥ 0, (3.17)

lim
t→∞

Dt (x)

t
= lim

t→∞
Ut (x)

t
, x ≥ 0 (a.s.) . (3.18)

Proof Dt (x) − Ut (x) ∈ {0, +1, −1}, t ≥ 0, x ≥ 0, for all possible sample
paths of {W (t)}t≥0. Hence −1 ≤ Dt (x) − Ut (x) ≤ +1, and −1 ≤ E(Dt (x))

− E(Ut (x)) ≤ +1. Dividing by t > 0 and letting t → ∞ gives (3.17) and
(3.18). �

Remark 3.4 Formulas (3.17) and (3.18) also state the principle of set balance
for sets [0, x) and [x, ∞), x ≥ 0. That is, the equation sample-path exit rate
from set [0, x) = sample-path entrance rate into [0, x) holds. The same
principle applies to set [x, ∞). Moreover, SP motion contains the sample
path as a subset; i.e., SP motion includes the “not-in-Time” state-space jumps
(see Sect. 2.3 in Chap. 2). Hence the same principle applies to SP exits and
entrances.

http://dx.doi.org/10.1007/978-3-319-50332-5_2
http://dx.doi.org/10.1007/978-3-319-50332-5_2
http://dx.doi.org/10.1007/978-3-319-50332-5_2
http://dx.doi.org/10.1007/978-3-319-50332-5_2
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3.2.7 Upcrossings and Transient PDF of Wait

Theorem 3.4 below connects the sample-path quantity ∂
∂t E(Ut (x)) to the

analytical transient mixed pdf {P0(t), ft (y)}0<y<x , t > 0.

Theorem 3.4 In the M/G/1 queue with arrival rate λ and service time cdf
B(·)

∂

∂t
E(Ut (x)) = λB(x)P0(t) + λ

∫ x

y=0
B(x − y) ft (y)dy (3.19)

∂

∂t
E(Ut (0)) = λP0(t). (3.20)

Proof We define Udiff := Ut+h(x) − Ut (x) here for brevity. Let x > 0, t > 0,
and small h > 0 be given. We examine possible SP upcrossings of level x
in the state-space infinite rectangle � := {(t, t + h) × (0, ∞)} (Fig. 3.4). We
consider possible SP entrances into � at time t . Entrances that occur: above
x + h imply Udiff = 0; within (x, x + h) imply Udiff = 0 or P(Udiff =
1) = [λh + o(h)] B(x − y) ft (y)dy for some y ∈ (x − h, x); within (0, x)

imply Udiff = 0 or P(Udiff = 1) = [λh + o(h)] B(x − y) ft (y)dy for
some y ∈ (0, x − h); at level 0 imply Udiff = 0 or P(Udiff = 1) =
[λh + o(h)] B(x)Pt (0). For any n ≥ 2, P(Udiff = n)=o(h) because at least

Fig. 3.4 Examples of
sample-path (and SP)
entrances and exits of
set shaped like �.
Numbers at the ends of
path segments are values
of Udiff

x

x+h

t t+h

0

0

1

1

0

1

0
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n arrivals would be required during (t, t + h) (equivalently during (0, h) due
to the memoryless property). Finally we get

Ut+h(x) − Ut (x) Probability
+1 [λh + o(h)] P0(t)B(x)

+ [λh + o(h)]
∫ x

0 B(x − y) ft (y)dy + o(h)

≥ 2 o(h).

(3.21)

In (3.21), the values Ut+h(x) − Ut (x) ≤ 0 are omitted since {U diff = 0}
does not affect E(Udiff), and negative values are not possible because Ut (x)

is a counting process (non-decreasing). Utilizing (3.21) gives

E(Ut+h(x) − Ut (x)) = [λh + o(h)] P0(t)B(x)

+ [λh + o(h)]
∫ x

y=0 B(x − y) ft (y)dy + o(h).

Dividing both sides by h and taking limits as h ↓ 0 gives (3.19). Letting
x ↓ 0 in (3.19) gives (3.20) since Ut (0) ≡ Ut (0+), and B(0) = 1, since B(x)

is right continuous. �

Corollary 3.5 For fixed t > 0,

E(Ut (x)) = λ

∫ t

s=0
B(x)P0(s)ds + λ

∫ t

s=0

∫ x

y=0
B(x − y) fs(y)dyds, x > 0, (3.22)

E(Ut (0)) = λ

∫ t

s=0
P0(s)ds. (3.23)

Proof Integrate over time from 0 to t in (3.19) and (3.20). The constants of
integration are 0 because E(U0(x)) = 0, x ≥ 0. �

Corollary 3.6 If the steady state exists, then

lim
t→∞

∂

∂t
E(Ut (x)) = lim

t→∞
E(Ut (x))

t
= λB(x)P0 + λ

∫ x

0
B(x − y) f (y)dy,

(3.24)

lim
t→∞

∂

∂t
E(Ut (0)) = lim

t→∞
E(Ut (0))

t
= λP0. (3.25)

Proof Note that

lim
t→∞ Ft (x) = F(x), lim

t→∞ ft (x) = f (x), lim
t→∞ P0(t) = P0.

In (3.24) and (3.25), the results for
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lim
t→∞

∂

∂t
E(Ut (x)) and lim

t→∞
∂

∂t
E(Ut (0))

follow from (3.19) and (3.20) respectively. The results for

lim
t→∞

E(Ut (x))

t
and lim

t→∞
E(Ut (0))

t

follow from (3.22) and (3.23). �

Corollary 3.6 completes the alternative transient-analysis derivation of
Theorem 1.1, which seems to provide a more general perspective than the
equilibrium-analysis approach of Sect. 1.6.

3.2.8 Integro-differential Equation for PDF of Wait

We apply LC to derive the Takács integro-differential equation for the
transient probability distribution of wait, by utilizing Theorems 3.2, 3.3 and
3.4 above. (See Remarks 3.5, 3.6 and 3.7 below.)

Theorem 3.5 For an M/G/1 queue with arrival rate λ and service time cdf
B(·), the transient distribution of the virtual wait satisfies the following equa-
tions for each t > 0:

ft (x) = ∂

∂t
Ft (x) + λB(x)P0(t)

+ λ

∫ x

y=0
B(x − y) ft (y)dy, x > 0, (3.26)

ft (0) = ∂

∂t
P0(t) + λP0(t), (3.27)

P0(t) +
∫ ∞

y=0
ft (y)dy = 1. (3.28)

Proof The theorem follows by applying (3.7), substituting from (3.8), (3.9),
(3.19), (3.20), and using (3.1). Equation (3.28) is the normalizing condi-
tion. �

Remark 3.5 Equation (3.26) was derived by Takács in [139] by a different
technique. Also, see formula (17), p. 87 in [140].

Remark 3.6 Minor extensions of the proofs in this section yield relation-
ships and integro-differential equations for the transient pdf of wait in the

http://dx.doi.org/10.1007/978-3-319-50332-5_1
http://dx.doi.org/10.1007/978-3-319-50332-5_1
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important cases where the arrival rate and probability distribution of the
service time are also time-dependent. In the formulas (3.26) and (3.27)
we can replace λ by λ(t) so that the arrival process is non-homogeneous
Poisson; and B(y) by Bt (y) so that the service time is time-dependent
(see Sect. 3.2.9 below). Equation (3.26) is called in the literature the Takács
integro-differential equation (see [139]; formula (5.172), p. 227 in [104]).

Remark 3.7 The LC proofs of (3.26) and (3.27) have important ramifi-
cations. The relationship of both sides of (3.26) and (3.27) to E(Dt (x)),
E(Ut (x)), x ≥ 0, leads to techniques forLCestimation of the transient dis-
tributions by simulation of multiple independent sample paths (see Remark
9.2 in Sect. 9.2). LC estimation (computation, approximation) for steady-
state distributions is discussed in Chap. 9. LC estimation is a form of non-
parametric distribution (or density) estimation.

Example 3.1 below illustrates how transient sample-path quantities can be
used to solve transient integro-differential equations numerically for analyt-
ical transient pdfs or transient probabilities.

Example 3.1 Assume W (0) = x0 (≥ 0) so that P0(x0) = 1. Note that P0(s)
= 0, 0 ≤ s ≤ x0. What is a point estimate of Pt (0) for a finite time t > x0?
From Eqs. (3.27) and (3.9) we have the differential equation

∂

∂t
P0(t) + λP0(t) = ∂

∂t
E(Dt (0)), t > x0. (3.29)

Using integrating factor eλt in (3.29) and solving for P0(t) we get

d

dt

(
eλt P0(t)

)
= eλt d

dt
E(Dt (0)),

eλt P0(t) =
∫ t

s=x0

eλs
[

d

ds
E(Ds(0))

]
ds + A

where A is a constant. Letting t ↓ x0 implies A = eλx0 P0 (x0) = eλx0 , and

P0(t) = e−λt
(∫ t

s=x0

eλs
[

d

ds
E(Ds(0))

]
ds

)
+ e−λ(t−x0), t > x0. (3.30)

We estimate the function d
ds E(Ds(0)), x0 ≤ s ≤ t in (3.30) as follows. Select

a partition on [x0, t] having small norm h such that t − x0 = νh, ν ∈ N
+

(set of positive integers). E.g., if t − x0 is rational or irrational select
h = 0.001 (t − x0) or 0.0002 (t − x0), etc. Simulate N independent sam-
ple paths of W (s), s ∈ [0, t + h], where N is large. Let Di, j (0) := number of

http://dx.doi.org/10.1007/978-3-319-50332-5_9
http://dx.doi.org/10.1007/978-3-319-50332-5_9
http://dx.doi.org/10.1007/978-3-319-50332-5_9
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downcrossings of level 0 (left continuous hits from above) during time inter-
valls [x0 + ( j − 1)h, x0 + jh], j = 1, . . . , ν + 1 for the i th sample path,
i = 1, . . . , N . Let D j (0) = 1

N

∑N
i=1 Di, j (0), j = 1, . . . , ν + 1. An estimate

of d
ds E(Ds(0)) is the step function

D j (0)

h
, x0 + ( j − 1) h < s < x0 + jh, j = 1, . . . , ν + 1.

Substituting
D j (0)

h into (3.30), we get the point estimate of P0(t) as

P̂0(t) = e−λt

h

ν+1∑

j=1

D j (0)

∫ x0+ jh

s=x0+( j−1)h
eλsds + e−λ(t−x0)

= e−λt

λ

ν+1∑

j=1

(
D j (0) · eλ(x0+ jh) − eλ(x0+( j−1)h)

h

)
+ e−λ(t−x0). (3.31)

FORTRAN-programmed computations were carried out in the Masters
project [120] to estimate P0(t) when x0 = 0, using a special case of the
method outlined in this example. The computations generally agreed with the
known analytical value of P0(t), t > 0, computed from the analytic formula
given in [140].

Remark 3.8 Concepts in Example 3.1 relate to renewal theory since down-
crossings of level 0 occur at the ends of busy cycles, which are i.i.d. random
variables forming a renewal process (see formula (5.1) p. 189 in [99]). This
will be discussed further in Chap. 10.

3.2.9 PDF When Arrivals and Service Are Time Dependent

We very briefly revisit the transient pdf of wait in the M/G/1 queue in
Theorem 3.5 above in Sect. 3.2.8. We can prove by a slight generalization of
the proofs in Sect. 3.2, that the theory holds for models where the arrival rate
λ and cdf of service time B(x), x > 0, depend on time t . Denoting them by
λ (t) and Bt (x), x > 0, respectively, we obtain

ft (x) = ∂
∂t Ft (x) + λ (t) Bt (x)P0(t)

+λ (t)
∫ x

y=0 Bt (x − y) ft (y)dy, x > 0,

ft (0) = ∂
∂t P0(t) + λ (t) P0(t).

(3.32)

http://dx.doi.org/10.1007/978-3-319-50332-5_10
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The solution of the differential equation for P0(t) in (3.32) is

P0(t) = e−m(t)
∫ t

s=0
em(s) fs(0)ds + P0(0)e−m(t), (3.33)

where m(t) =
∫ t

s=0 λ (s) ds and P0(0) =

{
1 if W (0) = 0,

0 otherwise.

3.2.10 Steady-State PDF of Wait from Transient PDF

Equation (1.8) for the steady state distribution of wait, is now proved directly
from the foregoing LC connections between sample paths and the transient
distribution of wait. The next theorem gives two such proofs.

Theorem 3.6 For an M/G/1 queue with arrival rate λ and service time S
having cdf B(·), where λE(S) < 1, the steady state pdf of the virtual wait
{P0, f (x)}x>0, is given by

f (x) = λB(x)P0 + λ

∫ x

0
B(x − y) f (y)dy, x > 0, (3.34)

f (0) = λP0, (3.35)

P0 +
∫ ∞

0
f (y)dy = 1. (3.36)

Proof Since λE(S) < 1, the transient probability distribution converges
to the steady state probability distribution, i.e., limt→∞ Ft (x) = F(x),
limt→∞ ft (x) = f (x), limt→∞ P0(t) = P0. Moreover

lim
t→∞

∂

∂t
Ft (x) = 0, x ≥ 0, lim

t→∞
∂

∂t
P0(t) = 0.

Then (3.34) and (3.35) follow from Theorem 3.5 by letting t → ∞.
Alternatively, (3.34) and (3.35) follow from the principle of rate balance

expressed in (3.17), (3.18), and substituting from (3.14), (3.15), (3.24), and
(3.25). �

Remark 3.9 For the M/G/1 queue with λE(S) < 1, it is well known that

lim
t→∞P(W (t) ≤ x) = lim

n→∞P(Wn ≤ x), x ≥ 0,

where Wn is the waiting time of the nth customer (arrival-point wait) (see
[140]). Hence Eqs. (3.34)–(3.36) hold for the steady-state distributions of
both the arrival-point wait and the virtual wait.

http://dx.doi.org/10.1007/978-3-319-50332-5_1
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Remark 3.10 Using LC to derive (3.34)–(3.36) is useful because each alge-
braic term corresponds to a unique down- or upcrossing rate of level x ≥ 0.
This one-to-one correspondence enables the derivation of exact analytical
integral equations for steady-state distributions of state variables in many
complex stochastic models, intuitively and straightforwardly, using the sam-
ple path as a template. The idea is to construct a pertinent typical sample path
of the stochastic model; then write the integral equation(s) by inspection
using LC theorems and the principle of rate and/or set balance. The solution
of the equation(s) is found with the aid of initial conditions (e.g., f (0) =
λP0, f ′(0) = −λP0b(0) + λ2 P0). This procedure can save time and help the
analyst focus on the model dynamics.

3.3 Steady-State Distribution of Wait

We begin with Example 3.2 below, which illustrates the derivation of the
steady-state pdf of wait in an M/G/1 queue, where G := Erlk,μ is the sum of k
i.i.d. Expμ r.v.s. (Erlk,μ denotes an Erlang r.v.; Expμ denotes an exponential
r.v. with mean 1/μ.) In the M/Erlk.μ/1 queue E(S) = k · E(Expμ) = k/μ.

Example 3.2 Consider the M/Erlk.μ/1 queue with arrival rate λ. Let Sk(x)

:= event {sum of k i.i.d. Expμs ≤ x}, and Gk(x) := event {number of Poiμ
events in (0, x) is ≥ k}, where Poiμ denotes a Poisson process with rate μ
(see pp. 312–316 in [125]). Since Sk(x) ⇐⇒ Gk(x), we have P(Sk(x)) =
P(Gk(x)), and cdf B(x) = P(S ≤ x) = P(Sk(x)) = P(Gk(x)). Therefore

B(x) = P(Gk(x)) =
∞∑

i=k

e−μx (μx)i

i ! , x > 0. (3.37)

(See Sect. 2.3.2 for Expμ; Chap. 5 for Poiμ, in [125].) Taking d
dx in (3.37)

readily shows that b(x) (:= d
dx B(x)) is given by

b(x) = e−μx (μx)k−1μ

(k − 1)! , x > 0. (3.38)

(Intuitively, (3.38) is equivalent to ‘b(x)dx = P((k − 1) Poiμ events in (0, x)

and the kth event occurs at time x) dx’.) Since
∑∞

i=0 e−μx (μx)i/ i ! = 1,

B(x) = 1 − B(x) = e−μx

(
k−1∑

i=0

(μx)i

i !

)
, x ≥ 0. (3.39)
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The condition for existence of the steady state is λE(S) < 1 or λ < μ/k.

Substituting e−μx
(∑k−1

i=0
(μx)i

i !
)

for B(x) in (3.34), we obtain

f (x) = λP0e−μx
(∑k−1

i=0
(μx)i

i !
)

+λ
∫ x

y=0 e−μ(x−y)
(∑k−1

i=0
(μ(x−y))i

i !
)

f (y)dy, x > 0.

(3.40)

where P0 = 1 − λE(S) = 1 − (λk) /μ. The normalizing condition is

P0 +
∫ ∞

x=0
f (x)dx = 1.

Case k = 2: We illustrate the solution when k = 2, which corresponds to
the M/Erl2,μ/1 queue. From (3.40) we have

f (x) = λP0e−μx (1 + μx) + λ

∫ x

y=0
e−μ(x−y)(1 + μ(x − y)) f (y)dy, x > 0. (3.41)

Differentiating (3.41) with respect to x twice results in the second order
differential equation

f ′′(x) + (2μ − λ) f ′(x) + (μ2 − 2λμ) f (x) = 0, x > 0,

with solution
f (x) = a1er1x + a2er2x , x > 0, (3.42)

where a1, a2 are constants to be determined, and

r1 = −μ + λ

2
− 1

2

√
λ2 + 4μλ, r2 = −μ + λ

2
+ 1

2

√
λ2 + 4μλ,

are the solutions of the characteristic function

z2 + (2μ − λ)z + (μ2 − 2λμ) = 0.

Both r1 < 0, r2 < 0. The constants a1, a2 and P0 can be determined
from the initial condition f (0) = λP0, and the normalizing condition P0 +∫∞

y=0 f (y)dy = 1, giving
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a1 = r1r2

r1 − r2
(1 − P0 + λP0

r2
),

a2 = λP0 − a1,

P0 = 1 − 2λ

μ
.

3.3.1 Alternative LC Equations for PDF of Wait

We now give two different forms of the basic integral equation (1.8) for the
limiting pdf of wait in the M/G/1 queue (see Fig. 1.6). The alternative forms
are useful due to their applicable LC interpretation. We can write (1.8) as

f (x) = λ(1 − B(x))P0 + λ

∫ x

y=0
(1 − B(x − y)) f (y)dy

= λ

(
P0 +

∫ x

y=0
f (y)dy

)
− λ

(
B(x)P0 +

∫ x

y=0
B(x − y) f (y)dy

)

which gives two alternative forms of the LC equation:

f (x) = λF(x) − λ

∫ x

y=0
B(x − y)d F(y), x ≥ 0; (3.43)

f (x) = λF(x) − λ

∫ x

y=0
F(x − y)d B(y), x ≥ 0, (3.44)

noting that F(x) = P0 + ∫ x
y=0 f (y)dy, and F(∞) = 1. Formulas (3.43) and

(3.44) have intuitive LC interpretations which help us write them immedi-
ately. Consider a sample path of the virtual wait (Fig. 1.4) and observe a
one-to-one correspondence between the set of algebraic terms in the equa-
tions and a set of mutually exclusive and exhaustive sample-path crossings
of level x , different from those depicted in Fig. 1.6.

In (3.43) and (3.44) the left side is the SP downcrossing rate of level x ,
as usual (see formula (3.14)). However, on the right side, λF(x) is the rate
of all SP jumps that start in the state-space interval [0, x]. The second term
subtracts off the rate of such jumps that end below level x (do not upcross x).
Therefore the right side is precisely the total rate at which SP jumps upcross
level x . Rate balance, (3.17) or (3.18), gives these equations directly. Note
that (3.43) yields (3.44) by using the transformation z = x − y, dz = −dy,
and integrating by parts.

http://dx.doi.org/10.1007/978-3-319-50332-5_1
http://dx.doi.org/10.1007/978-3-319-50332-5_1
http://dx.doi.org/10.1007/978-3-319-50332-5_1
http://dx.doi.org/10.1007/978-3-319-50332-5_1
http://dx.doi.org/10.1007/978-3-319-50332-5_1
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Equations (3.43) and (3.44) are useful when analyzing variants of M/D/1
and M/Discrete/1 queues (Sects. 3.10 and 3.11); they help us derive the
steady-state cdf F(x) directly since f (x) = F ′(x). They are also useful in
theoretical applications, such as in TAM (transform approximation method)
[87, 129, 130]. The LC intuitive interpretations of (3.43) and (3.44) also sug-
gest how to use LC to develop integral equations for the pdf of state variables
in more general models.

Example 3.3 Consider the M/U(0,c)/1 queue with arrival rate λ, where the
service time S =

dis
U(0,c), a uniformly distributed r.v. on (0, c), c > 0, i.e.,

B(x) =

⎧
⎪⎨

⎪⎩

0, x < 0,

x
c , 0 ≤ x < c,

1, x ≥ c.

(3.45)

We assume: {W (t)}t≥0 is unbounded, i.e., 0 ≤ W (t) < ∞; the steady state
pdf {P0, f (x)}x>0 and cdf F(x), x ≥ 0, exist. A necessary and sufficient
condition for the steady state to exist is λE(S) < 1 ⇐⇒ (λc/2) < 1. Then
busy periods are finite (a.s.), and P0 = 1 − λE(S) = 1 − λ c

2 .

Solution Approach in Example 3.3
We first solve (3.52) for f (x), 0 < x < c; then we indicate the iteration on
successive state-space intervals [c, 2c), [2c, 3c), …. (In Sect. 3.10 we obtain
a complete solution for the M/D/1 queue, using a similar technique.)

Substituting from (3.45) into (3.43) and using F(x − c) = 0, 0 < x < c,
gives (3.46).

f (x) = λF(x) − λ

∫ x

y=0

(x − y)

c
d F(y), 0 < x < c, (3.46)

f (x) = λF(x) − λF(x − c) − λ

∫ x

y=x−c

(x − y)

c
d F(y), x ≥ c. (3.47)

The LC explanation of (3.46) is the same as for 3.43. In (3.47) on the right
side, λF(x) is the total rate of jumps that start below x . The term −λF(x − c)
subtracts off the rate of jumps that start at any y ∈ [0, x − c), and thus cannot
upcross level x . The term −λ

∫ x
y=x−c

(x−y)
c d F(y) subtracts off the rate of

jumps that start in (x − c, x) but are too small to upcross x .
Differentiating (3.46) twice with respect to x results in the second order

linear homogeneous differential equation

f ′′(x) − λ f ′(x) + λ

c
f (x) = 0, x ∈ (0, c). (3.48)
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with characteristic (also called “auxiliary”) equation

r2 − λr + λ

c
= 0,

having solution

r = 1

2

(
λ ±

√
λ2 − 4

λ

c

)
. (3.49)

This gives

f (x) = a1·e
λ
2 x cos

(
1

2

√
4λ

c
− λ2 · x

)

+ a2 · e
λ
2 x sin

(
1

2

√
4λ

c
− λ2 · x

)
, x ∈ (0, c), (3.50)

where a1, a2 are constants to be determined. The cos and sin functions occur

because we assumed that λ < 2/c < 4/c, so that the discriminant
√

λ2 − 4λ
c

in (3.49) is a complex number (see Sect. 3.5, pp. 106–114 in [10]). In (3.46),
applying the initial conditions f (0) = λP0, f ′(0) = λ2 P0 − λP0

c with P0 =
1 − λc

2 , gives a1, a2 in (3.50) as

a1 = λ(1 − λc

2
), a2 = (1 − λc

2 )λ(λ − 1
c )

√
4λ
c − λ2

.

We can iterate to solve for f (x), x ∈ [c, 2c), x ∈ [2c, 3c), etc., by using
(3.50). For x ∈ [c, 2c), we have

f (x) = λF(x) − λ
∫ x

y=c
(x−y)

c d F(y)

−λ
∫ c

y=x−c
(x−y)

c f (y)dy − λF(x − c), c ≤ x < 2c.
(3.51)

We solve (3.51) by substituting f (y) from (3.50) on the interval (x − c, c)
into the second integral in (3.51), Then use discontinuity at x = c, i.e.,
f (c+) − f (c−) = −λP0 (letting x ↓ c in (3.51), x ↑ c in (3.50), and subtract-
ing). The computation of f (x), c < x < 2c by stepping upward from state-
space interval (0, c) to interval [c, 2c) is iterated on intervals [ic, (i + 1)c),
i ≥ 2. (A similar discontinuity in the pdf f (x) occurs at x = D in the M/D/1
queue considered below in Sect. 3.12.)
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Example 3.4 Now we assume a workload-bounded M/U(0,c)/1 queue, i.e.,
{W (t)}t≥0 is bounded at level K > 0. To demonstrate the solution technique
we let K := c, and assume all service times that cause the virtual wait to exceed
level c are truncated at level c. (See variant 1 in Sect. 3.16 and Fig. 3.33.)

The steady-state cdf F(x) exists for all λ > 0 (see Sect. 2.1 in [25]). Sub-
stituting from (3.45) into (3.43) and using F(x − c) = 0, 0 < x < c, gives

F ′(x) = λF(x) − λ
∫ x

y=0
(x−y)

c d F(y)

= λF(x) − λ
∫ x

y=0
(x−y)

c f (y)dy − λP0
x
c , 0 < x < c,

(3.52)

for the steady-state cdf F(x).

Solution Approach for Example 3.4
Taking d/dx in (3.52) leads to the second order differential equation

F ′′(x) − λF ′(x) + λ

c
F(x) = 0, 0 ≤ x ≤ c. (3.53)

Assuming λ > 4/c, the solution of (3.53) is

F(x) = a1 · er1x + a2 · er2x , 0 ≤ x ≤ c, (3.54)

where

r1 =
1
2

(
λc + √

c2λ2 − 4cλ
)

c
, r2 =

1
2

(
λc − √

c2λ2 − 4cλ
)

c
,

and a1 and a2 are constants to be determined. Using the initial conditions

F(0) = a1 + a2 = P0,

F ′(0+) = a1 · r1 + a2 · r2 = λP0,

results in

a1 = r2 − λ

r1 − r2
P0, a2 = r1 − λ

r1 − r2
P0. (3.55)

From (3.54) we get

F(x) = P0

(
r2 − λ

r1 − r2
· er1x + r1 − λ

r1 − r2
· er2x

)
, 0 ≤ x ≤ c; (3.56)

by using the boundary condition F(c) = 1,
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P0 =
[

r2 − λ

r1 − r2
· er1c + r1 − λ

r1 − r2
· er2c

]−1

.

Generalization When Workload Bound is Greater Than c
Suppose the workload bound k is such that c < k < 2c. Define F(x) :=
F0(x) · I [0,c](x) + F1(x) · I [c,k](x), where I A(x) = 1 if x ∈ A, and 0 if x /∈
A. The corresponding pdfs are fi (x) = d Fi (x)/dx , i = 0, 1. Thus F0(x)

= a0 · er1x + b0 · er2x , 0 ≤ x ≤ c as in (3.54). (Here a0 and b0 will have
different values than a1, a2 in (3.55) because now F1(k) = 1.) An integral
equation for F1(x), c ≤ x ≤ k, is given in terms of F0(·) and f0(·) as

F ′
1(x) =λF1(x) − λ

∫ x

y=c

(x − y)

c
f1(y)dy − λF0(x − c)

− λ

∫ c

y=x−c

(x − y)

c
f0(y)dy, c < x ≤ k. (3.57)

If the bound k ∈ ( jc, ( j + 1)c], j ∈ N
+, we can iterate to solve for

Fj+1(x), x ∈ [ jc, k), j = 1, 2, . . ., similarly as in (3.57). In the solution,
we can use Fj+1( jc−) = Fj ( jc+) by continuity of the cdf at jc, j =
1, 2,…,�k/c� to facilitate solving for the constants. A related solution tech-
nique is applied for the M/D/1 queue in Sect. 3.12. When numerics are substi-
tuted for the parameters λ and c, the solution procedure can be programmed
on a computer.

3.3.2 Relating System and Waiting Times Using LC

Let σ denote the system time in the M/G/1 queue. Denote the pdf and cdf
of σ as fσ(x) and Fσ(x), x > 0, respectively (see, e.g., Sect. 3.5.2). Then
σ = Wq + S, where Wq is the wait before service and S is the common
service time. The pdf and cdf of Wq are f (x), x > 0, and F(x), x ≥ 0,
respectively. We use LC interpretations of sample-path quantities to develop
an analytical equation relating f (x), F(x) and Fσ(x). This is an example
where using LC interpretations of sample-path quantities can lead directly
to analytical results, or to estimation methods for analytical quantities in
particular models (see LC estimation in Chap. 9).

Peaks, Troughs and Downcrossings
A sample path of {W (s)}s≥0 (Fig. 3.5) has a sequence of peaks (relative
maxima) and troughs (relative ‘minima’, which are infima, i.e., greatest lower
bounds, due to sample-path right continuity). A trough at level 0 is considered

http://dx.doi.org/10.1007/978-3-319-50332-5_9
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Fig. 3.5 Sample path of virtual wait {W (s)}0≤s≤t showing peaks, troughs, level
x , and subset of the associated partition {0 = x0 < x1 < · · · < x18 < x19} which
depends on the realized sample path over [0, t]

to be an interval which starts at an instant the SP hits level 0 from above, and
ends at the next instant the SP leaps (jumps upward) from level zero.

Fix time t > 0 and level x ≥ 0. Let P+
t (x), T +

t (x) denote respectively
the number of peaks and troughs strictly above x during [0, t). When s =
t the point (t, W (t)) is a trough since d

ds W (s) = −1 · I (0,∞)(W (s)) + 0 ·
I {0}(W (s)). Then Dt (x) (number of SP downcrossings of x during (0, t)), is
a step function with respect to x, with constant integer values on subintervals
of the partition {0 = x0 < x1 < · · · xn−1 < xn}, where x j is the ordinate of
a peak or trough ( j = 1, . . . , n − 1) and xn is the highest peak during [0, t].
Such a fixed partition exists for each realized sample path (Fig. 3.5). An LC
interpretation leads to

Dt (x) = P+
t (x) − T +

t (x), x > 0. (3.58)

The values of Dt (x) in adjacent subintervals,
(
x j−1, x j

)
and

(
x j , x j+1

)
, j

= 1, 2, …, differ by ±1, or 0 if S is a continuous random variable. If S has
discontinuities, as in M/D/1 in which S ≡ D, then the values of Dt (x) in
the two subintervals abutting on D will generally differ by more than 1; in
this case, a difference >1 is the result of a discontinuity in the pdf of wait
at x = D. Formula (3.58) can be useful when simulating sample paths for
estimating state-space pdfs.
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Equation Relating f (x), F(x) and Fσ(x)

Let NA(t) denote the number of arrivals during (0, t). Assume NA(t) > 0.
Dividing (3.58) by t > 0, we obtain

Dt (x)

t
= P+

t (x)

t
− T +

t (x)

t

= NA(t)

t
· P+

t (x)

NA(t)
− NA(t)

t
· T +

t (x)

NA(t)
, t > 0. (3.59)

Note that P+
t (x) represents the number of system times greater than x in

(0, t). Also T +
t (x) represents the number of waiting times greater than x in

(0, t). Taking limits of the terms on the right side of (3.59) as t → ∞ yields

lim
t→∞

NA(t)

t
=
a.s

λ, lim
t→∞

P+
t (x)

NA(t)
=
a.s

1 − Fσ(x), lim
t→∞

T +
t (x)

NA(t)
=
a.s

1 − F(x),

which provides two more alternative forms of the M/G/1 integral equation
for the pdf of wait, namely

f (x) = λ(1 − Fσ(x)) − λ(1 − F(x)), (3.60)

and
f (x) = λF(x) − λFσ(x). (3.61)

LC Interpretations of (3.60) and (3.61)
On the right side of (3.60) the first term is the rate of all jumps that end above
level x (system time > x). The second term subtracts off the rate of those
jumps that start above level x (wait > x). Thus, the right side is the rate of
SP jumps that upcross x .

The LC interpretation of (3.61) is that the first term on the right side is the
rate of all jumps that start in [0, x] (wait ≤ x). The second term subtracts off
the rate of those jumps that end at levels in [0, x] (system time ≤ x). Thus the
right side is the rate of SP jumps that upcross x . Equation (3.61) is equivalent
to (3.43) since, by independence of S and Wq

Fσ(x) = P(S + Wq ≤ x) =
∫ x

y=0
P(S ≤ x − y|Wq = y)d F(y)

=
∫ x

y=0
B(x − y)d F(y).

Remark 3.11 Equation (3.59) combines sample-path peaks and troughs and
the key part of the basic LC theorem limt→∞ Dt (x)

t =
a.s.

f (x), for a concrete

derivation of integral equation (1.8) (same as (3.34)) in Fig. 1.6, based on LC
interpretations of SP motion.

http://dx.doi.org/10.1007/978-3-319-50332-5_1
http://dx.doi.org/10.1007/978-3-319-50332-5_1
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3.4 Waiting Time Properties in Steady State

We derive several familiar properties of the steady-state distribution of the
waiting time before service starting from the basic LC integral equation
(3.34). We let Wq := wait before start of service.

3.4.1 Probability of Zero Wait

In (3.34) integrate both sides with respect to x over (0, ∞). This yields

1 − P0 = λP0

∫ ∞

x=0
B(x)dx + λ

∫ ∞

x=0

∫ x

y=0
B(x − y) f (y)dydx ;

interchanging the order of integration in the double integral leads to

1 − P0 = λP0 E(S) + λE(S)(1 − P0),

P0 = 1 − λE(S) = 1 − ρ. (3.62)

3.4.2 Pollaczek-Khinchine (P-K) Formula

In (3.34) multiply both sides by x and integrate with respect to x over (0, ∞).
We obtain
∫ ∞

x=0
x f (x)dx = λP0

∫ ∞

x=0
x B(x)dx + λ

∫ ∞

x=0

∫ x

y=0
x B(x − y) f (y)dydx .

In the double integral, interchange the order of integration, write x = x −
y + y, and simplify, giving

E(Wq) = λP0
E(S2)

2
+ λ(1 − P0)

E(S2)

2
+ λE(Wq)E(S),

from which we obtain the well-known Pollaczek-Khinchine (P-K) formula

E(Wq) = λE(S2)

2(1 − λE(S))
= λE(S2)

2 (1 − ρ)
= λ(var(S) + (E(S))2)

2P0
, (3.63)

where var(S) := E(S2) − (E(S))2. (See pp. 220–225 in [84] for a discussion
and variations of the P-K formula.)
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3.4.3 Expected Number in Queue and in System

Let Nq denote the number of customers waiting in the queue before service;
let Lq = E(Nq). From Little’s formula L = λW (see [110]), and formula
(3.63), we get

Lq = λE(Wq) = λ2 E(S2)

2(1 − λE(S))
= λ2 E(S2)

2(1 − ρ)
= λ2 E(S2)

2P0
. (3.64)

The expected number in the system is

L = Lq + Ls

where Ls denotes the expected number in service, given by

Ls = 1 · (1 − P0) + 0 · P0 = λE(S) = ρ.

Thus

L = λ2 E(S2)

2(1 − λE(S))
+ λE(S) = λ2 E(S2)

2P0
+ ρ. (3.65)

3.4.4 Laplace-Stieltjes Transform (LST) of a PDF

Before deriving the LST of f (x), i.e., the pdf of Wq , we very briefly define the
LST and related Laplace transform LT of a function. (See pp. 455–460 in [84]
for a concise, clear introduction to the LST and LT.) The LST applies when
the function has atoms or is continuous. The LT applies when the function
is continuous. (Sect. 11.9 in Chap. 11 below presents an LC technique for
estimating the LST and LT.)

LST
The Laplace-Stieltjes transform of f (x) is

F∗(s) := E(esWq ) =
∫ ∞

x=0
e−sx d F(x) = P0 +

∫ ∞

x=0
e−sx f (x)dx, s > 0.

(3.66)
The LST of b(x), i.e., the pdf of the service time, is

B∗(s) :=
∫ ∞

x=0
e−sx d B(x) =

∫ ∞

x=0
e−sx b(x)dx .

http://dx.doi.org/10.1007/978-3-319-50332-5_11
http://dx.doi.org/10.1007/978-3-319-50332-5_11
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LT
The Laplace transform (LT) of B(x), i.e., the cdf of the service time, is

B̃(s) :=
∫ ∞

x=0
e−sx B(x)dx .

Integrating B̃(s) by parts shows that B∗(s) = s B̃(s), s > 0.
In (3.34), the basic Volterra integral equation for f (x), x > 0, we multiply

both sides by e−sx and integrate with respect to x over (0, ∞), giving

f̃ (s) = F∗(s) − P0 = ∫∞
x=0 e−sx f (x)dx

= λP0
∫∞

x=0 e−sx B(x)dx + λ
∫∞

x=0 e−sx
∫ x

y=0 B(x − y) f (y)dydx .

(3.67)
In the double integral, express e−sx as e−sy · e−s(x−y) and interchange the
order of integration, giving

f̃ (s) = λP0
∫∞

x=0 e−sx B(x)dx

+λ
∫∞

y=0 e−sy f (y)
∫∞

x=y e−s(x−y)B(x − y)dxdy
(3.68)

Simplifying yields the well-known formula

f̃ (s) = s P0

s − λ(1 − B∗(s))

= s(1 − λE(S))

s − λ(1 − B∗(s))
= 1 − ρ

1 − ρ
(

1−B∗(s)
s E(S)

) , s > 0, (3.69)

(see p. 237 in [84]). Substituting ρ := λE(S) and expanding f̃ (s) as a geo-
metric series gives

f̃ (s) = (1 − ρ)

∞∑

k=0

ρk
(

1 − B∗(s)
s E(S)

)k

. (3.70)

3.4.5 Series for PDF of Wq by Inverting ˜f (s)

Let γS denote the limiting excess service time having pdf g(x), x > 0. Gen-
erally g(x) = B(x)/E(S), x ∈ (0, ∞) ∩ (domain of S). (See, e.g., p. 193 in
[99]; p. 453 in [125]; p. 317 in [143]; and others.) (In Chap. 10 below we use

http://dx.doi.org/10.1007/978-3-319-50332-5_10
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LC to derive an analytical expression for g(x), which is denoted as fγ(x)

therein.) Then

g̃(s) = 1

E(S)

∫ ∞

x=0
e−sx (1 − B(x))dx = 1

E(S)

(
1

s
−
∫ ∞

x=0
e−sx B(x)dx

)

= 1

E(S)

(
1

s
− B∗(s)

s

)
= 1 − B∗(s)

s E(S)
,

which is raised to the power k in the series (3.70). Moreover, (g̃(s))k is the
LT of the kth self convolution of g(x), which we denote by g

(k)
(x), with

g
(0)

(x) ≡ 1. Since the LT uniquely defines a function and conversely, we can
write (3.70) as the series

f (x) = (1 − ρ)

∞∑

k=0

ρk g
(k)

(x), x > 0, (3.71)

which is known as the Beneš series (see [8]). Due to its importance in queueing
theory we give several additional references for (3.71): pp. 200–201 in [104];
p. 236 in [84]; Example 7.24, p. 453 in [125]; pp. 169–170 in [99] ; Theorem
18, p. 37 in [118]; and also see [32, 65]; Sect. 10.1.3 in Chap. 11 below.
Section 3.17 shows that (3.71) is a special case of a more general series
having a term by term level-crossing interpretation.

Probabilistic Interpretation of LT

Remark 3.12 Equations (3.67) and (3.69) can be interpreted as the proba-
bility that the waiting time in queue is less than an independent ‘catastrophe’
random variable, say Y =

dis
Exps . That is, the wait in queue finishes before the

catastrophe occurs with probability F∗(s). This probabilistic interpretation
is useful for deriving Laplace transforms of random variables associated with
stochastic models (see, e.g., Sect. 7.2, p. 267ff in [104]; Sect. 3 in [41]; and
also see [92, 126]; many major papers supervised by M. Hlynka, University
of Windsor).

3.4.6 Another Look at System Time

Here we use the notation of Sect. 3.3.2. For an arbitrary arrival, σ > x iff the
arrival waits in queue y ≤ x and its service time exceeds x − y, or, the arrival
waits in queue > x . Thus

http://dx.doi.org/10.1007/978-3-319-50332-5_10
http://dx.doi.org/10.1007/978-3-319-50332-5_11
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1 − Fσ(x) = P(σ > x)

= P0 B(x) +
∫ x

y=0
B(x − y) f (y)dy + 1 − F(x)

= f (x)

λ
+ 1 − F(x), (3.72)

implying
f (x) = λF(x) − λFσ(x),

which is the same as (3.61). If f (x) is known, then F(x) can be computed.
Then Fσ(x) and F ′

σ(x) ≡ fσ(x) can be obtained.

3.4.7 Connecting PDFs of System and Waiting Times

We now give a new LC-derived equation connecting fσ(x) directly with
f (x). Consider a sample path of the virtual wait and fix level x > 0. We view
the SP jumps at arrival instants from the ends of the jumps (rather than from
the starts of the jumps). The level of the end of a jump represents the system
time of the corresponding arrival.

The downcrossing rate of level x is given by

λ

∫ ∞

y=x
e−λ(y−x) fσ(y)dy,

since λ fσ(y)dy is the rate of SP jumps that end within a “dy” neighborhood
about level y > x , and e−λ(y−x) is the probability that the next customer
arrives more than y − x later. Thus the time interval of duration y − x is
devoid of new arrivals and associated SP jumps. The SP descends with slope
−1 to level x , making a left-continuous downcrossing of x . (In this scenario,
the jumps that end ‘at’ y may start either below x or in state-space interval
(x, y). The end level y is the system time of the associated arrival.)

By Theorem 1.1, another expression for the SP downcrossing rate of x is
f (x) (also equal to upcrossing rate of x). Hence we have the equation

f (x) = λ

∫ ∞

y=x
e−λ(y−x) fσ(y)dy. (3.73)

Multiplying both sides of (3.73) by e−λx and differentiating with respect
to x yields

fσ(x) = f (x) − f ′(x)

λ
, x > 0, (3.74)

http://dx.doi.org/10.1007/978-3-319-50332-5_1
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wherever f ′(x) exists. Thus, if f (x) is known, fσ(x) can be found directly
using (3.74).

Example 3.5 In Mλ/Mμ/1, f (x) = λP0e−(μ−λ)x , x > 0 (see (3.112) and
(3.117) in Sect. 3.5.2). Substituting f (x) into (3.74) yields

fσ(x) = (μ − λ) e−(μ−λ)x , x > 0,

Fσ(x) = ∫ x
y=0 fσ(y)dy = 1 − e−(μ−λ)x , x ≥ 0,

(3.75)

Example 3.6 In M/Erl2,μ/1, the continuous part of the pdf of wait is

f (x) = a1er1x + a2er2x , x > 0;
thus

fσ(x) = a1er1x + a2er2x − a1r1er1x + a2r2er2x

λ
, x > 0,

where ai , ri , i = 1, 2 are given in Example 3.2, Sect. 3.3.

3.4.8 Number in System Probability Distribution

We obtain the steady-state probability distribution of the number in the system
in two ways: by conditioning on Wq , or conditioning on σ. Let Pn, n =
0, 1, . . ., denote the probability of n customers in the system at an arbitrary
time point (Pn := proportion of time n are in the system). Let an, dn, n =
0, 1, . . ., denote the steady-state probability of n in the system just before an
arrival, and just after a departure, respectively (an := proportion of arrivals
that “see” n; dn := proportion of departures that leave n).

For the M/G/1 queue it is well known that Pn = an due to Poisson arrivals,
and generally an = dn (e.g., pp. 501–502 in [125]; see also in [145]).

Conditioning on Wq , we obtain

Pn =
∫ ∞

y=0
P(n − 1 arrivals during y|Wq = y) f (y)dy

=
∫ ∞

y=0
e−λy (λy)n−1

(n − 1)! f (y)dy, n = 1, 2, . . . . (3.76)

Equation (3.76) is consistent with P0 + ∫∞
y=0 f (y)dy = 1 since the propor-

tion of time the system presents a positive wait to a potential arrival is
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∞∑

n=1

Pn =
∫ ∞

y=0
e−λy

∞∑

n=1

(λy)n−1

(n − 1)! · f (y)dy

=
∫ ∞

y=0
e−λyeλy f (y)dy =

∫ ∞

y=0
f (y)dy = 1 − P0.

Alternatively, conditioning on σ,

Pn =
∫ ∞

y=0
P(n arrivals during y|σ = y) fσ(y)dy

=
∫ ∞

y=0
e−λy (λy)n

n! fσ(y)dy, n = 0, 1, . . . , (3.77)

which is also consistent with P0 + ∫∞
y=0 f (y)dy = 1 since

∞∑

n=0

Pn =
∫ ∞

y=0
e−λy

( ∞∑

n=0

(λy)n

n!

)
· fσ(y)dy =

∫ ∞

y=0
fσ(y)dy = 1.

If f (·), fσ(·) are known for a particular M/G/1 model, either Eq. (3.76) or
(3.77) can be applied to yield {Pn}n=0,1,.... Note that both an and dn are also
given by (3.76) or (3.77).

Interestingly

P0 =
∫ ∞

y=0
e−λy fσ(y)dy = f̃σ(λ), (3.78)

the Laplace transform of fσ(·). Using the probabilistic interpretation of the
LT, formula (3.78) says that P0 = P(σ < Y ) where Y is a an independent
exponentially distributed “catastrophe” variable having rate λ (see Remark
3.12 in Sect. 3.4.4).

3.4.9 Renewal Reward Theorem: Statement

We state here the renewal reward theorem for easy reference, due to inter-
mittent use in the sequel. The theorem applies generally to regenerative
processes, although we state it here with respect to busy cycles in the stan-
dard M/G/1 queue. This brief section is based on the references in the Proof
section immediately after Eq. (3.79) below.

Theorem Let Rn denote the amount of ‘reward’ earned during the busy cycle
Cn , where {Rn}n=1,2,... are i.i.d. random variables. Assume E(|R1|) < ∞, and
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let R(t) denote the total reward earned during the time interval (0, t), t > 0.
Then {R(t)}t≥0 is called the renewal reward process. The key result is

E(R1)

E(C)
= lim

t→∞
R(t)

t
with probability 1. (3.79)

Proof Proofs of (3.79), and related material, are given in the following
references: p. 41ff in [143]; p. 439ff in [125]; Proposition 3.4.1, p. 192
in [122]. �

3.4.10 Expected Busy Period in M/G/1

Let B denote a busy period, I an idle period, and C a busy cycle. Then C =
B + I. The sequence {Cn}n=1,2,..., where Cn =

dis
C, forms a renewal process.

Consider a sample path of the virtual wait {W (t)}t≥0. {W (t)}t≥0 is a regen-
erative process with respect to {Cn}n=1,2,.... (For discussions on regenerative
processes see, e.g., p. 447ff in [125]; p. 215ff in [122]; also see [132, 134],
and others.)

Expected Busy Period
We now look at several ways to derive E(B), for perspective.
{1} An expression for the (long-run) expected proportion of time that the
sample path is in the state-space interval (0, ∞) is 1 − P0 = ρ := λE(S). A
different expression for the same proportion of time is

lim
t→∞

Ut (0)E(B)

t
= lim

t→∞
Ut (0)

t
E(B) = λP0 E(B),

since each exit of level 0 above (upcrossing of 0) initiates an independent
busy period; moreover limt→∞ Ut (0)/t = λP0. Equating these two different
expressions gives

λP0 E(B) = λE(S),

E(B) = E(S)

P0
. (3.80)

{2} From the elementary renewal theorem (see, e.g., Proposition 7.1, p. 428
and Theorem 7.1, p. 432 in [125]), and LC theory,

E(C) = 1

downcrossing rate of level 0
= 1

f (0)
= 1

λP0
. (3.81)



3.4 Waiting Time Properties in Steady State 83

In the renewal reward theorem let Rn = Bn , where Bn is the busy period
embedded in Cn , Bn =

dis
B, n = 1, 2, …. Then E(R1) = E (B). Equation

(3.79) gives

E(B)

E(C)
= E(B)

1
λP0

= lim
t→∞

amount of time server is busy during (0, t)

t

= proportion of time workload is in (0, ∞) = ρ = λE(S).

E(B) = λE(S)

λP0
= E(S)

P0
,

which agrees with (3.80).
{3} Since C = B + I,

E(B) = E (C) − E (I) = 1

λP0
− 1

λ
= 1 − P0

λP0
= E(S)

P0
.

{4} Intuitively E(B) is the (1 − P0)-th proportion of E (C), i.e.,

E(B) = (1 − P0) · E(C) = 1 − P0

λP0
= λE(S)

λP0
= E(S)

P0
;

this is really a version of the renewal-reward-theorem method.
The appearance of P0 in the denominator of (3.80) follows from the

renewal reward theorem, or from f (0) = λP0 in Theorem 1.1, Corollary
1.1. The expression

E(B) = 1 − P0

λP0
(3.82)

appears to be more fundamental than the expression E(B) = E(S)
1−λE(S)

, since
in some well-known variants of the standard M/G/1 queue, P0 �= 1 − λE(S)

(e.g., if the workload has a positive barrier (see [25]; also Sects. 3.9 and 3.13
below).
{5} Busy periods and idle periods form an alternating renewal process. Hence

P0 = E(I)

E(B) + E(I)
=

1
λ

E(B) + 1
λ

= 1 − λE(S);

the last equality implies (3.82). This derivation also assumes the renewal
reward theorem, so is similar to derivation {2}. However, it does not directly
“explain” the appearance of P0 in the denominator; derivation {2} does pro-
vide the explanation.

http://dx.doi.org/10.1007/978-3-319-50332-5_1
http://dx.doi.org/10.1007/978-3-319-50332-5_1
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Remark 3.13 Formula (3.82) shows immediately that

E(B) < ∞ iff 0 < P0 ≤ 1,

and equivalently
E(B) = ∞ iff P0 = 0.

The stability condition for the standard M/G/1 queue is P0 > 0 (same as
λE(S) < 1). The queue is stable iff state {0} is positive recurrent iff B is
finite (a.s.)

Remark 3.14 Formula E(B) = 1−P0
f (0)

is even more fundamental than

E(B) = 1−P0
λP0

, since in some M/G/1 variants f (0) �= λP0. For example
f (0) = λP0 B(K ) in a workload-barrier M/G/1 queue with finite barrier
K > 0, where a customer balks if its service time would cause the work-
load to overshoot the barrier (variant 2 of Sect. 3.16.3); in that case E(B) =

1−P0
λP0 B(K )

.

3.4.11 Equation for f (x) via Renewal Reward Theorem

Consider {W (t)}t≥0. Let {P0, f (x)}x>0 be the limiting pdf of wait in M/G/1.
We have f(x) = limt→∞ Dt (x)/t by Theorem 1.1. We now apply the renewal
reward theorem to derive the right hand side of Eq. (1.8), as a check on
the upcrossing-rate interpretation in Theorem 1.1, and because the renewal
reward theorem is useful for analyzing many complex models as well (see
references following Eq. (3.79)). Let C := an M/G/1 busy cycle, and AC :=
number of arrivals during C (same as number of SP jumps of the embedded
busy period B). Denote the customers served in B as {Ci }i=1,...,AC . Let

Ui (x) =
{

1 if customer-i’s service jump upcrosses level x, i = 1, . . . , AC ,
0 otherwise.

Assume we do not know the order of arrival of the Ci ’s. Conditioning on the
starting levels of the SP jumps, we have

P(Ui (x) = 1) = P(S > x |Wi = 0)P(Wi = 0)

+
∫ x

y=0
P(S > x − y|Wi = y)d ẏ, i = 1, . . . , AC .

where the events {Wi = 0} and {Wi = y}y>0 are mutually exclusive and
exhaustive. Thus

http://dx.doi.org/10.1007/978-3-319-50332-5_1
http://dx.doi.org/10.1007/978-3-319-50332-5_1
http://dx.doi.org/10.1007/978-3-319-50332-5_1
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P(Ui (x) = 1) = B(x)P0 +
∫ x

y=0
B(x − y) f (y)dy, i = 1, . . . , AC ;

E(Ui (x) = B(x)P0 +
∫ x

y=0
B(x − y) f (y)dy, i = 1, . . . , AC .

Since E(AC) = 1/P0 (see 3.4.14 below), The number of upcrossings of x
during AC is,

UC(x) =
AC∑

i=1

Ui (x), x > 0,

E(UC(x)) = E(AC)E(Ui (x)

= 1

P0

(
B(x)P0 +

∫ x

y=0
B(x − y) f (y)dy

)

= B(x) + 1

P0

∫ x

y=0
B(x − y) f (y)dy.

Finally the renewal reward theorem implies

lim
Ut (x)

t
= E(UC(x))

E(C)
= B(x) + 1

P0

∫ x
y=0 B(x − y) f (y)dy

1/(λP0)

= λP0 B(x) + λ

∫ x

y=0
B(x − y) f (y)dy;

rate balance across level x , viz., limt→∞ Dt (x)/t = lim Ut (x)/t , yields
Eq. (1.8).

3.4.12 Busy Period Structure in Standard M/G/1

The M/G/1 busy period B can be partitioned into a set of sub-busy periods,
different from a classical partition (see pp. 206–211 and p. 220ff in [104]; also
[140]). Direct observation of a sample path of {W (t)}t≥0 in Fig. 3.6, leads to
a partition of B which preserves the scale with respect to the time axis ‘t →’
and the ordinates W (t) throughout B. Suppose a customer arrives at t−A and
W (t−A ) = y ≥ 0; the SP then has coordinates (t−A , y). The SP immediately
jumps an amount =

dis
S, ending at (tA, y + S). Let

ty = min{t > tA|W (t) = y}.

http://dx.doi.org/10.1007/978-3-319-50332-5_1
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= Busy Period
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Fig. 3.6 Busy period B =
dis

S+ ∑NS
i=1 Bi . Bi =

dis
B, i = 1, . . . , NS . NS = number of

“tagged” (pseudo) arrivals in B. Here NS = 3. NS =
dis

number of arrivals during S.

Tagged arrival times are τ ∗
1 = τ1, τ ∗

2 = τ4, τ ∗
3 = τ6. Tagged arrivals 1, 4, 6 during B

initiate sub-busy periods B1, B2, B3

The interval
(
tA, ty

)
having length ty − tA is a busy period B if y = 0;(

tA, ty
)

is a sub-busy period =
dis

B if y > 0. The time interval ty − tA is

independent of y, since the initial SP jump at tA is =
dis

S. We utilize this

partition of B to study its structure. (The foregoing definition of busy period
is equivalent to the usual definition made for y = 0 only, e.g., [140]; see also
p.10 and p. 102 in [84].)

Consider B within which n ≥ 1 customers arrive. Denote their arrival times
within B by τ1 < τ2 < · · · < τn , implying that τ1 occurs within the initial
service time S. Then W (τ−

i ) > 0, i = 1, 2, . . .. Define τ∗
1 = τ1 and τ∗

j =
min{t > τ∗

j−1|0 < W (t) < W (τ∗
j−1)}, j = 2, . . . , n. Due to the memoryless

property of the inter-arrival times and since d
dt W (t) = −1 (W (t) > 0), the

ordinates {W (τ∗−
j )} j=1,...,n are distributed the same as n customer arrival

times during the first service time S of B. We call the customers that arrive
at {τ∗

j } j=1,...,n “tagged” or “pseudo” arrivals with respect to the initial S of
B (see Fig. 3.6).

Let NS denote the number of tagged arrivals during B. Then NS
is distributed as the number of arrivals to the system during the service
time S. Tagged arrivals initiate their own sub-busy periods starting at{
(τ−∗

n , W (τ−∗
n ))

}
n=1,...,NS

similar to B1, B2, B3 depicted in Fig. 3.6 (where
τ∗

1 = τ1, τ∗
2 = τ4, τ∗

3 = τ6). The tagged arrivals during B are customers 1, 4
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and 6, which initiate B1, B2, B3, respectively. Note that (τ−∗
n ,

W (τ−∗
n ))n=1,...,NS are strict descending ladder points [74] within B. Then

B = S +
NS∑

i=1

Bi , (3.83)

where {Bi }i=1,2,... are i.i.d. sub-busy periods =
dis

B, and independent of NS .

Equation (3.83) is known, and is usually derived by different, but equivalent,
reasoning (see Example 5.27, pp. 347–349 in Ross [125]). From (3.83), we
obtain

E(B) = E(S) + E(NS)E(B) = E(S) + λE(S)E(B) (3.84)

which gives E(B) as in (3.80).
Also, we can obtain (3.80) by recursively substituting for Bi in (3.83).

This gives an infinite series of terms

B =
dis

S +
NS∑

i=1

Si +
NS∑

i=1

NS∑

j=1

Si, j +
NS∑

i=1

NS∑

j=1

NS∑

k=1

Si, j,k + · · ·

where Si , Si, j , Si, j,k, . . ., are =
dis

S. Assuming 0 < λE(S) < 1, {P0, f (x)}x>0

exists and B < ∞ (a.s.). Then

E(B) = E(S) + ≥(E(S))2 + ≥2(E(S))3 + · · ·
= E(S) · (1+≥E(S)+(≥E(S))2 + · · · )
= E(S)

1 − λE(S)
.

If λE(S) ≥ 1 it is possible for the busy period to be infinite. Then its mean
and variance do not exist.

We compute the known formula for the variance of B assuming it exists
from (3.83) and the definition V ar(B) = E(B2) − (E(B))2,for complete-
ness; we intend to use the result for E(B2) when discussing M/G/1 priority
queues in Sect. 3.14 (see p. 349 in [125]).

To compute E(B2), we first obtain a formula for B2 from (3.83) as

B2 = S2 + 2S
NS∑

i=1

Bi +
⎛

⎝
NS∑

i=1

Bi

⎞

⎠
2

.
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Conditioning on S = s, gives the conditional expected value

E(B2|S = s) = s2 + 2s E

( Ns∑

i=1

Bi

)
+ E

⎛

⎝
( Ns∑

i=1

Bi

)2⎞

⎠ .

In the second term on the right
∑Ns

i=1 Bi is a compound Poisson process with
rate λ (see p. 346 in [125]). Thus

E

( Ns∑

i=1

Bi

)
= λs E(B).

The third term on the right is

E

⎛

⎝
( Ns∑

i=1

Bi

)2⎞

⎠ = E

⎛

⎝
Ns∑

i=1

B2
i +

Ns∑

i �= j=1

BiB j

⎞

⎠

= λs E(B2) + E(Ns(Ns − 1)BiB j )

= λs E(B2) + E(Ns(Ns − 1))(E(B))2

= λs E(B2) + (λs)2(E(B))2.

since

E(Ns(Ns − 1)) =
∞∑

n=2

n(n − 1)e−λs(λs)n

n! = (λs)2.

Thus

E(B2|S = s) = s2 + 2λs2 E(B) + λs E(B2) + (λs)2(E(B))2.

Unconditioning with respect to the service time distribution, substituting from
(3.80) and simplifying yields

E(B2) = E(S2)(1 + λE(B))2

1 − λE(S)
= E(S2)

(1 − λE(S))3 = E(S2)

(1 − ρ)3 , (3.85)

where ρ := λE(S).

Since V ar(B) = E(B2) − (E(B))2, from (3.80) and (3.85)

V ar(B) = V ar(S) + λ(E(S))3

(1 − λE(S))3 = V ar(S) + λρ3

P3
0

. (3.86)
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3.4.13 Probability Distribution of the Busy Period

Starting from formula (3.83) above, we can proceed as on pp. 211–226 in
[104] to derive FB(y), y > 0 := the cdf of B. Formula (5.169) on p. 226 in
[104] gives an explicit expression for FB(y), y > 0 as

FB(y) =
∫ y

s=0

∞∑

n=1

e−λs (λs)n

n! b(n)(s)ds, y > 0, (3.87)

where b(n)(s) := the n-fold self convolution of b(s). The paragraph following
(5.169) therein observes that the “study of the busy period has really been the
study of a transient phenomenon”, which makes it more complicated than
the analysis of a phenomenon in steady state.

3.4.14 Expected Number Served in Busy Period

Let NB := the number of customers served in a busy period. Let AC := number
of arrivals in a busy cycle. Then NB = AC . Let A(t) denote the number of
arrivals to the system during time interval (0, t). We get E(NB) by applying
the renewal reward theorem; thus

E(NB)

E(C)
= E(AC)

E(C)
= lim

t→∞
A(t)

t
= λ,

E(NB) = λE(C) = λ
1

λP0
= 1

P0
. (3.88)

(See Exercise 17, p. 233 in [64].)

Another View for E(NB) using NB as a Stopping Time
Let Si , Ti denote the i th service and inter-arrival times during B, respectively,
i = 1, 2, . . .. Then NB = min{n|∑n

i=1(Si − Ti ) ≤ 0} is a stopping time for
the sequence {(Si − Ti )}n=1,2,... (see, e.g., Exercise 13, p. 486, and pp. 678–
679 in Ross [125]). Since Ti ≡

dis
Expλ, the excess inter-arrival time at the

end of B is also distributed as Expλ due to the memoryless property. Hence∑NB
i=1(Si − Ti ) ends a distance below 0, which is =

dis
Expλ, implying

E

⎛

⎝
NB∑

i=1

(Si − Ti )

⎞

⎠ = − 1

λ
.



90 3 M/G/1 Queues and Variants

Applying Wald’s equation (aka Wald’s identity; see, e.g., p. 47ff in [122])
gives

E(NB)

(
E(S) − 1

λ

)
= − 1

λ
, (3.89)

E(NB) = 1

1 − λE(S)
= 1

P0
. (3.90)

We may also write NB = min{n|∑n
i=1 Si ≤∑n

i=1 Ti }. In this form it is
seen that NB is a stopping time for both sequences {Si}i=1,2,... and {Ti }i=1,2,....
That is, we observe the r.v.s in the order S1, T1, S2, T2, … and stop at n in both
sequences when the stopping criterion (

∑n
i=1 Si ≤∑n

i=1 Ti ) is first satisfied.
Thus the event {NB = n} is independent of Sn+1, Tn+1, . . .. Moreover, since
B =∑NB

i=1 Si where Si ≡
dis

S, from (3.80) we have

E(B) = E(NB)E(S) = E(S)

1 − λE(S)
,

which yields (3.90). (Interestingly, E(S) × E(NB) is an intuitive way of
thinking about E(B).)

Note that C =∑NB
i=1 Ti (one interarrival time precedes each arrival in a

busy cycle). From E(C) = 1/ (λP0) we have

E(C) = 1

λP0
= E(NB)E(T ) = (E(NB))

1

λ
, (3.91)

which also gives (3.90).
We may write

NB = 1 +
NS∑

i=1

NBi

where NBi ≡
dis

NB, and NS ≡ number of arrivals in the first service time of

B (see Fig. 3.6; one sub-busy period for each arrival during the first service
time). Then

E(NB) = 1 + E(NS)E(NB) = 1 + λE(S)E(NB),

again leading to (3.90).
In (3.90) if P0 � 1 (close to 1) corresponding to a very low traffic intensity

ρ, then E(NB) � 1 (close to 1) meaning most customers in service are alone
in the system.
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The role of LC in this section, is that the downcrossing rate of level 0 (SP
hit rate of 0 from above) is f (0), which implies E(C) = 1

f (0)
= 1

λP0
. Also,

applying the stopping-time definition of a busy cycle just preceding (3.89),
leads to (3.90).

3.4.15 Inter-Downcrossing Time of a State-Space Level

Consider a sample path of {W (t)}t≥0 (Fig. 3.7). Let dx denote the time
between two successive downcrossings of level x ≥ 0. Starting at the instant
of the first downcrossing of state-space level x , dx is an interval of a renewal
process {Dt (x)}t≥0 due to exponential inter-arrival times. The renewal rate
is limt→∞ Dt (x)

t = limt→∞ E(Dt (x))
t = f (x) (see Corollary 3.2 in Sect. 3.2.5

above; Theorem 7.1, p. 432 in Ross [125]). Thus,

E(dx ) = 1

f (x)
, x ≥ 0 (3.92)

where f (x) is the solution of (3.34) and (3.36).
Since d0 = C := busy cycle, d0 = B + I (B := busy period; I := idle period).

Letting x ↓ 0 in (3.92) gives

E(d0) = 1

f (0)
= E(B) + E(I).

Thus, using method {3} in Sect. 3.4.10 we get E(B) in (3.80).

3.4.16 Sojourn Below a Level of {W(t)}t≥0

Let bx denote a sojourn time below, or at, level x ≥ 0 (Fig. 3.7). Assuming
the queue is stable (ρ < 1), the proportion of time a sample path spends at or
below x , is limt→∞ E(Dt (x))/t · E(bx ) = f (x)E(bx ), and is also equal to
the limiting cdf F(x). Hence

E(bx ) = F(x)

f (x)
(3.93)

(see Remark 3.15 below). Letting x ↓ 0, reduces (3.93) to the expected idle
period
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E(b0) = F(0)

f (0)
= P0

λP0
= 1

λ
.

Also, from (3.93)
d

dx
ln F(x) = 1

E(bx )
,

which leads to expressions for the cdf F(x) and pdf f (x) (= F ′ (x)) of wait
in terms of E(by), 0 < y < x ,

F(x) = P0e
∫ x

y=0
dy

E(by ) , x ≥ 0, (3.94)

f (x) = P0

E(bx )
e
∫ x

y=0
dy

E(by ) , x > 0 . (3.95)

3.4.17 Sojourn Above a Level of {W(t)}t≥0

Let ax denote a sojourn time above level x ≥ 0 (Fig. 3.7). Then a0 = B. By
Theorem 1.1 in Sect. 1.6 the down- and upcrossing rates of level x are both
equal to f (x), x ≥ 0. The proportion of time that a sample path spends above
x is limt→∞ (Ut (x) · E(ax )) /t = limt→∞ (Ut (x)/t) · E(ax ) = f (x)E(ax ),
and is also equal to 1 − F(x). Therefore

E(ax ) = 1 − F(x)

f (x)
, x ≥ 0. (3.96)

0

W(t)

Time 

x

Busy Period

W(0) SP

Idle Period

t

xa xa xaxb xb xb

xd xd xd

xa

Fig. 3.7 Sample path of {W (t)}t≥0 in M/G/1. Shows inter-downcrossing time dx ,
sojourns ax and bx , busy and idle periods

http://dx.doi.org/10.1007/978-3-319-50332-5_1
http://dx.doi.org/10.1007/978-3-319-50332-5_1
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Letting x ↓ 0, in (3.96) gives E(a0) = (1 − P0) / (λP0) = E(B).

Remark 3.15 Formula (3.96) can also be proved using the renewal reward
theorem (Sect. 3.4.9), since {Dt (x)}t≥0 is a renewal process (starting from
the first downcrossing of level x) since interarrival times are =

dis
Expλ having

the memoryless property. Thus

E(ax )

E(dx )
= lim

t→∞
time spent above xduring(0, t)

t
=

a.s.
1 − F(x),

E(ax ) = E(dx ) · (1 − F(x)) = 1 − F(x)

f (x)
.

We can derive formula (3.93) for E(bx ) similarly.

Proposition 3.3 below shows that if E(ax ) ≡ E(B), x ≥ 0, then the
absolutely continuous part of {P0, f (x)}x>0 has an exponential form. Assume
ρ := λE(S) < 1.

Proposition 3.3 If E(ax ) = E(B) for all x ≥ 0, then the steady-state cdf of

wait is F(x) = 1 − ρe− x
E(B) and {P0, f (x)}x>0 is given by

P0 = 1 − ρ, f (x) = λP0e− x
E(B) , x > 0.

Proof If E(ax ) ≡ E(B), x ≥ 0, then from (3.96)

f (x)

1 − F(x)
≡ 1

E(B)
, x > 0, (3.97)

d

dx
ln(1 − F(x)) ≡ − 1

E(B)
, x > 0.

Formula (3.97) is the hazard rate (failure rate) of the pdf of wait at x . (See
Sect. 3.4.18 below.) Integration with respect to x yields

1 − F(x) = Ae− x
E(B) , x > 0,

where A is a constant. Letting x ↓ 0 gives

A = 1 − F(0) = 1 − P0 = ρ;
F(x) = 1 − ρe− x

E(B) , x ≥ 0.
(3.98)

Differentiation of F(x) in (3.98) with respect to x > 0 gives
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f (x) = 1

E(B)
ρe− x

E(B) = 1
E(S)

P0

λE(S) · e− x
E(B) = λP0e− x

E(B) , x > 0.

(3.99)
�

Remark 3.16 The standard Mλ/Mμ/1 queue satisfies the hypothesis of
Proposition 3.3 because S =

dis
Expμ. All jumps that upcross level x have

excess above x =
dis

Expμ by the memoryless property, implying ax =
dis

B,

x ≥ 0 (see Sect. 3.5.6).

3.4.18 Hazard Rate of PDF of Waiting Time

The term hazard rate, also called failure rate, is usually defined for positive
continuous random variables in renewal theory, and failure time of compo-
nents in reliability models (see, e.g., pp. 1–7 in [66]). In this monograph,
we apply the ‘hazard rate’ to the pdf at x of waiting time (and other state
variables, e.g., pdf at x of content of a dam in Sect. 6.2.12 in Chap. 6, etc.). In
M/G/1 we may think of sojourn ax as a ‘lifetime’ spent above level x . Thus,
φ(x)E(ax ) = 1, where φ(x) := f (x)/ (1 − F(x)), the hazard rate at x . Then
E(ax ) (E(lifetime above x)) varies inversely with φ(x). This idea fits the
notion of failure rate in reliability models. Let X := lifetime of a component
(also called failure time). The failure rate at lifetime x is the conditional pdf
of lifetime given the lifetime exceeds x . Following pp. 1–4 in [66],

φ(x) = lim
�x↓0

P(x < X ≤ x + �x |X > x)

�x

= lim
�x↓0

P(x < X ≤ x + �x)

�x P(X > x)

= lim
�x↓0

F(x + �x) − F(x)

�x

1

(1 − F(x)

= f (x)

(1 − F(x))
.

For the pdf of waiting time, the dimension of φ(x) is the same as that of f (x),
viz., 1/ [T ime]. In other stochastic models the dimension of φ(x) is the same
as that of the pdf of the state variable.

http://dx.doi.org/10.1007/978-3-319-50332-5_6
http://dx.doi.org/10.1007/978-3-319-50332-5_6
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3.4.19 Sojourn Above a Level and Distribution of Wait

Proposition 3.4 below relates E(ay), y ∈ (0, x), to F(x) and f (x), x > 0.
In general E(ay) varies with y > 0. (However, in M/M/1 E(ay) ≡ E(B),
y > 0.)

Proposition 3.4 For the M/G/1 queue in equilibrium (ρ < 1),

F(x) = 1 − ρ · e
− ∫ x

y=0
1

E(ay )
dy

, x ≥ 0. (3.100)

f (x) = ρ

E(ax )
· e

− ∫ x
y=0

1
E(ay )

dy
, x > 0. (3.101)

Proof Consider a sample path of {W (t)}t≥0. The pdf f (x) is the SP upcross-
ing (and downcrossing) rate of level x . Hence the long-run proportion of time
{W (t)}t≥0 spends above level x is

f (x)E(ax ) = 1 − F(x).

Thus
f (x)

1 − F(x)
= 1

E(ax )
, x > 0. (3.102)

The term f (x)/ (1 − F(x)) is the hazard rate of the waiting time at level x
(see Sect. 3.4.18 above). From (3.102)

d

dx
ln(1 − F(x)) = − 1

E(ax )
, x > 0.

Integrating with respect to x gives

1 − F(x) = Ae
− ∫ x

y=0
1

E(ay )
dy

,

where A is a constant. Letting x ↓ 0, gives

A = 1 − F(0+) = 1 − F(0) = 1 − P0 = ρ.

Hence we obtain (3.100); (3.101) follows by taking d F(x)/dx in (3.100). �

Equivalence of Formulas for F(x) in Terms of E(bx ) and E(ax )

We now check that the right sides of (3.100) and (3.94) are both equal to
F(x), x > 0, and therefore to each other. Thus
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P0e
∫ x

y=0
f (y)dy
F(y) = P0e

∫ x
y=0 d ln F(y) = P0e

ln
(

F(x)
F(0)

)

= P0
F(x)

F(0)
= F(x), x ≥ 0,

and

1 − ρe− ∫ x
y=0

f (y)dy
1−F(y) = 1 − ρe

∫ x
y=0 d ln(1−F(y))

= 1 − ρe
ln
(

1−F(x)
1−F(0)

)

= 1 − ρ

(
1 − F(x)

1 − F(0)

)

= 1 − ρ

(
1 − F(x)

ρ

)
= F(x), x ≥ 0,

proving the equivalence of the two formulas.

3.4.20 Computing F(x) via E(ax)

Suppose we do not have an explicit formula for F(x) in a particular M/G/1
model. We can compute E(ax ) (reciprocal of hazard rate) either analytically
or using simulation, and apply formula (3.100) to obtain an analytical formula
for F(x), or an estimate of F(x).

Analytical We can get analytic expressions for E(ax ) in some models. We
know E(ax ) = B in M/M/1. In general, however, E(ax ) may be difficult
to compute analytically. Example 3.7 below computes E(ax ) analytically
in an Mλ/Erl2,μ/1 queue. (Erlk,μ := Erlang random variable; see Gamma
distribution in Table 2.2, p. 66 in [125].)

Example 3.7 In M/Erl2,μ/1 with arrival rate λ, E(S) = 2/μ and ρ = λ · 2
μ <

1, consider a sample path of {W (t)}t≥0 (see also Example 3.2 in Sect. 3.3). S
=
dis

Erl2,μ is the sum of two i.i.d. Expμ random variables; we call these phase

1 and phase 2 respectively. Either ax =
dis

B for the standard Mλ/Erl2.μ/1

queue, or ax =
dis

B for the Mλ/Erl2,μ/1 queue where zero-wait customers

have S =
dis

Expμ (i.e., special (exceptional) service for ‘zero-wait’ arrivals),

depending on the initial service-time phase that covers x . That is, ax ’s initial
SP upcrossing of x covers x either during phase 1 or during phase 2 of the
Erl2,μ service time. If phase 1 covers x , then the excess jump above x =

dis
Erl2,μ, due to the memoryless property of Expμ. If phase 2 covers x , then the
excess jump above x =

dis
Expμ. If phase 1 covers x , applying (3.82) we get
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E(B) = 2
μ−2λ . If phase 2 covers x then the initial S =

dis
Expμ; this results

in an Mλ/Erl2,μ/ 1 with E(ax ) = E(B) = 1
μ−2λ , because ax =

dis
B in which

zero-wait customers receive “special” service Expμ different from the rest of
the service times which are Erl2,μs (see Sect. 3.6.1 below). Thus,

E(ax ) = p1(x)

(
2

μ − 2λ

)
+ p2(x)

(
1

μ − 2λ

)
,

where pi (x) = P (phase i of an SP jump covers x |SP upcrosses x), i = 1, 2.
From (3.100)

F(x) = 1 − ρ exp

⎛

⎝−
∫ x

y=0

1

p1(y)
(

2
μ−2λ

)
+ p2(y)

(
1

μ−2λ

)dy

⎞

⎠ .

(3.103)
In Example (3.2), Eq. (3.41) for Mλ /Erl2,μ/1 yields

p1(x) = λ
(

P0e−μx+∫ x
y=0 e−μ(x−y) f (y)dy

)

f (x)

= P0e−μx+∫ x
y=0 e−μ(x−y) f (y)dy

P0e−μx (1+μx)+∫ x
y=0 e−μ(x−y)(1+μ(x−y)) f (y)dy,x>0

,

p2(x) = P0e−μxμx+∫ x
y=0 e−μ(x−y)μ(x−y) f (y)dy

P0e−μx (1+μx)+∫ x
y=0 e−μ(x−y)(1+μ(x−y)) f (y)dy,x>0

, x > 0.

(3.104)

where {P0, f (y)}y≥0 is specified in (3.42).

Example 3.8 In Example 3.7, S =
dis

Erl2,μ and E(B) = E(S)/P0 = 2/μ
1−λ(2/μ)

=

2
μ−2λ . Then E(ax ) = p1(x)

(
2

μ−2λ

)
+ p2(x)

(
1

μ−2λ

)
where p1(x) + p2(x)

= 1 and p1(x) > 0, p2(x) > 0. Thus E(ax ) < 2
μ−2λ = E(B).

Alternatively, we could estimate p1(x), p2(x), x > 0, from a simulated
sample path of {W (t)}t≥0. Then substitute the estimated values into (3.103)
to estimate F(x), x > 0. This hybrid technique combines estimated values
from simulation and analytical results.

Simulation to Estimate E(ay)

To estimate E(ay), y ∈ [0, x], simulate a single sample path of {W (t)}, 0 ≤
t ≤ Tsim , where Tsim is “large”. We utilize {W (t)}0≤t≤Tsim

to estimate E(ay j )

where y j is a level of a state-space partition of [0, x]: 0 = y0 < y1 < · · · <

yN , and choose the subintervals to be “small”, e.g., y j+1 − y j ≡ h > 0, j =
0, . . . , N − 1 (depending on the required accuracy). Take N = �x/h� where
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�α� denotes the greatest integer ≤ α. Suppose in the simulated sample path
there are M j sojourns above level y j during [0, Tsim]; let their observed
values be ay j ,1, . . . , ay j ,M j . Assume Tsim is sufficiently large so that each
M j is “large” enough for the required accuracy. Then estimate E(ay j ) using

Ê(ay j ) = 1

M j

M j∑

i=0

ay j ,i , j = 0, 1, . . . , N .

We can estimate the value of
∫ x

y=0
1

E(ay)
dy in (3.100) by

∫ x

y=0

1

E(ay)
dy =

est
h

N∑

j=0

1

Ê(ay j )
.

(We consider LC estimation in Chap. 9.)

Intuitive Meaning of the Hazard Rate
Denote the hazard rate of wait at x by φ(x). From (3.102), a plausible estimate
of φ(x) is

φ̂(x) = 1

Ê(ax )
. (3.105)

By definition

φ(x)dx = P(Wq ∈ (x, x + dx)|Wq > x) = P(x < Wq < x + dx)

P(Wq > x)
,

where Wq is the teady-state queue wait (see, e.g., p. 299 in [125]). Formula
(3.102) suggests an intuitive meaning based on φ(x) = 1/E(ax ), i.e., φ (x)

is large iff E(ax ) is small, and φ(x) is small iff E(ax ) is large. This suggests
studying connections between hazard rates of state random variables, and
their sample-path expected sojourn times with respect to state-space levels
in related stochastic models. (See Sect. 3.4.18 for pertinent comments.)

3.4.21 Events During an Inter-downcrossing Time

Consider {W (t)}t≥0. We derive formulas for E(number of SP downcrossings
of an arbitrary level x ≥ 0) during dy , y ≥ 0, and E(number of customer
arrivals) during dy , y ≥ 0; see Sect. 3.4.15 and Fig. 3.1. (See also Sect. 3.5
below regarding the M/M/1 queue.)

http://dx.doi.org/10.1007/978-3-319-50332-5_9
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Consider a sample path of {W (t)}t≥0 for an M/G/1 queue with ρ < 1.
Denote the steady-state pdf of wait by {P0, f (x)}x≥0. Fix level y ≥ 0. Let
Ddy (x) denote the number of SP downcrossings of an arbitrary level x ≥ 0
during a sample-path inter-downcrossing dy .

Proposition 3.5

E(Ddy (x)) = f (x)

f (y)
. (3.106)

Proof Since {Dt (y)}t≥0 is a renewal process starting at the first downcrossing
of y,

E(Ddy (x))

E(dy )
= lim

t→∞
Dt (x)

t
= f (x),

by Theorem 1.1 and the renewal reward theorem. Also, E(dy ) = 1/ f (y) by
the elementary renewal theorem. Equation (3.106) follows. �

Observe that for arbitrary x , E(Ddy (x))/E(dy ) is invariant for all y ≥ 0.
For example, if y = 0 then d0 = C (busy cycle), and E(Dd0(x))/E(d0) =
E(Dd0(x))/ (1/ (λP0)) = f (x).

If y = 0 and x ↓ 0 then E(Dd0(0)) = E(DC(0)) = 1. Thus

E(Dd0(0))/ (1/ (λP0)) = 1/ (1/ (λP0)) = λP0 = f (0),

which is compatible with Theorem 1.1.
Let Ady := number of customer arrivals during dy . Let A(t) := number of

customer arrivals during (0, t).

Proposition 3.6

E(Ady ) = λ

f (y)
, y ≥ 0. (3.107)

Proof
E(Ady )

E(dy )
= E(Ady )

1/ f (y)
= lim

t→∞
A(t)

t
= λ,

by Theorem 1.1 and the renewal reward theorem, resulting in (3.107). �

http://dx.doi.org/10.1007/978-3-319-50332-5_1
http://dx.doi.org/10.1007/978-3-319-50332-5_1
http://dx.doi.org/10.1007/978-3-319-50332-5_1
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Letting y ↓ 0 in 3.106 gives

E(Ad0) = E(AC) = E(NB) = λ

f (0)
= λ

λP0
= 1

P0
,

which is an additional proof of Eq. (3.88).

3.4.22 Boundedness of PDF in Steady State

Why is it potentially useful to know that in the limiting pdf of wait
{P0, f (x)}x>0, f (x) is bounded by a finite quantity? Suppose we want to
estimate f (x) in an analytically intractable M/G/1 model by means of sim-
ulation of a sample path. It would be helpful to know this fact when writing
a computer program for the simulation.

In the standard M/G/1 queue let the arrival rate be λ, let S have cdf B(y),
y > 0, and ρ < 1. Assume B(·) is absolutely continuous.

Proposition 3.7
f (x) ≤ λ, x > 0. (3.108)

Proof (1) In the integral equation for {P0, f (x)}x>0 (1.8), repeated here for
convenience,

f (x) = λP0 B(x) + λ

∫ x

y=0
B(x − y) f (y)dy, x > 0.

B(x) < 1, x > 0 (for any cdf H(·), 0 ≤ H(x) ≤ 1, where H(x) is right-
continuous and monotone increasing). Thus

f (x) < λP0 + λ

∫ x

y=0
f (y)dy = λ

(
P0 +

∫ x

y=0
f (y)dy

)
= λF(x) ≤ λ, x > 0.

(2) On the right side of the alternative form of the LC integral equation
(3.43) (repeated here)

f (x) = λF(x) − λ

∫ x

y=0
B(x − y) f (y)dy, x > 0.

the subtracted term is > 0. Thus

f (x) < λF(x) ≤ λ.

http://dx.doi.org/10.1007/978-3-319-50332-5_1
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(3) Consider a sample path of {W (t)}t≥0. Let Dt (x) and A(t) denote
the number of SP downcrossings of level x , and number of arrivals to the
system during (0, t), respectively. Examination of the sample path yields
Dt (x) < A(t), x ≥ 0, t > 0, (a.s.). Hence

f (x) = lim
t→∞

Dt (x)

t
≤ lim

t→∞
A(t)

t
= λ,

since {A(t)} is a Poisson process with rate λ. �

Example 3.9 In Mλ/Mμ/1, f (x) = λP0e−(μ−λ)x , x > 0, P0 = 1 − ρ > 0
(Sect. 3.5.1). Both 0 < P0 < 1 and 0 < e−(μ−λ)x < 1, x > 0. Therefore
f (x) < λP0, x > 0.

Inequality (3.108) also holds in: the workload-bounded M/G/1 queue
(Sect. 3.16); the M/D/1 queue (Sect. 3.12); and others.

3.5 M/M/1 Queue

We now derive some steady-state results for the standard M/M/1 queue
with FCFS (first come first served) discipline. Some well-known results
are included to develop facility with LC and reinforce intuitive background.
Let λ := arrival rate, service time S =

dis
Expμ, B(x) = e−μx , x ≥ 0, B(x) =

1 − e−μx , x≥̇0, ρ := λE(S) = λ/μ < 1.

3.5.1 Waiting Time PDF and CDF

Consider a sample path of {W (t)}t≥0 (e.g., Fig. 3.5). From the basic LC
integral equation (3.34), or Fig. 1.6 in Sect. 1.7, we get

f (x) = λP0e−μx + λ

∫ x

y=0
e−μ(x−y) f (y)dy, x > 0, (3.109)

where {P0, f (x)}x>0 is the steady-state pdf of wait.
Differentiating both sides of (3.109) with respect to x , yields the ordinary

differential equation

f ′(x) + (μ − λ) f (x) = 0, x > 0, (3.110)

with solution

http://dx.doi.org/10.1007/978-3-319-50332-5_1
http://dx.doi.org/10.1007/978-3-319-50332-5_1
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f (x) = Ae−(μ−λ)x , x > 0; (3.111)

the constant A is determined by letting x ↓ 0 in both (3.109) and (3.111).
Thus A = f (0+) = λP0, giving

f (x) = λP0e−(μ−λ)x , x > 0, (3.112)

where, for the standard M/G/1 (see e.g., Eq. (3.62))

P0 = 1 − ρ = 1 − λ

μ
. (3.113)

We may also compute P0 by substituting (3.112) into the normalizing con-
dition,

P0 +
∫ ∞

x=0
f (x)dx = 1, (3.114)

which yields (3.113) directly.
From (3.112) the cdf of wait is

F(x) = P0 +
∫ x

y=0
λ(1 − ρ)e−(μ−λ)ydy = 1 − ρe−(μ−λ)x , x > 0.

(3.115)

3.5.2 System Time PDF and CDF

Let σ denote the system time, fσ(x) its pdf, Fσ(x) its cdf, x > 0 (see
Sect. 3.3.2). Since σ = Wq + S, we obtain

P(σ > x) = P(S > x |Wq=0)P0 + ∫ x
y=0 P(S > x − y|Wq = y) f (y)dy

+ P(Wq > x)

= P0e−μx + λP0
∫ x

y=0 e−(μ−λ)ye−μ(x−y)dy + ∫∞
y=x λP0e−(μ−λ)ydy

= P0

1− λ
μ

e−(μ−λ)x = e−(μ−λ)x , x > 0.

(3.116)
We can also obtain (3.116) using Eq. (3.61) (or equivalently Eq. (3.72)).
Thus σ =

dis
Expμ−λ, i.e.,

fσ(x) = (μ − λ) e(μ−λ)x , x > 0

Fσ(x) = 1 − e(μ−λ)x , x ≥ 0.
(3.117)
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Additionally, we can obtain fσ(x) directly in terms of f (x) using (3.74),
thus getting (3.117) similarly as in Example 3.5 in Sect. 3.4.7.

3.5.3 Number in System Probability Distribution

Let N denote the number of units in the M/M/1 system at an arbitrary time
point in the steady state. Let P(N = n) = Pn , n = 0, 1, . . . (see Sect. 3.4.8).
We obtain the distribution of N by conditioning on Wq , or on σ.

Conditioning on Wq , substitute f (x) in (3.112) into (3.76), getting

Pn =
∫ ∞

y=0
e−λy (λy)n−1

(n − 1)!λP0e−(μ−λ)ydy

= P0

(
λ

μ

)n ∫ ∞

y=0
e−μy (μy)n−1

(n − 1)!μdy = P0ρ
n, n = 0, 1, . . . ,

since the integrand e−μy(μy)n−1μ/(n − 1)! is the pdf of Erln,μ (see formula
(3.38) in Example 3.2, Sect. 3.3).

The normalizing condition
∑∞

n=0 Pn = 1 yields P0
∑∞

n=0 ρn = 1, whence
P0 = 1 − ρ, giving the well-known geometric distribution

Pn = P0 (1 − P0)
n = (1 − ρ)ρn, n = 0, 1, . . . . (3.118)

Conditioning on σ, substitute fσ(x) from (3.117) into (3.77) in Sect. 3.4.8,
getting

Pn =
∫ ∞

y=0
e−λy (λy)n

n! (μ − λ)e−(μ−λ)ydy

=
(

λ

μ

)n (
1 − λ

μ

)∫ ∞

y=0
e−λy (μy)n

n! μdy

=
(

1 − λ

μ

)(
λ

μ

)n

= (1 − ρ)ρn, n = 0, 1, . . . ,

because the integrand e−λy(μy)nμ/n! is the pdf of Erln+1,μ; Pn so derived
is consistent with (3.118).

E(number in system) The right tail probability is P(N ≥ n) = ρn, n =
0, . . .. Thus
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E(N ) =
∞∑

n=1

P(N ≥ n) =
∞∑

n=1

ρn = ρ

1 − ρ
= λ

μ − λ
, (3.119)

which agrees with the M/G/1 result E(N ) = L = λ2 E(S2)
2P0

+ ρ in (3.65), since

E(S2) = 2/μ2 when S =
dis

Expμ.

Remark 3.17 A classical way to derive Pn , n = 0, 1, …, in M/M/1 is via
birth and death processes (e.g., pp. 49–55 in [84]; Sect. 6.3, p. 374 and
Example 6.14, p. 395 in [125]; and others). Using the birth-death derived
values of Pn , the pdf {P0, f (x)}x>0 of wait is then derived by condition-
ing on N . Here, we reason in the opposite direction: first derive the pdf
{P0, f (x)}x>0 or fσ(x), x > 0, then condition on Wq or on σ to derive the
values of Pn, n = 1, 2, …. Similar remarks apply to other exponential mod-
els, like multiple server M/M/c queues (Chap. 4).

3.5.4 Expected Busy Period

The Mλ/Mμ/1 queue is an Mλ/G/1 queue having E(S) = 1
μ . Substituting 1

μ
into (3.80) in Sect. 3.4.10 gives the well-known result

E(B) = E(S)

P0
= 1

μ
(

1 − λ
μ

) = 1

μ − λ
. (3.120)

3.5.5 CDF and PDF of Busy Period in M/M/1

Applying formula (3.87) in Sect. 3.4.13 we obtain, since the n-fold convo-
lution of b(y) (:= μe−μy) is b(n)(y) =

dis
Erln,μ(y). The cdf of B is

FB(x) =
∫ x

y=0

∞∑

n=1

e−λy (λy)n−1

n!
e−μy(μy)n−1μ

(n − 1)! dy

=
∫ x

y=0
e−(λ+μ)y μ√

λμy

∞∑

n=1

(√
λμy

)2n−1

n! (n − 1)! dy

=
∫ x

y=0
e−(λ+μ)y

√
μ

λ

1

y

∞∑

n=1

(
2
√

λμy
2

)2n−1

n! (n − 1)! dy, x > 0,

http://dx.doi.org/10.1007/978-3-319-50332-5_4
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which yields FB(x) and pdf fB(x) of B as

FB(x) =
∫ x

y=0

√
μ/λe−(λ+μ)y I1(2

√
λμy)

y
dy, (3.121)

fB(x) =
√

μ/λe−(λ+μ)x I1(2
√

λμx)

x
, x > 0, (3.122)

where I1(z) := modified Bessel function of the first kind of order 1 given by

I1(z) =
∞∑

n=1

(z/2)2n−1)

(n − 1)!n!

(see, e.g., pp. 101–102 in Gross et al. [84]).

3.5.6 Geometric Derivation of CDF and PDF of Wait

Consider a sample path of {W (t)}t≥0 in M/M/1. Let B denote a busy period.
Given that the SP upcrosses level x , the sojourn above x is ax =

dis
Ḃ, inde-

pendent of x ≥ 0, due to the memoryless property of Expμ (Fig. 3.8). (See
Proposition 3.4 in Sect. 3.4.19; also paragraph following “Key Question” in
Sect. 1.5.2.)

Substituting E (B) for E(ax ) in formulas (3.100) and (3.101), and applying
(3.120) yields

Time  t

Level x

W(t)

0

Sojourn time
 above x distributed

 as busy period

SP

Like 
busy 

period

Like 
busy 

period

Fig. 3.8 Sample path of {W (t)}t≥0 in Mλ/Mμ/1 queue showing ax =
dis

B. SP excess

jumps above x are ≡
dis

Expμ

http://dx.doi.org/10.1007/978-3-319-50332-5_1
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F(x) = 1 − ρe− x
E(B) = 1 − ρe−(μ−λ)x , x ≥ 0, (3.123)

f (x) = λ(1 − ρ)e−(μ−λ)x = λP0e−(μ−λ)x , x > 0. (3.124)

The M/M/1 model satisfies Proposition 3.3 in Sect. 3.4.17.

3.5.7 Inter-crossing Time of Level x

We now consider dx , bx , ax , defined in Sects. 3.4.15, 3.4.16 and 3.4.17,
respectively. We look at the time between SP successive upcrossings (inter-
upcrossing time), and E(number of SP crossings of a level) during a busy
cycle or during sojourns above or below an arbitrary level.

Inter-downcrossing Time of Level x
We have

dx = bx + ax , E(dx ) = E(bx ) + E(ax ).

In M/M/1 the inter-arrival and service times are =
dis

Expλ and Expμ, respec-

tively. For fixed x ≥ 0, successive triplets {dx,n, bx,n, ax,n}n=1,2,... form a
sequence of i.i.d. random variables (dx,n =

dis
dx , bx,n =

dis
bx , ax,n =

dis
ax ).

Thus
{
dx,n

}
n=1,2,...

forms a renewal process and {bxn , ax,n}n−1,2,... forms an
alternating renewal process. As in Sects. 3.4.15, 3.4.16 and 3.4.17,

E(dx ) = 1

f (x)
, E(bx ) = F(x)

f (x)
, E(ax ) = 1 − F(x)

f (x)
. (3.125)

Since ax ≡
dis

B

E(ax ) = 1

μ − λ
, x ≥ 0, (3.126)

E(dx ) = F(x)

f (x)
+ 1

μ − λ
, x ≥ 0. (3.127)

Letting x = 0 in (3.127) gives E(d0) = E(C) where C := busy cycle = d0.
Thus

E(C) = F(0)

f (0)
+ 1

μ − λ
= P0

λP0
+ 1

μ − λ
= 1

λ(1 − ρ)
= 1

λP0
, (3.128)

which agrees with formula (3.81). We obtain E(dx ) by substituting f (x)

from (3.124) into (3.127). Thus
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Fig. 3.9 Expected
inter-downcrossing (or
inter-upcrossing) time of
level x , E(dx ) (or
E(ux )) in M/M/1:
λ = 1.0, μ = 2.0,
ρ = 0.5

E(dx ) = e(μ−λ)x

λ(1 − ρ)
, x ≥ 0, (3.129)

which increases exponentially with x (Fig. 3.9).

Inter-upcrossing Time of a Level
Denote the inter-upcrossing time of level x by ux . Inspection of sample paths
of {W (t)}t≥0 indicates that ux =

dis
dx due to the memoryless property of both

the inter-arrival and service times in M/M/1. Hence the plot of E(ux ) versus
x is identical to that of E(dx ) versus x in Fig. 3.9.

3.5.8 Number of Crossings of a Level in a Busy Cycle

Denote the number of downcrossings of level x ≥ 0 during d0(= C) by
Dd0(x)(= DC(x)). Since Dt (x) is the number of downcrossings of x dur-
ing time interval (0, t), from the renewal reward theorem

E(Dd0(x))

E(d0)
= lim

t→∞
E(Dt (x))

t
= f (x) = λP0e−(μ−λ)x , x ≥ 0.

Hence,

E(Dd0(x)) = λP0e−(μ−λ)x · E(d0) = λP0e−(μ−λ)x · 1
λP0

= e−(μ−λ)x , x ≥ 0.
(3.130)
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Since λ < μ, E(Dd0(x)) ≤ 1. From (3.130), E(Dd0(x)) decreases exponen-
tially as x increases.

Let Ud0(x) := number of upcrossings of level x during d0. Since Dd0(x) =
Ud0(x), x ≥ 0, formula (3.130) gives

E(Dd0(0)) = E(Ud0(0)) = lim
x↓0

e−(μ−λ)x = 1. (3.131)

Equation (3.131) is intuitive, since during C the SP hits level 0 from above
exactly once, and egresses from level 0 above (upcrosses 0) exactly once.
The SP hit occurs at the end of the embedded B. The SP egress occurs at the
start of the embedded B.

3.5.9 Downcrossings at Different Levels

From formula (3.106) in Sect. 3.4.21 for the M/G/1 queue, E(number of SP
downcrossings of x) during an inter-downcrossing time dy is given by

E(Ddy (x)) = f (x)

f (y)
, x ≥ 0, (3.132)

which implies in M/M/1

E(Dd(y)(x)) = e−(μ−λ)(x−y), x ≥ 0, y ≥ 0, (3.133)

since f (x) = λP0e−(μ−λ)x , x ≥ 0. From (3.133)

E(Ddy (x))

⎧
⎨

⎩

< 1 if x > y,
= 1 if x = y,
> 1 if x < y.

(3.134)

In (3.134) E(Ddx (x)) = e−(μ−λ)(x−x) = 1, x ≥ 0, in agreement with intu-
ition, upon examining a sample path of {W (t)}t≥0.
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Proposition 3.8 For arbitrary state-space levels x , y, y1, y2, …, yn

E(Ddy (x)) = E(Ddy (y1)) · E(Ddy1
(y2)) · · · E(Ddyn−1

(yn)) · E(Ddyn
(x))

(3.135)

Proof From (3.132) we obtain

E(Ddy (x)) = f (x)

f (y)
= f (y1)

f (y)
· f (y2)

f (y1)
· · · f (yn)

f (yn−1)
· f (x)

f (yn)
, n = 1, 2, . . .

which is equivalent to (3.135). �

Remark 3.18 The results in (3.132) and (3.135) hold for the standard M/G/1
queue, since the proofs depend only on having a Poisson arrival process. In
order to apply these formulas to a specific M/G/1 model, we must have a
formula for f (x). The pdf f (x) is known analytically in many M/G/1 models,
e.g., M/D/1, M/Erlk,μ/1 and variants; otherwise f (x) can be approximated
or estimated by numerical or simulation methods.

3.5.10 Number Served in a Busy Period

Equation (3.88) in Sect. 3.4.14 yields

E(NB) = 1

P0
= 1

1 − ρ
. (3.136)

It follows that the number served in a k-busy period, starting with k customers
in the system at time 0, is equal to k/P0 (see Exercise 17, p. 233 in Cooper
[64]).

Remark 3.19 Sect. 5.1.15 in Chap. 5 considers the number of system times
above or below a state-space level x during a sojourn ay , y ≥ 0, and related
quantities. The M/M/1 results are presented in Sect. 5.1.15 because they fol-
low as special cases of related results for G/M/1 queues given in Sects. 5.1.13
and 5.1.14.

3.5.11 Relationship Between M/M/1 and M/M/1/1

The M/M/1/1 queue is an M/M/1 variant restricted to having at most one
customer in the system at all t ≥ 0. The second /1 in the notation M/M/1/1

http://dx.doi.org/10.1007/978-3-319-50332-5_5
http://dx.doi.org/10.1007/978-3-319-50332-5_5
http://dx.doi.org/10.1007/978-3-319-50332-5_5
http://dx.doi.org/10.1007/978-3-319-50332-5_5
http://dx.doi.org/10.1007/978-3-319-50332-5_5
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Time    t

x

W(t)

0

SPμ λE  μ λE  μ λE  μ λE 

Fig. 3.10 Sample path of workload for Mλ/Mμ−λ/1/1 queue with arrival rate λ and
service rate μ − λ. Blocked customers are cleared

refers to the queue discipline, namely: customers arriving when there is
a customer in service, are blocked and cleared; customers arriving when
the system is empty start service immediately. We compare the virtual wait
process (same as workload) {W (t)}t≥0 for M/M/1 (Fig. 3.8) and the work-
load process {W (t)}t≥0 for M/M/1/1 (Fig. 3.10). (In M/M/1/1 all customers
that get served wait 0.) The LC approach immediately connects the two
models in steady-state. The cdf (3.123) and pdf (3.124) of wait (workload)
in Mλ/Mμ/1, are respectively identical to the steady-state cdf and pdf of
workload in Mλ/Mμ−λ/1/1 (arrival rate λ, service rate μ − λ).

This exact similarity of cdfs and pdfs is evident from a sample path of
the workload {W (t)}t≥0 in Mλ/Mμ−λ/1/1 (Fig. 3.10). Fix level x > 0. The
SP downcrossing rate of x is f (x), as in Theorem 1.1. The SP upcross-
ing rate of x is λP0 P(S > x) = λP0e−(μ−λ)x , since all SP jumps start at
level 0, and are distributed as Expμ−λ, where μ > λ. In both M/M/1 and
M/M/1/1, E(B) = 1

μ−λ and P0 = 1 − λ/μ. In Mλ/Mμ−λ/1/1, the busy period

B and the blocking time are identical, and are =
dis

(μ − λ)e−(μ−λ)x , x > 0.

Also, the system times are both =
dis

(μ − λ)e−(μ−λ)x , x > 0. Although the

expected busy periods are identical, their busy-period probability distribu-
tions are quite different—evident from formulas (3.121) and 3.122 involving
Bessel functions. These probability distributions depend on the (different)
jump structures of the {W (t)}t≥0s. The Mλ/Mμ−λ/1/1 workload has the same
distribution as the wait (workload) in Mλ/M μ/1, namely

P0 = 1 − λ

μ
, f (x) = λP0e−(μ−λ)x , x > 0.

http://dx.doi.org/10.1007/978-3-319-50332-5_1
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A key point is that the pdf of workload {P0, f (x)}x>0 in Mλ/Mμ−λ/1/1 is
derived immediately by inspection, since all SP jumps start at level 0.

The foregoing relationship suggests re-examining integral equation
(3.109). We substitute the Mλ/Mμ−λ/1/1 solution into the integral in (3.109),
i.e., f (y) = λP0e−(μ−λ)y , and simplify. The immediate result is the solution
for the Mλ/Mμ/1 model f (x) = λP0e−(μ−λ)x , x > 0, obtained while bypass-
ing differential equation (3.110). This solution for Mλ/Mμ−λ/1/1 “solves”
integral equation (3.109) for Mλ/Mμ/1.

This solution procedure suggests exploring conditions that facilitate solv-
ing for the pdf of state variables “by inspection” in more general models than
M/M/1. The idea is to identify a “companion” or “isomorphic” model having
a much simpler sample-path jump structure.

3.6 M/G/1: Service Time Depending on Wait

Consider an M/G/1 queue with arrival rate λ and service time depending on
the wait before service, S(Wq). Let P(S(Wq) ≤ x |Wq = y) = By(x), x ≥
0, y ≥ 0, having pdf by(x) = ∂

∂x By(x), x > 0, y ≥ 0, wherever the deriva-
tive exists. Let Wq have steady-state cdf F(x), x ≥ 0 and pdf {P0, f (x)}x>0

(assuming d
dx F(x) = f (x) exists). We define f (0) ≡ f (0+) for convenience

(does not add probability to P0). A sample path of {W (t)}t≥0 resembles that
for the standard M/G/1 queue, except that the SP jump size (service time)
generated by each arrival depends on the SP level at the start of the jump
(actual wait).

Consider a fixed state-space level x ≥ 0 in a sample path of {W (t)}t≥0.
The downcrossing rate of x is f (x), by Theorem 1.1. The total upcrossing
rate of x is

λP0 B0(x) + λ

∫ x

y=0
B y(x − y) f (y)dy; x > 0. (3.137)

In (3.137) the term λP0 B0(x) is the upcrossing rate of x by SP jumps at arrival
instants when the system is empty. The term λ

∫ x
y=0 B y(x − y) f (y)dy is the

upcrossing rate of x by SP jumps at arrival instants when {W (t)}t≥0 is at
state-space levels y ∈ (0, x). Rate balance across level x yields the integral
equation for f (x),

f (x) = λP0 B0(x) + λ

∫ x

y=0
B y(x − y) f (y)dy, x ≥ 0. (3.138)

http://dx.doi.org/10.1007/978-3-319-50332-5_1
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As in the standard M/G/1 queue, letting x ↓ 0 gives f (0) = λP0 B0(0) =
λP0.

Integrating (3.138) on both sides with respect to x over (0, ∞) gives

1 − P0 = ρ0 P0 +
∫ ∞

y=0
ρy f (y)dy,

P0 = 1 − ∫∞
y=0 ρy f (y)dy

1 + ρ0
, (3.139)

where ρy ≡ λE(Sy), y ≥ 0. (Eq. (3.139) is an implicit formula for P0 since,
from (3.138), f (y) in the integral contains P0. See Eq. (3.144) below for an
explicit value for P0 in the case where zero-wait customers receive special
service.)

One way to deal with Eq. (3.138) is to partition the state space using
{xi }i=0,...,M+1, where integer M ≥ 0, and

0 ≡ x0 < x1 < x2 < · · · < xM < xM+1 ≡ ∞, (3.140)

as in the paper by Posner [117]. Denote the service time of a zero-wait
customer as S0, and of a y-waiting customer, y ∈ (xi−1, xi ), as Si . Assume
the service-time is S0 for all arrivals who wait zero, and Si for all arrivals
who wait y ∈ (xi−1, xi ). Thus the cdf of service time is

B0(x), x > 0 for zero-wait arrivals,

B j (x), x > 0 for all arrivals who wait y ∈ (xi−1, xi ), i = 1, . . . , M + 1.
(3.141)

Integral equation (3.138) can then be written

f (x) = λP0 B0(x) + λ
∑ j−1

i=1

∫ xi
y=xi−1

Bi (x − y) f (y)dy

+λ
∫ x

y=x j−1
B j (x − y) f (y)dy, x ∈ (x j−1, x j ), j = 1, . . . , M + 1.

(3.142)
where

∑0
i=1 ≡ 0. In (3.142), for any fixed x > 0, the right side is the upcross-

ing rate of level x . Thus, we have constructed integral equation (3.142) in a
fast, easy, intuitive, straightforward manner using LC.

Queues with service time depending on wait appear in the literature in, e.g.,
([57, 58]). The single-server model was treated in the literature using
Laplace transforms in [108], and by the embedded Markov chain technique
using a Lindley recursion in [117], who obtained an explicit solution for
{P0, f (x)}x>0.
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Remark 3.20 Deriving (3.142) using the embedded Markov chain technique
is “relatively” tedious and purely algebraic (see Sect. 1.3 in Chap. 1). The
single-server model was generalized to multiple servers using the embedded
Markov chain technique in [48, 49] (the original topic and methodology
of the author’s Ph.D. thesis). After my discovery of LC in 1974, the model
solution was completely revised using LC in the Ph.D. thesis [11], which
greatly simplified the derivation of the integral equations. An analysis of an
M/M/2 model with service time depending on wait is given in [53]; a revised
version appears in Sect. 4.11 below.

3.6.1 M/G/1: Zero-Wait Arrivals Get Special Service

A particular case of M/G/1 with service time depending on wait, which has
many useful applications, is a model where the initial customer of each busy
period receives special service; we set M = 0, x0 = 0, x1= ∞ in the state-space
partition (3.140). (e.g., see, [144]; also Example 3.7 in Sect. 3.4.19; the last
division of this Section; Example 3.11 in Sect. 3.8.5 below).

The integral equation (3.142) reduces to

f (x) = λP0 B0(x) + λ

∫ ∞

y=0
B1(x − y) f (y)dy, x > 0. (3.143)

Integrating (3.143) with respect to x over (0, ∞), using
∫∞

x=0 f (x)dx = 1 −
P0, gives

P0 = 1 − λE(S1)

1 − λE(S1) + λE(S0)
= 1 − ρ1

1 − ρ1 + ρ0
. (3.144)

A necessary condition for stability is ρ1 < 1 (guarantees P0 > 0 and {0} is
a positive recurrent state). (If ρ1 > 1 then 1 − ρ1 < 0. We would then need
1 − ρ1 + ρ0 < 0 to ensure that P0 > 0, causing |1 − ρ1 + ρ0| < |1 − ρ1|.
But that would imply P0 > 1 in (3.144), a contradiction. If ρ1 = 1, then
P0 = 0, which would imply the queue is unstable.)

Multiplying both sides of (3.143) by x, and integrating for x ∈ (0, ∞)

gives a Pollaczek-Khinchine (P-K)-like result for the expected wait before
service

E(Wq) = λ(E(S2
0) + E(S2

1))

2(1 − λE(S1))
. (3.145)

Expected Busy Period When M = 0 in Partition (3.140)
In this case there are two types of arrivals. Customers that don’t have to wait
(wait time = 0) have service time S0. Customers that wait a positive time

http://dx.doi.org/10.1007/978-3-319-50332-5_1
http://dx.doi.org/10.1007/978-3-319-50332-5_1
http://dx.doi.org/10.1007/978-3-319-50332-5_4
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have service time S1. We determine E(B) where B := busy period when
initial service is =

dis
S0 and all other services are =

dis
S1.

Method 1
The busy period is

B = S0 +
AS0∑

i=1

B1,i , (3.146)

where AS0 =
dis

number of arrivals, including pseudo arrivals during S0, the

initial service time of B (see Sect. 3.4.12 and Fig. 3.6 therein); the sub-
busy periods

{
B1,i

}
j=1,2,...

are i.i.d. r.v.s distributed as a busy period B1 in
a standard Mλ/G/1 queue with service time S1 (see Fig. 3.11). The B1,i s are
independent of AS0 . Taking the expected value in (3.146) gives

E(B) = E(S0) + λE(S0)E(B1) = E(S0) + λE(S0)
E(S1)

1 − λE(S1)

= E(S0)

1 − ρ1
= E(S0)

P0,1
, (3.147)

where P0,1 = P(wait = 0) in the standard M/G/1 with common service time
S1.

Method 2
Applying the LC-based result for the expected busy period in M/G/1 (3.82),
and using P0 in (3.144) we get (3.147) as follows:

W(t)

Time

0
S

1
S

1
S 1

S

1
S

0
S

Level x 1
S

1

1

1

λExp

1
S

Fig. 3.11 B’s are busy periods in Mλ/G/1 with zero-waits receiving service time
=
dis

S0. B1’s are busy periods of Mλ/G/1 with all service times =
dis

S1, generated by

pseudo arrivals during S0
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E(B) =1 − P0

λP0
= 1 − 1−λE(S1)

1−λE(S1)+λE(S0)

λ 1−λE(S1)
1−λE(S1)+λE(S0)

= E(S0)

1 − λE(S1)
= E(S0)

1 − ρ1
= E(S0)

P0,1
.

We can now derive the expression for P0 directly using the expression for
E(B). Thus

P0 =
1
λ

1
λ + E(B)

=
1
λ

1
λ + E(S0)

1−ρ1

= 1 − ρ1

1 − ρ1 + ρ0
.

3.6.2 M/M/1: Zero-Wait Arrivals Get Special Service

We now derive the pdf {P0, f (x)}ẋ>0 when service times are exponentially
distributed with B0(x) = 1 − e−μ0x , B1(x) = 1 − e−μ1x . Substituting e−μ0x

for B0(x) and e−μ1x for B1(x − y) in (3.143) and applying differential oper-
ator 〈D + μ0〉 〈D + μ1〉 (equivalent to differentiating twice with respect to
x , followed by some algebra) yields a second order differential equation

〈D + μ1 − λ〉 〈D + μ0〉 f (x) = 0,

with solution
f (x) = ae−(μ1−λ)x + be−μ0x , x > 0, (3.148)

provided μ0 �= μ1 − λ (if μ0 = μ1 − λ, f (x) in the differential equation has
a different solution; see, e.g., pp. 106–113 in [10]). Constants a, b are obtained
from two independent initial conditions:

f (0) = λP0 and f ′(0) = −μ0λP0 + λ f (0),

giving

a = −λ2 P0

μ1 − μ0 − λ
, b = λ(μ1 − μ0)P0

μ1 − μ0 − λ
, P0 = 1 − ρ1

1 − ρ1 + ρ2
, (3.149)

where ρi = λ/μi , i = 1, 2. (See Example 3.12 in Sect. 3.17.3 for an alternative
solution technique to derive f (x), x > 0.)

Expected Busy Period When Service Times Are Exponential
From Eq. (3.147),

E(B) =
1
μ0

1 − λ
μ1

= μ1

μ0(μ1 − λ)
.
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Mild check on E(B): If μ0 = μ1 = μ then E(B) = 1/ (μ − λ), as in the
standard Mλ/Mμ/1 queue.

Sojourn Above Level x When Service Times Are Exponential
Let γx denote the excess above x given {W (t)}t≥0 upcrosses level x . Then
γx =

dis
Expμ0 or γx =

dis
Expμ1 , where S0 =

dis
Expμ0 and S1 =

dis
Expμ1 . Then

E(ax ) = p1(x)
1/μ0

1 − λ
μ1

+ p2(x)
1/μ1

1 − λ
μ1

,

where pi (x) := P(an upcrossing is due to the service time jump of a type-
i arrival), i = 1, 2, and p1(x) + p2(x) = 1. If 1/μ0 < 1/μ1 then E(ax ) <

E(B). If 1/μ0 > 1/μ1 then E(ax ) > E(B). Moreover (see derivation of
(3.170) in Sect. 3.8.6 below)

p1(x) = P0e−μ0x

f (x)/λ
, p2(x) =

∫ x
y=0 B(x − y) f (y)dy

f (x)/λ
,

where {P0, f (x)}ẋ>0 is given in (3.148) and (3.149).

3.7 Expected Sojourn Above Level x in M/G/1

We derive E(ax ) in M/G/1 with general service time S, where ax := sojourn
by {W (t)}t≥0 above a fixed level x ≥ 0. The derivation utilizes a connection
with M/G/1 where zero-wait customers receive special service (Sect. 3.6.1).
Consider a sample path of {W (t)}t≥0. A sojourn ax is initiated by the excess
of an upcrossing of x . We derive a formula for E(ax ) when S is a positive con-
tinuous random variable having pdf b(y), y > 0, cdf B(y), y > 0, and B(y)

= 1 − B(y), y ≥ 0. Let {P0, f (x)}x>0 be the limiting mixed pdf of {W (t)}t≥0
as t → ∞. From Theorem 1.1 in Chap. 1, {P0, f (x)}x>0 is determined by
the equations

f (x) = λP0 B(x) + λ
∫ x

y=0 B(x − y) f (y)dy, x > 0,

P0 + ∫∞
x=0 f (x)dx = 1.

(3.150)

Let γx := excess over x , which initiates an ax whenever {W (t)}t≥0 upcrosses
level x . The ax s are i.i.d. random variables since they occur within regenera-
tive cycles delimited by successive level-x downcrossings (one ax per cycle)
(see Fig. 3.12).

http://dx.doi.org/10.1007/978-3-319-50332-5_1
http://dx.doi.org/10.1007/978-3-319-50332-5_1
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Time    t

Levelx

W(t)

0

SP

dis
0,1x

dis
a  =

x

S
S

dis

S

x x

S

0,1xa  =0,1xa  =

Fig. 3.12 γx := excess over level x . ax := sojourn above level x . B0,1 := busy period
when zero-wait service =

dis
γx and other services =

dis
S

The first jump size of each ax is =
dis

γx . However, during ax , all jump sizes

are =
dis

S. Thus, ax =
dis

busy period of an MG/1 queue where the first service

is exceptional (special), denoted as B0,1 in Fig. 3.12 (see formula (3.147) in
Sect. 3.6.1).

Let Gγx (z), z > 0, denote the cdf of γx .

Theorem 3.7 For fixed x ≥ 0,

E(ax ) = E(γx )

P0
=
∫∞

z=0

(
1 − Gγx (z)

)
dz

P0

=
∫∞

z=0

[
λ
∫ x

y=0 B(x + z − y)d F(y)
]

dz

f (x)P0
. (3.151)

Proof We employ the equation

(
1 − Gγx (z)

)
f (x) = λP0 B(x + z) + λ

∫ x

y=0
B(x + z − y) f (y)dy, x ≥ 0, z > 0, (3.152)

where the LHS = P(γx > z|S P upcrosses level x) × (rate at which SP
upcrosses level x), mindful that f (x) is both the up- and downctossing rate
of x (see Theorem 1.1). Thus the LHS is the upcrossing rate of level x + z
by the excess over x , of jumps starting below x . The RHS is a different
expression for the upcrossing rate of level x + z by jumps staring below x ;
all upcrosses of x + z occur during the excess over x . Therefore Eq. (3.152)
follows, implying

http://dx.doi.org/10.1007/978-3-319-50332-5_1
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1 − Gγx (z) = λP0 B(x + z) + λ
∫ x

y=0 B(x + z − y) f (y)dy

f (x)
,

so that

E(γx ) =
∫ ∞

z=0

(
1 − Gγx (z)

)
dz =

∫∞
z=0

[
λ
∫ x

y=0 B(x + z − y)d F(y)
]

dz

f (x)
.

Formula (3.151) follows since E(ax ) = E(B0,1) = E(γx )
P0

by formula (3.147)
in Sect. 3.6.1. �

We can solve the equations in (3.150) for {P0, f (x)}x≥0 analytically,
numerically or by simulation; or obtain an approximate solution. Theorem
3.7 then enables us to calculate E(ax ), x ≥ 0.

3.8 M/G/1 with Multiple Poisson Inputs

Customers arrive at a single-server system in N independent Poisson streams
at rates λi , i = 1, . . . , N ,

∑N
i=1 λi = λ. Let the corresponding service times

be Si having cdf Bi (x), Bi (x) = 1 − Bi (x), x ≥ 0, and pdf bi (x) = d
dx Bi (x),

x > 0, wherever the derivative exists. The service discipline is FCFS. The
service time of an arbitrary arrival is Si with probability λi/λ. Denote the
steady-state pdf and cdf of the wait before service, Wq , by {P0, f (x)}x>0 and
F(x), x ≥ 0, respectively.

Due to independent Poisson arrivals, we may view the system as an M/G/1
queue with arrival rate λ and service time

S =
⎧
⎨

⎩

S1 with probability λ1
λ ,

· · ·
SN with probability λN

λ .
(3.153)

S has a mixture probability distribution with mixture components Si and mix-
ture weights λi/λ (> 0) such that

∑N
i=1 (λi/λ) = 1. Hence the nth moment

Sn = Sn
i with probability λi/λ, i = 1, . . . , N ; n = 1, 2, . . .. Thus

E(S) =
N∑

i=1

λi

λ
E(Si ), E(S2) =

N∑

i=1

λi

λ
E(S2

i ). (3.154)

Employing ρi = λi E(Si ), i = 1, . . . , N ,



3.8 M/G/1 with Multiple Poisson Inputs 119

P0 = 1 − λE(S) = 1 −
N∑

i=1

ρi . (3.155)

Stability
The system is stable iff every typical sample path of {W (t)}t≥0 returns to
state {0} iff P0 > 0, i.e.,

N∑

i=1

ρi < 1. (3.156)

3.8.1 Integral Equation for PDF of Wait

Sample paths of {W (t)}t≥0 resemble those of the standard M/G/1 queue,
except that the jump size due to an arrival is =

dis
Si with probability λi/λ,

having cdf Bi (·), i = 1, . . . , N . Thus jumps =
dis

Si occur at Poisson rate λi .

By Theorem 1.1, for a fixed state-space level x > 0, the SP downcrossing
rate is f (x). The SP upcrossing rate for type i arrivals is

λi P0 Bi (x) + λi

∫ x

y=0
Bi (x − y) f (y)dy, i = 1, . . . , N .

Balancing the total SP down- and upcrossing rates of level x for all customer
types, yields the integral equation for f (x),

f (x) =
N∑

i=1

λi

[
P0 Bi (x) +

∫ x

y=0
Bi (x − y) f (y)

]
dy,

or

f (x) = λP0

(
N∑

i=1

λi

λ
Bi (x)

)
+ λ

∫ x

y=0

(
N∑

i=1

λi

λ
Bi (x − y)

)
f (y)dy.

(3.157)
Integral equation (3.157) is in the form of the analogous integral equation
(3.34) for the pdf of wait in a standard M/G/1 queue with λ =∑N

i=1 λi , and
B(x) =∑N

i=1 (λi/λ) Bi (x), ẋ > 0.

http://dx.doi.org/10.1007/978-3-319-50332-5_1


120 3 M/G/1 Queues and Variants

3.8.2 Expected Wait Before Service

Since E(S2) =
∑N

i=1
λi
λ E(S2

i ), the Pollaczek-Khinchine (P-K) formula (3.63)
gives the expected wait before service as

E(Wq) = λE(S2)

2(1 − λE(S))
= λ

∑N
i=1 (λi/λ) E(S2

i )

2(1 −∑N
i=1 ρi )

=
∑N

i=1 λi E(S2
i )

2P0
.

(3.158)
Alternatively, we can obtain E(Wq) in (3.158) directly from (3.157) upon

multiplying both sides by x , then integrating both sides with respect to
x ∈ (0, ∞), changing the order of integration in the double integral, and
doing some algebra.

3.8.3 Expected Number in Queue

Let Lq = expected number of units in the queue before service in the steady
state. Then by L = λW (Little [110]) and (3.158)

Lq = λE(Wq) = λ
∑N

i=1 λi E(S2
i )

2P0
. (3.159)

Denote the steady-state expected number of type i units in the queue by
Lq,i . Let the wait of an arbitrary type i customer be Wq,i , and the wait of an
arbitrary customer be Wq . Then Wq,i =

dis
Wq , because the waiting time of

any arrival depends only on the current workload at the arrival instant. Thus
E(Wq,i ) = E(Wq), i = 1, . . . , N , and by L = λW ,

Lq,i = λi E(Wq,i ) = λi E(Wq) = λi
∑N

i=1 λi E(S2
i )

2P0
, i = 1, . . . , N .

(3.160)

3.8.4 Expected Busy Period

Applying (3.82) and (3.155), the expected busy period is given by

E(B) = 1 − P0

f (0)
= 1 − P0

λP0
=

∑N
i=1 ρi

λ
(

1 −∑N
i=1 ρi

) . (3.161)
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As a mild check on formula (3.161), let S = Si with probability 1/N , i =
1, . . . , N . Then λi/λ ≡ 1/N so that

∑N
i=1 (λi/λ) =

∑N
i=1 (1/N ) = 1, ρi ≡

λi E(Si ) = (λ/N ) E(Si ) and
∑N

i=1 ρi = (λ/N )
∑N

i=1 E(Si ). The multiple
Poisson input model reduces to a standard M/G/1 queue with arrival rate λ

and E(S) = 1
N

∑N
i=1 E(Si ). From (3.161)

E(B) =
λ
N

∑N
i=1 E(Si )

λ
(

1 −∑N
i=1 ρi

) =
1
N

∑N
i=1 E(Si )

1 −∑N
i=1 ρi

= E(S)

P0
,

which is the formula for E(B) for the standard M/G/1 queue.

3.8.5 M/M/1 with Multiple Poisson Inputs

To outline a solution technique for integral equation (3.157), we assume
the service times are =

dis
Expμi

with Bi (x) = e−μi x , i = 1, 2, . . . , N . Then

(3.157) becomes

f (x) =
N∑

i=1

λi

[
P0e−μi x +

∫ x

y=0
e−μi (x−y) f (y)dy

]
, x > 0. (3.162)

We can apply the differential operator 〈D + μ1〉 . . . 〈D + μN 〉 to Eq.
(3.162), to derive and solve analytically an N th order differential equation
with constant coefficients for f (x), using initial conditions to obtain the
constants of integration.

The differential operator 〈D + μi 〉 is commutative with respect to expo-
nential functions of the form eαx+β , where α and β are constants, i.e., for
any permutation (i1, i2, . . . , iN ) of the numbers (1, 2, . . . , N )

〈(D + μ1) · · · (D + μN )〉eααx+β = 〈D + μ1〉 · · · 〈D + μN 〉 eαx+β

= 〈D + μi1

〉 · · · 〈D + μiN

〉
eαx+β

= 〈(D + μi1) · · · (D + μiN
)〉eαx+β .

The commutativity property simplifies the transformation of an integral equa-
tion into a differential equation, when the kernel of any integral in the equation
has an exponential form like e−μi (x−y) in (3.162).
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Expected Wait and Expected Number in Queue
If Si =

dis
Expμi then E(S2

i ) = 2/μ2
i , which substituted into (3.158) and (3.159)

respectively, yield

E(Wq) =
∑N

i=1
λi
μ2

i

1 −∑N
i=1

λi
μi

, (3.163)

Lq =
λ
∑N

i=1
λi
μ2

i

1 −∑N
i=1

λi
μi

. (3.164)

Similarly, substituting into (3.160), gives

Lq,i =
λi
∑N

i=1
λi
μ2

i

1 −∑N
i=1

λi
μi

, i = 1, . . . , N . (3.165)

Two Customer Types
To illustrate the solution, we consider two distinct customer types, and
derive {P0, f (x)}. Set N = 2 in (3.162). Applying differential operator
〈D + μ1〉〈D + μ2〉 to both sides, gives a second order differential equation

〈
D2 + (μ1 + μ2 − λ)D + (μ1μ2 − μ1λ2 − μ2λ1)

〉
f (x) = 0

having solution
f (x) = aeR1x + beR2x , (3.166)

where Ri , i = 1, 2 are the roots for z in the characteristic equation

z2 + (μ1 + μ2 − λ)z + μ1μ2 − μ1λ2 − μ2λ1 = 0.

Both roots are negative since the product R1 R2 = μ1μ2 − μ1λ2 − μ2λ1 >

0 (equivalent to 1 − ρ1 − ρ2 > 0, the stability condition), and R1 + R2 =
−(μ1 + μ2 − λ) < 0. Constants a and b are determined by applying two
independent initial conditions for f (0) = a + b and f ′(0) = R1a + R2b,
obtained from (3.166) and also from (3.162), resulting in two equations for
a, b:

a + b = λP0,

R1a + R2b = −(μ1λ1 + μ2λ2)P0 + λ f (0) = −(μ1λ1 + μ2λ2 − λ2)P0.
(3.167)
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Thus f (x) is given by (3.166) where [a, b] is the solution of the two equations
in (3.167):

a = −P0(R2λ − λ2 + λ1μ1 + λ2μ2)/(R1 − R2),

b = P0(R1λ − λ2 + λ1μ1 + λ2μ2)/(R1 − R2),
(3.168)

and

P0 = 1 − λ1
μ1

− λ2
μ2

,

R1 = −B
2 +

√
B2 − 4AC

2 , R2 = −B
2 −

√
B2 − 4AC

2 ,

A = 1, B = μ1 + μ2 − λ, C = μ1μ2 − μ1λ2 − μ2λ1.

⎫
⎪⎪⎪⎬

⎪⎪⎪⎭
(3.169)

Example 3.10 Consider a numerical example with N = 2, λ1 = 1,
λ2 = 0.5, μ1 = 3, μ2 = 2. Then P0 = 0.4167, R1 = −1.0, R2 = −2.5,
a = 0.555555, b = 0.069444, and

f (x) = 0.555555 e−1.0x + 0.069444 e−2.5x , x > 0.

A computational check shows that F(∞) = 1, and f (0) = λP0, i.e.,

F(∞) = P0 +
∫ ∞

x=0
f (x)dx

= 0.4167 +
∫ ∞

x=0
(0.555555 e−1.0x + 0.069444 e−2.5x )dx = 1,

f (0) = a + b = λP0 = 0.625.

3.8.6 Expected Sojourn Above Level x − E(ax)

Let pi (x) := P (arrival type i | {W (t)}t≥0 upcrosses x), i = 1, . . . N . Using
Bayes’ formula, and Eq. (3.162),

pi (x) = P({W (t)}t≥0 upcrosses x | arrival type i) · P(arrival type i)

P({W (t)}t≥0 upcrosses x)

=
(

P0 Bi (x) + ∫ x
y=0 Bi (x − y) f (y)dy

)
· (λi/λ)

∑N
i=1

[
P0 (λi/λ) Bi (x) + ∫ x

y=0 (λi/λ) Bi (x − y) f (y)dy
]

= P0 (λi/λ) Bi (x) + ∫ x
y=0 (λi/λ) Bi (x − y) f (y)dy

f (x)/λ
. (3.170)
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Let γSi
(x) := excess above level x due to a type-i upcrossing of x . Sojourn

ax =
dis

B(i) with probability pi (x), i.e., ax has a mixture distribution with

components B(i) and mixture probabilities pi (x). which is a busy period
where zero-waits get service S0 =

dis
γSi

(x), and positive-waits get service

time S1 (see formula (3.153)). Applying (3.147) in Sect. 3.6.1 and formula
(3.161) gives

E(ax ) = E(γS (x))

1 −∑N
i=1 ρi

. (3.171)

E(ax ) in M/M/1 with Two Types of Poisson Inputs
Consider two types of input with Si =

dis
Expμi , i = 1, 2. By the memoryless

property γSi
(x) =

dis
Expμi , i = 1, 2, for all x ≥ 0. If the upcrossing of x that

initiates ax is due to a type-i arrival then ax =
dis

Bi , an M/G/1 busy period

with initial service S0 = Expμi , and other service times a mixture of Expμ1

and Expμ2 . Thus

E(ax |excess = γSi
(x)) = 1

μi

(
1 −∑2

i=1 ρi

) , i = 1, 2,

and

E(ax ) =
2∑

i=1

pi (x)
1

μi

(
1 −∑2

i=1 ρi

) , (3.172)

From (3.170) the probability of a type-i upcrossing of level x is

pi (x) = P0 (λi/λ) e−μi x + ∫ x
y=0 (λi/λ) e−μi (x−y) f (y)dy

f (x)/λ
, i = 1, 2.

Example 3.11 Using the input values and f (x), x > 0, in Example 3.10,
Sect. 3.8.5, we compute

p1(x) = 0.27777 e−3.x (0.5 e0.5x + e2.x )

0.55555 e−x + 0.06944 e−2.5x
, p2(x) = 1 − p1(x), x ≥ 0.

Applying formula (3.172) and using p2(x) = 1 − p1(x) gives

E(ax ) = p1(x)
1

1.25
+ p2(x)

1

0.83333
.



3.8 M/G/1 with Multiple Poisson Inputs 125

Fig. 3.13 E(ax ) versus
x in Example 3.11.
E(a0) = E(B)

( )E

( )xE a

x

Fig. 3.14 Changes in
pi (x), i = 1, 2 and
p1(x) − p2(x), x > 0,
in Example 3.11

1 2( ) ( )p x p x−

2 ( )p x

1( )p x
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From (3.161) the expected value of the M/G/1 busy period with multi-
ple Poisson inputs is E(B) = 0.9333. We see from a plot that E(ax ) >

E(B), x > 0, E(a0) = E(B) and limx→∞ E(ax ) = 1 (Fig. 3.13). Moreover
limx→∞ pi (x) = 0.5, i = 1, 2 (Fig. 3.14). These observations are readily
verified analytically. The growth of E(ax ) as x increases is due to the fact
that E(γx ) = 1/μi independent of x , implying that the evolution of E(ax )

on (0, ∞) is determined by the pi (x)s which do change as x increases. (In
examples where E(γx ) depends on x the properties of E(ax ) would be dif-
ferent.)

3.9 M/G/1: Wait-Number Dependent Service

Arrivals occur at Poisson rate λ. The queue discipline is FCFS. The service
time is denoted as S(Nq) where Nq := number of customers left waiting in
the queue just after a start of service. Thus Nq ∈ {0, 1, . . .}. For exposition,
we assume there are two different types of service. Let

S(Nq) =
{

S0, if Nq = 0,

S, if Nq = 1, 2, . . . .

Let P(S0 ≤ x) = B0(x), B0(x) = 1 − B0(x), P(S ≤ x) = B(x), B(x) =
1 − B(x). Denote the steady-state wait before service as Wq having cdf
P(Wq ≤ x) = F(x) and mixed pdf {P0, f (x)}x>0 wherever d

dx F(x)

(= f (x)) exists.
We represent this M/G/1 queue by M/G(Nq )/1. The analysis utilizes the

construction of a sample path of the virtual wait {W (t)}t≥0 by applying the
definition of virtual wait literally. The virtual wait W (t) at instant t , is defined
as the time that a potential (would-be) arrival at t must wait before starting
service. The virtual wait is a continuous-state continuous-time process. Its
value at any instant t is conditional on an arrival occurring at instant t .

Remark 3.21 In order to validate the LC method immediately after its dis-
covery in 1974, the author applied LC to derive {P0, f (x)}ẋ>0 in M/G(Nq )/1
(and in several other queueing models in the literature; and in multiple-server
state-dependent queues in his original Ph.D. thesis topic, where solutions
had been derived using Lindley recursions and embedded Markov chains
[48, 49]). The author included an LC analysis of M/G(Nq )/1 in his Ph.D.
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thesis (pp. 206–213 in [11]). The results agreed with the classically-based
analysis of M/G(Nq )/1 in C.M. Harris’s 1966 Ph.D. thesis [85] and in C.M.
Harris’s 1967 journal article [86]. (See also Example 5 in [51].)

3.9.1 Sample Path of {W(t)}t≥0

Consider Fig. 3.15. The first customer C1 arrives, initiates a busy period and
receives a service time S0, since zero customers are left behind in the queue
when C1 starts service. Customer C2 arrives at t− during C1’s service time
and is allotted a “virtual” service time S, although C2’s actual service time
is not known until later at C2’s start-of-service instant. The reason is that the
virtual wait may be considered to be the answer to the following question
asked a non-countably infinite number of times, i.e., at every instant t ≥ 0:
“How long would a new arrival at instant t have to wait before its start-of-
service instant?” The answer to this question forces us to allot service time S
to C2 at its arrival instant. That is, a would-be new arrival immediately after

0

W(t)

Time 

x

Busy Period

0
S

0
S

S

S

S

1
C

2
C

3
C

0S

4
C

Fig. 3.15 Sample path of {W (t)}t≥0 in M/G(Nq)/1 during a busy period. Shows
jumps of size S0 from level 0 and size S from positive levels. Illustrates a double
jumps in the virtual wait {W (t)}t≥0
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C2’s arrival, would force C2 to start service with at least one customer left
waiting in the queue. In other words, if C2 arrives at t−, the virtual wait at t
is the time that a would-be new arrival would have to wait before service.

Suppose, as depicted in Fig. 3.15, zero customers arrive during C2’s wait.
Then at C2’s start-of-service instant, C2 must receive an actual service time
S0. This cancels S assigned at C2’s arrival epoch, and substitutes an actual
service time S0. The SP jumps both downward to level 0, and upwards by an
amount S0, at the start-of-service instant of C2. All SP upward jumps from
level 0 are =

dis
S0, and all SP upward jumps from positive levels are =

dis
S.

At instants like the start-of-service instant of C2 the SP makes a dou-
ble jump (for other examples of double jumps see Examples 2.2 and 2.3 in
Sect. 2.3, and Figs. 2.3, 2.5 and 2.6 in Chap. 2).

Next we discuss and derive the steady-state distribution of the virtual wait
(in contrast to workload).

3.9.2 Integral Equation for PDF of Virtual Wait

Consider a sample path of {W (t)}t≥0 and fix level x > 0 in the state space
(Fig. 3.15). The SP downcrossing rate of x has two components:

1. f (x) by Theorem 1.1,
2. λB(x) f̃ (λ) due to SP downward jumps similar to that at the start-of-

service instant of C2. Here f̃ (s) :=
∫∞

y=0 e−sy f (y)dy, s > 0, is the Laplace

transform of f (x), and f̃ (λ) = f̃ (s)|s=λ. ( f̃ (s) is also denoted by L f (s)
or other symbols; Sect. 3.4.4 briefly discusses the Laplace transform.)

In component 2, S must be greater than x in order for a downcrossing of
x to occur at instants such as the start of service of C2 in Fig. 3.15. The rate
of such downcrossings is

λP(S > x, and zero customers arrive in a waiting time)

= λP(S > x)P(zero customers arrive in a waiting time)

= λP(S > x)

∫ ∞

y=0
e−λy f (y)dy = λB(x) f̃ (λ),

by independence of S and the arrival stream. The total downcrossing rate of
x is

f (x) + λB(x) f̃ (λ), x > 0. (3.173)

http://dx.doi.org/10.1007/978-3-319-50332-5_2
http://dx.doi.org/10.1007/978-3-319-50332-5_2
http://dx.doi.org/10.1007/978-3-319-50332-5_2
http://dx.doi.org/10.1007/978-3-319-50332-5_2
http://dx.doi.org/10.1007/978-3-319-50332-5_2
http://dx.doi.org/10.1007/978-3-319-50332-5_2
http://dx.doi.org/10.1007/978-3-319-50332-5_2
http://dx.doi.org/10.1007/978-3-319-50332-5_1
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The SP upcrossing rate of x has three components:

1. λB0(x)P0, due to arrivals when the system is empty,
2. λ

∫ x
y=0 B(x − y) f (y)dy, due to arrivals when the virtual wait is y ∈

(0, x),
3. λB0(x) f̃ (λ), due to arrivals that must wait a positive time and have

zero customers arrive behind them during their wait in queue. The total
upcrossing rate is

λB0(x)P0 + λ

∫ x

y=0
B(x − y) f (y)dy + λB0(x) f̃ (λ). (3.174)

Rate balance across level x equates (3.173) and (3.174), leading to the
integral equation for f (·),

f (x) = λB0(x)P0 + λ
∫ x

y=0 B(x − y) f (y)dy

+λ
(
B0(x) − B(x)

) · f̃ (λ), x > 0.
(3.175)

3.9.3 Exponential Service

Assume B0(x) = e−μ0x , B(x) = e−μx , x > 0, and let ρ0 = λ
μ0

, ρ = λ
μ . Then

(3.175) reduces to

f (x) = λe−μ0x P0 + λ
∫ x

y=0 e−μ(x−y) f (y)dy

+λ
(
e−μ0x − e−μx

) · f̃ (λ), x > 0.
(3.176)

Applying differential operator 〈D + μ0〉〈D + μ〉 to both sides of (3.176)
yields the second order differential equation with constant coefficients

〈D2 + (μ0 + μ − λ)D + μ0(μ − λ)〉 f (x) = 0, (3.177)

with general solution

f (x) = ae−(μ−λ)x + be−μ0x , x > 0, (3.178)

assuming μ0 �= μ − λ �= 0. From the first term of formula (3.178), a neces-
sary condition for stability is λ < μ, since necessarily f (∞) = 0.
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Using the initial condition f (0) = λP0, substituting f (y) from (3.178)
into (3.176), and equating coefficients of common exponents, we obtain the
parameters in (3.178) as

P0 = 1 − ρ

1 − ρ + ρ0 + ρ2
0 − ρ0ρ

, (3.179)

and

a = −λρ2
0 P0

ρ0 − ρ − ρ0ρ
, b = λ(1 + ρ0)(ρ0 − ρ)P0

ρ0 − ρ − ρ0ρ
. (3.180)

Expected Busy Period
The rate at which the SP makes left-continuous hits of level 0 from above is
f (0) = λP0 (Fig. 3.15). Hence the expected busy period is, from (3.82),

E(B) = 1 − P0

λP0
= ρ0 + ρ2

0 − ρ0ρ

λ(1 − ρ)
. (3.181)

As a mild check on E(B), set ρ0 = ρ = λ
μ . Then the model reduces to a stan-

dard M/M/1 queue. Formula (3.181) reduces to E(B) = 1
μ−λ , corresponding

to E(B) for the standard M/M/1 queue.

Distribution of Number in System
Applying formula (3.76) and using (3.178) and (3.180) we obtain the steady-
state probability of n customers left in the system at departure instants,

dn =
∫ ∞

x=0

e−λx (λx)n−1

(n − 1)! f (x)dx

=
ρ0 ·

(
ρn−1

0 − ρρn−2
0 − ρn(1 + ρ0)

n−1
)

(ρ0 − ρ − ρ0)(1 + ρ0)n−1 P0, n = 1, 2, . . . , (3.182)

where P0 (=d0) is given in (3.179). The values in (3.182) agree with the
values of dn obtained in the earlier works [85, 86].

3.9.4 Workload

In the standard M/G/1, {W (t)}t≥0 is the same as the workload at instant t .
In M/G(Nq )/1, the workload is not known at the instant just after an arrival,
because the added service time is either S0 or S depending on future arrivals
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during its wait before service. We can determine the probabilities of these
two service times, which allows us to proceed with the analysis.

Consider the workload process which we designate {Wwk(t)}t≥0. Then
Wwk(t) := amount of remaining work in the system at time t . Denote the
steady-state pdf of {Wwk(t)}t→∞ by

{
P0,wk, g(x)

}
x>0 .

In order to construct a sample path, we ask the question immediately after
an arrival when the actual workload is y: “What is the workload just after
the arrival?”. The answer logically causes the SP to make a jump of size S
with probability (1 − e−λy) (P(at least 1 arrival in time y)), or size S0 with
probability e−λy (P(no arrivals in time y)). This leads to the upcrossing rate
of level x as the right side of (3.183) below. The downcrossing rate of x is
g(x). Rate balance across level x gives

g(x) = λB0(x)P0,wk + λ

∫ x

y=0
B(x − y)(1 − e−λy)g(y)dy

+λ

∫ x

y=0
B0(x − y)e−λyg(y)dy. (3.183)

If service time S0 =
dis

Expμ0 , S =
dis

Expμ then B0(z) = e−μ0z , B(z) =

e−μz , z > 0, in (3.183). Applying 〈D + μ〉 〈D + μ0〉 to the resulting integral
equation yields a second order differential equation with a variable coefficient
for g(x)

〈
D2 + (μ0 + μ − λ)D + μ0(μ − λ) − (μ − μ0)λe−λx

〉
g(x) = 0.

The solution is given by

g(x) = e
1
2 (−μ−μ0+λ)x

(
a BesselJ

(
−|−λ−μ+μ0|

λ ,
2
√

μ0−μ e− 1
2 λx

√
λ

)

+ b BesselY

(
−|−λ−μ+μ0|

λ ,
2
√

μ0−μ e− 1
2 λx

√
λ

))
,

(3.184)

where a, b are constants to be determined using the initial conditions g(0) =
λP0,wk , g′(0) = −(μ0 − λ)λP0,wk ; and BesselJ := first kind (ν = 1), BesselY
:= second kind (ν = 2), which satisfy Bessel’s equation

xy′′ + xy′ + (−ν2 + x2)y = 0, ν = 1, 2,

(see Bessel functions in Maple 17 software). We solve for P0,wk using the
normalizing condition P0,wk + ∫∞

x=0 g(x)dx = 1. Due to the Bessel functions
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in (3.184), it is difficult to get analytic solutions for a, b and P0,wk . However,
one can obtain numerical solutions when the input parameters λ, μ, and μ0
have numerical values.

3.10 M/D/1 Queue

The M/D/1 queue is a classical model in queueing theory, first analyzed by
A.K. Erlang in 1909 [72].

Here we use LC to derive the cdf of the wait before service, F(x), x ≥ 0,
the mixed pdf {P0, f (x)}x>0, where f (x) = d F(x)/dx , x > 0, wherever the
derivative exists. We also obtain the probability distribution of the number of
customers in the system Pn , n = 0, 1, 2, . . ., and related quantities.

The arrival stream is Poisson at rate λ. The service time for each customer
is deterministic S = D > 0. The traffic intensity is ρ = λE(S) = λD < 1,
implying stability. Consider the virtual wait {W (t)}t≥0, (Fig. 3.16) and the
actual waiting times {Wn}n=1,2,.... Denote P(Wn ≤ x) by Hn(x), x ≥ 0 and
limn→∞ Hn(x) = H(x), x ≥ 0. Due to Poisson arrivals (e.g., [140])

F(x) ≡ lim
t→∞ P(W (t) ≤ x) = lim

n→∞ P(Wn ≤ x) = H(x), x ≥ 0.

The {W (t)}t≥0 ↔ {Wn}n=0,1,... connection ensures that a study of the virtual
wait yields considerable information about both processes.

We define f (x), x > 0, to be right continuous, and for notational conve-
nience f (0) = f (0+) which adds zero probability to F(0). The probability

D

0

W(t)

Time

Fig. 3.16 Sample path of {W (t)}t≥0 in M/D/1 queue. Black circles at peaks indicate
right continuity
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of a zero wait is P0 = F(0) = 1 − ρ = 1 − λD. The mixed pdf {P0, f (x)}x>0
is related to F(x) by

F(x) = P0 +
∫ x

y=0
f (y)dy, x ≥ 0, F(∞) = P0 +

∫ ∞

y=0
f (x)dx = 1.

(3.185)

3.10.1 Properties of PDF and CDF of Wait

We use LC to derive three properties of {P0, f (x)}x>0 and a property of
F(x), x ≥ 0.

Proposition 3.9 For the M/D/1 queue: (1) {P0, f (x)}x>0 has exactly one
atom, which is at x = 0; (2) f (x) has a downward jump discontinuity of size
λP0 at x = D; (3) f (x) is continuous for all x > 0, x �= D.

Proof Consider sample paths of {W (t)}t≥0 in Figs. 3.16 and 3.17.

1. State {0} is an atom since a sample path spends a positive proportion of
time in {0} (a.s.), namely P0 = 1 − λD > 0 (from (3.62) in Sect. 3.4).
The state space S = [0, ∞) has no other atoms, since the proportion of
time the SP spends in each state x > 0, is 0.

2. Consider state-space levels D and D − ε, 0 < ε < D. Fix time t > 0.
T b

t (D) is the number of tangents of level D from below during (0, t)

D
D ε−

0
t

t ε+

SP

Time

Fig. 3.17 Sample path of {W (t)}t≥0 in M/D/1 showing levels D and D − ε and
instants t , t + ε. See Proposition 3.7, Proof, Part (2)
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(see Fig. 2.13 (row 2, column 2) in Sect. 2.5; and Examples 2.4 and 2.5 in
Sect. 2.4.10). We have

Dt+ε(D − ε) =
Dt (D)+T b

t (D)∑

j=1

I j (D, ε); (3.186)

where I j (χ, ε) = 1 if the j th downcrossing or tangent of level χ from
below, is followed by a downcrossing of level χ − ε exactly ε time
units later, and I j (χ, ε) = 0 otherwise. Due to the memoryless prop-
erty P(I j (χ, ε) = 1) = e−λε, χ > 0. Set χ = D; I j (D, ε) is indepen-
dent of Dt (D) + T b

t (D), and E(I j (D, ε)) = e−λε, j = 1, 2, . . .. Taking
expected values on both sides of (3.186) gives

E(Dt+ε(D − ε)) = E(Dt (D) + T b
t (D))e−λε. (3.187)

By Corollary 3.2 of Theorem 3.3 in Sect. 3.2.5

lim
t→∞

E(Dt (D))

t
= f (D) and lim

t→∞
E(Dt (D − ε))

t
= f (D − ε).

Also, limt→∞
E
(
T b

t (D)
)

t = λP0, due to the one-to-one correspondence
between zero-wait arrivals and tangents of level D from below. Dividing
both sides of (3.187) by t , writing 1

t = 1
t+ε · t+ε

t on the left side, and letting
t → ∞ gives

f (D − ε) = ( f (D) + λP0)e
−λε.

Letting ε ↓ 0 yields, since f (D) = f (D+),

f (D−) − f (D+) = λP0. (3.188)

3. Case x > D. With probability 1, sample paths are not tangent to level x
due to continuous inter-arrival times (=

dis
Expλ). Let ε be < (x − D) and

small. Then

Dt+ε(x − ε) =
Dt (x)∑

j=1

I j (x, ε) +
At (ε)∑

j=1

ν j (ε), (3.189)

where ν j (ε) = 1 if an arrival occurs when W (t) = ξ ∈ (x − ε − D, x −
D) causing a jump ending at ξ + D ∈ (x − ε, x). Note that P(ν j (ε) = 1)

=
∫ x−D

x−ε−D f (y)dy = ε f (ξ∗), ξ∗ ∈ (x − D − ε, x − D). But f (ξ∗) <

http://dx.doi.org/10.1007/978-3-319-50332-5_2
http://dx.doi.org/10.1007/978-3-319-50332-5_2
http://dx.doi.org/10.1007/978-3-319-50332-5_2
http://dx.doi.org/10.1007/978-3-319-50332-5_2
http://dx.doi.org/10.1007/978-3-319-50332-5_2
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λ, (see Proposition 3.7 in Sect. 3.4.22). So P(ν j (ε) = 1) < ελ. Thus
E(ν j (ε)) < ελ, which tends to 0 as ε ↓ 0.
Taking expected values in (3.189) and dividing both sides by t , gives

E (Dt+ε(x − ε)) = E (Dt (x)) · e−λε + E(At ) · E(ν j (ε))

lim
t→∞

E (Dt+ε(x − ε))

t
= lim

t→∞
E (Dt (x)) e−λε

t
+ lim

t→∞
λt E(ν j (ε))

t
f (x − ε) = f (x)e−λε + λE(ν j (ε)).

Letting ε ↓ 0 gives f (x−) = f (x).

3. Case 0 < x < D. If 0 < x < D then, similar to Eq. (3.186) with D
replaced by x , and omitting T b

t (x), we have

Dt+ε(x − ε) =
Dt (x)∑

j=1

I j (D, ε).

Taking expected values on both sires, dividing by t , letting t → ∞, then
letting ε ↓ 0, gives f (x−) = f (x). �

Proposition 3.10 (1) F(x), x ≥ 0, has a jump discontinuity at x = 0 of size
P0; (2) F(x) is continuous for all x > 0.

Proof (1) F(x) has a discontinuity at x = 0, since 0 is an atom having prob-
ability F(0) = P0. (2) Fix x > 0 in the state space. Then x is not an atom
(Proposition 3.9 Part (1)); therefore P({x}) = 0. That is, x is not a point of
increase in probability. Thus x is a point of continuity of F(·). �

3.10.2 Integral Equation for PDF of Wait

Applying the alternative form of the basic LC integral equation (3.44) with
B(x − y) = 0 if x − y < D and B(x − y) = 1 if x − y ≥ D, we immediately
write an equation for f (x) in terms of F(·), which is a differential equation
for the cdf F(x) since f (x) = F ′(x),

f (x) = λF(x) − λF(x − D), x > 0. (3.190)

To explain (3.190) in terms of LC, consider a sample path of {W (t)}t≥0
(Fig. 3.16). In (3.190) the left side f (x) is the SP downcrossing rate of level
x . SP jumps occur at rate λ, all upward of size D. On the right side of (3.190),
the first term λF(x) is the rate of SP jumps that start in state set [0, x]. The
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second term, −λF(x − D) subtracts off the rate of jumps that start in [0, x]
and end below x , because jumps starting below x − D cannot upcross x .
Thus the right side is the upcrossing rate of x . Rate balance across level x
then yields (3.190).

Remark 3.22 The properties in Proposition 3.9, and Eq. (3.190) are readily
inferred intuitively upon considering a sample path (Fig. 3.16), and applying
LC interpretations of transition rates. Such intuitive insights often lead to
formal proofs as in Proposition 3.9.

3.10.3 Analytic Solution for CDF and PDF of Wait

CDF of Wait We give the solution of (3.190), for completeness. For x ∈
[0, D), F(x − D) ≡ 0; thus f (x) = λF(x), or

F
′
(x) − λF(x) = 0,

having solution
F(x) = A0eλx , x ∈ [0, D)

where A0 is a constant. Letting x ↓ 0, gives the constant A0 = P0 = 1 − ρ.
Thus

F(x) = P0eλx , x ∈ [0, D).

For x ∈ [D, 2D), (3.190) is equivalent to

F
′
(x) − λF(x) = −λP0eλ(x−D), x ∈ [D, 2D).

Multiplying both sides by the integrating factor e−λ(x−D) and then integrating
both sides over [D, x) yields the solution up to a constant

F(x) = −P0λ(x − D)eλ(x−D) + A1eλ(x−D), x ∈ [D, 2D).

The constant A1 is determined from the continuity of F(x), x > 0 (Proposi-
tion 3.10). Thus F(D−) = F(D), or A1 = P0eλD resulting in the solution

F(x) = P0

(
−λ(x − D)eλ(x−D) + eλx

)
, x ∈ [D, 2D).

Mathematical induction on (3.190) yields the classical formula for the cdf of
wait originally derived in [72],
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F(x) = P0

m∑

i=0

(−λ)i (x − i D)i

i ! eλ(x−i D), x ∈ [m, (m + 1)D), m = 0, 1, 2, . . . (3.191)

An alternative form of (3.191) is (e.g., p. 385 in [84]),

F(x) = P0

�x/D�∑

i=0

(−λ)i (x − i D)i

i ! eλ(x−i D), x ≥ 0, (3.192)

where �α� := greatest integer ≤ α.

PDF of Wait The pdf f (x) may be obtained by differentiating F(x) with
respect to x . More simply, we obtain f (x) by substituting (3.191) into (3.190)
giving

f (x) = λP0eλx , 0 < x < D

and for x ∈ [m D, (m + 1)D), m = 0, 1, 2, . . .,

f (x)

= λP0

m∑
i=0

(−λ)i (x−i D)i

i ! eλ(x−i D) −
m−1∑
i=0

(−λ)i (x−(i+1)D)i

i ! eλ(x−(i+1)D)

= λP0(−λ)m (x−m D)m

m! eλ(x−m D)

+
m−1∑
i=0

(−λ)i

i ! [(x − i D)i eλ(x−i D) − (x − (i + 1)D)i eλ(x−(i+1)D)].
(3.193)

The pdf f (x) in (3.193) has a discontinuity at x = D (Proposition 3.9 Part
(2)). That is f (D−) = λP0eλD , and f (D−) − f (D) = λP0, illustrating that
f (x) has a downward jump of size λP0 at x = D. Moreover f (x) is continuous
for all other x > 0 (see Fig. 3.18). In Fig. 3.18 there is a concave wave in f (x)

for x ∈ [D, 2D), the waviness dampens to the right of x = 2D. The cdf F(x),

Fig. 3.18 PDF f (x) of
wait in M/D/1:
λ = 0.95, D = 1,
ρ = 0.95 (high traffic).
Shows discontinuity and
downward jump of size
λP0 at x = D; and
extreme waviness in
right neighborhood
[D, 2D)
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Fig. 3.19 CDF F(x) of
wait in M/D/1:
λ = 0.95, D = 1.
Shows continuity of
F(x), x > 0; and
decrease in slope of
F(x) at x = D

for the same example, is given in formula (3.191) and plotted in Fig. 3.19,
where the continuity of F(x), x > 0, and discontinuity of d

dx F(x)|x=D are
evident.

Remark 3.23 An LC examination of a typical sample path of {W (t)}t≥0
suggests an isomorphism: {sample-path properties} ↔ {analytical properties
of f (x) and F(x)}.

3.10.4 Probability Distribution of Number in System

Let N be the number of customers in the system at an arbitrary time
point and let Wq (≥0) be the wait before service, in the steady-state. Let
Pn := P(N = n). Consider an , dn , the probabilities that the number of cus-
tomers in the system is n just before an arrival, and just after a depar-
ture, respectively. Due to Poisson arrivals, an = Pn = dn , n = 0, 1, 2, . . ..
Arrivals “see” n customers in the system iff Wq ≥ 0 and Wq ∈ ((n − 1)D,

nD], n = 0, 1, 2, . . .. Thus

an = F(nD) − F((n − 1)D) = Pn = dn, n = 0, 1, 2, . . . .

From (3.191)

P0 = F(0) − F(−D) = F(0) = P0

P1 = F(D) − F(0) = P0eλD − P0 = P0(e
λD − 1)

P2 = F(2D) − F(D) = P0eλD(−λD + eλD − 1)

· · ·
Pn = F(nD) − F((n − 1) D), n = 0, 1, 2, . . . (3.194)
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The cdf of N is

P(N ≤ n) =
n∑

i=0

Pi = F(nD), n = 0, 1, 2, . . . , (3.195)

where F(nD) is computed using (3.191) or (3.192).

3.11 M/Discrete/1 Queue Aka M/Dn/1

We look at the M/Dn/1 queue, which is an M/G/1 queue with multiple Poisson
inputs where the service times are discrete quantities {Dn}n=1,2,... (also called
an M/Discrete/1 queue). We study the wait before service Wq , and derive
analytical properties of its cdf F(x), x ≥ 0, and pdf {P0, f (x)}x>0, where
f (x) = d

dx F(x), x > 0, wherever the derivative exists. Consider a typical
sample path of the virtual wait {W (t)}t≥0 (Fig. 3.20).

Customers arrive in a Poisson stream at rate λ at a single server. For each
arrival,

P(S = Di ) = pi ,

N∑

i=1

pi = 1,

where Di > 0, i = 1, . . . , N , and N is a positive integer. Then E(S) =∑N
i=1 pi Di . Without loss of generality, reorder the Di s if necessary, such

that

D3

D2

D1

0
Time t

W(t)

Fig. 3.20 Sample path of {W (t)}t≥0 in M/{Dn}/1 queue with N = 3 service levels
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0 ≡ D0 < D1 < · · · < DN < DN+1 ≡ ∞.

Customers that receive a service time Di arrive at rate λpi . The traffic inten-
sity is ρ = λE(S) < 1 (stability). Due to Poisson arrivals (e.g., [140]),

lim
t→∞ P(W (t) ≤ x) = lim

n→∞ P(Wn ≤ x),

where {Wn}n=1,2,... is the process of actual (arrival-point) waits.
We define f (x), x ≥ 0, as right continuous. The probability of a zero wait

is

P0 ≡ F(0) = 1 − ρ = 1 − λ

N∑

i=1

Di pi .

The cdf and pdf are related by

F(x) = P0 +
∫ x

y=0
f (y)dy, F(∞) = P0 +

∫ ∞

y=0
f (x)dx = 1. (3.196)

Remark 3.24 The arrival stream may be viewed in two distinct ways:

1. A homogeneous class of customers arrives at rate λ. For each arrival the
service time S has a mixture probability distribution with components Di

and mixture probabilities (weights) pi ,
∑N

i=1 pi = 1.
2. N classes of customers arrive in independent Poisson processes at rates

λi ≡ λpi ,
∑N

i=1 pi = 1, and receive independent service times Di , i =
1, . . . , N , respectively. This way shows that M/Dn/1 is an M/G/1 queue
with multiple Poisson inputs.

These two viewpoints yield the same steady-state distribution of wait, as

reflected in the two equivalent forms for the traffic intensity ρ = λ
(∑N

i=1

pi Di ) =
∑N

i=1 λi Di , where λi = λpi (see Sect. 5.3.4, p. 319 in [125]).

Remark 3.25 A similar analysis of the M/Dn/1 queue applies if N = ∞.

3.11.1 Properties of PDF and CDF of Wait

The steady-state distribution of wait has analytical properties given in Propo-
sition 3.11.

Proposition 3.11 In the M/Dn /1 queue, {P0; f (x), x > 0}: (1) has exactly
one atom which is at x = 0 (state {0} is an atom); (2) has exactly N down-
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t ε+

SP

W(t)

0

Time

i
D

ε−iD

1−iD

1D
2

D

t

Fig. 3.21 Sample path in M/{Dn}/1 showing levels Di , Di − ε and instants t , t + ε.
See Proposition 3.11, Proof, Part (2)

ward jump discontinuities of sizes λpi P0 at x = Di , i = 1, . . . , N ; (3) is
continuous for all x > 0, x �= Di , i = 1, . . . , N .

Proof Check a typical sample path of {W (t)}t≥0 (Fig. 3.20).

1. State {0} is an atom since a sample path spends a positive proportion
of time in {0} (a.s.), namely P0 = 1 − λ

∑N
i=1 pi Di . Each sojourn time

in {0} =
dis

Expλ. There are no other atoms in the state space, since the

proportion of time that a sample path spends in each state x > 0, is 0.

2. The proof is similar to the proof of Part (2) in Proposition 3.9, Sect. 3.10,
upon replacing D, D − ε by Di , Di − ε; λ by λpi ; and where ε ∈
(0, Di − Di−1), i = 1, . . . , N ; (as in Fig. 3.21). Using similar reasoning
as in Proposition 3.9 we obtain

f (Di − ε) = ( f (Di ) + λpi P0)e
−λε, i = 1, . . . , N

where λpi P0 is the rate at which the SP makes a tangent to level Di from
below, which is the same as the arrival rate of type-i customers when the
system is empty (rate of SP jumps of size Di from level 0). Letting ε ↓ 0
results in

f (D−
i ) − f (Di ) = λpi P0, i = 1, . . . , N .

verifying downward jumps at Di of size λpi P0, i = 1, . . . , N .
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3. The proof is similar to the proof of Part (3) in Proposition 3.9. We thus
obtain for x > 0, x /∈ {Di }i=1,...,N

f (x − ε) = f (x) · e−λε.

Letting ε ↓ 0 yields f (x−) = f (x) so that x is a point of continuity. �

Remark 3.26 From Part (2) of Proposition 3.11, the sum of the downward
jumps at points of discontinuity of the pdf f (x) is λP0

∑N
i=1 pi = λP0. This

formula is the same as the size of the single downward jump in the pdf of
wait in the M/D/1 model, independent of N .

Proposition 3.12 In the M/{Dn}/1 queue the steady-state cdf of wait F(x),

x ≥ 0, has a single jump discontinuity at x = 0 of size P0, and is continuous
for all x > 0.

Proof F(·) has a jump discontinuity at level 0, since {0} is an atom having
probability P0 = F(0) (Proposition 3.11, Part (2)). Fix x > 0 in the state space.
Then x is not an atom (Proposition 3.11, Part (3)). Hence x has probability
0. Thus x is a point of continuity of F(·). �

3.11.2 Expected Busy Period

From (3.80) the expected busy period is

E(B) = E(S)

1 − λE(S)
= 1 − P0

λP0
=

∑N
i=1 Di pi

1 − λ
∑N

i=1 pi Di
.

Another way to compute P0 is, letting I denote an idle period,

P0 = E(I)

E(I) + E(B)
=

1
λ

1
λ +

∑N
i=1 pi Di

1−λ
∑N

i=1 pi Di

= 1 − λ

N∑

i=1

pi Di .

3.11.3 Integral Equation for PDF of Wait

The alternative form of the LC integral equation for M/G/1 (3.44) leads
immediately to an “integral” equation for the pdf f (x) (differential equation
for cdf F(x)),
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f (x) = λF(x) − λ

N∑

i=1

pi F(x − Di )

= λF(x) −
N∑

i=1

λi F(x − Di ), x > 0. (3.197)

To explain (3.197) consider a virtual-wait sample path (Fig. 3.20). In
(3.197), the left side f (x) is the downcrossing rate of level x . SP jumps
occur at rate λ =∑N

1=1 λi ; having size Di with probability pi = λi/λ. On
the right side, the first term λF(x) is the rate at which SP jumps start in state-
space set [0, x]. The second term, −λ

∑N
i=1 F(x − Di )pi , subtracts off the

rate of those jumps which start in state set [0, x] and end below level x . SP
jumps of size Di that start below x − Di , cannot upcross level x . Thus the
right side is the sample-path upcrossing rate of x . Rate balance across level
x gives (3.197).

3.11.4 Solution for CDF of Wait

Differential equation (3.197) for F(x) is solvable. However the form of F(x)

differs in the state-space intervals

[0, D1), [D1, 2D1),

. . . , [ j11 D1, D2), [D2, ( j11 + 1)D1), [( j11 + 1)D1, ( j11 + 2)D1),

etc., where j11 =
⌊

D2
D1

⌋
(greatest integer ≤ D2

D1
). At D3 in the state space, we

need to consider j12 =
⌊

D3
D1

⌋
and j22 =

⌊
D3
D2

⌋
, etc. This makes the solution

procedure complex. We must keep track of the positions in the state space
of the break points where the functional form changes, by considering the
relative sizes of D1, D2, . . . , DN . Section 3.11.5 discusses another approach
to solve for F(x), x ≥ 0.

3.11.5 Alternative Approach for CDF of Wait

We can obtain a solution for F(x), x ≥ 0, using a “specialized” M/Dn/1
queue. Assume, without loss of computational accuracy, that all Di s are
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rational numbers. (Rationals can approximate irrational numbers arbitrarily
closely.). Let

D1 = k1 D, D2 = k2 D, . . . , DN = kN D,

where D = gcd{D1, . . . , DN } (gcd denotes greatest common divisor); and
0 < k1 < k2 < · · · < kN are positive integers.

Consider an M/Dn/1 queue where Di = i D, i = 1, . . . , N . We call this
model an M/{i D}/1 queue. It is somewhat easier to obtain an analytical solu-
tion for the cdf and pdf of wait in M/{i D}/1 than in M/Dn/1. Once a solution
for M/{i D}/1 is obtained, then adjust the arrival rates for customers that
get service times ki D (=Di ) so that they correspond to those of the orig-
inal M/Dn/1 queue. The arrival rates for intermediate service time values
{i D|i D �= Di , i = 1, . . . , N } are set to 0 in that solution. The resulting cdf
for M/{i D}/1 is equal to F(x), x ≥ 0, for the original M/Dn /1 model (i.e.,
the solution of (3.197)).

Thus M/{i D}/1 (where D = gcd{D1, . . . , DN }) may be considered as
equivalent M/Dn/1. Also, it is more amenable analytically and computa-
tionally. We next examine the M/{i D}/1 queue.

3.12 M/{i D}/1 Queue

We analyze the M/{i D}/1 queue, mindful of its close relationship to
M/Dn /1 (Sect. 3.11.5).

In M/{i D}/1 there are N types of arrivals at Poisson rates λi , i = 1, . . . , N ,
where N is a positive integer. Customers of type i receive a service time
S = i D, where D > 0 is fixed. Equivalently, customers arrive at Poisson
rate λ and get S = i D with probability pi ,

∑N
i=1 pi = 1. Thus λpi ≡ λi . The

expected service time is E(S) =
∑N

i=1 i Dpi . Assume λE(S) < 1 (stability).
Let P0 denote the steady-state probability that the system is empty. Then

P0 = 1 − λE(S) = 1 − λ

N∑

i=1

i Dpi = 1 −
N∑

i=1

i Dλi . (3.198)

The M/D/1 queue is a special case of M/{i D}/1 with N = 1. The M/{i D}/1
queue is a special case of M/{Dn}/1, with Dn = kn D, n = 1, . . . , N , kn is
an integer in the set {1, . . . , N }, and D = gcd{D1, . . . , DN } (gcd := great-
est common divisor). Paradoxically, M/{i D}/1 may also be considered as a
generalization of M/Dn /1! (Sect. 3.11.5).
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3.12.1 Integral Equation for CDF of Wait

Let Wq denote the wait before service in the steady state, having cdf F(x) ≡
P(Wq ≤ x), x ≥ 0 and pdf f (x) = d

dx F(x), x > 0, wherever the derivative
exists. We apply the ‘alternative LC’ Eq. (3.43) (see also Eq. (3.190) for the
M/D/1 queue) relating f (x) and F(x) of wait to obtain

f (x) = λF(x) − λ

N∑

i=1

F(x − i D)pi = λF(x) −
N∑

i=1

λi F(x − i D), x > 0.

(3.199)
Consider the virtual wait process {W (t)}t≥0 (similar to Fig. 3.20). To

explain (3.199) the left side is the sample path downcrossing rate of x . On
the right side, the term λF(x) is the rate of jumps that start at levels in [0, x].
The term −∑N

i=1 λi F(x − i D) subtracts off the rate of jumps that start at
levels in [0, x] and end below x . For example, λi F(x − i D) is the rate of
type-i jumps of size i D that do not upcross x , since they start below x − i D.
Hence, the right side is the upcrossing rate of x . Equation (3.199) results by
rate balance across level x .

3.12.2 Recursion for CDF of Wait

We now outline a procedure to solve (3.199) recursively for F(x), x ∈
[m D, (m + 1)D), m = 0, 1, 2, . . .. Let

F(x) ≡ Fm(x), f (x) ≡ fm(x), x ∈ [m D, (m + 1)D), m = 0, 1, 2, . . .

and F−k(x) ≡ 0 if k is a positive integer (see Figs. 3.22 and 3.23). Then write
(3.199) as

fm(x) = λFm(x) −
N∑

i=1

λi Fm−i (x − i D),

x ∈ [m D, (m + 1)D), m = 0, 1, 2, . . . (3.200)

First, let us consider the state-space interval [0, D). The cdf F(x − D) = 0
if x − D < 0. For x ∈ [0, D), Eq. (3.200) reduces to

f0(x) = λF0(x), x ∈ [0, D),
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Fig. 3.22 PDF of wait
in M/{i D}/1 queue:
D = 1.0, four arrival
types (N = 4), λ = 0.2,
p1 = p4 = 0.01,
p2 = 0.39, p3 = .59.
Downward jumps at
x = 1, 2, 3, 4

Fig. 3.23 CDF of wait
in M/{i D}/1 queue.
D = 1.0, N = 4,
λ = 0.2,

p1 = p4 = 0.01, p2 =
0.39, p3 = 0.59. The
slope decreases abruptly
at x = 1, 2, 3, 4

or differential equation

F ′
0(x) = λF0(x), x ∈ (0, D),

with solution, using the initial condition F(0) = P0,

F0(x) = P0eλx , x ∈ [0, D).

Next, on interval [D, 2D), Eq. (3.200) reduces to

f1(x) = λF1(x) − F0(x − D)λ1, x ∈ [D, 2D),

or F ′
1(x) = λF1(x) − P0eλ(x−D)λ1, x ∈ [D, 2D).
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The last equation is a differential equation in F1(x), which is readily solved
up to a constant, by using continuity F0(D−) = F1(D), resulting in

F1(x) = P0

(
eλx + λ1(D − x)e−λ(D−x)

)
, x ∈ [D, 2D).

Imagine extending the domain of F0(x) to [0, ∞). The last equation can then
be written as

F1(x) = F0(x) + P0λ1(D − x)e−λ(D−x), x ∈ [D, 2D).

Similarly we obtain recursively

F2(x), x ∈ [2D, 3D), F3(x), x ∈ [3D, 4D), F4(x), x ∈ [4D, 5D),

where we extend the domains of Fm(x) to [m, ∞), m = 0, 1, . . .. The recur-
sive formulas in (3.201) below summarize the values of F(x) on state-
space interval [0, 5D) by specifying the corresponding functions on intervals
[0, D), …, [4D, 5D), respectively.

F0(x) = P0eλx ,

F1(x) = F0(x) + P0λ1(D − x)e−λ(D−x),

F2(x) = F1(x) + P0

(
λ2(2D − x) + λ2

1(2D−x)2

2!
)

e−λ(2D−x),

F3(x) = F2(x) + P0
(
λ3(3D − x) + λ2λ1(3D − x)2

+λ3
1(3D−x)3

3!
)

e−λ(3D−x),

F4(x) = F3(x) + P0

(
λ4(4D − x) + λ3λ1(4D − x)2 + λ2

2(4D−x)2

2!

+λ2λ
2
1(4D−x)3

3! + λ4
1(4D−x)4

4!
)

e−λ(4D−x).

(3.201)
The recursion (3.201) can be continued indefinitely. The general solution
appeared in an article in 2005 by J.F. Shortle and P.H. Brill (see [128]), and
is stated below in Sect. 3.12.3.
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3.12.3 Solution for CDF and PDF of Wait

Using mathematical induction, it can be shown that an analytical solution of
the indefinitely extended recursion (3.201) for the cdf of Wq is

Fm(x) = P0
∑m

i=0 e−λ(i D−x)
∑

L∈P(i)
(i D−x)|L|

H(L)

∏
j∈L λ j ,

x ∈ [m D, (m + 1)D), m = 0, 1, . . . ,
(3.202)

where: P(i) is the set of partitions of integer i ; L is a partition in P(i); r1 >

r2 > · · · > rd are the distinct integers in L with multiplicities n1, . . . , nd ,
respectively; H(L) ≡ n1! n2! · · · nd !; |L| = n1 + n2 + · · · + nd ;

∏
j∈L λ j

≡ λn1
r1 λn2

r2 · · ·λnd
rd . Also, if i = 0, then

∑

L∈P(0)

(i D − x)|L|

H(L)

∏

j∈L
λ j ≡ 1.

The pdf of wait is fm(x) = F ′
m(x). Differentiating (3.202) with respect to x ,

gives for x ∈ (m D, (m + 1)D), m = 0, 1, 2, . . .,

fm(x) = P0

m∑

i=0

e−λ(i D−x)
∑

L∈P(i)

(λ(i D − x) − |L|)(i D − x)|L|−1

H(L)

∏

j∈L
λ j .

(3.203)
As a mild check on the cdf of Wq in M/{i D}/1 given in (3.202), we obtain

from it the cdf of Wq in M/D/1 (formula (3.191)), namely

Fm(x) = P0
∑m

i=0 e−λ(i D−x) (i D−x)i

i ! λi = P0
∑m

i=0(−λ)i (x−i D)i

i ! e−λ(i D−x),

x ∈ [m D, (m + 1)D), m = 0, 1, . . . .

To explain, the latter M/D/1 formula it results since: (1) λ1 = λ and λi = 0,

i > 1; (2) for each i , the only partition in P(i) that contributes positive terms
is that of i 1s, {1, . . . , 1}; (3) each i yields one such partition with n1 = i ,
H(L) = i !, and

∏
j∈L λ j = λi .

Remark 3.27 In [128], formula (3.202) was derived by inversion of the
Laplace transform of wait (see Eq. (3.69). The inversion procedure is at least
as involved as the foregoing LC derivation. Moreover, it also requires the
induction step. The advantages of the LC approach are: (1) the analysis prior
to the induction step is intuitive and completely in the time domain; (2) the
effect on the solution, due to the discontinuities in f (x), and the continuity of
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F(x), is clear using LC; (3) since LC emphasizes sample paths, it enhances
intuitive understanding of the model dynamics, and suggests new avenues
for research.

3.13 M/G/1: Wait Related Reneging/Balking

We analyze an M/G/1 queue in which arrivals either: (1) join the system and
stay for full service, or (2) balk from joining the system or renege from the
waiting line, depending on their estimated (approximate) required arrival-
point wait and on their staying resolve (e.g., patience). We assume that the
arrivals to the system occur according to a Poisson process at rate λ, from a
homogeneous source.

Let {W (t)}t≥0 denote the virtual wait process, and τn the arrival time of
customer Cn , n = 1, 2, . . . (Fig. 3.24). Let the service time be

Sn =
{

S if Cn obtains full service,

0 if Cn balks/reneges before starting service
, n = 1, 2, . . . ,

where S has cdf B(x), x > 0, and B(x) = 1 − B(x), x ≥ 0, independent of
n. The arrival-point waiting time W (τ−

n ) (:=Wn) is the required wait before
service of C n, n = 1, 2, . . .. We assume that a system manager informs Cn

1
τ

2
τ 3

τ 5
τ

W(t)

S1

S2

SP

0

Time 

7
τ

Fig. 3.24 M/G/1 with wait-dependent reneging: busy period B, idle period I; stayers
arrive at τn , n = 1, 2, . . . ; balkers arrive at ×
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at time τ−
n , the estimated (approximate) waiting time Wn . Some arriving

customers will balk immediately upon arrival. Others will wait hoping that
the approximate wait is higher than the true wait, or that their patience will
endure the true wait, or joining has high personal priority. For example, a bus
terminal continuously displays electronically the (approximate) wait until
the next bus departure; a doctor’s office informs an arriving patient about the
(approximate) required wait to see the doctor; a telephone answering service
informs the caller about the (approximate) wait for the next available agent;
etc. If the customers are mechanical devices needing service, the manager
may accept or reject entrance to the system, according to the (approximate)
required wait before service.

Define, for n = 1, 2, . . .,

θn =
{

1 if Cn stays and receives full service,
0 if Cn balks from joining and is cleared.

(3.204)

Since the customer source is homogeneous, we define the common random
variable θ ≡ θn . Thus θ is a Bernoulli random variable taking the value 1
(stay), or 0 (balk).

Our aim here is to determine the steady-state mixed pdf of wait denoted
by {P0, f (x)}x≥0, where f (x) := pdf of customers who join and wait for
service; and related quantities.

3.13.1 The Staying Function R( y), y ≥ 0

For each y ≥ 0, we define the common conditional probabilities

R(y) := P(θ = 1|Wn = y), y ≥ 0,
R(y) := P(θ = 0|Wn = y), y ≥ 0,

(3.205)

independent of n = 1, 2, . . .. From (3.204)

R(y) + R(y) = 1, y ≥ 0; (3.206)

P(Cn stays|Wn = y) = R(y); P(Cn balks|Wn = y) = R(y).
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3.13.2 Sample Path of {W(t)}t≥0

The r.v., W (t), is the required wait until service of a would-be time-t arrival.
Consider a sample path of {W (t)}t≥0 (Fig. 3.24) and an arrival at τ−

n . If Wn=
y then the SP jump size =

dis
S having cdf B(·) with probability R(y), and

jump size = 0 with probability R(y). A would-be arrival at time τn just after a
balker/reneger arrives (and is cleared), also would have a required wait y until
service. This implies W (τn) = W (τ−

n ) = y if y > 0. The sample path would
be continuous with slope −1 at τn (such tns are denoted by × in Fig. 3.24).

Integral Equation for {P0, f (x)}x≥0
An integral equation for {P0, f (x)}x≥0 is (see, e.g., Fig. 1.6 in Sect. 1.7, and
Eq. (3.34) in Sect. 3.2.10)

f (x) = λR(0)P0 B(x) + λ

∫ x

0
B(x − y)R(y) f (y)dy, x > 0, (3.207)

with normalizing condition P0+
∫∞

0 f (x)dx = 1. The left and right sides of
Eq. (3.207) are equal to the sample path down- and upcrossing rates of level
x , respectively. The upward jump sizes are related to B(·) on the right side.
Jumps occur at rates that customers stay for service. These rates are state-
dependent, viz., λR(y), y ≥ 0. The pdf on the left side is a time-average
pdf, the pdf on the right side is the arrival-point pdf at arrival instants; their
equality is addressed below. We first briefly discuss the system dynamics
with respect to the state-dependence.

E(Idle Period) and State Dependence
Consider an idle period I (Fig. 3.24). When y = 0 arrivals enter the system at
Poisson rate λR(0), implying E(I) = 1/

(
λR(0)

)
. Viewed alternatively, cus-

tomers arrive at Poisson rate λ; at each arrival instant P(the customer stays for
service) = R(0), and P(the customer balks) = R(0). When y = 0, the num-
ber of balks until the next stay is distributed as a geometric random variable
where a start of service is a success and a balk is a failure. Thus, E(number
of arrivals until a start of service) = 1/R(0) (see, e.g., p. 37 in [125]). The
expected time between arrivals is 1/λ. By independence of the interarrival
times and random variable θ, E(I) = (1/λ) · (1/R(0)

) = 1/
(
λR(0)

)
, which

agrees with taking λR(0) to be the Poisson rate of stayers. A similar argument
holds for any fixed arrival-point wait y > 0.

Equality of Time-Average and Arrival-Point PDFs
In Sect. 8.4.2, Chap. 8, we use the embedded LC method to show that the
time-average pdf {P0, f (x)}x>0 is identical to the limiting arrival-point pdf

http://dx.doi.org/10.1007/978-3-319-50332-5_1
http://dx.doi.org/10.1007/978-3-319-50332-5_1
http://dx.doi.org/10.1007/978-3-319-50332-5_8
http://dx.doi.org/10.1007/978-3-319-50332-5_8
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Fig. 3.25 Staying
function R(x) = e−r x . (r
= 1 in the diagram); limit
L = 0. R(x) = 1 − R(x)

= 1 − e−r x ., x ≥ 0, the
cdf of an Expr random
variable ( )R x

as n → ∞, denoted by
{

Pι,0, fι(x)
}

x>0,...
, because both pdfs satisfy integral

equation (3.207) and the same normalizing condition.

Form of the Staying Function R(·)
We assume R(y), y ≥ 0, is a monotone, piecewise continuous, non-increasing
function (decreasing in the wide sense), with range a subset of [0, 1].
(See Figs. 3.25, 3.26 and 3.27.) Then limy→∞ R(y) := L ∈ [0, 1] exists. If
R(y) ≡ 1, y ≥ 0, then L = 1, and there would be no reneging or balking;
each arrival would receive full service. The model would be a standard M/G/1
queue.

Remark 3.28 In a more general model, R(y) may be an arbitrary function
such that R(y) ∈ [0, 1], y ≥ 0, is not necessarily monotone. In that case, the

Fig. 3.26 Staying
function R(x) = 1,
0 < x < 1, R(x) = 0,
x ≥ 1. Limit L = 0.
R(x) = 1 − R(x), is the
cdf of a deterministic r.v.

( )R x

x
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Fig. 3.27 R(x) = 1,
x < 1, R(x) = 0.5,

1 ≤ x < 2, R(x) = 0.1,

x ≥ 2. R(x) is not a cdf.
Limit L > 0

( )R x

x

0
0 1

1

0.8

0.6

0.4

0.2

2 3 4

presented analysis applies as well. However, the stability condition would be
slightly modified (see Theorem 3.8 and Remark 3.31 below).

Interestingly, the renege/balk M/G/1 queue where R(x) = 1 · I [0,1)(x) +
0 · I [1,∞)(x) is essentially the same as M/G/1 with a threshold at level 1
denoted as Variant 3 (with K = 1) in Sect. 3.16.6 below.

Proportion of Customers that Get Full Service
Denote by qS the proportion of arrivals that are stayers. Then qS := P(an
arbitrary arrival gets full service), namely

qS = R(0)P0 +
∫ ∞

y=0
R(y) f (y)dy. (3.208)

The proportion of customers that balk upon knowing their actual or approx-
imate required wait before service is

qB = 1 − qS = R(0)P0 +
∫ ∞

y=0
R(y) f (y)dy.

3.13.3 M/M/1: Wait Dependent Reneging/Balking

We now study the particular case where the service times of stayers are
=
dis

Expμ, with B(x) = e−μx , x ≥ 0. Then (3.207) becomes
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f (x) = λP0 R(0)e−μx + λ

∫ x

y=0
e−μ(x−y)R(y) f (y)dy. (3.209)

Applying differential operator 〈D + μ〉 to both sides of (3.209) yields the
first order differential equation

〈D + μ〉 f (x) = λR(x) f (x),

f ′(x) + (μ − λR(x)) f (x) = 0,

f ′(x)

f (x)
= d ln f (x)

dx
= −(μ − λR(x)).

Integration on both sides of the last equation with respect to x , followed by
exponentiation gives

f (x) = Ae
−
(
μx−λ

∫ x
y=0 R(y)dy

)

, x > 0, (3.210)

where A is a constant. Letting x ↓ 0 in (3.209) and (3.210) implies

f (0) = A = λP0 R(0).

From LC, f (0) is the SP entrance rate into T × {0} (i.e., into level 0) from
above. The term λP0 R(0) is the SP exit rate of level 0 above (i.e., into state-
space interval (0, ∞)). The resulting pdf of wait is

f (x) = λP0 R(0)e
−
(
μx−λ

∫ x
y=0 R(y)dy

)

, x > 0. (3.211)

The normalizing condition P0 + ∫∞
x=0 f (x)dx = 1 leads to

P0 = 1

1 + λR(0)
∫∞

x=0 e
−
(
μx−λ

∫ x
y=0 R(y)dy

)

dx .

. (3.212)

3.13.4 M/M/1: Reneging/Balking-Stability Condition

In the Mλ/Mμ/1 queue, Theorem 3.8 below gives a necessary and sufficient
condition relating λ and μ, such that {P0, f (x)}x>0 exists (stability).

Theorem 3.8 In Mλ/Mμ/1 with wait-time dependent reneging/balking
assume the staying function R(x), x ≥ 0, is monotone non-increasing and



3.13 M/G/1: Wait Related Reneging/Balking 155

piecewise continuous. Let L = limx→∞ R(x). A necessary and sufficient
condition for stability is

0 < λ <
μ
L if 0 < L ≤ 1,

0 < λ < ∞ if L = 0.
(3.213)

Proof (Adapted from [90]) By the hypothesis 1 ≥ R(a) ≥ R(b) ≥ 0 when-
ever a < b; hence limx→∞ R(x) := L ∈ (0, 1] exists (see, e.g., Problem *8,
p. 119, in Chap. 8, in [137]). Stability holds iff the discrete state {0} is positive
recurrent iff 0 < P0 ≤ 1. Let

I :=
∫ ∞

x=0
e−μx+λ

∫ x
y=0 R(y)dydx ,

in the denominator of (3.212). Stability holds iff

I < ∞. (3.214)

We now show that the condition (3.214) is equivalent to the condition (3.213)
above. We have L ≤ R(x), x ≥ 0, because L is the greatest lower bound (i.e.,
glb, infimum) of the range of R(·). Hence

λLx = λ

∫ x

y=0
Ldx ≤ λ

∫ x

y=0
R(y)dy

⇐⇒ e−μx+λLx ≤ e−μx+λ
∫ x

y=0 R(y)dy

⇐⇒
∫ ∞

x=0
e−(μ−λL)x dx ≤ I . (3.215)

For a given ε > 0 there exists Mε > 0 such that R(x) < ε + L for x > Mε.
Thus

λ

∫ x

y=0
R(y)dy < λ

∫ Mε

y=0
R(y)dy + λ

∫ x

y=Mε

(ε + L) dy

= C1 + λ (ε + L) x, x > Mε

=⇒ e−μx+λ
∫ x

y=0 R(y)dy
< C2e−μx+λ(ε+L)x , x > Mε

=⇒
∫ ∞

x=Mε

e−μx+λ
∫ x

y=0 R(y)dydx < C2

∫ ∞

x=Mε

e(−μ+λL+λε)x dx

=⇒ I < C3 + C2

∫ ∞

x=Mε

e(−μ+λL+λε)x dx, (3.216)
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where C1, C2, C3 are positive constants. Combining inequalities (3.215) and
(3.216) gives

∫ ∞

x=0
e−(μ−λL)x dx ≤ I < C3 + C2

∫ ∞

x=Mε

e(−μ+λL+λε)x dx . (3.217)

In (3.217), if I < ∞ then
∫ ∞

x=0
e−(μ−λL)x dx < ∞ ⇐⇒ μ − λL > 0. (3.218)

If μ − λL > 0 then choose ε so that −μ + λL + λε < 0, i.e., ε <
μ−λL

λ .
Then ∫ ∞

x=Mε

e(−μ+λL+λε)x dx < ∞ =⇒ I < ∞. (3.219)

The stability condition (3.213) is equivalent to (3.218) and (3.219). �

Remark 3.29 To shed additional perspective on the stability condition
(3.213), consider the exponent in the integrand of

I ≡
∫ ∞

x=0
e−μx+λ

∫ x
y=0 R(y)dydx .

The function μx is linear with slope μ > 0. The function of x ,
∫ x

y=0 R(y)dy,

x > 0, is positive and increasing with slope d
dx

∫ x
y=0 R(y)dy = R(x), x > 0.

If R(x), x > 0, is strictly decreasing and differentiable, then
∫ x

y=0 R(y)dy is

concave since d2

dx2

∫ x
y=0 R(y)dy = d

dx R(x) < 0, x > 0. Additionally,

limx→∞ d
dx

∫ x
y=0 R(y)dy = limx→∞ R(x) = L . We compare the graphs of

μx and λ
∫ x

y=0 R(y)dy, x > 0 in Fig. 3.28.

If L > 0 then there exists M ≥ 0 such that μx − λ
∫ x

y=0 R(y)dy > 0 for
all x ≥ M iff μ − λL > 0 iff λ < μ/L . If L = 0, there exists M ≥ 0 such
that μx − λ

∫ x
y=0 R(y)dy > 0 for all x ≥ M iff μ ≥ λ · 0. In that case λ can

assume any positive value, i.e., λ ∈ (0, ∞).

Remark 3.30 If R(x) is piecewise continuous, we can obtain similar per-
spective as in Remark 3.29.

Another Look at Theorem 3.8
We provide an alternative verification of the stability condition, in order
to clarify the intuition behind the result. Consider an optimization problem



3.13 M/G/1: Wait Related Reneging/Balking 157

X  

xμ

0 ( )x
y R y dyλ =

slope 

M

Lλ→
slope= 1

*λ λ=

0λ =

1λ =

μ→
slope 

Fig. 3.28 Functions μx and λ
∫ x

y=0 R(y)dy, indicating M such that μx −
λ
∫ x

y=0 R(y)dy > 0 for x ≥ M . Indicates range 0 < λ < λ∗ such that stability holds.

The system is stable for λ if λ
∫ x

y=0 R(y)dy intersects and remains below μx thereafter

where λ is the decision variable. We shall derive a range 0 < λ < λ∗ for
which there exists M ≥ 0 such that μx − λ

∫ x
y=0 R(y)dy > 0 for all x ≥ M ,

thereby making the system stable (see Fig. 3.28). The value λ∗ is the solution
of the following optimization problem P. (Note that μ > 0, L ≥ 0.)

ProblemP
Maximize λ

such that μ − λL ≥ 0

subject to λ > 0.

The solution of problem P is readily seen to be

λ∗ =
{ μ

L if L > 0,

∞ if L = 0,

which is the same result as in Theorem 3.8.

Remark 3.31 The stability condition given in Theorem 3.8 was originally
proved in [16] together with a theorem in which R(y), y ≥ 0 may be other
than monotone non-increasing. That proof is based on the fact that
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∫ ∞

x=0
e−μx+λ

∫ x
y=0 R(y)dydx =

∫ ∞

x=0
e−μx · eλ

∫ x
y=0 R(y)dydx

is the Laplace transform of eλ
∫ x

y=0 R(y)dy evaluated at the parameter μ. A

sufficient condition for the Laplace transform to be finite is that eλ
∫ x

y=0 R(y)dy

is of exponential order. Let L = lim supx→∞ R(x). A sufficient condition for
stability is

λ <
μ

L
if L > 0,

λ < ∞ if L = 0.

3.13.5 M/M/1: Reneging/Balking-Exponential R(·)

We illustrate the M/G/1 model by taking G(·) := Expμ. Let B(x) = e−μx ,
x ≥ 0, and R(y) = e−ry , y > 0, r > 0. Thus R(y) is monotone decreasing
and L = limy→∞ R(y) = 0 in the notation of Sect. 3.13.3. Also, R(0) = 1,
so that all zero-wait customers join the system.

Equation (3.209) becomes

f (x) = λP0e−μx + λ

∫ x

y=0
e−μ(x−y)e−ry f (y)dy. (3.220)

Substituting e−ry for R(y) in (3.211) gives the pdf of wait {P0, f (x)}x>0 as

f (x) = λP0e−μx+ λ
r (1−e−r x ) = λeλ/r P0e−μx− λ

r e−r x
, x > 0. (3.221)

Substituting (3.221) into (3.212) yields

P0 = 1

1 + λeλ/r
∫∞

x=0 e−μx− λ
r e−r x

dx
=

1
λ

1
λ + eλ/r

∫∞
x=0 e−μx− λ

r e−r x
dx

.

(3.222)
In the denominator of P0 the term

∫∞
x=0 e−μx− λ

r e−r x
dx < 1/μ < ∞ for every

trio of positive numbers {λ, μ, r}, since the integrand e−μx− λ
r e−r x

< e−μx ,
x ≥ 0. Thus P0 > 0 for all positive {λ, μ, r}. In particular P0 > 0 for
every arrival rate λ > 0. This adds credence to Theorem 3.8 above when
limx→∞ R(x) = L = 0.
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Expected Busy Period E(B)

In the standard M/G/1 queue, E(B) = E(S)/ (1 − λE(S)). However, in
M/G/1 with balking P0 �= 1 − λE(S). Hence, we use the more fundamental
formula for E(B) in terms of P0. From (3.82) and (3.222),

E(B) = 1 − P0

f (0)
= 1 − P0

λP0

= e
λ
r

∫ ∞

x=0
e−μx− λ

r e−r x
dx =

∫ ∞

x=0
e−μx+ λ

r (1−e−r x )dx . (3.223)

We can infer formula (3.223) immediately since P0 in (3.222) has the form

P0 =
1
λ

1
λ + E(B)

= E(I)

E(I) + E(B)
,

and E(I) = 1/λ, because all zero-wait customers stay for service if R(y) =
e−ry, y ≥ 0.

3.13.6 M/M/1: Reneging/Balking and Standard M/M/1

Assume λ < μ (stability condition for standard M/M/1). In (3.223), (1 −
e−r x ) < r x , x > 0 and (1 − e−r ·0) = 0. Letting subscript ‘b’ represent M/M/1
with reneging/balking, and subscript ‘s’ the standard M/M/1, we have, since
(1 − e−r x )/r < x , x > 0,

E(Bb) =
∫ ∞

x=0
e−μx+ λ

r (1−e−r x )dx <

∫ ∞

x=0
e−(μ−λ)x dx = 1

μ − λ
= E(Bs).

In (3.222), we again apply the inequality
∫ ∞

x=0
e−μx+ λ

r (1−e−r x )dx <
1

μ − λ
,

which gives

Pb,0 >
1

1 + λ · 1
μ−λ

= 1 − λ

μ
= Ps,0.

The comparisons for E(B) and P0 are intuitive. In the reneging/balking
model, the arrival rate of customers that increase workload is λR(y), y ≥ 0.
In the standard model, it is λ > λR(y), y > 0.
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3.13.7 M/M/1: Reneging/Balking-Number in System

Let Pn , an , dn denote the steady-state probabilities of n stayers in the system
at an arbitrary time point, just before an arrival and just after a departure,
respectively. Then an = dn = Pn , n = 0, 1, 2, . . ., (see Sect. 8.2.2, p. 500 in
[125]); and P0 is given in (3.222). Furthermore, since R(y) = e−ry , y ≥ 0,

dn =
∫ ∞

x=0

(
e−λ

∫ x
0 R(y)dy

) (λ
∫ x

0 R(y)dy
)n−1

(n − 1)! f (x)dx

= λP0

∫ ∞

x=0

(λ
r (1 − e−r x ))n−1

(n − 1)! e−μx dx, n = 1, 2, . . . . (3.224)

(see Eq. (3.76) in Sect. 3.4.8).
In formula (3.224), λR(y) (=λe−ry) is the arrival rate of stayers when the

required wait is y.

Remark 3.32 We outline a derivation of (3.224) using an approximation
of R(x) by a step function. Let [0,�) be a large waiting-time interval in
the state space. Partition [0, �) into m subintervals �i = [xi , xi+1), i = 0,

. . . , m − 1, where x0 = 0, xm = �. We then approximate R(y) by R(y) ≡
R(xi ), y ∈ �i . Thus the arrival rate of stayers is a constant λR(xi ) if the
required wait y ∈ [xi , xi+1) at an arrival instant. The probability that n − 1
stayers arrive during an individual required wait y ∈ �i is approximately

e−λR(xi )x ′
i (λR(xi )x ′

i )
n−1

(n − 1)!
where x ′

i ∈ �i . The probability that n − 1 stayers arrive during (0, �) is
approximately the Riemann sum

m−1∑

i=0

e−λR(xi )x ′
i (λR(xi )x ′

i )
n−1

(n − 1)! f (x ′′
i )�i

where x ′′
i ∈ �i . Let m → ∞ and �i ↓ 0, i = 0,…, m − 1. Then xi , x ′

i , x ′′
i → x

and

lim
m→∞
�i ↓0

m−1∑

i=0

e−λR(xi )x ′
i
(λR(xi )x ′

i )
n−1

(n − 1)! f (x ′′
i )�i

=
∫ �

x=0
e−λR(x)x (λR(x)x)n−1

(n − 1)! f (x)dx .
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Letting � → ∞ implies (3.224), where f (x) is given by (3.221).

3.13.8 Proportion of Customers Served

In M/M/1 with wait-time dependent reneging/balking and R(y) = ery , y ≥
0, from (3.208), (3.221) and (3.222), the proportion of customers that get
complete service is

qS = P0 +
∫ ∞

x=0
e−r x f (x)dx = 1 + λe

λ
r
∫∞

x=0 e−μx− λ
r e−r x−r x dx

1 + λe
λ
r
∫∞

x=0 e−μx− λ
r e−r x

dx
.

(3.225)
The proportion of customers that renege from the waiting line is 1 − qS .

In the expressions for P0, E(B), and qS the integrals do not have closed
forms. They can be evaluated using series expansion or numerical methods,
for given values of λ, μ, and r .

3.14 M/G/1 with Priorities

Assume N types of customers arrive at a single-server system at independent
Poisson rates λi , i = 1, . . . , N . We denote the type-i service time as Si having
cdf Bi (x), x > 0, Bi (x) = 1 − Bi (x), x ≥ 0, and pdf bi (x), x > 0. We assume
type 1 (i = 1) has the highest priority, type 2 the next highest, …, and type
N (i = N ) the lowest priority. The service discipline is FCFS within priority
classes. The priority discipline is non-preemptive, i.e., any customer that
starts service is allowed to complete it without interruption. The customer at
the head of the highest-priority line, among all waiting customers, will start
service immediately after the next service completion.

Denote the steady-state pdf and cdf of wait before service of a type i
customer, by {P0, fi (x)}x>0, and Fi (x), x ≥ 0 respectively. The probability
P0 of a zero wait, is independent of customer type.

3.14.1 Two Priority Classes

For exposition we consider two priority classes, so that N = 2. We will con-
firm the well-known stability condition, λ1 E(S1) + λ2 E(S2) < 1, using an
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1S
1S 1S 1S 1S

1S
1S

2S 2S 2S 2S

Arrival 
Type

1 1 1 1 1 12 1 2 2 2 2

2S

Time  t

1( )W t

Level 0

Level x

Fig. 3.29 Sample path of virtual wait for high priority type-1 arrivals. Low priority
type-2 arrivals that must wait, start service at the end of a B1 or a B21 (Fig. 3.30)
busy period. All type 2 jumps start at level 0

LC approach. Let {W1(t)}t≥0 be the virtual wait process for type-1 customers;
a sample path is shown in Fig. 3.29. Fix level x > 0 in the state space.

3.14.2 Integral Equation for {P0, fi (x)}x>0

From the sample path, we construct the integral equation

f1(x) = λ1 B1(x)P0 + λ2 B2(x)P0 + λ1
∫ x

y=0 B1(x − y) f1(y)dy

+λ2(1 − P0)B2(x).

(3.226)

To explain (3.226), the left side f1(x) is the SP downcrossing rate of
x (as in Theorem 1.1 in Chap. 1). On the right side, the terms λ1 B1(x)P0
and λ2 B2(x)P0 are respectively the SP upcrossing rates of x due to type-
1 and type-2 arrivals, when the system is empty. The term λ1

∫ x
y=0 B1(x −

y) f1(y)dy is the upcrossing rate of x due to type-1 arrivals that wait a positive
time y ∈ (0, x). The term λ2(1 − P0)B2(x) is the upcrossing rate of x due
to type-2 arrivals that wait positive times before they start service. The first-
in-line of such type 2s must wait until the end of a type 1 busy period to start

http://dx.doi.org/10.1007/978-3-319-50332-5_1
http://dx.doi.org/10.1007/978-3-319-50332-5_1
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service. Any other such type 2s wait longer before they start service. Those
type 2s can start service only when the type-1 virtual wait hits level 0. The
corresponding SP jumps of size S2 start at level 0. The long-run rate at which
such type 2s start service is λ2(1 − P0) since all type 2s must eventually get
served in a finite time, due to stability.

3.14.3 Stability Condition

Integrate both sides of (3.226) with respect to x on (0, ∞). Since
∫∞

x=0 f1(x)dx
= 1 − P0, and

∫∞
x=0 Bi (x)dx = E(si ) some algebra yields

P0 = 1 − λ1 E(S1) − λ2 E(S2) = 1 − ρ1 − ρ2, (3.227)

where ρi = λi E(Si ), i = 1, 2. For stability, we must have 0 < P0 < 1, or

0 < ρ1 + ρ2 < 1, (3.228)

which implies both ρ1 < 1 and ρ2 < 1.

3.14.4 Expected Wait of High Priority Customers

We confirm the known formula for the expected wait of type-1 customers
using (3.226). Denote the wait in queue before service of an arbitrary type-1
arrival by Wq,1. Multiplying both sides of (3.226) by x and integrating on
(0, ∞) with respect to x , the left side becomes

∫∞
0 x f1(x)dx = E(Wq1); the

right side results in the equation

E(Wq1) =
(

λ1
E(S2

1 )

2 + λ2
E(S2

2 )

2

)
P0 + λ1 E(S1)E(Wq1)

+λ1(1 − P0)
E(S2

1 )

2 + λ2(1 − P0)
E(S2

2 )

2 .

Simplifying yields the familiar result (e.g., p. 545 in [125])

E(Wq1) = λ1 E(S2
1) + λ2 E(S2

2)

2(1 − ρ1)
. (3.229)
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3.14.5 Equation for PDF of Wait of Type-2 Customers

Let {W2(t)}t≥0 be the virtual wait process of type-2 customers. Let Wq,2 be
the steady-state wait. Denote the pdf of Wq,2 by {P0, f2(x)}x>0, for which
we now develop an integral equation.

Preliminaries
Let B1 denote a an M/G/1 type-1 busy period, consisting of type-1s only,
having cdf B1(x), x > 0 and B1(x) = 1 − B1(x), x ≥ 0. We let B2,1 denote
a busy period in which the first service is type 2, and all subsequent services
are type 1 (Fig. 3.30). Let random variable NS2,1 denote the number of strict
descending ladder points that occur in a sample path of a B2,1 busy period.
Then NS2,1 has the same distribution as the number of type-1 customers that
arrive during a type-2 service time S2. Thus we have

B2,1 =
dis

S2 +
NS2,1∑

i=1

B1,i , (3.230)

where the B1,i s are i.i.d. random variables distributed as an M/G/1 type-1
busy period B1 independent of NS2,1 . Equation (3.230) follows due to the
memoryless property of the type-1 inter-arrival times (=

dis
Expλ1). (A related

discussion of busy period structure is given above in Sect. 3.4.12.)
We illustrate the meaning of NS2,1 in Fig. 3.30, with NS21 = 3. There are

three type-1 sub-busy periods in B2,1. There are four vertical gaps, each
distributed as an inter-arrival time, separating and bordering on these three
sub-busy periods. The basic observation is that the sum of the four gaps is
equal to S2.

From (3.80)

E(B1) = E(S1)

1 − λ1 E(S1)
. (3.231)

Taking expected values in (3.230) we obtain

E(B2,1) = E(S2) + λ1 E(S2)E(B1)

= E(S2) + λ1 E(S2)
E(S1)

1 − λ1 E(S1)

= E(S2)

1 − λ1 E(S1)
= E(S2)

1 − ρ1
. (3.232)



3.14 M/G/1 with Priorities 165

2S

1S
1S

1,1

1,2

1S

21

1S

1,3

Time 

Fig. 3.30 Busy period B2,1. Initial jump is a type 2 service S2. Each subsequent
jump is a type 1 service S1. B1, j , j = 1, 2, . . . , are M/G/1 type 1 busy periods

Remark 3.33 E(B2,1) is the same as the expected busy period in an M/G/1
queue in which zero-waiting customers receive exceptional service. Thus we
can obtain (3.232) immediately as a special case of (3.147).

Let B2,1(x) denote the cdf of B2,1, and B2,1(x) = 1 − B2,1(x), x ≥ 0.
Consider a sample path of the virtual wait of type-2 customers {W2(t)}t≥0
(Fig. 3.31). The sample path illustrates that type-2 customers may view the
model as a queue with server vacations (see Sect. 3.15). When a type 1 arrives
to an empty system, the server vacation is B1. When a type 2 arrives, the
server vacation consists of NS21B1s. By (3.230), type-2 generated SP jumps
are =

dis
B2,1.

Integral Equation for f2(x)

We now construct the integral equation

f2(x) = λ1 B1(x)P0 + λ2 B2,1(x)P0 + λ2

∫ x

y=0
B2,1(x − y) f2(y)dy.

(3.233)
In (3.233) the left side f2(x) is the sample-path downcrossing rate of level

x (Theorem 1.1 in Chap. 1). On the right side the term λ1 B1(x)P0 is the
SP upcrossing rate of x due to type-1 arrivals when the system is empty. A
potentially arriving type-2 customer, immediately after the initial type-1 starts
service, would wait a type-1 busy period before starting service. The term
λ2 B2,1(x)P0 is the SP upcrossing rate of x due to type-2 arrivals when the

http://dx.doi.org/10.1007/978-3-319-50332-5_1
http://dx.doi.org/10.1007/978-3-319-50332-5_1
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Arrival 
Type

1 12 2 2 2 2

Time t

2 ( )W t

2,1

2,1 2,1

1

Level x 2,1

2,1

1

Fig. 3.31 Sample path of virtual wait for low priority, type 2 arrivals. High priority
type 1’s that arrive when the system is empty generate jumps distributed as B1 busy
periods. All type 2 arrivals generate jumps distributed as B2,1 busy periods (see Fig.
3.30). All type 1’s that must wait, are counted in the B2,1 jumps

system is empty. A potentially arriving type-2 customer, immediately after the
type 2 starts service, would wait a busy period B2,1 before starting service.
It is possible that B2,1 consists of the initial type-2 service only. Possibly
no type 1s arrive during the initial service time. Generally, B2,1 includes an
additional run of NS2,1 B1s (Fig. 3.30). The term λ2

∫ x
y=0 B2,1(x − y) f2(y)dy

is the upcrossing rate of x due to type-2 arrivals that must wait a positive time
y ∈ (0, x). A would-be type-2 customer that arrives immediately after such
a type-2 arrival, would face an additional wait equal to B2,1 before starting
service.

The three terms on the right of (3.233) account for all arrivals to the system.
The type 2s are counted in the last two terms; they include all type 2s that
wait ≥0. The type 1s are counted in all three terms. The type 1s that wait
zero are counted in the first term. The type 1s that wait a positive time are
counted in all three terms.

Both Types Have the Same P0
We test for consistency of integral equations (3.233) and (3.226), by checking
whether they give the same value of P0. It is required to show that (3.227)
results from (3.233). We integrate both sides of (3.233) with respect to x on
(0, ∞). Simplification gives

1 − P0 = λ1 E(B1)P0 + λ2 E(B21)P0 + λ2 E(B21)(1 − P0)

= λ1 E(B1)P0 + λ2 E(B21).
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Substituting for E(B1), E(B21) from (3.231), (3.232) respectively we obtain

1 − P0 = λ1
E(S1)

1 − λ1 E(S1)
P0 + λ2

E(S2)

1 − λ1 E(S1)
,

or
P0 = 1 − λ1 E(S1) − λ2 E(S2) = 1 − ρ1 − ρ2,

which is identical to (3.227) QED.

3.14.6 Expected Wait of Type-2 Customers

We obtain the expected wait E(Wq,2)by multiplying integral equation (3.233)
by x on both sides and integrating with respect to x on (0, ∞). Some algebra
gives

E(Wq2) = λ1
E(B2

1)

2 P0 + λ2
E(B2

21)

2 P0

+λ2
E(B2

21)

2 (1 − P0) + λ2 E(B21)E(Wq2)

or

E(E(Wq2)) = λ1 E(B2
1)P0 + λ2 E(B2

21)

2(1 − λ2 E(B21))
.

Substituting from (3.85), (3.227) and (3.232) gives

E(Wq,2) =

(
λ1

E(S2
1 )

(1−ρ1)3 (1 − ρ1 − ρ2) + λ2 E(B2
21)

)
· (1 − ρ1)

2 (1 − ρ1 − ρ2)
. (3.234)

The term λ2 E(B2
2,1) in the numerator of (3.234) is

λ2 E(B2
2,1) = λ2 E

⎛

⎜⎝

⎛

⎝S2 +
NS2,1∑

i=1

B1,i

⎞

⎠
2
⎞

⎟⎠

= λ2 E(S2
2) + 2λ2 E

⎛

⎝S2

NS21∑

i=1

B1,i

⎞

⎠+ λ2 E

⎛

⎜⎝

⎛

⎝
NS21∑

i=1

B1,i

⎞

⎠
2
⎞

⎟⎠ .

We condition on NS2,1 = n, S2 = s in the last two terms. Then NS2,1 is a
Poisson random variable with parameter λ1s. We then carry out some algebra,
and “uncondition”. This procedure yields
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λ2 E(B2
2,1) = λ2 E(S2

2) + 2λ2 E(S2
2)

ρ1

1 − ρ1

+λ2(λ1 E(S2)E(B2
1) + λ2

1 (E(B1))
2 E(S2

2)).

Substituting from (3.85) into the last equation gives

λ2 E(B2
2,1) = λ2 E(S2

2) + 2λ2 E(S2
2)

ρ1
1−ρ1

+ρ2λ1
E(S2

1 )

(1−ρ1)3 + λ2
ρ2

1
(1−ρ1)2 E(S2

2).
(3.235)

Substituting the expression in (3.235) for λ2 E(B2
2,1) in the numerator of

(3.234) gives

coefficient of E(S2
1) = λ1

(1 − ρ1)
,

coefficient of E(S2
2) = λ2

(1 − ρ1)
.

Hence

E(Wq2) =
λ1

(1−ρ1)
E(S2

1) + λ2
(1−ρ1)

E(S2
2)

2 (1 − ρ1 − ρ2)

= λ1 E(S2
1) + λ2 E(S2

2)

2(1 − ρ1) (1 − ρ1 − ρ2)
, (3.236)

which agrees with the result in the literature (e.g., p. 545 in [125]).

Remark 3.34 We have used LC to derive E(Wq,1) from the integral equation
for f1(x)/, and E(Wq,2) from the integral equation for f2(x). The importance
of this approach is that we essentially have an analytic solution for the pdfs
and cdfs of wait of both priority classes. The LC analysis is in the time domain
without use of transforms. Integral equations (3.226), (3.233) can be solved
analytically in some cases; or else numerically. The LC analysis highlights
conceptual properties of the priority queue that are in common with queues
having: (1) service time depending on wait, (2) multiple Poisson inputs, (3)
server vacations. In addition, the exercise of constructing the sample paths
of wait for the different priority classes, leads to an intuitive understanding
of the model dynamics.
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3.14.7 Exponential Service

We now solve for {P0, f1(x)}x>0 in an M/M/1 queue with two priority types.
Here Si =

dis
Expμi , i = 1, 2. Substituting Bi (x) = e−μi x into (3.226) gives an

integral equation for f1(x),

f1(x) = λ1e−μ1x P0 + λ2e−μ2x P0 + λ1
∫ x

y=0 e−μ1(x−y) f1(y)dy

+λ2(1 − P0)e−μ2x .
(3.237)

We apply differential operator 〈D + μ1〉 〈D + μ2〉 to both sides of (3.237),
obtaining the second order differential equation

〈D + μ2〉 〈D + μ1 − λ〉 f1(x) = 0,

with solution
f1(x) = ae−(μ1−λ1)x + be−μ2x , x ≥ 0, (3.238)

where constants a, b are to be determined.
Letting x ↓ 0 in (3.237) and (3.238) yields

a + b = λ1 P0 + λ2. (3.239)

Taking d
dx on both sides of (3.237) and letting x ↓ 0 gives

f ′
1(0) = −λ1μ1 P0 + λ2

1 P0 + λ1λ2 − λ2μ2. (3.240)

Taking d
dx in (3.238), letting x ↓ 0, and equating to (3.240) gives

− (μ1 − λ1)a − μ2b = −λ1μ1 P0 + λ2
1 P0 + λ1λ2 − λ2μ2. (3.241)

We use (3.238) and the condition P0 + ∫∞
x=0 f1(x)dx = 1 to obtain

P0 + a

μ1 − λ1
+ b

μ2
= 1. (3.242)

We now solve the system of three Eqs. (3.239), (3.241), (3.242) for P0, a,
b to obtain
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P0 = (μ2μ1 − μ2λ1 − μ1λ2)

μ2μ1
, (3.243)

a = λ1(μ2μ
2
1 + 2μ2μ1λ1 + μ2

2μ1 − μ2λ
2
1 − μ2

2λ1 + μ2
1λ2 − μ1λ2λ1)

(−μ1 + λ1 + μ2)μ2μ1
,

(3.244)

b = λ2(μ2 − μ1)

(−μ1 + λ1 + μ2)
. (3.245)

Check on the Values of P0, a, b
We conduct a mild check (indicated by �) on the values of P0, a, b. Set λ2
= 0. The model reverts to a standard Mλ1/Mμ1/1 queue in which f (x) and
P0 are given in (3.112) and (3.113), respectively.

Substituting λ2 = 0 in (3.243), (3.244) and (3.245) yields: P0 = 1 − λ1/μ1;
a = λ1 (1 − λ1/μ1); b = 0. �

3.15 M/G/1 with Server Vacations

There are many M/G/1 server-vacation models. During a server vacation the
server is not available to serve customers. For example, vacations may start
after each service completion, or when the server becomes idle, or both. (See,
e.g., Problems 9.2 and 9.6, pp. 420–422 in [143], and see also [39] in which
consecutive vacations are connected by a Markov chain.)

Here we apply LC to a basic M/G/1 server-vacation model. Let the arrival
rate be λ and service time be S having cdf B(x), x > 0. Assume that after
each service completion the server goes on vacation for a time U having cdf
V (x), x > 0. During U the server may be doing required work after each
service. For example, a doctor updates a record after seeing each patient, a
bank teller does required paper work after serving each customer, an auto
service manager fills out forms after receiving a car for service. Consider the
virtual wait process {W (t)}t≥0 (Fig. 3.32).

Denote the complementary cdf of S + U by B ∗ V (x). An integral equa-
tion for the steady-state pdf of wait {P0, f (x)}x≥0 is

f (x) = λP0 B ∗ V (x) + λ

∫ x

y=0
B ∗ V (x − y) f (y)dy, x ≥ 0. (3.246)

In (3.246) the left side f (x) is the SP downcrossing rate of level x . On the
right side λP0 B ∗ V (x) is the SP upcrossing rate of level x , starting from



3.15 M/G/1 with Server Vacations 171

1
τ

2
τ

3
τ

4
τ

W(t)

W2

S1

S2

x

SP

0

Time

U1

U2

server unavailable
no waiting customers

server available
no waiting customers

7τ

Fig. 3.32 Sample path of {W (t)}t≥0 in M/G/1 queue with a server vacation after
each service completion

level 0. The term λ
∫ x

y=0 B ∗ V (x − y) f (y)dy is the SP upcrossing rate of
level x , starting from levels in the state-space interval (0, x).

Comparing (3.246) and (3.34) indicates that the server-vacation and stan-
dard M/G/1 models are equivalent with regard to the integral equation for the
pdf of queue wait; only the “service time” cdfs differ.

3.15.1 Probability of Zero Wait

Since the queue behaves like Mλ/G/1 with common service time S + U
with respect to the customer wait until service, then

P0 = 1 − λE(S + U ) (3.247)

provided λE(S + U ) < 1.

3.15.2 Expected Busy and Idle Period

Define the idle period I as the time interval when the server is available to start
service and no customers are waiting. Then E(I ) = 1/λ. Let Bs := time that
the server is busy serving customers, Bu := time that server is “on vacation”,
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during a “busy period” B, where B = Bs + Bu . Then B is distributed as a
regular busy period in a standard Mλ/G/1 queue with service time S + U .
Applying (3.247)

E(B) = 1 − P0

λP0
= λE(S + U )

λ(1 − λE(S + U ))
. (3.248)

Given the server is “busy”, the pairs {Si , Ui } , i = 1, 2, . . ., form an alter-
nating renewal process (Fig. 3.32). During a “busy” period, the proportion
of time the server is busy serving customers = E(S)

E(S)+E(U )
; “on vacation” =

E(U )
E(S)+E(U )

. Thus

E(Bs) = E(S)

E(S) + E(U )
· E(B), E(Bu) = E(U )

E(S) + E(U )
· E(B);

from (3.248)

E(Bs) = E(S)

1 − λE(S + U )
, E(Bu) = E(U )

1 − λE(S + U )
.

3.15.3 Number in System

Let dn denote the probability of n customers in the system just after the server
returns from vacation. Then (see Eq. (3.76) in Sect. 3.4.8)

dn =
∫ ∞

x=0

e−λx (λx)n−1

(n − 1)! f (x)dx .

Let an denote the probability that an arrival “sees” n customers in the system.
Then an = dn = Pn due to Poisson arrivals, Pn is the long-run proportion of
time there are n customers in the system.

3.15.4 M/M/1 with Server Vacations =
di s

Expν

Let V (x) = e−νx , B(x) = e−μx , x ≥ 0. Assume ν �= μ > 0. Then

B ∗ V (x) = P(S + V > x) = μe−νx − νe−μx

μ − ν
, x ≥ 0,
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and (3.246) reduces to

f (x) = λP0
μe−νx−νe−μx

μ−ν

+λ 1
μ−ν

∫ x
y=0

(
μe−ν(x−y) − νe−μ(x−y)

)
f (y)dy, x ≥ 0.

(3.249)

In (3.249), applying differential operator 〈D + ν〉〈D + μ〉 to both sides
results in the differential equation

f ′′(x) + (ν + μ − λ) f ′(x) + (νμ − λμ − λν) f (x) = 0,

with solution
f (x) = c1eR1x + c2eR2x , x ≥ 0,

where roots R1, R2 are the (negative) roots of the characteristic equation

z2 + (ν + μ − λ)z + (νμ − λμ − λν) = 0.

Applying the initial conditions f (0) = λP0, f ′(0) = λ2 P0, and the normal-
izing condition P0 + ∫∞

y=0 f (x)dx = 1 yields

c1 = λP0
λ − R2

R1 − R2
, c2 = −λP0

−R1 + λ

R1 − R2
, P0 = c1 R2 + c2 R1 + R1 R2

R1 R2
.

Busy Period
The expected values of B, Bs , Bu are

E(B) =
1
μ + 1

ν

1 − λ
(

1
μ + 1

ν

) , E(Bs) =
1
μ

1
μ + 1

ν

E(B), E(Bu) =
1
ν

1
μ + 1

ν

E(B).

Number in System
The probability that the server finds n in the system just after a vacation is
for n = 1, 2, . . .,

dn =
∫ ∞

x=0

e−λx (λx)n−1

(n − 1)!
(

c1eR1x + c2eR2x
)

dx

= 1

λ

((
λ

λ − R1

)n

c1 +
(

λ

λ − R2

)n

c2

)
,

where Ri , ci , i = 1, 2 are given above. The probability that an arrival “sees”
n customers in the system is an = dn = Pn .
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3.16 M/G/1 with Bounded Workload

We look at three M/G/1 variants with a finite barrier K > 0 on the virtual
wait (workload) process. These and related models (e.g., risk models with
a dividend barrier in actuarial science) have been discussed widely in the
literature (e.g., [78]; Example 5.5.2, p. 213 and Exercise 9.9, p. 423 in [143],
and also in [25]; M/M/c queues with bounded wait in Example 1, p. 44
in [52], and also in [54, 79, 100]; and others). They are also useful in the
proof of Proposition 9.1 in Sect. 9.4, Chap. 9 on level crossing estimation. As
K → ∞, variants 1–3 tend to a standard M/G/1 queue with infinite waiting
buffer, under mild conditions. We illustrate this property with M/M/1 in
Sects. 3.16.2, 3.16.4, and 3.16.6. In all three variants, we denote the arrival
rate by λ; the requested full service time for each arrival, by S having cdf B(x),
x > 0, B(x) = 1 − B(x), x ≥ 0; and the virtual wait (workload) process as
{WK (t)}t≥0.

3.16.1 Variant 1

All customers join the system, and all waiting times (before start of service)
are in [0, K ). Each arrival gets either full service S, or truncated service if
S causes {WK (t)}t≥0 to exceed K , i.e., customers in service must renege
if and when their total system time reaches K . We define the service time
SK due the level-K barrier, in terms of S as follows. If a customer must wait
y ≥ 0 then SK = min(S, K − y). Thus for all customers, wait + service time
≤ K . Consider a sample path of {WK (t)}t≥0 (Fig. 3.33). Let the mixed pdf

0

Time t 

x

K

Truncated service time
( )KW t

K K

Fig. 3.33 Variant 1. Sample path of {WK (t)}t≥0 in M/G/1 with bounded workload.
CK := busy cycle, BK := busy period

http://dx.doi.org/10.1007/978-3-319-50332-5_9
http://dx.doi.org/10.1007/978-3-319-50332-5_9
http://dx.doi.org/10.1007/978-3-319-50332-5_9
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of wait be
{

PK ,0, fK (x)
}

x>0. Rate balance across level x gives immediately
Eq. (3.250) for fK (x), where the left and right sides are the SP down- and
upcrossing rates, respectively:

fK (x) = λPK ,0 B(x) + λ

∫ x

y=0
B(x − y) fK (y)dy, 0 < x < K , (3.250)

PK ,0 +
∫ K

y=0
fK ,0(x)dx = 1. (3.251)

If K ∈ (0, ∞) then
{

PK ,0, fK (x)
}

x>0 exists for all values of λ > 0 (see
Sect. 2.1 in [25]). Also, [25] gives the pdf of SK and shows the important result
that E(SK ) = (1 − PK ,0

)
/λ, equivalently PK ,0 = 1 − λE(SK ). (Interest-

ingly, this is similar to P0 = 1 − λE(S) in the standard no-barrier M/G/1
queue in steady state.) If there exists M > 0 such that PK ,0 > 0 for all K
> M , and we assume λE(S) < 1 then

{
PK ,0, fK (x)

}
x>0 → {P0, f (x)}x>0

in the standard no-barrier M/G/1, since Eqs. (3.250), (3.251) would converge
to Eqs. (3.34)–(3.36).

3.16.2 Variant 1: M/M/1 Model

In the Mλ/Mμ/1 model B(x) = e−μx ; the solution of (3.250) and (3.251) is

fK (x) = λPK ,0e−(μ−λ)x , 0 < x < K ,

PK ,0 = μ − λ

μ + e−(μ−λ)K
.

⎫
⎪⎬

⎪⎭
(3.252)

If we assume λ < μ so that the no-barrier M/M/1 is stable, and let K → ∞,
then PK ,0 → 1 − λ/μ and the domain (0, K ) of fK (·), tends to (0, ∞).
This results in the solution for the standard no-barrier Mλ/Mμ/1 queue (see
formulas (3.112) and (3.113)).

3.16.3 Variant 2

Upon arrival customers balk and are cleared if their system times would
exceed K . We assume that the workload WK (t−) and the service time S of
a would-be time-t arrival are known to a “system manager” by some means.
A time-t arrival joins the system only if WK (t−) + S < K . We define the
service time SK due the level-K barrier in terms of S as follows. If a customer
must wait y ≥ 0 then
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SK =
{

S if y + S ≤ K ,

0 if y + S > K .

Customers that are allowed to join receive full service S, and depart upon
completing service. Consider a sample path of {WK (t)}t≥0 (Fig. 3.34). We
obtain via LC the integral equation for fK (x):

fK (x) = λPK ,0
(
B(x) − B(K )

)

+λ
∫ x

y=0

(
B(x − y) − B(K − y)

)
fK (y)dy, 0 < x < K ,

(3.253)

with normalizing condition PK ,0 + ∫ K
y=0 fK (x)dx = 1. In (3.253), the term

B(x) − B(K ) = P(x < S < K ) and the term B(x − y) − B(K − y)

= P(x − y < S < K − y). Using the technique in [25] for Variant 1, we can
also find in Variant 2, the pdf of SK and show that E(SK ) = (1 − PK ,0)/λ.

3.16.4 Variant 2: M/M/1 Model

In the Mλ/Mμ/1 queue with B(x) = e−μx , we obtain immediately the solution
of (3.253) for

{
PK ,0, fK (x)

}
x∈(0,K )

as a special case of the M/M/c queue with
bounded system time. (In Example 1, p. 44 in [52], we set number of servers
= 1.) We get

0

Time t 

x

( )KW t

× × × × × × ×

K

K K

Fig. 3.34 Variant 2. Sample path of {WK (t)}t≥0 in M/G/1 with bounded workload.
‘×’ indicates arrivals who balk because wait+ S > K . CK := busy cycle, BK := busy
period
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fK (x) = λeρβ PK ,0eμ(ρ−1)x (1 − βeμx )e−μβeμx
, 0 < x < K ,

PK ,0 = 1

1 + λeρβ
∫ K

x=0 eμ(ρ−1)x (1 − βeμx )e−μβeμx dx
,

⎫
⎪⎪⎬

⎪⎪⎭
(3.254)

where ρ = λ/μ, β = e−μK . The solution in (3.254) checks with the single-
server Markovian result obtained in [78], and is more complex than the solu-
tion (3.252) for variant 1.

If K → ∞ then β ↓ 0. Additionally, if λ < μ then (3.254) becomes

f (x) = λP0e−(μ−λ)x , x > 0, P0 = 1 − λ

μ
,

as in the standard no-barrier M/M/1 queue.

3.16.5 Variant 3

All arrivals that “see” a wait < K join the system and receive full ser-
vice S. Some of these service tines will cause jumps that upcross level
K (Fig. 3.35). (In variant 3 we call level K a threshold rather than a bar-
rier, because sample-path conditions switch at level K .) Arrivals that “see”
a wait > K , are blocked from joining, and are cleared. (Effectively, they
balk upon arrival. With respect to the arrival-point waiting time Variant 3
is identical to M/G/1 with reneging/balking and having a staying function

0

Time t 

x

( )KW t

× × × ×

K

× ×
KK

Fig. 3.35 Variant 3. Sample path of {WK (t)}t≥0 in M/G/1 with threshold at level K .
‘×’ indicates arrivals who balk because WK (·) > K upon their arrival. CK := busy
cycle, BK := busy period
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R(y) = 1 · I [0,k) (Wι) + 0.I [k,∞) (Wι), where Wι := arrival-point wait …
see Fig. 3.35 and Sect. 3.13, which analyzes the renege/balk M/G/1 queue.
We define the service time SK due to the level-K threshold, in terms of S as
follows. If a customer must wait y then

SK =
{

S if y ∈ [0, K ) ,

0 if y ∈ [K , ∞) ,

which may be written as SK = S · I [0,k) (Wι) + 0.I [k,∞) (Wι), where I A(·)
is the characteristic function of set A.

We denote the mixed pdf of wait as
{

PK ,0, fK ,i (x)
}

i=0,1 where the domain
of fK ,0(x) is (0, K ) and the domain of fK ,1(x) is [K , ∞). Using LC we can
write integral equations for fK ,i (x), i = 1, 2, by inspection of Fig. 3.35, as
follows.

fK ,0(x) = λPK ,0 B(x) + λ
∫ x

y=0 B(x − y) fK ,0(y)dy, x ∈ (0, K ) ,

fK ,1(x) = λPK ,0 B(x) + λ
∫ K

y=0 B(x − y) fK ,0(y)dy, x ∈ [K , ∞) ,

PK ,0 + ∫ K
y=0 fK ,0(x)dx + ∫∞

x=K fK ,1(x)dx = 1.

⎫
⎪⎪⎪⎬

⎪⎪⎪⎭

(3.255)
We infer from Fig. 3.35 and Theorem 1.1, the continuity condition at K

fK ,1(K +) = fK ,0(K −), (3.256)

noting limt→∞ Dt (x)/t = limt→∞ Dt (x−)/t , and there are no SP tangents
at level K . (Contrast this property with that at level D in M/D/1 where there
is a discontinuity; see Proposition 3.9 Part (2) in Sect. 3.10.1.)

Expected Sojourn Above Level K
Let γK := excess of a jump over level K , aK := sojourn above level K .
Then aK = γK , and E(aK ) = E(γK ). Let FγK (z) := P(γK ≤ z), z > 0. Two
different expressions for limt→∞ Ut (K + z)/t are

(
1 − FγK (z)

)
fK ,0(K −)

and λPK ,0 B(K + z) + λ

∫ K

y=0
B(K + z − y) fK ,0(y)dy.

In the first expression fK ,0(K −) is the upcrossing rate (also the downcrossing
rate) of level K , and 1 − FγK (z) is the upcrossing rate of level K + z given
the SP upcrosses level K . The second term is the upcrossing rate of level
K + z due to upward jumps that start in [0, K ). Thus

http://dx.doi.org/10.1007/978-3-319-50332-5_1
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1 − FγK (z) = λPK ,0 B(K + z) + λ
∫ K

y=0 B(K + z − y) fK ,0(y)dy

fK , 0(K −)

= λPK ,0 B(K + z) + λ
∫ K

y=0 B(K + z − y) fK ,0(y)dy

λPK ,0 B(K ) + λ
∫ K

y=0 B(K − y) fK ,0(y)dy

and
E(aK ) = E(γK ) = ∫∞

z=0

(
1 − FγK (z)

)
dz

= ∫∞
z=0

[
λPK ,0 B(K+z)+λ

∫ K
y=0 B(K+z−y) fK ,0(y)dy

λPK ,0 B(K )+λ
∫ K

y=0 B(K−y) fK ,0(y)dy

]
dz.

(3.257)

Using the technique in [25] for Variant 1, we can also find in Variant 3, the
pdf of SK and show that E(SK ) = (1 − PK ,0)/λ.

3.16.6 Variant 3: M/M/1 Model

Setting B(x) = e−μx in (3.255), and solving by converting to differential
equations, gives

fK ,0(x) = λPk,0e−(μ−λ)x , x ∈ (0, K ) ,

fK ,1(x) = λPk,0e−(μx−λK ), x ∈ [K , ∞) ,

PK ,0 = 1
1+ λ

μ−λ (1−e−(μ−λ)K )+ λ
μ e−(μ−λ)K .

⎫
⎪⎪⎪⎬

⎪⎪⎪⎭
(3.258)

In (3.258) if x > (λK ) /μ then μx − λK > 0 and
∫∞

x=K fK ,1(x)dx is finite.
If additionally λ < μ then as K → ∞ the denominator of PK ,0 → 1

1+λ/(μ−λ)

= 1 − λ/μ, which is P0 in the no-threshold M/M/1 queue. Also fK ,0(x) →
λP0e−(μ−λ)x , x ∈ (0, ∞) which is f (x), x > 0 in the no-threshold M/M/1
queue.

From (3.257), E(aK ) = ∫∞
z=0 e−μzdz = 1/μ.

3.17 Generalized Beneš Series for PDF of Wait

In this Section we use LC to generalize the Beneš series for the pdf of wait
in M/G/1 (see formula (3.71) in Sect. 3.4.5). We use LC, the busy-period
structure (Fig. 3.6 in Sect. 3.4.12), the multiplicative structure (Fig. 3.36), and
the renewal reward theorem (see references following Eq. (3.79)) to develop
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a series for the pdf of wait (Wq). Combining LC and the renewal reward
theorem facilitates creating more general series for the pdf of Wq in MG/1
variants as well. We illustrate the more generalized series in an M/G/1 model
where zero-wait arrivals receive exceptional service (see Sect. 3.6.1).

3.17.1 Model Description

The arrival rate is λ. Zero-wait arrivals (initiators of busy periods) receive
service time S0. Positive-wait arrivals receive service time S1 (�=dis S0). We
denote: the cdf of Si as Bi (x), x > 0, Bi (x) = 1 − Bi (x), x ≥ 0, i = 0, 1;
the steady-state pdf of wait as {P0, f (x)}x>0; the limiting excess of Si as
γSi ;; the pdf of γSi by gi (x), x ∈ (0, ∞)∩(domain of Si ). It is well known
that gi (x) = (1/E(Si )) Bi (x), i = 0, 1 (see Example 7.24, p. 453 in [125] ;
formula (6.2), p. 193 in [99]). Also ρi := λE(Si ), i = 0, 1.

Examining a busy period of the virtual wait process {W (t)}t≥0 (Fig. 3.36)
and applying LC rate balance across level x (>0), yields Eq. (3.143) of
Sect. 3.6.1 (repeated here for handy reference)

f (x) = λP0 B0(x) + λ

∫ x

y=0
B1(x − y) f (y)dy, x > 0. (3.259)

Integrating both sides of (3.259) with respect to x ∈ (0, ∞) and simplifying
leads to formula (3.144) for P0, whose form implies P0 ∈ (0, 1) iff ρ1 < 1.

W(t)

Gen-1

Time

0S

1S
1S 1S

Level x

1S
Gen-2 SBP

Gen-3 SBP
Gen-5 SBP

Gen-4 SBP

Gen-3 SBP

0

Fig. 3.36 Multiplicative structure of B of {W (t)}t≥0 for Beneš series analysis. Each
arrival generates the initial jump of a B or sub-busy period (SBP). Initial jumps of
all busy/sub-busy periods account for all arrivals (Gen := generation)
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3.17.2 Applying the Renewal Reward Theorem

Consider the gen-1 (abbreviation for generation-1) busy period B in Fig. 3.36.
Fix level x > 0. Let: E(Ugen-k (x)) := E(number of upcrossings of x by gen-
k initiated jumps in B); E(Ugen-k,t (x)) := E(number of upcrossings of x by
gen-k initiated jumps during (0, t)). Then

E(Ugen-1 (x)) = 1 × B0(x); E(C) = 1/ (λP0)

(for E(C) see formula (3.81) in Sect. 3.4.10). All jumps during C (busy cycle)
occur during its embedded B. By the renewal reward theorem, the long-run
upcrossing rate of x due to gen-1 busy period initiated jumps is

limt→∞ Ugen-1,t (x)

t
= E(Ugen-1 (x))

E(C)

= B0(x)
1/(λP0)

= λP0 B0(x) = P0ρ0g0(x).

(3.260)

A similar analysis of gen-2 sub-busy period initiated upcrossings of x gives

E(Ugen-2 (x)) = λE(S0)

∫ x

y=0
B1(x − y)g0(y)dy,

since E(number of gen-2 jumps during C – same as number in B) = λE(S0).
Thus

E(Ugen-2 (x)) = (1/μ1)λE(S0)

∫ x

y=0
μ1 B1(x − y)g0(y)dy

= (1/μ1)ρ0
(
g1(1) ∗ g0

)
(x).

By the renewal reward theorem

limt→∞ Ugen-2,t (x)

t = E(Ugen-2(x))

E(C)

= (1/μ1)ρ0(g1(1)∗g0)(x)

1/(λP0)
= P0ρ0ρ1

(
g1(1) ∗ g0

)
(x),

(3.261)

where
(
g1(1) ∗ g0

)
(x) =

∫ x
y=0 g1(1)(x − y)g0(y)dy.
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Similarly, for gen-3 sub-busy period initiated upcrossings of x ,

E(Ugen-3 (x)) = (λE(S1)) (λE(S0))
∫ x

y=0 B1(x − y)
(
g1(1) ∗ g0

)
(y)dy

= (1/μ1) (λE(S1)) (λE(S0))
∫ x

y=0 μ1 B1(x − y)
(
g1(1) ∗ g0

)
(y)dy

= (1/μ1) ρ0ρ1
(
g1(2) ∗ g0

)
(x);

the factor λE(S1) occurs because each gen-2 sub-busy period initiated jump
is =

dis
S1—the initial service time of a gen-3 sub-busy period. By the renewal

reward theorem

limt→∞ Ugen-3,t (x)

t
= E(Ugen-3 (x))

E(C)

= (1/μ1) ρ0ρ1
(
g1(2) ∗ g0

)
(x)

1/ (λP0)
= P0ρ0ρ

2
1

(
g1(2) ∗ g0

)
(x), x > 0.

Similar reasoning for gen-k sub-busy period initiated upcrossings of x ,
yields

limt→∞ Ugen-k,t (x)

t
= E(Ugen-k (x))

E(C)

= P0ρ0ρ
k−1
1

(
g1(k−1) ∗ g0

)
(x), k = 1, 2, . . . ,

(3.262)

where g1(k−1)(·) is the (k − 1)-fold self-convolution of g1(·), and g1(0) ≡ 1.
The principle of rate balance across level x gives

limt→∞ Dt (x)
t =∑∞

k=1
limt→∞ Ugen-k,t (x)

t , x > 0,

f (x) = P0ρ0
∑∞

k=1 ρk−1
1

(
g1(k−1) ∗ g0

)
(x), x > 0,

(3.263)

upon applying formula (3.262). In (3.263) the right side is the total upcrossing
rate of level x ; term 1 is the upcrossing rate of x due to gen-1 busy period
initiated jumps, and term k is the upcrossing rate of x due to gen-(k − 1)

sub-busy period initiated jumps, k = 2, 3, . . ..

3.17.3 LC Equation for {P0, f (x)}x≥0 via a Series

In (3.263) term k is the SP upcrossing rate of level x due to the gen-k busy/sub-
busy period initiated jumps, where

(
g1(0) ∗ g0

)
(x) ≡ g0 (x). From Fig. 3.36
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every arrival is the initiator of some gen-1 busy period or some gen-k sub-busy
period, k = 2, 3, . . . Hence, the initial jumps of all the gen-k busy/sub-busy
periods, k = 1, 2, . . ., account for all arrivals to the system. In (3.263) the left
and right sides are the SP down- and upcrossing rates of level x , respectively.
Hence, (3.263) is an alternative way of viewing the LC balance equation for
f (x). Due to the geometric factors ρk−1

1 , k = 1, 2, . . . , (ρ1 < 1), the series
converges geometrically fast, to f (x). Formula (3.263) is a series solution of
the standard Volterra integral equation for the pdf given by (3.259). More-
over, because (3.263) is the sum of gen-k initiated upcrossing rates of level x ,
(3.263) is an alternative LC equation for {P0, f (x)}x>0. (In fact, the right side
of (3.259) is the series expansion of the integral in (3.259)). Interestingly, we
now have a geometric/physical interpretation of each term via LC. By com-
puting or approximating the convolutions

(
g1(k−1) ∗ g0

)
(x), k = 1, 2, . . .,

we can quickly estimate f (x) by summing the first N appropriate terms of
(3.263).

In the standard M/G/1 queue, g0(x) ≡ g1(k−1)(x) and the series (3.263)
simplifies to the well-known Beneš series (3.71) (see [8]; formula (5.111), p.
201 in [104]).

Example 3.12 In M/M/1 where zero-wait arrivals get exceptional service
gi (y) = μi e−μi y , and E(Si ) =1/μi , ρi = λ/μi , i = 0, 1. Then

g0(y) = e−μ0 yμ0 ≡ g1(0), g1(k−1)(y) = e−μ1 y (μ1 y)k−2 μ1

(k − 2)! , k = 2, 3, . . . ,

so that
(
g1(k−1) ∗ g0

)
(x)

=
⎧
⎨

⎩

e−μ0xμ0, k = 1,

∫ x
y=0

e−μ1(x−y)(μ1(x−y))k−2μ1
(k−2)! · e−μ0 yμ0dy, k = 2, 3, . . .

(3.264)

where k − 2 := (k − 1) − 1 (see formula (3.39) for the pdf of Erlk,μ). Sub-
stituting from (3.264) into (3.263) gives the first term of the series as

P0ρ0e−μ0xμ0 = P0λe−μ0x .
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The sum of the subsequent terms of the series is

P0ρ0
∑∞

k=2 ρk−1
1

∫ x
y=0

e−μ1(x−y)(μ1(x−y))k−2μ1
(k−2)! · e−μ0(y)μ0dy

= P0ρ0e−μ1x
∫ x

y=0 λμ0eμ1 y ·∑∞
k=2

(λ(x−y))k−2

(k−2)! · e−μ0 ydy

= P0ρ0e−μ1x
∫ x

y=0 λμ0eμ1 y · eλ(x−y) · e−μ0 ydy

= P0ρ0λμ0e−(μ1−λ)x
∫ x

y=0 e(μ1−λ−μ0)yd ẏ

= P0λ
2 e−μ0x−e−(μ1−λ)x

μ1−λ−μ0
.

Summing all the terms gives

f (x) = P0λe−μ0x + P0λ
2 e−μ0x − e−(μ1−λ)x

μ1 − λ − μ0

= P0

( −λ2

μ1 − λ − μ0
e−(μ1−λ)x + λ (μ1 − μ0)

μ1 − λ − μ0
e−μ0x

)
,

P0 = μ1 − λ

μ1 − λ − μ0
,

which is identical to formulas (3.148) and (3.149) in Sect. 3.6.1, which were
obtained by converting an integral equation to a differential equation, solv-
ing the latter, and then using initial conditions to obtain the constants of
integration.

The foregoing example illustrates important properties of the level crossing
method.

1. We can partition the sample-path jumps of {W (t)}t≥0 into subsets, such
as jumps that initiate generation-k sub-busy periods, in order to obtain
new views of the queueing kinetics directly from the structure of the
sample path. In this Section the partition into gen-k jumps results in a
generalization of the Beneš series for M/G/1.

2. Once the convolutions in the series are specified, it is straightforward in
many cases to derive the pdf f (x), x > 0. Comparing the above example
with the solution method for f (x), x > 0 in Sect. 3.6.1 shows that the
LC-derived generalized Beneš series approach is more straightforward,
and computes the coefficients of e−(μ1−λ)x and e−μ0x directly without
resorting to differential equations and using initial conditions.

http://dx.doi.org/10.1007/978-3-319-50332-5_3
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3.17.4 Brief Discussion

We have indicated how to apply LC to derive transient and steady-state prop-
erties of the waiting time in several M/G/1 and M/M/1 queues, emphasizing
steady-state results. Many of the LC-derived properties have been obtained
in the literature by different methods, but some properties and results given
in Chap. 3 are new.

A vast array of additional models and variants have been analyzed using
LC, since 1976. For example, M/G/1 queues with Markov-generated server
vacations [39] generalizes the standard M/G/1 server-vacation model. The
vacation time following a service completion depends on the length of the
immediately preceding vacation, via a Markov chain. Such dependency arises
in many situations. A teller in a bank may do paper work following each
service. After the next service completion, the paper work required may
depend on the quality and quantity of the paperwork completed during the
preceding vacation. Similar remarks apply to workers who write a report
after completing a service, e.g., medical practitioners after seeing a patient;
dentists after treating a patient; repairmen after completing a job; salesmen
after completing a sale; and so forth.

Variants of the M/G(a,b)/1 queue with bulk service were analyzed using
LC in [20, 93]. The model utilizes a two-dimensional state {W (t), M(t)}t≥0
where W (t) is the virtual wait. Random variable M(t) is discrete; it represents
at time t , the number of ‘customers in the waiting line confirmed’ to form
a service group, where M(t) ∈ {a, . . . , b} and b is the maximum service-
group size. M(t) is called the system configuration, which is explained for
M/M/c queues in Sects. 4.4 and 4.5 in Chap. 4. The idea of system configu-
ration was introduced by the author in [11] (see also Sect. 2 in [52]). System
configurations are very useful in many stochastic models, by giving the LC
method much flexibility for modelling various situations (see, e.g., the effec-
tive system configuration due to L. Green in [38]). A system configuration
introduces sufficient detailed information, to make a model Markov ian. Cre-
ating a useful system configuration requires thinking through the system
dynamics carefully.

http://dx.doi.org/10.1007/978-3-319-50332-5_3
http://dx.doi.org/10.1007/978-3-319-50332-5_4
http://dx.doi.org/10.1007/978-3-319-50332-5_4
http://dx.doi.org/10.1007/978-3-319-50332-5_4


Chapter 4
M/M/c Queue

4.1 Introduction

In Sect. 4.2 below we prove a useful general result (which we call Theorem
B) about SP transitions. This theorem facilitates the analysis of transient
distributions of state variables, and will be applied variously in the sequel.

Sections 4.3–4.5 explain the sample-path structure and dynamics of the
generalized M/M/c queue. In the generalized model the SP can make a tran-
sition between disjoint state-space sets (called pages or sheets). Geometri-
cally, sheets are analogous to a package of sheets of paper, cards in a deck, or
pages of a book. They form a discrete number of disjoint subsets of the state
space, not connected by a continuous segment of the sample path. (We can
also model complex single-server queues using the method of sheets (aka
method of pages) (see, e.g., [39, 53, 93]). The method of sheets provides
LC with great flexibility to analyze different types of stochastic models: e.g.,
queues; dams (see Sect. 11.8); inventories; production-inventories; actuarial
risk models, replacement models; models in the natural sciences, etc.

Sections 4.6.1–4.6.9 develop equations for transient and steady-state pdfs
of wait in the generalized M/M/c model. Sections 4.7–4.12 provide steady-
state analyses of M/M/c variants using LC. In particular, Sect. 4.8 derives
known results for the standard M/M/c queue as a special case of the general-
ized model. The remaining Sections of the Chapter study variants of M/M/c
queues. All Sections provide empirical background for potentially novel ap-
plications of LC.

© Springer International Publishing AG 2017
P.H. Brill, Level Crossing Methods in Stochastic Models,
International Series in Operations Research & Management Science 250,
DOI 10.1007/978-3-319-50332-5_4

187

http://dx.doi.org/10.1007/978-3-319-50332-5_11


188 4 M/M/c Queue

4.2 Theorem B for Transient Analysis

We state and prove Theorem B. This straightforward theorem facilitates the
transient analyses of a variety of stochastic models.

4.2.1 Theorem B

We first give a fundamental generalization of Theorems 3.1 and 3.2 of Chap. 3,
which is useful for LC derivations of integro-differential equations for tran-
sient distributions in general.

Let {X (t)}t≥0 denote a sample path of a general stochastic process with
state space S. Let A, B be arbitrary measurable subsets of S. Denote the tran-
sient probability P(X (t) ∈ A) at instant t by Pt (A), t ≥ 0. Let Pt1,t2(A, B)
be the joint probability P(X (t1) ∈ A, X (t2) ∈ B) at instants t1, t2 ≥ 0. Let
It (A) be the number of SP entrances and Ot (A) the number of SP exits of
A, during (0, t) (see Fig. 2.7). Assume the derivatives

∂

∂t
Pt (A),

∂

∂t
E(It (A)),

∂

∂t
E(Ot (A))

exist for all t > 0. Both

∂

∂t
E(It (A)) > 0 and

∂

∂t
E(Ot (A)) > 0

hold wherever the derivatives exist, since It (A) and Ot (A) are counting
processes which increase (wide sense, i.e., not strictly; they may be step
functions) as t increases. The following useful result holds.

Theorem 4.1 Theorem B (P.H. Brill, 1983)

E(It (A)) = E(Ot (A)) + Pt (A) − P0(A) (4.1)

∂

∂t
E(It (A)) = ∂

∂t
E(Ot (A)) + ∂

∂t
Pt (A). (4.2)

Proof We give two proofs in order to develop intuition about the result.
Proof 1: This proof is similar to that of Theorems 3.1 and 3.2 in Sect. 3.2.3

above. We make the correspondence:

A ↔ (−∞, x], It (A) ↔ Dt (x), Ot (A) ↔ Ut (x),

Pt (A) ↔ Ft (x), t ≥ 0, Pt1,t2(A, A) ↔ Ft1,t2(x, x), t1, t2 ≥ 0.

http://dx.doi.org/10.1007/978-3-319-50332-5_3
http://dx.doi.org/10.1007/978-3-319-50332-5_3
http://dx.doi.org/10.1007/978-3-319-50332-5_2
http://dx.doi.org/10.1007/978-3-319-50332-5_3
http://dx.doi.org/10.1007/978-3-319-50332-5_3
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SP down- and upcrossings of level x are entrances and exits of sets (Defi-
nitions 2.2–2.5). Note that

It (A) − Ot (A) = +1 ⇐⇒ X (0) ∈ Ac, X (t) ∈ A,

It (A) − Ot (A) = −1 ⇐⇒ X (0) ∈ A, X (t) ∈ Ac,

It (A) − Ot (A) = 0 ⇐⇒ X (0) ∈ A, X (t) ∈ A

or X (0) ∈ Ac, X (t) ∈ Ac.

We thus obtain the following values and corresponding probabilities:

It (A) − Ot (A) Probability
+1 P0,t (Ac, A) = Pt (A) − P0,t (A, A)
−1 P0,t (A, Ac) = P0(A) − P0,t (A, A)

0 1 − Pt (A) − P0(A) + 2P0,t (A, A)

Taking the expected value E(It (A) − Ot (A)) and then the derivative
∂
∂t E(It (A) − Ot (A)) yields (4.1) and (4.2).
Proof 2: Fix t ≥ 0. The probability of the sure event S is

Pt (S) = Pt (A ∪ Ac) = Pt (A) + Pt (Ac) = 1.

Consider Pt1,t2(A, S). Events {X (t1) ∈ A} and {X (t2) ∈ S} are independent
for every 0 ≤ t1 
= t2. Knowledge that {X (t1) ∈ A} has occurred, does not
effect the probability of event {X (t2) ∈ S}, which is Pt2(S) = 1, and vice
versa. Similarly, the events {X (t1) ∈ S} and {X (t2) ∈ B} are independent.
Note that S = A ∪ Ac = B ∪ Bc. Hence

Pt1(A) = Pt1,t2(A,S) = Pt1,t2(A, B ∪ Bc),

Pt2(B) = Pt1,t2(S, B) = Pt1,t2(A ∪ Ac, B),

}

or
Pt1(A) = Pt1,t2(A, B) + Pt1,t2(A, B

c),

Pt2(B) = Pt1,t2(A, B) + Pt1,t2(A
c, B).

}
(4.3)

The possible values of It (A) − Ot (A) and corresponding joint probabilities
at time points t1 = 0 and t2 = t > 0 are:

It (A) − Ot (A) Probability
0 P0,t (A, A) + P0,t (Ac, Ac)

+1 P0,t (Ac, A)
−1 P0,t (A, Ac)

(4.4)

http://dx.doi.org/10.1007/978-3-319-50332-5_2
http://dx.doi.org/10.1007/978-3-319-50332-5_2
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Taking the expected value of It (A) − Ot (A) in (4.4) yields

E (It (A) − Ot (A)) = P0,t (Ac, A) − P0,t (A, Ac)

= P0,t (Ac, A) + P0,t (A, A)

− (P0,t (A, A) + P0,t (A, Ac))

= Pt (A) − P0(A),

which gives (4.1). Taking ∂/∂t in (4.1) yields (4.2). �

Remark 4.1 Theorem B also applies to multi-dimensional processes with
state space S ⊆ R

n , n = 2, . . ., whose states are described by more than one
continuous random variable. (Note: The symbol R denotes the set of real
numbers.) We analyze two multi-dimensional inventory models in steady
state, in Chap. 7.

4.3 Generalized M/M/c Queue

Customers arrive at an M/M/c queue in a Poisson stream at rate λ. There
is one waiting line and c servers. Arrivals start service from the first avail-
able server, in order of arrival. We assume that for each arrival, the service
time is exponentially distributed with rate selected from a nonempty set µ =
{μ0, . . . ,μJ } of J + 1 positive constants, depending on a server-assignment
policy specified for the model; this allows service rates to be state dependent.
Thus the standard M/M/c queue is a special case (see Sect. 4.8 below; p. 66ff
in [84]).

For the generalized M/M/c queue we use a ‘partition/synthesis’ technique.
We partition the state space into zero-wait and positive-wait states, and an-
alyze the partitioned states to obtain ‘partial’ pdfs of the waiting time using
LC. Then we synthesize those results to obtain the ‘total’ pdf of the waiting
time, and related quantities of interest.

We next discuss: virtual wait; server workload; system configuration; the
system point process (SP process); and give examples. (References for this
section are [11] and [52], and others cited below.)

4.3.1 Virtual Wait and Server Workload

Notation 4.2 In the remainder of Sect. 4.3 we use two symbols for customers
arriving to the system, depending on the context. (1) C (t) denotes a would-

http://dx.doi.org/10.1007/978-3-319-50332-5_7
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be (potential) time-t arrival, t ≥ 0. (2) Ca,t denotes an actual time-t arrival,
that arrives at t−.

Let C(t) be a would-be (potential) time-t arrival to the system, t ≥ 0. Let
Ri (t) denote the (remaining) workload (in time units) at instant t ≥ 0, of
server i , i = 1, . . . , c (server numbering is arbitrary). Let {W (t)}t≥0 be the
virtual wait process. The random variable W (t) is the would-be wait required
by C(t) measured from time t until the start of service of C(t). Thus W (t)
= mini=1,...,c {Ri (t)} , t ≥ 0. We assume: sample paths of {W (t)}t≥0 and of
{Ri (t)}t≥0 are right continuous and have left limits; the model parameters are
such that the steady state exists (condition relaxed for the transient analysis
in Sects. 4.6.1–4.6.8 below).

Remark 4.2 In M/M/c (c ≥ 2), virtual wait 
= system workload. The system
workload at time t is

∑c
i=1 Ri (t).

Since Ca,t is an actual time-t arrival to the system, that arrives at t−, Ca,t ’s
wait is W (t−) before starting service, from some server i∗t . If R j (t−) = 0 for
some server j , then W (t−) = 0, and i∗t is one of the idle servers at t

_
. For

zero-wait arrivals, server i∗t is selected from the idle servers according to the
model’s server-assignment policy (e.g., randomly, or by server number, etc.).
If Ri (t−) > 0, i = 1, . . . , c, then W (t−) > 0, and Ca,t will start service from
server i∗t at instant t + W (t−) if i∗t has the minimum workload among the c
occupied servers at t− (further explained in Sect. 4.4 below).

4.3.2 Sample Paths of Workload and Virtual Wait

In some models, sample paths of Ri (t), i = 1, . . . , c, are useful for the overall
analysis. We now outline how to construct a sample path of each Ri (t), t ≥ 0,
i = 1, . . . , c. (Refer to Fig. 4.1, which depicts sample paths for a special case
of generalized M/M/c with c = 2.) Without loss of generality, assume the
system is empty at t = 0. Then Ri (t) = 0, i = 1, . . . , c, from t = 0 until the
first arrival instant (C1). A new arrival (C2) starts service from a server i∗ and
Ri∗(·) jumps upward to the ordinate =

dis
Expμi∗ , where μi∗ ∈ µ. Ri∗(·), then

decreases steadily with slope = −1 as service progresses.
Eventually all c servers become occupied simultaneously (just after C2

arrives). Let t1 := min{t |all c servers are occupied}. If the next customer Cτ

arrives at time τ > t1 before any further service completion, then Cτ is the
sole customer waiting to start service at time τ (C3). Cτ ’s server will be i∗τ
if Ri∗τ (τ

−) = mini=1,...,c
{

Ri (τ
−)
} := W (τ−) (virtual wait). The workload
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Fig. 4.1 Sample paths
of R j (t), j = 1, 2, and
W (t), t ≥ 0 in M/M/2.
Cn , n = 1, 2, …, denote
customers at successive
arrival instants

1R (t)

2R (t)

W(t)

Time

1C

2C 3C

4C

5C

Ri∗τ (τ
−) jumps upward by Cτ ’s service time si∗τ =

dis
Expμi∗τ , where μi∗τ ∈ µ.

Thus Ri∗τ (τ ) = Ri∗τ (τ
−) + si∗τ = W (τ−) + si∗τ . For all other servers, Ri (τ ) =

Ri (τ
−), i 
= i∗τ . Subsequently W (τ ) = mini=1,...,c {Ri (τ )}.

The next arrival that “sees” at least one idle server (C4), will cause the
{W (t)}t≥0 to evolve similarly. The next arrival that finds all servers busy will
be assigned to that server which has minimum workload (C5) and so forth.
If arrivals find several customers waiting in line, the dynamics are similar to
the case ‘all servers busy’ (described in Sect. 4.4 below).

4.3.3 Distinguishable Servers

When tracking server workloads, we regard the servers as distinguishable
(Fig. 4.1). However, we are often interested in the statistical properties of the
entire system, rather than the processing of each individual customer, or the
action of a particular server. Here we analyze the system by constructing
a sample path of {W (t)}t≥0 generated according to the model’s prescribed
probability laws for the service and interarrival times, and operational poli-
cies.

Suppose we can keep track of the c server workloads in continuous time.
Then we could assign a ‘ticket’ to each arrival, which points to its up-coming
server, identified because it has the minimum workload at the arrival instant.
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This procedure distributes theoretical waiting lines to the c servers, although
there is only one physical waiting line in the waiting room.

4.3.4 Indistinguishable Servers

In many M/M/c models, it is not necessary to construct sample paths of the
server workloads {Ri (t)}t≥0, i = 1, . . . , c, in order to construct a sample path
of {W (t)}t≥0. It suffices to regard the servers as indistinguishable. Then it
is not necessary to track individual server workloads. To analyze important
statistical properties of the model, it is sufficient to track directly the virtual
wait W (t) := mini=1,...,c {Ri (t)}. Thus we utilize what we call the system
configuration (Sect. 4.4).

4.4 System Configuration

In generalized M/M/c, assume a ‘system manager’ knows the up-coming
target server i∗t to be occupied at instant t + W (t−) by a would-be time-t
arrival, denoted by C(t) (i.e., the manager knows the server having minimum
workload at time t). Let M(t) := system configuration at time t . The process
{M(t)}t≥0 tracks the service rates of the c − 1 servers other than i∗τ . We
assume that the model specifies J + 1 possible exponential service rates: µ
= {μ0,μ1, . . . ,μJ }. Each arrival is assigned a service rate selected from the
set µ. Recall that if t is not an arrival instant, sample-path right continuity
implies W (t−) = W (t).

Definition 4.1 The system configuration M(t) is a J + 1 vector of server
occupancy numbers m j ≥ 0, namely M(t) = (m0, . . . ,m J ), where m j :=
number of servers having service rate μ j ∈ μ, among the c − 1 servers
other than i∗t at t + W (t−).

Definition 4.2 The set of all possible configurations is denoted by M =
{m|m = (m0, . . . ,m J )}.

For each configuration m ∈ M, 0 ≤∑J
j=0 m j ≤ c − 1; C(t) would

start service at instant t + W (t−) and would be assigned a service rate
μt (W (t−),m) ∈ µ, which nay be a function of three variables: t , W (t−),
and m. That is

(t, W (t−),m) → μ j ∈ µ, for some j = 0, . . . , J .
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Remark 4.3 In various models, the service rate μt (·, ·) may also depend
on other variables as well. It may be selected randomly from the set µ.
Additionally, the number of possible service rates in µ may be countable.

4.4.1 Inter Start-of-service Depart Time St

In generalized M/M/c a key random variable is the time-t ‘look-ahead’ in-
ter start-of-service depart time, denoted by St . For example, let the state
(W (t−), M(t−)) be (x,m) when customer Ca,t arrives. Then Ca,t ’s re-
quired wait before starting service is x ≥ 0 and the configuration is m. If
0 ≤∑J

i=0 m j ≤ c − 1 then x = 0 and Ca,t starts service immediately by one
of the idle servers. If

∑J
i=0 m j = c − 1 there are two possibilities for x . If

x = 0 then Ca,t starts service immediately by the single idle server. If x >

0 then Ca,t waits time x before starting service by the first available server
thereafter. Just after Ca,t starts service at time t + x all c servers will be
occupied.

Definition 4.3 The inter start-of-service depart timeSt is the time measured
from t + x (start of Ca,t ’s service time) until the first departure from the
system after t + x . In other words St := time from the start of service of
Ca,t until the first departure from the system thereafter.

Importantly,

St =
dis

min
{
Expm0μ0

, . . . ,Expm J μJ
,Expμt (W (t−),m)

}
,

which is the minimum of
∑J

i=0 m j + 1 (= c) independent exponential r.v.s.
Among these, m j servers have rate μ j , j = 0, . . . , J , and one server has rate
μt (x,m) (assigned to C a,t ). Thus St =

dis
Expνt where νt =

∑J
j=0 m jμ j +

μt (x,m).
An important aspect of the forgoing definition of system configuration and

use of St when W (t−) > 0, is that once all c servers are occupied, the prob-
ability distribution of St is independent of future arrivals to the system. That
is, the set of active servers functions like a separate sub-system until the first
departure thereafter, mindful of the memoryless property of the exponential
service times. Although the concept ‘system configuration’ may appear ‘dif-
ferent’, it is straightforward to apply when developing model equations for
the pdf of the waiting time in complex M/M/c queues (see, e.g., pp. 80–97
in [11], and also in [38, 52, 53]).
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4.4.2 Number of Configurations

Let (W (t), M(t)) = (x,m) (see Definition 4.1 above). Looking ahead to t +
W (t), assume m = (m0, . . . ,m J ) is such that

J∑
j=0

m j = k, 0 ≤ k ≤ c − 1.

The servers are considered to be indistinguishable (as in subsequent models
in this monograph, unless otherwise noted). We track only the number of
servers occupied with service rate μ j ∈ µ, j = 0, . . . , k.

The number of possible configurations such that exactly k servers are
occupied, is the number of non-negative integer solutions of the equation

m0 + · · · + m J = k.

It is the same as the number of ways of distributing k indistinguishable balls
in J + 1 distinguishable cells, namely

(J+k
J

)
=
(J+k

k

)
(see Lemma, p. 36,

Chap. II in [73]). Thus, the total number of possible configurations is

c−1∑
k=0

(
J + k

J

)
=
(

J + c

J + 1

)
=
(

J + c

c − 1

)
. (4.5)

The first equality in (4.5) is readily proved by induction.

Example 4.1 Consider an M/M/c queue with c = 3 and J = 2, so that
µ = {μ0,μ1,μ2}. If a potential arrival C(t) finds the system empty, then
(W (t), M(t)) = (0, (0, 0, 0)); thus mi = 0, i = 0, 1, 2. C(t) would wait zero
and “see” zero servers occupied, (0, 0, 0). The number of solutions of m0 +
m1 + m2 = 0 is

(J+0
J

)
=
(2

2

)
= 1. C(t) would wait W (t−) = 0 and start service

from one the three unoccupied servers, per the server-assignment policy.
If C(t) would find one customer in the system (one occupied server), then

W (t−)= 0 and the configuration that C(t) would “see” is one of three possible
vectors

M(t−) ∈ {(1, 0, 0), (0, 1, 0), (0, 0, 1)}.
The number of solutions of m0 + m1 + m2 = 1 is

(J+1
J

)
=
(3

2

)
= 3. C(t)

would start service from one of the two unoccupied servers, per the server-
assignment policy.

If C(t) would find two customers in the system, then W (t−) = 0 and the
configuration that C(t) would “see” is one of six possible vectors
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M(t−) ∈ {(2, 0, 0), (0, 2, 0), (0, 0, 2), (1, 1, 0), (1, 0, 1), (0, 1, 1)}.
The number of solutions of m0 + m1 + m2 = 2 is

(J+2
J

)
=
(4

2

)
= 6. C(t) would

start service from the one unoccupied server.
If C(t) would find three or more customers in the system, then all three

servers would be occupied at t−. The look-ahead configuration that C(t)
would “see” just before start of service at t + W (t−) is also one of six
possible vectors

M(t) ∈ {(2, 0, 0), (0, 2, 0), (0, 0, 2), (1, 1, 0), (1, 0, 1), (0, 1, 1)}.
The six possible configurations are the same as when C(t) sees two occu-

pied servers. This is because a configuration tracks the service-rate occupan-
cies of those servers other than C(t)’s eventual server. Customer C(t) would
wait a positive time and start service at t + W (t−) from some server i∗t .
We “look ahead” to the start of service instant t + W (t−) and assign rate
μt (W (t−), M(t−)) to i∗t . The random variable M(t) tracks the service-rate
occupancies of the two servers other than i∗t at t + W (t−). (The look-ahead
idea is not new. For example, it is tacitly assumed for the virtual wait in the
standard M/G/1 queue, where we increase the virtual wait by a service time
at an arrival instant, although the service is not started until the end of the
waiting time. The generalized M/M/c generalizes the M/G/1 look-ahead idea
to the start-of-service time.)

At instant t , the state (W (t), M(t)) conveys sufficient information to deter-
mine the probabilities of the m j ( j = 0,…,J ) occupied servers that will have
the minimum service time among all the occupied servers at time t + W (t−).
These probabilities depend on the Markovian property. We shall illustrate this
more fully in Example 4.2 below.

The total number of possible configurations is

c−1∑
k=0

(
J + k

J

)
=

2∑
k=0

(
J + k

J

)
=
(

J + c

J + 1

)
=
(

5

3

)
= 10.

4.4.3 Border States

In Example 4.1 the zero-wait state {(0,m)} is a border state if

m ∈ {(2, 0, 0), (0, 2, 0), (0, 0, 2), (1, 1, 0), (1, 0, 1), (0, 1, 1)}.
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Definition 4.4 We call the state (W (t), M(t)) a border stateif W (t) = 0 and
M(t)) is such that

∑J
j−0 m j = c − 1. A border state is a discrete zero-wait

state in a boundary separating other discrete zero-wait states and a set of
continuous positive-wait states.

In the above definition, the other zero-wait states are non-border states
such that 0 ≤∑J

j−0 m j < c − 1. Border states communicate with continuous
positive-wait states in one step: at arrival instants (zero-wait →positive-wait);
or at departure instants (positive-wait → zero-wait). When the SP moves on
a path from a non-border zero-wait state to a continuous positive-wait state
the path must pass through a border state at an arrival instant. In the opposite
direction, from a positive-wait state to a non-border zero-wait state, the path
must pass through a border state at a departure instant.

We denote the set of border states by Sb, and the set of border configura-
tions by Mb. Thus

Sb =
{
(0,m) |∑J

j=0 m j = c − 1
}
,

Mb = {m| (0,m) ∈ Sb} =
{
m|∑J

j=0 m j = c − 1
}
.

(4.6)

4.4.4 The Next Configuration

Consider an actual arrival Ca,t at instant t . Ca,t “sees” configuration M(t−).
Just after the arrival the configuration is M(t). Either M(t) = M(t−) or
M(t) 
= M(t−). We illustrate by example how to compute the probability
mass function of M(t).

Example 4.2 Consider Example 4.1 for M/M/c with c = 3, J = 2. Suppose
Ca,t arrives when the wait is W (t−) and the configuration is (m0,m1,m2) =
(1, 1, 0). The state is

(W (t−), M(t−)) = (0, (1, 1, 0)).

Suppose that Ca,t is assigned service rate μ0, i.e., μt (W (t−), (1, 1, 0)) = μ0.

At instant t + 0, just after Ca,t starts service, there will be two servers
with rate μ0 since m0 = 1. There will be one server with rate μ1, since m1 =
1. The inter-start-of-service-depart time St =

dis
Exp2μ0+μ1 .

We now compute the probability distribution of the next configuration
at instant t + W (t). Thus,
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P(M(t) = (2, 0, 0))

= P(rate-μ1 server finishes first)

= μ1

2μ0 + μ1
,

P(M(t) = (1, 1, 0))

= P(rate-μ0 server finishes first)

= 2μ0

2μ0 + μ1
.

Importantly

P(M(t) = (2, 0, 0)) + P(M(t) = (1, 1, 0)) = 1.

The only two possible configurations for M(t) are (2, 0, 0) and (1, 1, 0),
independent of whether W (t−) = 0 or W (t−) > 0 (illustrated below in Ex-
ample). No other configuration is possible for M(t) once the arrival at t−
has been assigned rate μ0. Knowledge of their probabilities is sufficient to
analyze the sample path to write down model equations using LC.

Remark 4.4 The service mechanism can be generalized considerably. We
can expand the domain of μt (w,m) to include: type or priority class of
Ca,t ; type of customer replaced by Ca,t in server i∗t ; type of any customer
followed by Ca,t into service; identity of server i∗t (e.g., server number or
unique property); number of customers in the system or waiting for service
at the arrival or start of service instant of Ca,t ; various types of bounds on
the virtual wait; reneging indices; blocked and cleared customers, etc. (see,
e.g., [38] for an effective definition of M(t) due to L. Green; [42]; also see
[39, 44, 53]; and others).

Other generalizations may incorporate: a non-homogeneous Poisson ar-
rival process with intensity λt , or a Poisson arrival rate λ(W (t), M(t)) which
is a function of the current state (W (t), M(t)); or various Markov arrival
processes.

4.5 System Point Process

We now discuss the system point process and the geometry of its state space
(see Fig. 4.2).
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Fig. 4.2 Sample path of SP process {W (t), M(t)}t≥0 for Example 4.4 with random
assignment of service rates independent of state at arrival instants (c = 3, J = 1). The
space T × S has 6 lines for zero-wait states, and 3 pages (sheets) for positive-wait
states (pages 20, 11, 02). The cover is the projection of the sample path from all lines
and pages onto one non-negative planar quadrant

We call {W (t), M(t)}t≥0 the system point (SP) process. Its nomenclature
derives from the fact that the SP traces out a sample path as the system
evolves over time. The SP process for M/M/c queues is a generalization (with
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exponential service times) of the virtual wait process for M/G/1 queues. State
variable W (t) := virtual wait; state variable M(t) := system configuration
at time t. Random variable M(t) is discrete. The SP process is a Markov
process (Sect. 4.5.7 below).

We partition the state space S into three disjoint state-space sets S0, Sb,
S1. S0 contains the zero-wait states that are non-boundary states. Sb contains
the zero-wait states that are boundary states. S1 contains the positive-wait
states. The states in S0 ∪ Sb are atoms (see Sect. 2.4.9 for ‘atom’). The states
in S1 are points in a continuum, e.g., (x,m) , x > 0, and m= (m0,...,m J ).
Specifically,

S0 = {(0,m)|0 ≤∑J
j=0 m j ≤ c − 2},

Sb = {(0,m)|∑J
j=0 m j = c − 1},

S1 = {(x,m)|x > 0,
∑J

j=0 m j = c − 1}.
(4.7)

Note that S = S0 ∪ Sb ∪ S1, and S0 ∩ Sb = S0 ∩ S1 = Sb ∩ S1 = φ, the
empty set. The corresponding sets of system configurations are

M0 = {m|(0,m) ∈ S0) = {m|0 ≤∑J
j=0 m j ≤ c − 2};

Mb = {m|(0,m) ∈ Sb) = {m|∑J
j=0 m j = c − 1};

M1 = {m|(x,m) ∈ S1} = {m|x > 0,
∑J

j=0 m j = c − 1};
(4.8)

thus Mb = M1 (see Sect. 4.4 above).

W(t−) = 0 An arrival C(t) would “see” W (t−) = 0 if and only if the
state at time t− is in S0 ∪ Sb. C(t) would then wait zero and start service
from some server, say i∗t , at time t . Geometrically, we associate a distinct
horizontal line T × (0,m) with each state (0,m) ∈ S0 ∪ Sb where T is the
time axis [0,∞). We call the line T × (0,m) “line m” (e.g., Fig. 4.2).

W(t−) > 0 C(t) would “see” W (t−) > 0 if and only if the state is in
S1. C(t) would wait time W (t−) and start service from some server, say i∗t ,
at time t + W (t−). Geometrically, we associate the quadrant of the plane
T × (0,∞) with each set of continuous states (x,m) ∈ S1, x > 0. We call
the positive quadrant T × ((0,∞),m) sheet (or page) m (e.g., Fig. 4.2).

http://dx.doi.org/10.1007/978-3-319-50332-5_2
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Sample Path Diagram The LC analyst draws (or visualizes) a plot of W (t)
versus t on page mwhile the system is in the state corresponding to configura-
tion m. In a diagram, we may place the zero-wait border lines (corresponding
to the states in Sb) T × (0,m), (0,m) ∈ Sb, alongside the zero-wait non-
border lines for states (0,m) ∈ S0; or else at level 0 of the corresponding
sheets for the positive-wait states S1 having the same configurations m. There
is a one-to-one correspondence between sheets and states in Sb (Fig. 4.2).

4.5.1 Sample Path of SP Process

A sample path of {W (t), M(t)}t≥0 is a piecewise right-continuous function
of t having left limits. It has a finite number of jumps during finite time
intervals (see Sect. 2.2 and Definition 2.1 in Chap. 2). We plot a sample path
within a Cartesian product space T × S = T × (S0 ∪ Sb ∪ S1). The direction
of time is from left to right. It is useful to envisage each Cartesian product
T × (0,m), (0,m) ∈ S0 ∪ Sb as a line; and each quadrant T × ((0,∞),m),
m ⊆ M1, as a sheet (or page in a book).

Description of a Sample Path
Assume that the system starts empty. The SP moves among the zero-wait
lines, jumping from line to line at arrival and departure instants, eventually
reaching a zero-wait border line (often placed at level zero of some sheet
m ∈ Mb). Eventually the SP jumps from line m ∈ Mb, to a positive level
on some sheet ‘k’, at an arrival instant. It then moves steadily with slope
−1 on sheet k. It is possible that either m = k, or m 
= k, depending on the
probabilities governing the motion of the SP. (See Fig. 4.2 and Example 4.4
in Sect. 4.5.5 for a detailed example.) Other clarifying examples are in the
author’s Ph.D. thesis (Fig. 4.3, p. 79, Chap. 4 in [11]; and in [52]).

At an arrival instant while the SP is on sheet k, the SP may jump to another
sheet, say m′, and move steadily with slope −1 on sheet m′ for a positive
time. Otherwise the SP may jump, and stay on the same sheet k. On each
sheet it moves downward with slope −1. If the SP hits level 0 from above
on page k before the next arrival, it starts moving immediately on the border
line k (no customers waiting, c − 1 servers occupied).

If the SP is in a state in Sb ∪ S1 having configuration m at some arrival
instant, it makes a jump ending either on page m or on some page k �= m. If
k �= m, the SP is said to make an m → k transition. This may be an upward

http://dx.doi.org/10.1007/978-3-319-50332-5_2
http://dx.doi.org/10.1007/978-3-319-50332-5_2
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jump from a border line m, or from sheet m to sheet k, at an arrival instant.
Generally, m → k transitions do not give rise to ‘typical’ level crossings as
in M/G/1 models that have exactly one ‘page’. However, m → m transitions
from a border line m or from a point on sheet m to a higher point on sheet m,
are similar to SP jumps as discussed for models with a single sheet (Sect. 2.3
in Chap. 2).

Remark 4.5 In some model variants, an m → k transition may be a parallel
jump. That is, the SP makes a jump from a level y on pagem to level y on page
k �= m, at an arrival instant. For example, in an M/G/1 queue, we may utilize
a modified configuration M(t) = n, where n is the number of customers
waiting for service, and the virtual wait is unchanged at some arrival instants.
Such parallel jumps occur in M/G/1 or M/M/c queues with bulk service (see,
e.g., [93]).

4.5.2 A Metaphor for Sample Path and SP Motion

The SP motion over the state space is like the motion of the tip of a pen writing
out a single-page history of the system over time. The writing takes place in
a book of transparent pages all the same size. The cover is also transparent.
The pen moves from left to right, and never overlays what has been written
already. After writing flat or sloped lines on a page for a random amount
of time, the pen jumps to a different page, and continues writing. The pen
jumps in this manner at random time points from page to page. The next page
is selected by a random mechanism depending on where it is presently. The
entire history up to an instant in time can be seen only by holding all the pages
one behind the other, like pages in a book, and viewing the projected history
on the cover. The projected history on the cover is invariant with respect
to shuffling or mixing the pages, which change their relative positions. An
analyst that views an arbitrary page in isolation, sees only local segments of
the history specific to that page (see Fig. 3.2, p. 49 and Fig. 4.3, p. 79 in [11]).

The global history is like the total sample path of the SP process over
the state space S0 ∪ Sb ∪ S1. The local histories on various pages are like
sample-path segments due to sojourns on the ‘lines’ and ‘sheets’ of the state
space. On the cover, SP motion on all the lines occurs at level 0. That is, when
all the lines are projected onto the cover, they are placed at level zero—to
form a single “line 0”.

http://dx.doi.org/10.1007/978-3-319-50332-5_2
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We may think of the overall method as having several steps.

1. Partition the Time-State space into mutually exclusive and exhaustive
lines and sheets.

2. Analyze the sample-path segments on the lines and sheets using LC
methods.

3. Project the sample-path segments from the lines and sheets onto the
‘cover’ of the ‘book’. Analyze the projected path on the cover using LC.

4. Combine all the LC results with a normalizing condition. Construct the
model equations (usually Volterra integral equations of the second kind
with parameter for the pdf’s of interest) and derive probability distribu-
tions of the model.

The LC method utilizes statistical properties of the local path segments on
the lines and sheets. It also uses statistical properties of the projected path on
the cover. It employs the one-step communication properties among the lines
and sheets (at successive arrivals and/or departures) to construct a sample
path. Basic LC theorems apply to each page m ∈ M. Jumps out of, and into
lines and sheets, follow rate-conservation laws.

Equations for PDF of Wait
We use sample-path structure, and transition rates into and out of state-space
sets, to construct (by inspection of the sample path) integro-differential and
differential equations in a transient analysis. Similarly, we construct integral
equations and algebraic equations in a steady-state analysis. These are equa-
tions for the joint pdf and/or cdf of wait and system configuration. We can
also derive equations for the marginal (total) pdf and cdf of wait, or for the
probabilities of the system configurations.

Remark 4.6 The author originally had the idea for partitioning the state
space, visualizing the positive-wait states over time in separate quadrants,
and having a ‘system point’ moving on the quadrants over time, from an
analogy with Riemann sheets and diagrams of winding numbers in complex
variable theory (see, e.g., Sect. 3.4, p. 137ff in [96]). My Ph.D. thesis used
the term ‘sheets’. The term ‘pages’ was introduced soon after. I also thought
of using the term ‘cards’, analogous to boxes of computer cards for data and
programs, which were widely in use in 1974. Then, the state space could be
pictured like a box or deck of rectangular cards. Such (‘IBM’) cards had been
ubiquitous until personal computers became common in the 1980s.
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4.5.3 Notation: Probabilities and Distributions

Transient Probabilities and Distributions
We denote: the zero-wait probabilities by

Pt (0,m) = P(W (t) = 0, M(t) = m), (0,m) ∈ S0 ∪ Sb;

the mixed joint cdf of (W (t), M(t)) by

Ft (x,m) = P(W (t) ≤ x, M(t) = m)

= Pt (0,m) + P(0 < W (t) ≤ x, M(t) = m)

= Pt (0,m) +
∫ x

y=0
ft (y,m)dy, x ≥ 0, t ≥ 0,

(0,m) ∈ S0 ∪ Sb, (x,m) ∈ S1,

where P(0 < W (t) ≤ x,M(t) = m) = P(φ) = 0 if x = 0; and the mixed joint
pdf of (W (t), M(t)) is

ft (x,m) = ∂

∂x
Ft (x,m), x > 0, t ≥ 0, (x,m) ∈ S1,

wherever ∂
∂x Ft (x,m) exists.

We assume:

1. Ft (x,m) and ft (x,m) are right continuous in x for every t ≥ 0, m ∈ M1.
2. ∂

∂t Ft (x,m) and ∂
∂t ft (x,m), t > 0, x ≥ 0, exist and are finite for every

m ∈ M1.

Let P0(t) := P(W (t) = 0) be the marginal probability of a zero wait at t .
Then

P0(t) =
∑

(0,m)∈S0∪Sb

Pt (0,m)

=
∑

(0,m)∈S0

Pt (0,m) +
∑

(0,m)∈Sb

Pt (0,m), t ≥ 0.
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The transient marginal cdf of wait P(W (t) ≤ x) is

Ft (x) =
∑

(0,m)∈S0

Pt (0,m) +
∑

(0,m)∈Sb

Ft (x,m)

=
∑

(0,m)∈S0∪Sb

Pt (0,m) + P(0 < W (t) ≤ x)

= P0(t) + P(0 < W (t) ≤ x)

= P0(t) +
∫ x

y=0
ft (y)dy, x ≥ 0, t ≥ 0.

Note that Pt (0,m) = Ft (0,m) for (0,m) ∈ Sb.
(Recall the definitions of Mb and Sb in (4.6), and Mb = M1, which is the

set of system configurations for positive-wait states.)
The transient marginal pdf of W (t) is

ft (x) = ∂

∂x
Ft (x) =

∑
m∈M1

ft (x,m), x > 0, t ≥ 0.

A potential (would-be) arrival C(t) would find the system configuration
to be m ∈ M0 ∪ Mb with probability Pt (0,m). C(t) would find the configu-
ration to be m ∈ M1 with probability Ft (∞,m). The normalizing condition
for fixed t ≥ 0, is

Ft (∞) =
∑

m∈M0

Pt (0,m) +
∑

m∈M1

Ft (∞,m)

=
∑

m∈M0∪Mb

Pt (0,m) +
∑

m∈M1

∫ ∞

y=0
ft (y,m)dy

=
∑

(0,m)∈S0∪Sb

Pt (0,m) +
∑

m∈M1

∫ ∞

y=0
ft (y,m)dy = 1.

Steady-State Probabilities and Distributions
We denote the steady-state zero-wait probabilities, pdfs and cdfs of wait
by dropping the subscript t in the immediately foregoing notation for the
transient quantities.
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4.5.4 Configuration Just After an Arrival

Example 4.3 below demonstrates the probability of a system configuration
just after an arrival. Assume that an actual customer Ca,t arrives and finds
the state to be (W (t−),M(t−)) = (x,m). The service rate assigned to Ca,t
is μt (x,m) ∈ µ. Recall that sample paths are right continuous and have left
limits.

Example 4.3 Consider Example 4.2 in Sect. 4.4.4, where c = 3, J = 2. Let
each arrival receive a service rate selected with equal probability from the
set µ := {μ0,μ1,μ2}. Then

P(Ca,t starts service at t + W (t−) with service rate μi ) = 1

3
, i = 0, 1, 2,

independent of t and W (t−). Assume (W (t−), M(t−)) = (x, (2, 0, 0)), x >

0, just before Ca,t arrives. Then Ca,t will wait a positive time x . Looking
ahead to time t + W (t−), two other occupied servers will have service rates
μ0 (m0 = 2, m1 = m2 = 0) when Ca,t starts service at t + W (t−), in the
just-vacated server. Question: What is the configuration M(t) just after Ca,t
arrives? It can be either (2, 0, 0), (1, 1, 0), or (1, 0, 1). The probabilities for
M(t) are:

P(M(t) = (2, 0, 0)) = P(μt (x, (2, 0, 0)) = μ0) · 1

+P(μt (x, (2, 0, 0)) = μ1) · μ1
2μ0+μ1

+P(μt (x, (2, 0, 0)) = μ2)
μ2

2μ0+μ2

= 1
3

(
1 + μ1

2μ0+μ1
+ μ2

2μ0+μ2

)
.

P(M(t) = (1, 1, 0)) = P(μt (x, (2, 0, 0)) = μ1) · 2μ0
2μ0+μ1

= 1
3 · 2μ0

2μ0+μ1
.

P(M(t) = (1, 0, 1)) = P(μt (x, (2, 0, 0)) = μ2) · 2μ0
2μ0+μ2

= 1
3 · 2μ0

2μ0+μ2
.

Thus

P(M(t) = (2, 0, 0)) + P(M(t) = (1, 1, 0)) + P(M(t) = (1, 0, 1))

= 1
3

(
1 + μ1

2μ0+μ1
+ μ2

2μ0+μ2

)
+ 1

3 · 2μ0
2μ0+μ1

+ 1
3 · 2μ0

2μ0+μ2
= 1.
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The resulting virtual wait at time t is

W (t) = W (t−) + St = x + St ,

where St is the inter start-of-service-depart time, distributed as a mixture

St =
dis

⎧⎪⎨
⎪⎩

Exp3μ0
,

Exp2μ0+μ1
,

Exp2μ0+μ2
,

with probability 1/3 each.

(see Sect. 4.4.1). The sample path will have a jump whose size is distributed
as St at instant t (see Fig. 4.2).

4.5.5 Sample Path of SP Process Revisited

We first describe a typical sample path of the virtual wait in Example 4.4
wherein J = 1 and µ = {μ0,μ1}, to facilitate exposition. If J > 1, sample-
path construction would be similar, but with more lines and pages (sheets)
in the product space T × S (see Fig. 4.2). Next, Example 4.5 discusses the
general nature of a typical sample path with reference to Example 4.4 and
then we outline the mechanics of a specific sample path in Example 4.4, based
on the M/M/3 queue in Example 4.3 above.

Example 4.4 Consider M/M/c with c = 3, J = 1. (Here we take J= 1 for
exposition.) A typical sample path of the virtual wait is given in Fig. 4.2).

Arrivals are assigned an exponential service rate from µ = {μ0,μ1} with
equal probability 1/2. (In general the probabilities can be, e.g., p0, p1 =
1 − p0.) The total number of possible configurations is

(J+c
J+1

)
=
(4

2

)
= 6. The

full set of configurations is

M = {00, 10, 01, 11, 20, 02}.
We write (2, 0) as 20 when m0 = 2, m1 = 0, indicating that 2 servers are oc-
cupied with rate μ0; and similar notation for the other system configurations.

Example 4.5 General Nature of Sample Path with reference to Example
4.4. The state space consists of: (1) six discrete points for the zero-wait
states (0,m), m ∈ M0 ∪ Mb. Thus M0 = {00, 10, 01} and Mb = M1 =
{11, 20, 02}; (2) three intervals ((0,∞),m),m ∈ M1. The three border states
are (0,m), m ∈ Mb.
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Arrival Waits Zero. Assume an arrival “sees” state (0,m), m ∈ M0. The
SP moves horizontally at time-rate 1 on a line T × (0,m), m ∈ M0. If the
next arrival occurs before a departure, the SP jumps to a line T × (0,m′),
m′ ∈ M0 ∪ Mb, where

m′
0 + m′

1 = m0 + m1 + 1,

because there is one more occupied server. If a departure occurs before an
arrival, the SP jumps to a line T × (0,m′′), m′′ ∈ M0, where

m′′
0 + m′′

1 = m0 + m1 − 1,

because there is one less occupied server. If m = (0, 0), the state can change
only due to an arrival.

If an arrival finds the system to be in state (0,m), m ∈ Mb the SP jumps
to a sheet T × ((0,∞), k), k ∈ M1. Configuration k is determined by the
service rate assigned to the new arrival, and which server finishes first after
the new arrival starts service. Denote the service time of an arrival Ca,t by
st . Then st =

dis
Expμt where

P(μt = μi ) = 1

2
, i = 0, 1;

(see Fig. 4.2).
To fix ideas, let the SP be on the border line T × (0, 20) at arrival instant

t . Thus
〈
W (t−), M(t−)

〉
= 〈0, 20〉. Ca,t starts service upon arrival in the one

idle server and is assigned either rate μ0 or μ1 with probability 1/2 each. Let
St denote the time from the start-of-service of Ca,t until the first departure
from the system thereafter. (Since all 3 servers are busy St is independent of
any future arrivals that join the waiting line.)

Case 1: Let us assume the service time st has been assigned rate μ0. Then
St =

dis
Exp3μ0 because St = min

{
3 i.i.d. Expμ0

s
}
. The SP jumps upward an

amount St . The virtual wait at time t is

W (t) = W (t−) + St = 0 + St = St .

At instant t + W (t−) + St (= t + St ), one of the three occupied servers
completes service. The service rate of each of the resulting two occupied
servers at t + St must be μ0. By the look-ahead process, the configuration
at t is M(t) := M(t−) = 20. In this scenario the configuration remains the
same as when the test customer arrived. Geometrically, at instant t , the look-
ahead process impels the SP to jump from line 20 to page 20, at a height =

dis
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Exp3μ0 (see Fig. 4.2). In Case 1, the SP jumps from line 20 to page 20 at
ordinate =

dis
Exp2μ0+μ1 , resulting in W (t) =

dis
Exp2μ0+μ1 and M(t) = 20.

Case 2. Let us assume that st has been assigned rate μ1. Then St =
dis

Exp2μ0+μ1 . At t + St one of the three servers completes service. The service
rates of the other two still-occupied servers at t + St are either: (a) both μ0
with probability μ1

2μ0+μ1
(the rate-μ1 server finishes first), or (b) μ0 and μ1

with probability 2μ0
2μ0+μ1

(a rate-μ0 server finishes first).
In Case 2(a) at instant t , the SP jumps from line 20 to page 20 at an ordinate

=
dis

Exp2μ0+μ1 . Thus W (t) =
dis

Exp2μ0+μ1 and M(t)= 20. In Case 2(b) at instant

t , the SP jumps from line 20 to page 11 at ordinate =
dis

Exp2μ0+μ1 , resulting

in W (t) =
dis

Exp2μ0+μ1 and M(t) = 11.

ArrivalWaits aPositiveTime.Assume Ca,t arrives when the state is (x, 20),
x > 0 (SP is at ordinate x on page 20). If the service-rate assignment policy
assigns st =

dis
Expμ0 , the SP jumps upward an amount Exp3μ0 , and moves

with slope −1 steadily on page 20. If the service-rate assignment policy
assigns st =

dis
Expμ1 , the SP can end up on either page 20 or page 11 at t .

The SP jumps upward to W (t) =
dis

W (t−) + Exp2μ0+μ1 and moves with slope

−1 steadily on page 20, with probability μ1
2μ0+μ1

. The SP jumps upward to

ordinate W (t) =
dis

W (t−)+Exp2μ0+μ1 on page 11, with probability 2μ0
2μ0+μ1

.

If the SP descends to the bottom of page 20 and hits level 0 from above
in a continuous manner before a new arrival occurs, it immediately enters
border line 20, and continues its motion along line 20.

4.5.6 A Specific Sample Path

We expound further on a possible realization of the SP motion as it traces out
the sample path, with reference to Fig. 4.2. Assume that initially the system
is empty. The SP moves on line 00. Arrival 1 (C1) sees an empty system. The
server-assignment policy assigns C1 service rate μ0. The SP jumps to, and
moves on, line 10. C2 arrives before C1 completes service and is also assigned
rate μ0. At C2’s arrival the SP jumps to line 20. C3 arrives while both C1 and
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C2 are in service. C3 receives rate μ1. The SP jumps to an ordinate Exp2μ0+μ1 ,
and if the rate-μ1 customer finishes first among the three customers in service,
the resulting configuration is again 20. The probability of this event is μ1

2μ0+μ1
,

due to the memoryless property of exponential variates. This explains why
at C3’s arrival instant the SP jumps to page 20.

Just before C4 arrives the SP is descending at slope −1 on page 20. C4 is
assigned service rate μ0. The SP jumps upward an amount Exp3μ0 . It remains
on page 20. That is, whichever server finishes first, the two remaining active
service rates will be μ0, resulting in configuration 20. C5 arrives when the
SP is on page 20. C5 is assigned rate μ1. Suppose a server with rate μ0

finishes first. The probability of this event is 2μ0
2μ0+μ1

. The SP jumps upward
by Exp2μ0+μ1 . It simultaneously makes a 20 → 11 transition from page 20
to page 11, since the two remaining occupied servers have rates μ0 and μ1
when the first service ends. The configuration changes immediately from 20
to 11.

No new arrivals occur prior to the completion of the first rate-μ0 customer.
The SP descends on page 11 with slope −1 and hits level 0 from above, exactly
when the first rate-μ0 customer finishes service. The system now presents a
zero wait to a potential arrival. When the SP hits level 0, it enters border line
11 (in Fig. 4.2 it jumps to line 11). C6 arrives, and starts service immediately.
C6 is assigned rate μ1. The SP jumps to page 02, with probability μ0

μ0+2μ1
(μ0-rate service finishes first), the next configuration is 02.

The system continues to evolve. The SP continues to trace a sample path
on the lines and pages according to the probability laws of the model. The
sample path gives us a precise picture of the evolving system over time.
Construction of the sample path goes hand in hand with understanding the
model dynamics, and writing the model equations by inspection.

Remark 4.7 In Sect. 4.8 below we develop the steady-state theory. We
will then return to Example 4.3, and formulate the balance equations for
the zero-wait probabilities P(0,m), m ∈ M ≡ M0 ∪ Mb; integral equations
for the ‘partial’ pdfs of wait f (x,m), x > 0,m ∈ M1, and for the total pdf
{P0, f (x), x > 0}.

4.5.7 SP Process Is Markovian

We outline a proof that the SP process is a Markov process. For t ≥ 0, let
(x,m)t := event {(W (t), M(t)) = (x,m)}. It is required to show that for
x, y ≥ 0, m, k ∈ M,
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P((y, k)t+h|(x,m)t , (W (u), M(u)0≤u<t )

= P((y, k)t+h|(x,m)t ), t ≥ 0, h > 0.
(4.9)

Formula (4.9) states that the probability of event (y, k)t+h given that event
(x,m)t occurred, is independent of the history (W (u), M(u))0≤u<t . We
sketch the proof in two steps: (1) zero-wait states; (2) positive-wait states.

For a Poisson (or non-homogeneous Poisson) process, the probability of
more than one event occurring in (t, t + h) is o(h) (e.g., Definition 5.3, p.
314, and Definition 5.4, p. 339 in [125]).

Zero-Wait Non-border States

Assume state (0,m)t ∈
{
(0,m)|0 ≤∑J

j=0 m j ≤ c − 2
}

(m ∈ M0, SP ∈ S0

at time t).
No Departure or Arrival in (t, t + h) The state remains (0,m) in (t, t + h)
iff no arrival or departure occurs during (t, t + h), or an event with probability
o(h) occurs. Thus

P((x,m)t+h|(x,m)t ) = 1 −
⎛
⎝λ +

J∑
j=0

m jμ j

⎞
⎠ h + o(h),

which is independent of (W (u), M(u))0≤u<t .
Arrival in (t, t + h) Possibly there is an arrival during (t, t + h). The next
configuration will have the form

mL+ := (m0, . . . ,mL + 1, . . . ,m J ),

for some L ∈ {0, . . . , J }. Then

P((0,mL+)t+h|(0,m)t )

= (λh + o(h)) · P(μt ((0,m)) = μL)

= λh P(μt ((0,m)) = μL) + o(h), L ∈ {0, . . . , J } ·
(4.10)

Formula (4.10) is the probability that there is an arrival during (t, t + h)
assigned service rate μL , which is independent of the history given by
(W (u), M(u))0≤u<t . Note that

J∑
L=0

P(μt ((0,m) = μL) = 1.

Departure in (t, t + h) Possibly there is a departure during (t, t + h). Let
configuration
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m
L− := (m0, . . . , θL · (mL − 1) , . . . ,m J ), L ∈ {0, . . . , J } ,

where

θL =
{

1 if mL ≥ 1,

0 if mL = 0.

Assume m 
= (0, . . . , 0). Then

P((0,mL−)t+h|(0,m)t ) = (mL · μL)h + o(h), (4.11)

which is the probability of a rate-μL departure during (t, t + h) (rate-
μL service finishes first). Expression (4.11) is independent of the history

(W (u), M(u)),0 ≤ u < t . Note that
(∑J

L=0 mLμL

)
h + o(h) is the proba-

bility of a departure during (t, t + h).

Zero-Wait Border States

Consider zero-wait border states
{
(0,m)t |∑J

j=0 m j = c − 1
}

(m ∈ Mb,

(0,m) ∈ Sb).
No Arrival in (t, t + h) If no arrival or departure occurs, or only a departure
occurs, during (t, t + h), the Markov property follows similarly as for the
zero-wait non-border states given above.
Arrival in (t, t + h) Possibly there is an arrival during (t, t + h). In this case,
the SP jumps to a positive level on a sheet (page). Let configuration

k := (m0, . . . ,mL + 1, . . . ,m R − 1, . . . ,m J )

= (k0, . . . , kJ ),

for some L , R ∈ {0, . . . , J }. Thus
∑J

j=0 k j =
∑J

j=0 m j = c − 1. Let

νL =
J∑

j=0

m jμ j + μL .

The probability that the SP jumps to sheet k during (t, t + h) and is in state-
space interval ((y, y + dy), k)y>0 at t + h, is

P((W (t + h), M(t + h)) ∈ ((y, y + dy), k)|(0,m)t )

= (λh + o(h)) · P(μt (0,m) = μL) · m RμR

νL
· νL · e−νL ·ydy

= λh · P(μt (0,m) = μL) · m RμR · e−νL ydy + o(h), L ∈ {0, . . . , J } ,
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which is independent of the history (W (u), M(u))0≤u<t . The right side is
the probability that there is an arrival in (t, t + h), which is assigned service
rate μL , and a rate-μR service finishes first among the occupied servers, at a
time in the state space interval (y, y + dy).

Positive-Wait States
Arrival In (t, t + h) Given (x,m)t , x > 0, where

∑J
j=0 m j = c − 1, there

may be an arrival during (t, t + h). Let

k = (m0, . . . ,mL + 1, . . . ,m R − 1, . . . ,m J ).

Reasoning as for zero-wait border states, we obtain

P((W (t + h), M(t + h) ∈ ((x + y, x + y + dy), k)|(x,m)t ))

= λh · P(μt (0,m) = μL) · m RμR · e−νL (y−x)dy + o(h),

which is independent of (W (u), M(u))0≤u<t .

Virtual Wait in (0, h)
Consider the case where all servers are occupied, no customers are waiting
and W (t) ∈ (0, h), where h is “small”. Assume a server completes service
before a new arrival occurs. Given (x,m)t , 0 < x < h,

∑J
j=0 m j = c − 1,

we obtain
P((0,m)t+h|(x,m)t ) = 1 − λx + o(x).

The SP hits level 0 from above in a continuous manner at t + x . It immediately
enters border line m corresponding to the border state (0,m), and continues
its motion in the direction of Time. This is independent of the past history
prior to t .

The above cases cover all possible situations. Formula (4.9) follows in
each case, implying that the SP process has the Markov property.

4.5.8 Departures from Positive-Wait States

We examine the departure rates during a sojourn on a sheet (page). (Table
4.1 describes the symbols in Fig. 4.3.)

Suppose the SP is at a positive level on page m ∈ M1 (
∑J

j=0 m j = c − 1
and all c servers are occupied, including the last arrival). The occupancy
number of service rate μ j among the c − 1 servers, not occupied by the last
arrival, is m j , j ∈ {0, . . . , J }.

The single remaining server, which is occupied by the last arrival, may
have an arbitrary service rate μ∗ ∈ µ. Assume μ∗ does not match a positive



214 4 M/M/c Queue

Table 4.1 Description of Symbols in Fig. 4.3

Symbol Description

τn Arrival instant

Cτn Customer that arrives at τn

σn Start of service instant of Cτn

Sτn σn+1 − σn = inter start-of-service
depart time

W(t)
Page m

Time t

SP  exits pg. m

0

0τ 1τ
2τ

0σ 1σ
3σ

3τ
4τ

2σ

SP  enters pg. m

1
Sτ

2
Sτ

4σ

0
Sτ

3
Sτ

Fig. 4.3 SP sojourn on page m. Departure rate may differ on intervals (τ0,σ0),

(σ0,σ1), (σ1,σ2), (σ2,σ3), (σ3, τ4). At instants σ0, σ1, σ2, arrivals Cτ0 , Cτ1 , Cτ2 start
service. Just after departure instants σ0 + Sτ0 , σ1 + Sτ1 , σ2 + Sτ2 , the remaining
c − 1 servers will have server occupancies m = (m0, . . . ,m J )

component in configuration m. In order for the SP to remain on page m just
after that arrival, the rate-μ∗ server must complete service first among the c
occupied servers (see Fig. 4.3).

While the SP is on page m, the system exponential departure rate will,
in general, differ during inter-departure intervals. These possibly different
exponential departure rates have no effect on the Markov property of the SP
process. The configurations are determined at arrival instants (i.e., earlier
when service rates are assigned) (Fig. 4.3).

4.6 Transient Analysis of Generalized M/M/c

Sections 4.6.1–4.6.6 develop LC relations and definitions leading to the for-
mulation of integro-differential equations for the transient time-t pdf of the
virtual wait, in Sect. 4.6.8 below. This development is based on the author’s
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working papers [21, 23]. The transient analysis complements the results in
[52], which focuses on the generalized M/M/c queue in steady-state. Sec-
tion 4.6.7 derives the steady-state integral equations by letting t → ∞ in the
transient equations. Section 4.7 serves as a brief tutorial on writing steady-
state model equations using LC and sample paths.

4.6.1 Transient PDF of Wait and Downcrossings

We next determine relationships between the transient pdf of wait and sample-
path transitions. Let Dt (x,m) := number of sample-path downcrossings of
level x on page m ∈ M1 during [0, t]. Let

Dt (x) =
∑

m∈M1

Dt (x,m)

denote the total number of downcrossings of level x on all pages during
[0, t]. Theorem 4.3 connects the instantaneous rate of change of the expected
number of downcrossings of level x in [0, t], to the time-t transient pdf of
wait at level x .

Theorem 4.3 For each configuration m ∈ M1,

∂

∂t
E(Dt (x,m)) = ft (x,m), x > 0, t > 0, (4.12)

∂

∂t
E(Dt (0,m)) = ft (0

+,m) (= ft (0,m)), t > 0, (4.13)

∂

∂t
E(Dt (x)) = ft (x), x > 0, t > 0, (4.14)

∂

∂t
E(Dt (0)) = ft (0

+) (= ft (0)), t > 0. (4.15)

Proof Fix state-space level x > 0. Consider instants t and t + h, where t >
0, and h > 0 is small. To prove (4.12) and (4.13) for page m, we develop
a table similar to (3.10) in Chap. 3 for the M/G/1 queue, and proceed as
in the proof of (3.8) and (3.9). Formulas (4.14) and (4.15) follow from the
definitions of Dt (x) and the total pdf ft (x), x > 0. �

http://dx.doi.org/10.1007/978-3-319-50332-5_3
http://dx.doi.org/10.1007/978-3-319-50332-5_3
http://dx.doi.org/10.1007/978-3-319-50332-5_3
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Corollary 4.1

E(Dt (x,m)) =
∫ t

s=0
fs(x,m)ds, (4.16)

E(Dt (0,m)) =
∫ t

s=0
fs(0

+,m)ds, (4.17)

E(Dt (x)) =
∫ t

s=0
fs(x)ds, (4.18)

E(Dt (0)) =
∫ t

s=0
fs(0

+)ds. (4.19)

Proof Integrating both sides of (4.12), (4.13), (4.14) and (4.15) with respect
to s over the interval [0, t] and applying the initial conditions

E(D0(x,m)) = E(D0(x)) = 0, x ≥ 0,

yield (4.16), (4.17), (4.18) and (4.19), respectively. �

4.6.2 Steady-State PDF of Wait and Downcrossings

Corollary 4.2 below connects the SP limiting downcrossing rate as t → ∞
and the steady-state pdf of wait, at a state-space level. It is analogous to
Corollary 3.2 for M/G/1. It also demonstrates the equality of the limit of the
instantaneous rate of change of the expected number of downcrossings in
[0, t], and the limit of the average downcrossing rate over [0, t].

Let Sm = ([0,∞),m) ,m ∈ M1. The results below apply to each pageT ×
Sm,m ∈ M1 as well as to the “book” T × (∪m∈M1Sm

)
.

Corollary 4.2 Assume the following limits exist

lim
t→∞ ft (x,m) ≡ f (x,m), x ∈ Sm,m ∈ M1.

Then

lim
t→∞

∂

∂t
E(Dt (x,m)) = lim

t→∞
E(Dt (x,m))

t
= f (x,m), x > 0, (4.20)

lim
t→∞

∂

∂t
E(Dt (0,m)) = lim

t→∞
E(Dt (0,m))

t
= f (0+,m) ≡ f (0,m),

(4.21)

http://dx.doi.org/10.1007/978-3-319-50332-5_3
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lim
t→∞

∂

∂t
E(Dt (x)) = lim

t→∞
E(Dt (x))

t
= f (x), x > 0, (4.22)

lim
t→∞

∂

∂t
E(Dt (0)) = lim

t→∞
E(Dt (0))

t
= f (0+) ≡ f (0). (4.23)

Proof In (4.20), (4.21), (4.22) and (4.23), the equalities of the left-most terms
to the pdfs on the right, follow by letting t → ∞ in (4.12), (4.13), (4.14) and
(4.15), respectively. The equalities of the middle terms to the pdfs on the
right, follow by dividing both sides of (4.16), (4.17), (4.18) and (4.19) by
t > 0 and letting t → ∞. �

4.6.3 SP m → k Transitions

Before discussing the relationship between the transient pdf of wait and SP
upcrossings, we define SP m → k transitions. We say that the SP makes an
m → k transition at instant t0 if it exits state-space set Sm and enters state-
space set Sk at t0. That is, the SP exits ([0,∞),m) and enters ([0,∞), k)
at t0. If m = k, then an m → k transition maintains the SP on page m at t0.
Similar remarks apply to zero-wait lines m, k ∈ M0, or line m ∈ Mb and Sk
(see Sects. 2.4.3, 2.4.4 for definitions of entrance and exit).

m → kUpcrossing of a Level Consider Sm, Sk. Fix level x > 0. An m →
k upcrossing of level x occurs at instant t0 if the SP exits set ([0, x),m) and
enters set ((x,∞), k) at t0. That is, the SP makes both an m → k transition
and an upcrossing of level x at t0. Thus the SP moves instantaneously (not
in Time) from page m to page k and from a level below x to a level above x .
Viewed from the “cover” of the “book”, the upcrossing of level x resembles
an “ordinary” upcrossing of x by a sample path of the virtual wait in the
M/G/1 queue (see Fig. 4.2). Similar definitions apply to line m and Sk (page
k).

m → k Parallel Transition In some variants of the M/M/c queue, the SP
may make “parallel” transitions. The SP makes an m → k parallel transition
at t0 if it exits Sm from a level y and enters Sk at the same level y, at t0.
SP parallel transitions can also occur in variants of single-server queues
(e.g., queues with bulk service [20, 93]) and in other stochastic models. The
concepts of system configuration, pages (sheets), cover, m → k transitions,
etc., are useful in analyzing many other stochastic models.

http://dx.doi.org/10.1007/978-3-319-50332-5_2
http://dx.doi.org/10.1007/978-3-319-50332-5_2
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4.6.4 SP m → K Upcrossings Viewed from “Cover”

Let
Ut (x,m, k),m, k ∈ M1

denote the number of SP m → k upcrossings of level x during [0, t]. Denote
the total number of upcrossings of level x during [0, t] (as viewed from the
“cover” of the “book”) by

Ut (x) =
∑

m,k∈M1

Ut (x,m, k). (4.24)

In (4.24) Ut (x,m, k) will be positive only if m, k are such that page k is
accessible from page m in one step at an arrival instant (considering lines m
and k as zero-levels of pages m, k respectively). For an m → k upcrossing
of level x to occur, the “target” page k can be either page m itself (k = m)
or a different page (k 
= m).

4.6.5 Number of Types of m → K Upcrossings

A type of m → k upcrossing is an ordered pair (m, k). The total number of
possible types of m → k upcrossings depends on how many pages commu-
nicate in one step at arrival instants. An upper bound on the total number of
possible m → k upcrossings is

number of ordered pairs (m, k) = (number of configurations in M1)
2

=
(

J + c − 1

c − 1

)2

=
(

J + c − 1

J

)2

.

This maximum number
(J+c−1

c−1

)2
is realized only if all

(J+c−1
c−1

)
pages commu-

nicate in one step. In that case, there are
(J+c−1

c−1

)
ways to select the “source”

page m and
(J+c−1

c−1

)
ways to select the “target” page k (with replacement).

Example 4.6 Consider an M/M/c queue with c = 3 and J = 1, as in Ex-
ample 4.4 (see Fig. 4.2). The set of configurations corresponding to pages is
M1 = {20, 11, 02}.Here

(J+c−1
c−1

) = (32) = 3. An upper bound on the number
of types of m → k transitions (ordered pairs (m, k)) is 32 = 9. This max-
imum can be realized only if all configurations in M1 communicate with
each other in one step. This will depend on the probabilities governing the
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evolution of the states over time. In the present example, configurations 20
and 02 do not communicate in one step (at an arrival instant). There are seven
possible types of one-step transitions, namely,

{20 → 20, 20 → 11, 11 → 20, 11 → 11, 11 → 02, 02 → 11, 02 → 02}.
Transition types 20 → 02 and 02 → 20 are not possible.

The Probability pt (z,m → k) We denote the probability that page k
is accessible in one step from level z on page m at an arrival instant t , by
pt (z,m → k). Thus for each m ∈ M1∑

k∈M1

pt (z,m → k) = 1.

Usually, for fixed z, there is some k for which pt (z,m → k) = 0. Then page
k is not accessible from level z on page m in one step. If such inaccessibility
applies for all (z,m), z ≥ 0, then page k is not accessible from page m in
one step. This is the case in Example 4.6: for m = 20 and k = 02,

pt (z, 20 → 02) = pt (z, 02 → 20) = 0, z ≥ 0;

so, pages m and k do not communicate in one step.

4.6.6 Transient PDF of Wait and Upcrossings

If a time-t arrival Ca,t finds the state to be (z,m), then Ca,t is assigned a
service rate μt (z,m) ∈ µ. We assume that μt (z,m) is a right continuous
with respect to both z and t . In Theorem 4.4 we use the fact that M1 = Mb

=
{
m|∑J

j=0 m j = c − 1
}

(defined in Sect. 4.4.3).

Theorem 4.4 For m, k ∈ M1, the instantaneous rate of change of the ex-
pected number of m → k upcrossings in [0, t] is given by

∂

∂t
E(Ut (x,m, k))

= λ

∫ x

z=0
pt (z,m → k)e−νt (z,m)(x−z)d Ft (z,m), x ≥ 0, t ≥ 0, (4.25)
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where

νt (z,m) =
J∑

j=0

m jμ j + μt (z,m).

Proof Fix level x > 0 on page m, and time t > 0. Examination of a sam-
ple path on page m over the time interval (t, t + h), h > 0, leads to the
non-zero values of Ut+h(x,m, k) − Ut (x,m, k), and corresponding proba-
bilities in (4.26) below. We omit Ut+h(x,m, k) − Ut (x,m, k) = 0, which
contributes 0 to E(Ut+h(x,m, k) − Ut (x,m, k)). We omit negative values,
because {Ut (x,m, k)}t≥0 is a counting process implying Ut+h(x,m, k) −
Ut (x,m, k) ≥ 0.

Ut+h(x,m, k) Probability
−Ut (x,m, k)

+1 λh P0(t)pt (0,m → k)e−νt (0,m)x

+λh
∫ x

h pt (z,m → k)e−νt (z,m)(x−z) ft (z)dz + o(h)
≥ 2 o(h).

(4.26)
In (4.26), taking the expected value of Ut+h(x,m, k) − Ut (x,m, k),

dividing by h > 0 and letting h ↓ 0, yields

∂

∂t
E(Ut (x,m, k)) = λ · P0(t) · pt (0,m → k) · e−νt (0,m)x

+ λ

∫ x

z=0
pt (z,m → k) · e−νt (z,m)(x−z)· ft (z)dz

= λ

∫ x

z=0
pt (z,m → k) · e−νt (z,m)(x−z) · d Ft (z,m),

(4.27)

which is the same as (4.25). �

Corollary 4.3 For m, k ∈ M1,

E(Ut (x,m, k))

= λ

∫ t

s=0

∫ x

z=0
ps(z,m → k) · e−νs(z,m)(x−z) · d Fs(z,m)ds, x ≥ 0, t ≥ 0.

(4.28)

Proof In (4.25) change the variable from t to s on both sides, integrate
with respect to s over the interval [0, t], and apply the initial condition
E(U0(x,m, k)) = 0. This yields (4.28). �
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Corollary 4.4 Consider the “cover”. For x ≥ 0, t ≥ 0,

∂

∂t
E(Ut (x)) = λ

∑
m,k∈M1

∫ x

z=0
pt (z,m → k) · e−νt (z,m)(x−z) · d Ft (z,m)

(4.29)

∂

∂t
E(Ut (0)) = λ

∑
m,k∈M1

pt (0,m → k) · Ft (0,m). (4.30)

Proof We define Ut (x), x ≥ 0 in (4.24). Equations (4.29) and (4.30) follow
by setting x > 0, and x = 0, respectively, in (4.27), and applying (4.24).
(The sample path viewed from the cover is the projection of the sample-path
segments from all pages onto a single sheet.) �
Corollary 4.5 For m, k ∈ M1 and x ≥ 0, t ≥ 0,

E(Ut (x)) = λ
∑
m,k

∫ t

s=0

∫ x

z=0
ps(z,m → k) · e−νs(z,m)(x−z) · d Fs(z,m)ds,

E(Ut (0)) = λ
∑
m,k

∫ t

s=0
ps(0,m → k) · Fs(0,m)ds.

Proof In (4.29) and (4.30) change t to s and integrate with respect to s on
[0, t]. Then apply the initial conditionU0(x) = 0, x ≥ 0. �

4.6.7 Steady-State PDF of Wait and Upcrossings

Corollary 4.6 below proves

lim
t→∞

∂

∂t
E(Ut (x,m, k)) = lim

t→∞
E(Ut (x,m, k))

t
,

by relating both limits to the steady-state pdf of wait. Let

p(z,m → k), ν(z,m), F(z,m), and f (z,m)

be the limiting values of

pt (z,m → k), νt (z,m), Ft (z,m), ft (z,m),

respectively, as t → ∞ (for definition of: pt (z,m → k) see Sect. 4.6.5;
νt (z,m) see formula 4.25).
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Corollary 4.6 For m, k ∈ M1 and x ≥ 0,

lim
t→∞

∂

∂t
E(Ut (x,m, k)) = lim

t→∞
E(Ut (x,m, k))

t

= λ

∫ x

z=0
p(z,m → k) · e−ν(z,m)(x−z) · d F(z,m)

= λp(0,m → k) · e−ν(0,m)x P0

+ λ

∫ x

z=0
p(z,m → k) · e−ν(z,m)(x−z) · f (z,m)dz. (4.31)

Proof The equality

lim
t→∞

∂

∂t
E(Ut (x,m, k)) = λ

∫ x

z=0
p(z,m → k) · e−ν(z,m)(x−z) · d F(z,m),

follows by letting t → ∞ on both sides of (4.25). The equality

lim
t→∞

E(Ut (x,m, k))
t

= λ

∫ x

z=0
p(z,m → k) · e−ν(z,m)(x−z) · d F(z,m)

is obtained upon dividing both sides of (4.28) by t > 0, letting t → ∞, and
using L’Hôpital’s rule (e.g., Theorem 9, p. 179 in [137]; and many Calculus
texts). Equation (4.31) then follows. �

The next corollary relates the limits

lim
t→∞

∂

∂t
E(Ut (x)) and lim

t→∞
E(Ut (x))

t
,

for the expected total number of upcrossings in [0, t], to the steady-state total
probability distribution of wait.

Corollary 4.7 For x ≥ 0,

lim
t→∞

∂

∂t
E(Ut (x)) = lim

t→∞
E(Ut (x))

t

= λ
∑

m,k∈M1

∫ x

z=0
p(z,m → k) · e−ν(z,m)(x−z) · d F(z,m)

= λ
∑

m,k∈M1

p(0,m → k) · e−ν(0,m)x P0,m

+ λ
∑

m,k∈M1

∫ x

z=0
p(z,m → k) · e−ν(z,m)(x−z) · f (z,m)dz. (4.32)
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Proof The result (4.32) follows from (4.31) and the definition of Ut (x) in
(4.24). �

4.6.8 Equations for Transient PDF of Wait

We derive the transient model equations for the generalized M/M/c model.
These equations comprise: (1)

(J+c−1
c−1

)
integro-differential equations for the

partial pdfs ft (x,m), x > 0,m ∈ M1; (2)
(J+c−1

c−1

)
differential equations for

the zero-wait probabilities Pt (0,m),m ∈ M1(= Mb); (3)
(J+c−1

c−2

)
differen-

tial equations for the zero-wait probabilities Pt(0,m),m ∈ M0; (4) one equa-

tion for the normalizing condition. Also M0 =
{
m|0 ≤∑J

i=0 m j ≤ c − 2
}

(see definition in formula 4.8).
We also derive the model equations for the total transient mixed pdf of

wait {P0(t), ft (x)}x>0,t≥0 (cover of book—see definition in formula 4.5.3).
Formula (4.1) and especially (4.2) of Theorem B (Sect. 4.2.1) play im-

portant roles in these derivations. In Theorem B we take the set A to be an
interval in the state space having one of its boundaries equal to x .
Equations for Partial Transient PDFs of Wait
Before stating Theorem 4.5, we introduce/review some definitions.

Definition 4.5 page i := T × ((0,∞), i) where system configuration i ∈
M1 (=Mb)—technically page i excludes line i := T × (0, (0, i)), which may
be separately depicted, or appended to the bottom of page i , in geometric
figures (see, e.g., Fig. 4.2); J (0,x)

t (k,m) := number of k → m jumps that
start in state set ((0, x), k) during [0, t] and end in ((0,∞),m); J 0

t (k,m) :=
number of k → m jumps that start in state set (0, k) during [0, t] and end
in ((0,∞),m); Ut (x, k,m) := number of SP k → m transitions that start
in ([0,x) , k) and jump-upcross level x during [0, t] (start in ((0, x), k) or in
(0, k) during [0, t] and end in ((x,∞) ,m)).

Theorem 4.5 (1) The integro-differential equations for ft (x,m),m ∈ M1,
are

ft (x,m) + λ
∑
k 
=m

∫ x

z=0
pt (z, k,m)(1 − e−νt (z,m)(x−z)) ft (z, k)dz (4.33)

+λ
∑
k 
=m

pt (0, k,m)(1 − e−νt (0,k)(x−z))Pt (0, k)

= ∂

∂t
Ft (x,m) − ∂

∂t
Pt (0,m) + ft (0,m)
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+λ

∫ x

z=0
pt (z,m,m)e−νt (z,m)(x−z)) ft (z,m)dz

+λ
∑
k 
=m

∫ x

z=0
pt (z,m, k) ft (z,m)dz, x ≥ 0, t ≥ 0,

where configuration k ∈ M1.
(2) The differential equation for Pt (0,m),m ∈ M1, is

ft (0,m) + λ
∑
k

pt (0, k,m)Pt (0, k)

= ∂

∂t
Pt (0,m) +

⎛
⎝λ +

J∑
j=0

m jμ j

⎞
⎠ Pt (0,m) (4.34)

where k is such that
∑J

j=0 k j = c − 2.
(3) The differential equations for Pt (0,m),m ∈ M0, are

λ
∑
r 
=m

pt (0, r,m)Pt (0, r) +
∑
s 
=m

s jμ j pt (0, s,m)Pt (0, s)

= ∂

∂t
Pt (0,m) +

⎛
⎝λ +

J∑
j=0

m jμ j

⎞
⎠ Pt (0,m), (4.35)

where state (0,m) is accessible in one step from state (0, r) at an arrival
instant, and in one step from (0, s) at a departure instant. That is,

J∑
j=0

m j =
J∑

j=0

r j + 1 =
J∑

j=0

s j − 1.

(4) The normalizing condition is

∑
m∈M0∪M1

Pt (0,m) +
∑

m∈M1

∫ ∞

x=0
ft (x,m)dx = 1. (4.36)

Proof (1) We derive (4.33) by applying Theorem B (Sect. 4.2.1).
Choose A. In (4.1) and (4.2), choose A := ((0, x),m) (i.e., A is open interval
(0, x) on page m). The measure of set A at time t is

Pt (A) = Ft (x,m) − Ft (0,m) = Ft (x,m) − Pt (0,m).
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Entrance rate into A. The SP can enter A by: (i) downcrossing level x on
page m; (ii) making a k → m (k 
= m) upward jump starting in ((0, x) , k),
that ends in ((0, x) ,m); (iii) making a jump that starts from state (0,k)
(k ∈ M1) (sometimes located at level 0 on page k in figures), and ends in
((0, x) ,m).

The number of SP entrances into set A during [0, t] is

It (A) = Dt (x,m) +
∑

k 
=m∈M1

J (0,x)
t (k,m)

+
∑
k∈M1

J 0
t (k,m) −

∑
k∈M1

Ut (x, k,m). (4.37)

In (4.37) the algebraic sum∑
k 
=m∈M1

J (0,t)(k,m) +
∑
k∈M1

J 0
t (k,m) −

∑
k∈M1

Ut (x, k,m) (4.38)

= (number of SP jumps that start in ([0, x), k) on any pages or zero-wait
lines k ∈ M1, and end in ((0,∞),m) – (number of such jumps that end in
((x,∞) ,m) on page m during [0, t])). Thus, (4.38) is the number of SP
entrances into ((0, x),m) during [0, t], due to jumps that start below x on
pages or lines outside of T × ((0, x),m) and end in ((0, x),m). Therefore
It (A) is the total number of SP entrances into ((0, x),m) from all sources
in one step during [0, t].

Taking expected values and then ∂
∂t in (4.37) yields

∂

∂t
E (It (A)) = ∂

∂t
E (Dt (x,m)) +

∑
k 
=m

∂

∂t
E
(

J (0,x)
t (k,m)

)

+
∑
k∈M1

∂

∂t
E
(
J 0

t (k,m)
)−

∑
k∈M1

∂

∂t
E (Ut (x, k,m)) . (4.39)

Exit Rate of set A. The SP can exit set A by: (i) hitting level 0 on page m
from above in a continuous fashion, (i.e., exiting ((0, x),m) and simultane-
ously entering state (0,m)); (ii) starting in ((0, x),m) at an arrival instant
and making an m → k (including m → m) upcrossing of level x , ending in
((x,∞), k), k ∈ M1; (iii) starting in ((0, x),m) at an arrival instant instant
and making an m → k (k 
= m) jump-transition that ends below x on any
page k �= m, i.e., in ((0, x), k), k ∈ M1, k �= m

The total number of exits from set A during [0, t] is
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Ot (A) = Dt (0,m) +
∑
k∈M1

Ut (x,m, k)

+
∑

k 
=m∈M1

J (0,x)
t (m, k) −

∑
k 
=m∈M1

Ut (x,m, k). (4.40)

Explanation of (4.40). On the right side, Dt (0,m) is the number of
exits from A during [0, t] by downcrossing level 0 on page m (entering
(0,m)). The term

∑
k∈M1

Ut (x,m, k) is the number of SP jump exits from
([0, x),m) during [0, t] that upcross level x on any page k (including k= m).∑

k 
=m∈M1
J (0,x)

t (m, k) is the number jump-exits that start in ((0, x),m) and
end in ((0,∞) , k) for any k �= m. Term −∑k 
=m∈M1

Ut (x,m, k) cancels
the extra number of jump-exits from ([0, x),m) during [0, t] that upcross
level x on any page k 
= m, i.e., ending in ((x,∞), k).

Taking expected values and then ∂
∂t in (4.40) results in

∂

∂t
E (Ot (A))

= ∂

∂t
E (Dt (0,m)) +

∑
k∈M1

∂

∂t
E (Ut (x,m, k))

+
∑
k 
=m

∂

∂t
E
(
U (0,x)

t (x,m, k)
)

−
∑
k 
=m

∂

∂t
E (Ut (x,m, k)) . (4.41)

Integro-differential Equation: We substitute in (4.41) from (4.12), (4.13),
(4.25). This yields the integro-differential equation (4.33).
(2) We derive (4.34) by letting set A = (0,m) in Theorem B, and substi-

tuting formulas from Section 4.6.1 relating downcrossings and the transient
distribution of wait, as in the proof of (1).

(3) We derive (4.35) in a similar manner as in (2).
(4) The final equation is the normalizing condition

∑
m∈M0∪M1

Pt (0,m) +
∑

m∈M1

∫ ∞

x=0
ft (x,m)dx = 1.

�
Remark 4.8 In practice we can derive an equivalent set of model equations
by letting set A = ((x,∞),m), x > 0, in Theorem B (instead of substituting
((0, x],m)). This choice of A may simplify the derivation of the model
equations for ft (x,m). We would then consider SP jumps that start below
and end above level x . This would yield terms of the form e−νt (z,m)(x−z)
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rather than (1 − e−νt (z,m)(x−z)) in the integrands. In real-world applications,
writing the integro-differential equations is much simpler than it may seem
at this point. Some practice on a few simple models will quickly establish
the method. It is very intuitive.

Remark 4.9 We can generalize the model upon replacing λ by λt , depending
on t . The arrival stream would then be a non-homogeneous Poisson process.
This generalization holds because the developments in the foregoing sections
involving λ are essentially the same if λt is substituted for λ.

Model Equations for Total Transient PDF
In the following theorem, we utilize the previously defined equivalent notation
Ft (0,m) ≡ Pt (0,m),m ∈ M1, Ft (0) ≡ P0(t), ft (0) ≡ ft (0+).

Theorem 4.6 For the total pdf of wait {P0(t), ft (x)}x>0, as viewed from the
‘cover’, the following integro-differential and differential equations hold :

ft (x) = ∂

∂t
Ft (x) + λ

∑
m∈M1

∫ x

z=0
e−νt (z,m)(x−z)d Ft (z,m)

= ∂

∂t
Ft (x) + λ

∑
m∈M1

Pt (0,m)e−νt (z,m)x

+ λ
∑

m∈M1

∫ x

z=0
e−νt (z,m)(x−z) ft (z,m)dz, x > 0, t ≥ 0, (4.42)

ft (0) = ∂

∂t
P0(t) + λ

∑
m∈M1

Pt (0,m), t ≥ 0. (4.43)

Proof In Theorem B (Sect. 4.2.1), consider the set

A = (∪m∈M0∪M1(0,m)
) ∪ (∪m∈M1((0, x] ,m), x > 0

)
.

Set A includes all
(J+c

c−1

)
zero-wait states

{
(0,m)|0 ≤∑J

j=0 m j ≤ c − 1
}

,

as well as all positive-wait states
{
(y,m)|∑J

j=0 m j = c − 1, y ∈ (0, x]
}
.

Every SP entrance into A must occur from above at level x . Therefore all
entrances are due to (continuous) SP downcrossings of level x . Every exit
out of A must be due to a jump starting below level x on a page and ending
at a level above level x on some page. Therefore all SP exits from set A are
due to upcrossings of level x .
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Thus

It (A) = Dt (x), Ot (A) = Ut (x),

E (It (A)) = E (Dt (x)) , E (Ot (A)) = E (Ut (x)) ,

∂
∂t E (It (A)) = ∂

∂t E (Dt (x)) ,
∂
∂t E (Ot (A)) = ∂

∂t E (Ut (x)) .

We then substitute these expressions into formulas (4.14), (4.15), (4.29) and
(4.30). This substitution yields the integro-differential equation (4.42) and
the differential equation (4.43). �

The normalizing condition

P0(t) +
∫ ∞

x=0
ft (x)dx = 1,

is used along with (4.42), (4.43) to solve for the unknown time-t zero-wait
probabilities and positive-wait pdfs.

When it is not feasible to obtain an analytical solution, we can use nu-
merical, simulation or approximation techniques to solve for the transient
zero-wait probabilities and positive-wait pdfs.

4.6.9 Equations for Steady-State PDF of Wait

We obtain the model equations for the steady-state pdf of wait by letting t →
∞ in (4.34)–(4.36). All quantities subscripted by t have limits as t → ∞. We
denote the limits utilizing the same notation, omitting subscript t . If stability
holds, then

lim
t→∞

∂

∂t
Ft (x,m) = lim

t→∞
∂

∂t
Ft (0,m) = 0.

This corresponds to the cdf F(x,m) being independent of t .

Theorem 4.7 The integral equation for the steady-state pdf f (x,m), m ∈
M1, is

f (x,m) + λ
∑

k 
=m∈M1

∫ x
z=0 p(z, k,m)(1 − e−ν(z,m)(x−z)) f (z, k)dz

+ λ
∑

k∈M1
p(0, k,m)(1 − e−ν(0,k)(x−z))P(0, k)

= f (0,m)

+ λ
∫ x

z=0 p(z,m,m)e−ν(z,m)(x−z)) f (z,m)dz

+ λ
∑

k 
=m∈M1

∫ x
z=0 p(z,m, k) f (z,m)dz, x ≥ 0.

(4.44)
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Proof We obtain (4.44) by letting t → ∞ in (4.33). �

Theorem 4.8 The model equation for the total steady-state pdf is

f (x) = λ
∑

m∈M1
P(0,m)e−ν(z,m)x

+λ
∑

m∈M1

∫ x
z=0 e−ν(z,m)(x−z) f (z,m)dz, x > 0.

(4.45)

Proof Let t → ∞ in (4.42). �

Remark 4.10 In practice, it is often more efficient to derive balance
equations for SP exit/entrance rates with respect to the state-space sets
((x,∞) ,m)m∈M1

, x > 0, rather than with respect to the state-space sets
((0, x) ,m)m∈M1

, x > 0. The derived equations will be equivalent, no matter
which state-space sets are employed for rate balance.

Interpretation of Equations in Theorem 4.7 for Sheets
We now interpret (4.44) in terms of rate balance across levels and between
pages. This interpretation gives LC power for deriving steady-state model
equations by inspecting a typical sample path, in a vast array of complex
stochastic models.

In (4.44) the left side is the SP entrance rate into ((0, x),m). The term
f (x,m) is the SP downcrossing rate of level x on page m. The term

λ
∑

k 
=m∈M1

∫ x

z=0
p(z, k,m)(1 − e−ν(z,m)(x−z)) f (z, k)dz

is the rate at which the SP enters composite state ((0, x),m) due to jumps at
arrival instants that originate in ((0, x), k) on pages k 
= m. The term

λ
∑
k∈M1

p(0, k,m)(1 − e−ν(0,k)(x−z))P(0, k)

is the rate at which the SP enters composite state ((0, x),m) due to jumps
that originate at level (0, k) on any zero-wait line k ∈ M1). These three terms
exhaust the possible paths by which the SP can enter ((0, x),m).

The right side of (4.44) is the SP exit rate of ((0, x),m). The term f (0,m)

is the rate at which the SP exits ((0, x),m) and simultaneously enters the
zero-wait boundary state (0,m), due to downcrossings of level 0. The term

λ

∫ x

z=0
p(z,m,m)e−ν(z,m)(x−z)) f (z,m)dz
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is the rate at which the SP exits ((0, x),m) and simultaneously enters
([x,∞),m) due to jumps at arrival instants. The term

λ
∑
k 
=m

∫ x

z=0
p(z,m, k) f (z,m)dz

is the rate at which the SP exits ((0, x),m) and simultaneously enters any
page k 
= m. These three terms exhaust the possible paths by which the SP
can exit ((0, x),m).

Thus equation (4.44) is a rate-balance equation of the form:

Rate into ((0, x),m) = Rate out of ((0, x),m),

which is a well-known principle for stochastic processes with discrete states,
e.g., birth-death processes.

Interpretation of Equation for Total PDF
We now provide an LC interpretation of (4.45). We may view the LC analysis
of the sheets as a dissection of the states of the model (into a partition). The
total equation is like a synthesis , i.e., reconstruction of the parts into a single
whole. This idea helps to derive model equations in complex models directly
from sample-path considerations. It utilizes LC ideas for the sheets, lines and
the ‘cover’.

In (4.45) the left term f (x) is the total downcrossing rate of level x , on
all pages. On the right side, the term λ

∑
m∈M1

P(0,m)e−ν(z,m)x is the total
rate at which the SP upcrosses level x at arrival instants, due to jumps starting
at level 0. The term

λ
∑

m∈M1

∫ x

z=0
e−ν(z,m)(x−z) f (z,m)dz

is the total rate at which the SP upcrosses level x at arrival instants, starting
from levels in (0, x) on all pagesm ∈ M1. We form Eq. (4.45) by rate balance,
with respect to level x

Downcrossing rate = Upcrossing rate.

The normalizing condition is

P0 +
∫ ∞

x=0
f (x)dx = 1,
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which too has an LC interpretation. That is, multiply both sides by λ. This
yields

λP0 + λ

∫ ∞

x=0
f (x)dx = λ.

On the left side, λP0 is the rate at which the SP makes jumps at arrival instants
out of zero-wait states. The term λ

∫∞
x=0 f (x)dx is the rate at which the SP

makes jumps at arrival instants from positive-wait states. The right side λ is
the total rate at which the SP makes jumps at arrival instants. The left and
right sides are equal.

4.6.10 Discussion of Rate Balance in Complex Models

The rate-balance interpretation provides the analyst with a powerful tech-
nique for constructing model equations for steady-state distributions in very
complex models. The method is straightforward, intuitive, and relatively easy.

1. Select a state-space interval with boundary x .
2. Express the SP entrance and exit rates of the interval algebraically in

terms of the unknown probability of the interval and/or unknown pdf at
x .

3. Apply rate balance to construct an integral equation (or other type of
balance equation) for the probability and/or pdf at x .

4. Repeat (1)–(3) for every sub-partition of the state space as required, to
form a complete system of Volterra integral equations of the second kind
(as above), plus other relevant equations, depending on the model.

5. Write the normalizing condition.
6. Solve the entire system of equations simultaneously for the probabilities

and pdfs of the model. This can be done analytically, numerically, by
approximation, or by LC estimation (see Chap. 9).

Remark 4.11 The author realized in 1974 that the steady-state model equa-
tions discussed here, are really rate-balance equations. Originally, these
steady-state equations had been derived by starting with Lindley recursions,
analogous to those described for M/G/1 in Sect. 1.2 of Chap. 1. The derivation
for M/M/c queues started, however, with more complex Lindley recursions.

http://dx.doi.org/10.1007/978-3-319-50332-5_9
http://dx.doi.org/10.1007/978-3-319-50332-5_1
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4.7 Example of Steady-State Equations

This Section serves as a brief tutorial on writing steady-state model equations
using LC and sample paths. We derive model equations for the steady-state
pdf of wait in the specific M/M/c queue with c = 3 and J = 1, discussed
in Example 4.4 in Sect. 4.5.5, with a sample path in Fig. 4.2. There are two
possible service rates: µ = {μ0,μ1}. We make a slight generalization for
the service-rate assignment policy. For each arrival, the rates {μ0,μ1} are
assigned with probabilities {α0,α1}, α0 + α1 = 1 (instead of 1/2 each). Our
present example reduces to Example 4.4 if α0 = α1 = 1/2.

We use α0, α1 to make it easier to follow the intuitive derivation of the
model equations, since α0,α1 appear explicitly in the equations.

The set of possible configurations is M0 ∪ M1 = {(m0,m1)}, where m j
denotes the number of servers occupied by customers with service rate
μ j , j = 0, 1. From the definition of system configuration (Sect. 4.4),

0 ≤
1∑

j=0

m j ≤ c − 1 = 2.

We abbreviate (m0,m1) as m0m1. There are six possible configurations
(same as in Example 4.4):

M0 ∪ M1 = {00, 10, 01, 20, 11, 02}, (4.46)

where
M0 = {00, 10, 01}, M1 = {20, 11, 02}.

When an arrival finds more than one server idle, it immediately occupies one
of them in accordance with a server-assignment rule, and starts service at
rate μi with probability αi , i = 0, 1.

First we will derive the equations for the zero-wait states (atoms). These
are represented in the virtual-wait diagram by the six lines T × (0,m) ,m ∈
M0 ∪ M1 (Fig. 4.2).

Next we will derive the integral equations for the pdfs of the positive-
wait states (continuous states). These states are represented by pages T ×
((0,∞),m), m ∈ M1 (Fig. 4.2). Fix level x > 0. For the equation corre-
sponding to m ∈ M1, the left side is the SP exit rate (out of) state-space inter-
val ((x,∞),m), and the right side is the SP entrance rate (into) ((x,∞),m).
(We use interval (x,∞) instead of (0, x), since (x,∞) results in simpler
(equivalent) equations.) Since M1 = {20, 11, 02}, there are three pages, three
pdfs, and three corresponding integral equations.
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Remark 4.12 To summarize, the zero-wait states are (0,m),m ∈ M0 ∪
M1. The positive-wait states we use for the derivation, are composite states
((x,∞),m), m ∈ M1. We could use alternative state-space intervals having
a fixed level-x boundary , such as ((0, x),m) or ((x, a),m), where constant
a > x , or ((x, bx),m), b > 1, etc. For different interval selections we would
derive a different, but equivalent set of model equations. A creative choice of
state-space interval may simplify the derivation and final form of the equa-
tions. It may lead to new identities or insights about the model. It may also
suggest easier ways to obtain solutions of the equations.

The configurations for the zero-wait states are given in M0 ∪ M1 and for
the pages in M1, in (4.46) above; (see also Fig. 4.2).

We now derive the model equations; a detailed explanation follows imme-
diately after.

4.7.1 Equations for Zero-Wait States

Notation 4.9 State (0,m0m1) means m0 + m1 servers are occupied: mi
serve at rate μi , i = 0, 1. Pm0m1 := P(system is in state (0,m0m1)).

Using the principle for discrete states rate out = rate in, we obtain the
equations for the zero-wait states, as in (4.47). A detailed explanation follows
below.

State Rate out Rate in
(0, 00) λP00 = μ0 P10+μ1 P01
(0, 10) (λ + μ0)P10 = λα0 P00+2μ0 P20+μ1 P11
(0, 01) (λ + μ1)P01 = λα1 P00+2μ1 P02+μ0 P11
(0, 20) (λ + 2μ0)P20 = λα0 P10+ f 20(0

+)
(0, 11) (λ + μ0+μ1)P11 = λα1 P10+λα0 P01+ f 11(0

+)
(0, 02) (λ + 2μ1)P02 = λα1 P01+ f 02(0

+)

(4.47)

Explanation for Discrete States (0,m), m ∈ M0 ∪ Mb
In (4.47) the first three equations are derived as in a “bubble” diagram
for discrete-state continuous-time Markov chains, using rate out = rate in.
The last three equations are derived similarly, except for the terms f20(0+),
f11(0+), f02(0+). These are the exit rates from ((0,∞), 20), ((0,∞), 11),
and ((0,∞), 02) into discrete states (0, 20), (0, 11), (0, 02) respectively. At
instants of these exits, the SP simultaneously enters the corresponding line
T × (0, 20), T × (0, 11), or T × (0, 02). It continues its motion.
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4.7.2 Equations for States ((x,∞),m), m ∈ M1

We now derive the model equations for pages m ∈ M1. Detailed explanations
follow immediately after Eq. (4.51) below.

Rate balance of rates out (left side) and in (right side) for composite state
((x,∞), 20), x > 0, result in the equation

f20(x) + λα1
2μ0

2μ0 + μ1

∫ ∞

y=x
f20(y)dy

= λ

(
α0e−3μ0x + α1

μ1

2μ0 + μ1
e−(2μ0+μ1)x

)
P20

+ λα0
μ1

2μ0 + μ1
e−(2μ0+μ1)x P11 + λα0

∫ x

y=0
e−3μ0(x−y) f20(y)dy

+ λα0
μ1

2μ0 + μ1

∫ x

y=0
e−(2μ0+μ1)(x−y) f11(y)dy

+ λα0
μ1

2μ0 + μ1

∫ ∞

y=x
f11(y)dy. (4.48)

Rate balance for composite state ((x,∞), 11) , x > 0, gives the equation

f11(x) + λα1
μ0

μ0 + 2μ1

∫ ∞

y=x
f11(y)dy + λα0

μ1

2μ0 + μ1

∫ ∞

y=x
f11(y)dy

= λ

(
α1

2μ1

μ0 + 2μ1
e−(μ0+2μ1)x + α0

2μ0

2μ0 + μ1
e−(2μ0+μ1)x

)
P11

+ λα1
2μ0

2μ0 + μ1
e−(2μ0+μ1)x P20 + λα0

2μ1

μ0 + 2μ1
e−(μ0+2μ1)x P02

+ λα1
2μ1

μ0 + 2μ1

∫ x

y=0
e−(μ0+2μ1)(x−y) f11(y)dy

+ λα0
2μ0

2μ0 + μ1

∫ x

y=0
e−(2μ0+μ1)(x−y) f11(y)dy

+ λα1
2μ0

2μ0 + μ1

∫ x

y=0
e−(2μ0+μ1)(x−y) f20(y)dy

+ λα0
2μ1

μ0 + 2μ1

∫ x

y=0
e−(μ0+2μ1)(x−y) f02(y)dy

+ λα1
2μ0

2μ0 + μ1

∫ ∞

y=x
f20(y)dy + λα0

2μ1

μ0 + 2μ1

∫ ∞

y=x
f02(y)dy.

(4.49)



4.7 Example of Steady-State Equations 235

Rate balance for composite state ((x,∞), 02) , x > 0, gives the equation

f02(x) + λα0
2μ1

μ0 + 2μ1

∫ ∞

y=x
f02(y)dy

= λ

(
α1e−3μ1x + α0

μ0

μ0 + 2μ1
e−(μ0+2μ1)x

)
P02

+ λα1
μ0

μ0 + 2μ1
e−(μ0+2μ1)x P11 + λα1

∫ x

y=0
e−3μ1(x−y) f02(y)dy

+ λα1
μ0

μ0 + 2μ1

∫ x

y=0
e−(μ0+2μ1)(x−y) f11(y)dy

+ λα1
μ0

μ0 + 2μ1

∫ ∞

y=x
f11(y)dy. (4.50)

The normalizing condition is

P00 + P10 + P01 + P20 + P11 + P02

+
∫ ∞

x=0
[ f20(x) + f11(x) + f02(x)] dx = 1. (4.51)

Explanation of Equations for States ((x,∞),m), m ∈ M1
Left Side of Equation (4.48) In (4.48), the left side represents the SP exit
rate out of ((x,∞), 20). There are two routes by which the SP can exit this
composite state: (1) downcrossing level x on page 20; (2) jumping to page 11
pursuant to an arrival that is assigned rate μ1. The term f20(x) is the down-
crossing rate of level x on page 20.

The term

λα1
2μ0

2μ0 + μ1

∫ ∞

y=x
f20(y)dy

is the rate at which the SP jumps to page 11 at arrival instants. In this expres-
sion, λ f20(y)dy is the rate at which arrivals find the SP in interval (y, y + dy)
on page 20. The term α1 is the probability that an arrival gets assigned rate
μ1, resulting in two servers having rate μ0 and one server having rate μ1

just after the arrival starts service. The term 2μ0
2μ0+μ1

is the probability that a

rate-μ0 customer finishes first, causing the SP to jump to page 11. The SP
cannot jump to page 02 if an arrival finds the configuration to be 20. The sum
of the two terms on the left of side of (4.48) is the exit rate of the SP out of
(x,∞) on page 20.
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Right Side of Equation (4.48) The right side of (4.48) is the SP entrance
rate into ((x,∞), 20). The fist term

λ

(
α0e−3μ0x + α1

μ1

2μ0 + μ1
e−(2μ0+μ1)x

)
P20

is the entrance rate into ((x,∞), 20) due to arrivals that find the state to be
(0, 20). In it, the product λP20 is the rate at which arrivals find the state to
be (0, 20). The arrival does not wait, and immediately starts service from the
one available server. The term α0e−3μ0x is the product of two probabilities:
α0, that the arrival is assigned rate μ0; e−3μ0x , that the minimum of three
independent service times, each having rate μ0, exceeds x .

The term
α1

μ1

2μ0 + μ1
e−(2μ0+μ1)x

is the product of three probabilities: α1, that the arrival is assigned rate μ1;
μ1/ (2μ0 + μ1), that the minimum of three service times, two having rate μ0
and one having rate μ1, is the rate μ1; e−(2μ0+μ1)x , that the minimum of the
three service times exceeds x . Both terms result in the SP landing above x
on page 02. The entire term is the rate at which the SP moves from level 0
on page 20 to interval (x,∞) on page 20.

The term
λα0

μ1

2μ0 + μ1
e−(2μ0+μ1)x P11

is the rate at which arrivals find the state to be (0, 11) (rate λP11), are assigned
service rate μ0 (probability α0), the minimum service time is a rate-μ1 ser-
vice (probability μ1/ (2μ0 + μ1)), and the minimum exceeds x (probability
e−(2μ0+μ1)x ). This is the rate at which the SP moves from discrete level 0 on
page 11 to (x,∞) on page 20.

The term

λα0

∫ x

y=0
e−3μ0(x−y) f20(y)dy

is the rate at which arrivals find the state to be (y, 20), y ∈ (0, x), are assigned
service rate μ0 (probability α0), and the minimum of three service times each
having rate μ0 exceeds x − y (probability e−3μ0(x−y)) integrated over all y
∈ (0, x). This is the rate at which the SP moves from (0, x) on page 20 to
(x,∞) on page 20 (makes 20 → 20 upcrossings of x).

The term

λα0
μ1

2μ0 + μ1

∫ x

y=0
e−(2μ0+μ1)(x−y) f11(y)dy



4.7 Example of Steady-State Equations 237

is the rate at which arrivals find the state to be in ((y, y + dy) , 11), y ∈ (0, x)
(factor λ f11(y)dy), are assigned service rare μ0, the rate-μ1 service ends first,
and the minimum of three exponential r.v.s (two having rate μ0 and one rate
μ1) exceeds x − y, integrated over all y ∈ (0, x). This is the rate at which
the SP moves from (0, x) on page 11 to (x,∞) on page 20 (makes 11 → 20
upcrossing of x).

The term

λα0
μ1

2μ0 + μ1

∫ ∞

y=x
f11(y)dy

is the rate at which arrivals find the state to be in ((y, y + dy) , 11), y > x , are
assigned service rate μ0, the rate-μ1 service finishes first, and the minimum
of three exponential service times (two having rate μ0 and one having rate
μ1) has any value in (x,∞). This is the rate at which the SP moves from
(x,∞) on page 11 to (x,∞) on page 20 (makes 11 → 20 transition, from
and to, points above x).

Integral Equations (4.49) and (4.50)
We derive integral equations (4.49) and (4.50) for the pdfs f11(x) and f02(x)
(pages 11 and 02), in a similar manner as for f20(x) above.

Normalizing Condition
The normalizing condition (4.51) ensures that the sum of all zero-wait and
positive-wait probabilities is 1.

4.8 Standard M/M/c: Steady-State Analysis

We analyze the standard M/M/c queue as a special case of the generalized
M/M/c queue developed in Sects. 4.3–4.7. It is instructive to derive known
results for M/M/c using LC. The standard M/M/c queue is one of the first
models the author analyzed in 1974, to validate the LC method (see pp. 37–39
in [11]).

We assume the number of servers is c ≥ 2, each customer receives the same
exponential service rate μ, and λ < cμ. Using the notation of Sect. 4.3, we
have here J = 0, µ = {μ0} := {μ}. A system configuration has one component
m0, which can take values in {0, 1, . . . , c − 1}. The virtual wait process is
denoted as {W (t)}t≥0.

In this model, a system configuration is a scalar m0 := number of cus-
tomers in the other servers just after an arrival starts service. Thus m0 ∈
{0, 1, . . . , c − 1}. Equivalently m0 is the number of other occupied servers
at a start of service instant. The set of all configurations, M = M0 ∪ M1, has
size

(J+c
c−1

)
=
(0+c

c−1

)
=
(c

1

)
= c (see Sect. 4.4.2). That is,
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Fig. 4.4 Sample path of
{W (t)}t≥0 in standard
M/M/c queue. There are
c lines and one page.
Line c − 1 is at level 0
of page c − 1

0
1
2

W(t)
Page c-1

Time t

x

Line

Line C-1

c-2

SP

0

M0 = {0, 1, . . . , c − 2}, M1 = {c − 1}.
(Recall that M1 = Mb, the set of ‘border’ configurations.)

A sample path of {W (t)}t≥0 has c lines for the zero-wait states (0, j), j =
0, . . . , c − 1, and one page (sheet) for the composite state ((0,∞), c − 1)
(Fig. 4.4). Line c − 1, the border line corresponding to state (0, c − 1), is
usually placed as the bottom line of page c − 1, but is arbitrarily located
among the other 0-wait states in Fig. 4.4. This does not change the analysis
because rate balance across level x > 0 (downcrossing rate = upcrossing rate)
is equivalent to rate balance between sets ((x,∞) , c − 1) and ([0, x] , c − 1)
i.e., rate from ((x,∞) , c − 1) into ([0, x] , c − 1) = rate from ([0, x] , c − 1)
into ((x,∞) , c − 1).

Denote the zero-wait probabilities as Pn, n = 0, . . . , c − 1, the pdf of wait
as f (x), x > 0, and the steady-state cdf of wait by F(x), x ≥ 0. Then

F(x) =
c−1∑
n=0

Pn +
∫ x

0
f (x)dx, x ≥ 0,

F(0) =
c−1∑
n=0

Pn.

4.8.1 Equations for Steady-State PDF of Wait

We derive model equations for the steady-state pdf of wait, and give further
explanations in Sect. 4.8.2 below.
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Zero-Wait States
For the zero-wait states (atoms) the model equations are (using rate out =
rate in)

λP0 = μP1

(λ + μ)P1 = λP0 + 2μP2

(λ + 2μ)P2 = λP1 + 3μP3

· ··
(λ + (c − 2)μ)Pc−2 = λPc−3 + (c − 1)μPc−1

(λ + (c − 1)μ)Pc−1 = λPc−2 + f (0+). (4.52)

The term f (0+) in the last equation in (4.52) connects the pdf of a continuous
random variable (waiting time) with the probabilities of atoms (states (0, c −
1) and (0, c − 2)). This observation (and other examples) led the author to
coin the term “border state” (i.e., state (0, c − 1) in the present context).

Positive-Wait States
For the composite state ((0,∞), c − 1) (the single page) the model equation
is

f (x) = λPc−1e−cμx + λ

∫ x

y=0
e−cμ(x−y) f (y)dy, x > 0. (4.53)

Composite state ((0,∞), c − 1) is accessible in one step at an arrival instant,
only from the border state (0, c − 1). The normalizing condition is

F(∞) =
c−1∑
n=0

Pn +
∫ ∞

y=0
f (x)dx = 1. (4.54)

4.8.2 Explanation of Equations (4.52) and (4.53)

Linear Equations (4.52)
Equation (4.52) are rate-balance equations, which equate SP rates out of, and
into, the discrete zero-wait states (0, n), n = 0, . . . , c − 1. The term f (0+)
(:= f (0)) is the SP downcrossing rate of level 0, i.e., the SP entrance rate
into state (0, c − 1) from above. (In sample-paths, line c − 1 may be equally
placed at level 0 of page (c − 1). If it is placed separately as in Fig. 4.4, we
can still imagine it to be at level 0 of the page with respect to SP motion.)

Integral Equation (4.53)
To derive the positive-wait integral equation (4.53) consider composite state
((x,∞), c − 1) on the (single) page (Fig. 4.4). We equate the SP exit rate
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(i.e., downcrossing rate of level x) to the entrance rate (i.e., ‘upcrossing’
rate of level x starting from line c − 1 thought of as being at the bottom of
the page). The downcrossing rate of level x is f (x) (see Corollary 4.2 in
Sect. 4.6.2).

The SP entrance rate into ((x,∞), c − 1) is from two sources:
(1) Entrances are generated by jumps due to arrivals when the state is the
border state (0, c − 1), starting from level 0 of the page and ending above level
x on the page. Since there is only one page, the only access to ((x,∞), c − 1)
in one step from a zero-wait state is from state (0, (c − 1)), i.e., line c − 1
in the sample path. The SP entrance rate from this source is λPc−1 · P(S >

x), where Pc−1 is the limiting probability of state (0, c − 1), andS is the inter
start-of-service depart time. (See Sect. 4.4.1 for a discussion of inter start-
of-service depart time.) Random variable S =

dis
Expcμ, since there would be

c customers with rate μ in service just after such an arrival starts service, and
S := minimum of c i.i.d. Expμ random variables. Thus, P(S > x) = e−cμx .
This gives the term λPc−1e−cμx in (4.53).
(2) Entrances into ((x,∞), c − 1) are generated by jumps due to arrivals
when the state is a continuous state (y, c − 1), y ∈ (0, x). Such jumps start
at level y and end above level x . Just after such an arrival begins service (y
after its arrival), all c servers will be occupied and S =

dis
Expcμ, independent

of any new arrivals to the system. The SP will enter ((x,∞), c − 1) with
probability e−cμ(x−y). This leads to Eq. (4.53).

4.8.3 Solution of Equations

We first solve (4.53). Differentiating both sides with respect to x and solving
the resulting first-order differential equation, gives

f (x) = Ae−(cμ−λ)x , x > 0,

where A is a constant. Letting x ↓ 0, we get the initial condition

f (0) = A = λPc−1 (4.55)

since f (0) (:= f (0+)) is the SP downcrossing rate of level 0, and λPc−1
is the “upcrossing” rate of level 0 (rate of egress from (0, c − 1) above).
(Equivalently, f (0) is the exit rate out of ((0,∞), c − 1) and λPc−1 is the
entrance rate into ((0,∞), c − 1).) Thus A = λPc−1 and

f (x) = λPc−1e−(cμ−λ)x , x > 0. (4.56)
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Note that the condition (4.55) is itself a rate-balance equation for the rates
out of, and into, ((0,∞), c − 1).

Next, from (4.52) and (4.56) we obtain

Pn =
(

λ

μ

)n 1

n! P0, n = 0, . . . , c − 1,

Pc−1 =
(

λ

μ

)c−1 1

(c − 1)! P0. (4.57)

Substituting (4.57) into (4.56) gives

f (x) = λ

(
λ

μ

)c−1 1

(c − 1)! P0 · e−(cμ−λ)x , x > 0.

The normalizing condition (4.54) is(
c−1∑
n=0

(
λ

μ

)n 1

n!

)
P0 + λ

(
λ

μ

)c−1 1

(c − 1)! P0

∫ ∞

x=0
e−(cμ−λ)x dx = 1.

This gives the well-known value

P0 = 1∑c−1
n=0

(
λ
μ

)n
1
n! +

(
λ
μ

)c cμ
c!(cμ−λ)

. (4.58)

The cdf of wait is

F(x) = P0 +
∫ x

y=0
λPc−1e−(cμ−λ)ydy

= P0

(
1 + λ

(
λ

μ

)c−1 1

(c − 1)!(cμ − λ)

(
1 − e−(cμ−λ)x

))
, x ≥ 0.

(4.59)

Boundedness of PDF of Wait
From (4.56) f (x) < λ, x> 0, since Pc−1 < 1 and e−(cμ−λ)x < 1 (cμ − λ >

0).
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4.8.4 CDF and PDF of Wait Geometrically

It is insightful and intuitive to derive the steady-state cdf and pdf of wait
geometrically, directly from sample path properties. This derivation bypasses
model equation (4.53). A similar geometric derivation for the cdf of wait in
the M/M/1 queue is given in Sect. 3.5.6.

Consider level x > 0 on the single page (Fig. 4.4). Rate balance across
level x applies the principle

Upcrossing rate of x = Downcrossing rate of x = f (x).

Equivalently, in symbols

lim
t→∞

Ut (x)

t
= lim

t→∞
Dt (x)

t
= f (x) (a.s.),

or

lim
t→∞

E(Ut (x))

t
= lim

t→∞
E (Dt (x))

t
= f (x).

The sojourn time above level x > 0 on the page, initiated by each upcross-
ing of x , is := busy period of a standard Mλ/Mcμ/1 queue with arrival rate
λ and service rate cμ because, when the SP is on the page, all c servers are
occupied and each is serving at rate μ. Thus the inter start-of-service depart
time (see Definition 4.3 in Sect. 4.4.1) S =

dis
size of each jump ending on the

page =
dis

Expcμ. Moreover, by the memoryless property, excess jumps above

level x are =
dis

Expcμ.

Let ax denote an SP sojourn time above x . Then ax =
dis

busy period in

Mλ/Mcμ/1 (λ < cμ). Thus

E(ax ) = 1

cμ − λ
, (4.60)

independent of x , since the expected value of the busy period in Mλ/Mcμ/1
is 1/ (cμ − λ).

Let dx := inter-downcrossing time at level x ≥ 0. Since level-x down-
crossings are regenerative points, similarly as in Sect. 3.4.15 we have

E(dx ) = 1/ f (x). (4.61)

The renewal reward theorem (Sect. 3.79), now yields

http://dx.doi.org/10.1007/978-3-319-50332-5_3
http://dx.doi.org/10.1007/978-3-319-50332-5_3
http://dx.doi.org/10.1007/978-3-319-50332-5_3
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E(ax )

E(dx )
= lim

t→∞
time W (·) ∈ (x,∞) during (0,t)

t
= 1 − F(x),

1/ (cμ − λ)

1/ f (x)
= 1 − F(x),

or
f (x)

1 − F(x)
= cμ − λ, x > 0, (4.62)

equivalent to the differential equation

d
dx (1 − F(x))

1 − F(x)
= −(cμ − λ),

d

dx
ln(1 − F(x)) = −(cμ − λ),

with solution
1 − F(x) = A · e−(cμ−λ)x ,

where A is a constant, evaluated by letting x ↓ 0, and yielding the cdf of wait

F(x) = 1 − (1 − F(0))e−(cμ−λ)x , x ≥ 0, (4.63)

where F(0) = P(zero wait). Taking d F(x)/dx , x > 0, in (4.63) gives the
pdf of wait

f (x) = (1 − F(0))(cμ − λ)e−(cμ−λ)x , x > 0. (4.64)

We next employ the equations in (4.57) to get

F(0) =
c−1∑
n=0

Pn = P0

c−1∑
n=0

(
λ

μ

)n 1

n! . (4.65)

Note that f (0) = λPc−1., i.e., the SP entrance rate into state (0, c − 1)
from above (downcrossing rate of level 0) is equal to the SP exit rate from
state (0, c − 1) at arrival instants. Letting x ↓ 0 In (4.64) yields

f (0) = (1 − F(0))(cμ − λ) = λPc−1. (4.66)

From (4.66) and (4.57)

F(0) = 1 − λ

cμ − λ
Pc−1 = 1 − λ

cμ − λ

(
λ

μ

)c−1 1

(c − 1)! P0. (4.67)
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Substituting the value of F(0) from (4.65) into (4.67) and solving for P0
gives (4.58). The upshot is two different ways to determined P0; and two
different, equivalent formulas for f (x), x > 0 : (4.56) and (4.64).

Remark 4.13 Another way to obtain the second equality in (4.66) is to note
that the SP expected sojourn time above 0 is

E(a0) = E(busy period of Mλ/Mcμ/1) = 1

cμ − λ
.

The proportion of time the SP spends above level 0 is therefore

lim
t→∞

E(Ut (0))

t
· 1

cμ − λ
= λPc−1 · 1

cμ − λ
= 1 − F(0).

Busy Period in M/M/c
Note that a0 is equal to a busy period in M/M/c, denoted by Bc−1,c, defined
as the time measured from an arrival instant when the state is (0, c − 1) until
the first departure instant thereafter that leaves the system in state (0, c − 1)
again. (The arrival increases the number in the system to c. The departure
decreases the number to c − 1.) Since ax ≡ a0, x ≥ 0,

E
(Bc−1,c

) = E (a0) = E (ax ) = 1

cμ − λ
, x ≥ 0. (4.68)

We also call Bc−1,c a [c − 1, c] busy period.

4.8.5 PMF of Number in the System

We use the foregoing pdf of wait (4.56) to derive Pn, n = c, c + 1, . . .. This
approach is the reverse order of the usual derivation, which first derives the
pmf (probability mass function) of the number-in-system using a birth-death
analysis. It then obtains the pdf of wait by conditioning on the number in the
system when there is an arrival. The method we apply here utilizes partly
birth-death analysis and partly LC. It provides a different perspective on the
M/M/c model.

Due to Poisson arrivals, Pn = an = dn , where an , dn are the steady-state
probabilities of n units in the system just before an arrival, and just after
a departure, respectively (in this Section). Reasoning as for M/M/1 (see
Sect. 3.5.3), we get

Pn = dn = P(n − c arrivals during a waiting time), n = c, c + 1, . . . .

http://dx.doi.org/10.1007/978-3-319-50332-5_3
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Substituting from (4.56) and (4.57)

Pn =
∫ ∞

x=0

e−λx (λx)n−c

(n − c)! f (x)dx

=
(

λ

μ

)n−c+1 1

cn−c+1 Pc−1

∫ ∞

x=0
cμe−cμx (cμx)n−c

(n − c)! dx

=
(

λ

μ

)n 1

cn−cc! P0, n = c, c + 1, . . . .

In summary, we obtain the well-known formulas (e.g., p. 67 in [84])

P0 = 1∑c−1
n=0

(
λ
μ

)n
1
n! +

(
λ
μ

)c cμ
c!(cμ−λ)

Pn =
(

λ
μ

)n
1
n! P0, n = 0, . . . , c − 1,

Pn =
(

λ
μ

)n
1

cn−c
1
c! P0, n = c, c + 1, . . . .

⎫⎪⎪⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎪⎪⎭

(4.69)

The probability that all servers are occupied is

∞∑
n=c

Pn = P(wait > 0) =
∫ ∞

x=0
f (x)dx

= λPc−1

∫ ∞

x=0
e−(cμ−λ)x dx = λ

cμ − λ
Pc−1

=
λ
(

λ
μ

)c−1
1
c!

cμ − λ
P0. (4.70)

The probability that there is at least one idle server is

c−1∑
n=0

Pn = P(wait = 0) = 1 −
λ
(

λ
μ

)c−1
1
c!

cμ − λ
P0. (4.71)

4.8.6 Inter-downcrossing and Sojourn Times

Consider dx , ax , bx (x ≥ 0), respectively: time between successive SP down-
crossings of level x ; sojourn time above x initiated by an upcrossing of x ;
sojourn time at or below x initiated by a downcrossing of x . Formula (4.61)
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shows

E(dx ) = 1

f (x)
= e(cμ−λ)x

λPc−1
, x ≥ 0; (4.72)

formula (4.60) shows that, independent of x ,

E(ax ) = 1

cμ − λ
.

Note that

lim
t→∞

(time that the SP is above x during (0, t))

t
= 1 − F(x);

by the renewal reward theorem (Sect. 3.4.9),

E(ax )

E(dx )
= E(ax )

1/ f (x)
= 1 − F(x),

E(ax ) = 1 − F(x)

f (x)
= 1

cμ − λ
., x > 0,

The last equality above corroborates formula (4.62) when solving for f (x)
geometrically in Sect. 4.8.4. Also, we can validate (4.62) in Sect. 4.8.4 using

1 − F(x)

f (x)
=

∫∞
y=x f (y)dy

λPc−1e−(cμ−λ)x

=
∫∞

y=x λPc−1e−(cμ−λ)ydy

λPc−1e−(cμ−λ)x
= 1

cμ − λ
.

Note that F(x) = limt→∞(time the SP spends at or below x during
(0, t))/t . Each instant that the SP downcrosses x ≥ 0 is a regenerative
point, due to the memoryless property of the interarrival times. From the re-
newal reward theorem (i.e., the theory of regenerative processes, e.g., [134])
E(bx )/E(dx ) = F(x), implying

E(bx ) = F(x)

f (x)
= 1 − (1 − F(0))e−(cμ−λ)x

λPc−1e−(cμ−λ)x

= e(cμ−λ)x

λPc−1
− (1 − F(0))

λPc−1

= 1

λ
(

λ
μ

)c−1
1

(c−1)! P0

(
e(cμ−λ)x − (1 − P0

c−1∑
n=0

(
λ

μ

)n 1

n!)
)

http://dx.doi.org/10.1007/978-3-319-50332-5_3
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= e(cμ−λ)x − 1

λ
(

λ
μ

)c−1
1

(c−1)! P0

+
∑c−1

n=0

(
λ
μ

)n
1
n!

λ
(

λ
μ

)c−1
1

(c−1)!
. (4.73)

Remark 4.14 From (4.60), when the SP upcrosses x , it next downcrosses x
after a time ax where E(ax ) is independent of x . By contrast, (4.73) implies
when the SP downcrosses level x , it next upcrosses x after a time bx where
E(bx ) grows exponentially with increasing x .

The foregoing results for

dx , ax , bx , E(dx ), E(ax ), E(bx )

generalize analogous results for M/M/1 (Sect. 3.5.7).

4.9 M/M/c/c and Standard M/M/c Queues

The M/M/c/c queue is a special case of M/M/c/k, in which an upper limit k is
placed on the number of customers allowed in the system at any time (see, e.g.,
Sect. 2.5, p. 76ff in [84]). Here, we develop a relationship between M/M/c/c
and the standard Mλ/Mμ/c queue. By a judicious choice of parameters for
M/M/c/c, the pdf of the virtual wait in the two models have identical forms.
However, the jump structure of the sample path of M/M/c/c is much simpler
than that of the corresponding M/M/c model, for positive values of the virtual
wait. This jump structure makes it much easier to derive the pdf of the virtual
wait in M/M/c/c. The point of this exercise is to obtain the pdf of wait in
the parameter-modified M/M/c/c queue, which can be derived in one line,
without having to solve an integral equation (as in M/M/c), and the derived
pdf is the same as in M/M/c. This relationship suggests a broader prospect.
For a given complex model, can we identify a related model having the same
solution form, that can be solved more easily?

The M/M/c/c queue is usually analyzed using a birth-death analysis. Here,
we employ an LC approach. Consider an M/M/c/c queue where the service
time for each customer that enters the system has exponential rate μ − λ

c > 0.
(We choose λ < cμ because our related model is a standard Mλ/Mμ/c queue
in equilibrium.)

In M/M/c/c all actual waits are 0 – there is no waiting line. In a queue
where blocking is possible, we shall define the virtual wait as the time that a
potential arrival would wait to start service, if it were not blocked and cleared.

http://dx.doi.org/10.1007/978-3-319-50332-5_3
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Thus the virtual wait is not 0 for every arrival. In M/M/c/c, customers that
arrive when the virtual wait is positive, are blocked and cleared from the
system. In both models, the virtual wait is positive if and only if all c servers
are occupied.

For M/M/c/c, consider the ‘system point’ process {W (t), M(t)}t≥0, where
W (t) is the virtual wait and M(t) ∈ {0, . . . , c − 1} is the system configuration
at time t . M(t) is the number of occupied servers at instant t−, if there is an
idle server at t−. We denote the c discrete states by {(0, 0) , . . . , (0, c − 1)}.
Thus M(t) = n if n other servers are occupied when a customer joins the
system and starts service, n = 0, . . . , c − 1. Denote the steady-state proba-
bility of (0, n) as Pn , n = 0,…, c − 1. Denote the positive virtual-wait states
as {(x, c − 1) , x ∈ (0,∞)}.

4.9.1 Sample Path of {W(t),M(t)}t≥0

Consider a sample path of {W (t), M(t)}t≥0 (Fig. 4.5). Without loss of gen-
erality, assume the system starts empty. The SP is on line 0 at t = 0. As the
system evolves, the SP moves among the lines until c − 1 of the servers are
occupied, just as in a standard Mλ/Mμ− λ

c
/c model. In Fig. 4.5 we situate line

c − 1 at level 0 of the page; this layout makes it easier to depict SP exchanges
between line c − 1 and the virtual-wait positive states.

Suppose a customer arrives when c − 1 servers are occupied. The arrival
joins the system and starts service in the one free server. All c servers are
busy just after the arrival starts service. The configuration is c − 1, since
c − 1 other servers are occupied just after the arrival instant. Each of the
c servers has service time =

dis
Expμ− λ

c
once the arrival starts service, due

to the memoryless property of exponential service times. The SP jumps to
ordinate y ∈ (0,∞) on the page, where y =

dis
Expcμ−λ which is distributed

as the minimum of c i.i.d. exponential r.v.s each distributed with rate μ − λ
c .

The SP descends at rate 1 (slope = −1), until it makes a continuous hit
of level 0 from above. New arrivals are blocked and cleared, and have no
effect on the sample path during this descent. Once the SP hits level 0, it
continues its motion among the states (0, 0) , . . . , (0, c − 1), until it makes
another jump out of state (0, c − 1) onto the page.

All upward jumps that end on the page start at level 0. Hence the jump
structure for M/M/c/c is much simpler than that of the standard M/M/c queue,
in which jumps that end on the page may start at any point in [0,∞) .
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Fig. 4.5 Sample path of
{W (t)}t≥0 in M/M/c/c
queue. All jumps ending
in (0,∞) begin at level
0 (state (0, c − 1)) with
size =

dis
Expcμ−λ

0
1
2

c-1

W(t) Page c-1

Time t

x
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Line

c-2

SP
0
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0

4.9.2 PDF of Virtual Wait

Denote the pdf of the virtual wait as fc−1(x) ≡ f (x), x > 0. To derive the
pdf of f (x), fix level x > 0. The SP downcrossing rate of x is f (x). Since all
SP jumps ending on the page start from state (0, c − 1) at arrival instants, and
all jumps sizes are =

dis
Expcμ−λ, the upcrossing rate of x is λPc−1e−(cμ−λ)x .

Balancing SP rates out of and into set ((x,∞), c − 1) yields

f (x) = λPc−1e−(cμ−λ)x , x > 0. (4.74)

Remark 4.15 Formula (4.74) has precisely the same form as the steady-
state pdf of wait in the standard Mλ /Mμ/c queue given by (4.56), except that
Pc−1 has a different value. For the Mλ/Mμ−λ/c/c/c queue, formula (4.74) is
derived “instantly” from observing a sample path of the virtual wait. There
is no need to solve an integral equation, as in M/M/c. In M/M/c/c, the pdf
formula for f (x) is inherently a model equation. This is the main relation-
ship between the two models we discuss here. The result for Mλ/Mμ−λ/c/c/c
allows us to write the form of the pdf of wait in Mλ/Mμ /c immediately.

4.9.3 Non-blocking States

The rate-balance equations for the non-blocking states (0, 0) , . . . , (0, c − 1)
are the same as in (4.52) for Mλ/Mμ/c, with μ − λ

c substituted for μ. Thus in
M/M/c/c

Pn =
(

λ

μ − λ
c

)n
1

n! P0, n = 0, . . . , c − 1,
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so that

Pc−1 =
(

λ

μ − λ
c

)c−1
1

(c − 1)! P0.

The normalizing condition is(∑c−1
n=0

(
λ

μ− λ
c

)n
1
n!
)

P0 + ∫∞
x=0 f (x)dx = 1.

Applying (4.74) gives(
c−1∑
n=0

(
λ

μ − λ
c

)n
1

n!

)
P0

+ λ

(
λ

μ − λ
c

)c−1
1

(c − 1)! P0

∫ ∞

x=0
e−(cμ−λ)x dx = 1,

P0 = 1

∑c−1
n=0

(
λ

μ− λ
c

)n
1
n! + λ

(
λ

μ− λ
c

)c−1
1

(c−1)!
1

cμ−λ

= 1∑c
n=0

(
λ

μ− λ
c

)n
1
n!

.�

4.9.4 Blocking Time TB

Let TB denote the time from the instant the system gets blocked (all c servers
occupied) until the first instant that it becomes unblocked thereafter (at which
c − 1 servers are occupied). We call TB the blocking time.

The pdf of the virtual wait in Mλ/Mμ−λ/c/c/c is the same as the pdf of
S (inter start-of-service depart time) when an arrival “sees” state (0, c − 1).
Also, S =

dis
TB .

Then E(TB) = Expcμ−λ = 1/ (cμ − λ). Let Pc denote the proportion of
time the system is blocked. Then

Pc =
∫ ∞

x=0
f (x)dx = λPc−1

∫ ∞

x=0
e−(cμ−λ)x dx
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= λ

(
λ

μ − λ
c

)c−1
1

(c − 1)! P0

∫ ∞

x=0
e−(cμ−λ)x dx

=
(

λ

μ − λ
c

)c
1

c! P0

=

(
λ

μ− λ
c

)c
1
c!

∑c
n=0

(
λ

μ− λ
c

)n
1
n!

.

Pc is the probability that a right-truncated Poisson variate (truncated at c),
has value c. It is the classical Erlang-B loss formula for the Mλ/Mμ− λ

μ
/c/c

queue (see, e.g., p. 82, Sect. 2.6 in [84]).
Note that the blocking time is a [c − 1, c] busy period, denoted by Bc−1,c,

so that TB =
dis

Bc−1,c. From Remark 4.8.4, E
(Bc−1,c

)
= 1

cμ−λ .

Remark 4.16 Suppose that in the M/M/c/c model the servers were numbered
1, . . . , c. Let the service rates assigned to arrivals depend on which server is
occupied, say rates νi , i = 1, . . . , c. Assume

∑c
i=1 νi = cμ − λ > 0, where μ,

λ are the parameters of a stable Mλ/Mμ/c queue. Then the distribution of TB
would be the same as in (4.74). So this specialized M/M/c/c model can also
be used as a “companion” model to obtain the pdf of wait in the Mλ/Mμ/c
queue.

4.9.5 Discussion

We can derive formula (4.74) for f (x) geometrically as in Sect. 4.8.4. Let
F(x), x ≥ 0, be the cdf of the virtual wait. We get

d

dx
ln(1 − F(x) = −1

E(Bc−1,c)
= −(cμ − λ),

F(x) = 1 − (1 − F(0))e−(cμ−λ)x , x ≥ 0,

f (x) = (cμ − λ)(1 − F(0))e−(cμ−λ)x . (4.75)

Comparing (4.74) and (4.75) shows that

λPc−1 = (cμ − λ)(1 − F(0)) = (cμ − λ)Pc, (4.76)

where Pc is the probability of c units in the system.
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In M/M/c/c an arrival enters the system iff the virtual wait is 0. Thus
F(0) = P(an arrival enters the system). Hence (1 − F(0)) = P(an arrival is
blocked and cleared) = Pc. Equation (4.76) is precisely the balance equation
that would appear in a birth-death analysis of the system.

4.10 M/M/c in Which Zero-Wait Customers Get Special
Service

Consider an M/M/c (c ≥ 2) queue with arrival rate λ, in which zero-wait
customers get service rate μ0, and positive-wait customers get service rate
μ1 (
= μ0). Thus, the assigned service rate is state-dependent. We derive
below the steady-state pdf of wait, distribution of the number-in-system, and
related model characteristics.

Denote the state of the system as {W (t),M (t)}t≥0, where W (t) ≥ 0 is the
virtual wait and M(t) is the system configuration. Thus

M(t) = (m0,m1), 0 ≤ m0 + m1 ≤ c − 1,

where m j is the number of occupied servers operating at rate μ j , j = 0, 1. In
the notation of Sect. 4.4, integer J = 1. The number of zero-wait states is the
total number of non-negative integer solutions for m0, m1 in the c equations

m0 + m1 = k, k = 0, . . . , c − 1,

which is, since J = 1,

c−1∑
k=0

(
J + k

J

)
=
(

J + c

J + 1

)
=
(

c + 1

2

)

= c(c + 1)

2
= 1 + 2 + · · · + c.

From Sect. 4.4.2, M0 =
{
(0,m)|0 ≤∑J

j=0 m j ≤ c − 2
}

, which contains

(c−1)c
2 configurations. Set Mb =

{
m|∑J

j=0 m j = c − 1
}

comprises the dis-

crete boundary states, and contains
(J+c−1

J

)
=
(c

1

)
= c configurations. (Note

that Mb = M1.)

Zero-wait Probabilities Let Pm0m1 denote the steady-state probability
that an arrival “sees” m j rate-μ j customers in service, j = 0, 1, and waits
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zero before starting service. Pm0m1 is the steady-state probability of state
(0, (m0,m1)).

There are c positive-wait pages (sheets), one for each configuration in Mb,
where

Mb = {(c − 1, 0), (c − 2, 1), . . . , (1, c − 2) , (0, c − 1)} .
Positive-wait PDFs Let fm(x), x > 0, denote the steady-state pdf of the

virtual wait when the occupancies of the other c − 1 servers will be m ∈ Mb
at start of service (‘look-ahead’ property of virtual wait).

4.10.1 Equations for Probabilities of Zero-Wait States

The c(c+1)
2 zero-wait states, having configurations in M0 ∪ Mb, viz.,

(0, (m0,m1)), 0 ≤ m0 + m1 ≤ c − 1,

give rise to c(c+1)
2 linear equations for their probabilities, using the principle

rate out = rate in, as in (4.77)–(4.79) below.
First consider states (0,m), m ∈ M0. For m0 = m1 = 0, (empty system)

there is one equation:
λP00 = μ0 P10 + μ1 P01. (4.77)

For states (0, (m0,m1)), 1 ≤ m0 + m1 ≤ c − 2, there are (c−1)c
2 − 1 equa-

tions, each of the form

(λ + m0μ0 + m1μ1)Pm0m1 = λP(m0−1)m1

+(m0 + 1)μ0 P(m0+1)m1

+(m1 + 1)μ1 Pm0(m1+1).

(4.78)

For states (0, (m0,m1)) ∈ Mb, there are c equations, each of the form

(λ + m0μ0 + m1μ1)Pm0m1 = λP(m0−1)m1 + fm0m1(0). (4.79)

In (4.79) the term fm0m1(0) (= fm0m1(0
+)) is the rate at which the SP

enters border state (0, (m0,m1)) due to left continuous hits of level 0 from
above on page m0m1.
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4.10.2 Equations for PDF of Positive-Wait States

There are c Volterra integral equations for the positive-wait states. Consider
composite state ((x,∞),m), x > 0, on page m ∈ Mb. For positive-wait
states (y,m0m1), y > 0, m0 + m1 = c − 1. We first specify the SP exit
and entrance rates of the pertinent composite states in the state space. Then
we will write the equations.
Rate Out of ((x,∞),m0m1)

Because (m0,m1) is a configuration, m0 + m1 = c − 1. The SP rate out of
((x,∞),m0m1) is

fm0m1(x) + λ
m0μ0

m0μ0 + (m1 + 1)μ1

∫ ∞

y=x
fm0m1(y)dy. (4.80)

Explanation of Terms in (4.80)
The first term fm0m1(x) is the SP downcrossing rate of level x on page m0m1.
The second term

λ
m0μ0

m0μ0 + (m1 + 1)μ1

∫ ∞

y=x
fm0m1(y)dy

is the rate of arrivals when the state is (y,m0m1), y > x (being assigned
service rate μ1 thereby adding one rate-μ1 occupied server upon start of
service); and a rate-μ0 service completes first thereafter. At the arrival instant
the SP jumps to level y+ Expm0μ0+(m1+1)μ1 on page (m0 − 1,m1 + 1) (i.e.,
page (m0 − 1, c − m0)). If m0 = 0, the SP would be on page (0, c − 1).
The only exit from the page would be via a downcrossing of level 0. All
arrivals would be assigned service rate μ1 and cause the SP to jump upward
but remain on page (0, c − 1); the second term in (4.80) would equal 0 if m0
= 0.
Rate into ((x,∞),m0m1)

The SP rate into ((x,∞),m0m1) is

λ
(m0 + 1)μ0

(m0 + 1)μ0 + m1μ1
e−((m0+1)μ0+m1μ1)x Pm0m1

+ λ
(m1 + 1)μ1

m0μ0 + (m1 + 1)μ1
e−(m0μ0+(m1+1)μ1)x Pm0−1,m1+1

+ λ
(m0 + 1)μ0

(m0 + 1)μ0 + m1μ1

∫ ∞

y=x
fm0+1,m1−1(y)dy

+ λ
(m0 + 1)μ0

(m0 + 1)μ0 + m1μ1

∫ x

y=0
e−((m0+1)μ0+m1μ1)(x−y) fm0+1,m1−1(y)dy
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+ λ
(m1 + 1)μ1

m0μ0 + (m1 + 1)μ1

∫ x

y=0
e−(m0μ0+(m1+1)μ1)(x−y) fm0m1(y)dy.

(4.81)

where we have inserted a comma in subscripts like m0 − 1,m1 + 1, for clar-
ity.

Explanation of Terms in (4.81)
The term

λ
(m0 + 1)μ0

(m0 + 1)μ0 + m1μ1
e−((m0+1)μ0+m1μ1)x Pm0m1

is the rate at which the SP jumps at arrival instants from level 0 on page m0m1
into ((x,∞),m0m1). At arrival instants customers are assigned service rate
μ0 (wait = 0), resulting in (m0 + 1) rate-μ0 and m1 rate-μ1 customers in
service. A rate-μ0 service finishes first with probability

(m0 + 1)μ0

(m0 + 1)μ0 + m1μ1
,

in which case the SP jumps to page m0m1. SP jumps from level 0 over level
x have probability e−((m0+1)μ0+m1μ1)x since S =

dis
Exp(m0+1)μ0+m1μ1 .

The term

λ
(m1 + 1)μ1

m0μ0 + (m1 + 1)μ1
e−(m0μ0+(m1+1)μ1)x Pm0−1,m1+1

is the rate at which the SP jumps at arrival instants, from level 0 on page
(m0 − 1,m1 + 1) into ((x,∞),m0m1). The arriving customer is assigned
service rate μ0 (wait = 0), resulting in m0 rate-μ0 and (m1 + 1) rate-μ1
customers in service. If a rate-μ1 service finishes first thereafter, the SP jumps
to page m0m1; the probability is

(m1 + 1)μ1

m0μ0 + (m1 + 1)μ1
.

SP jumps from level 0 upcross level x with probability e−(m0μ0+(m1+1)μ1)x

since the inter-start-of-service depart time S =
dis

Expm0μ0+(m1+1)μ1 .

The term

λ
(m0 + 1)μ0

(m0 + 1)μ0 + m1μ1

∫ ∞

y=x
fm0+1,m1−1(y)dy
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is the rate at which the SP jumps at arrival instants, out of (x,∞) on page
(m0 + 1,m1 − 1) into ((x,∞),m0m1). The arriving customer is assigned
service rate μ1 (wait > 0) resulting in (m0 + 1) rate-μ0 and m1 rate-μ1 cus-
tomers in service just after the start of service of the arrival. If a rate-μ0
service finishes first, the SP jumps to page m0m1; this has probability

(m0 + 1)μ0

(m0 + 1)μ0 + m1μ1
.

A jump S of any size will cause such a jump to enter ((x,∞),m0m1) since
the start of the jump is already above level x .

The term

λ
(m0 + 1)μ0

(m0 + 1)μ0 + m1μ1

∫ x

y=0
e−((m0+1)μ0+m1μ()x−y) fm0+1,m1−1(y)dy

is the rate at which the SP jumps upward at arrivals, out of

((0, x),(m0 + 1,m1 − 1)) into ((x,∞),m0m1) .

That is, the SP makes a (m0 + 1,m1 − 1) → (m0m1) upcrossing of level x .
An arrival is assigned service rate μ1 (wait > 0). Just after the arrival starts
service there are m0 + 1 rate-μ0 and m1 rate-μ1 customers in service. The
probability that a rate-μ0 service finishes first is

(m0 + 1)μ0

(m0 + 1)μ0 + m1μ1
,

causing the SP to jump to page m0m1. Starting at level y < x the SP will
upcross level x if S > x − y; since S =

dis
Exp(m0+1)μ0+m1μ1 , this event has

probability e−((m0+1)μ0+m1μ1)(x−y).
The term

λ
(m1 + 1)μ1

m0μ0 + (m1 + 1)μ1

∫ x

y=0
e−(m0μ0+(m1+1)μ1)(x−y) fm0m1(y)dy

is the rate at which the SP jumps at arrival instants from ((0, x),m0m1)

upward into ((x,∞),m0m1), i.e., it upcrosses level x on page m0m1. Arrivals
are assigned service rate μ1 (wait > 0). Just after the arrival starts service
there are m0 rate-μ0 and (m1 + 1) rate-μ1 customers in service. A rate-μ1
service ends first with probability
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(m1 + 1)μ1

m0μ0 + (m1 + 1)μ1
.

causing the SP to jump to page m0m1. If the SP starts at level y it will
upcross level x provided S > x − y; since S =

dis
Expm0μ0+(m1+1)μ1 , this event

has probability e−(m0μ0+(m1+1)μ1)(x−y) .

Writing Equations for Positive-Wait States
The model equation for the positive-wait states on page m0m1 is written by
using the principle of rate balance with respect to set ((x,∞),m0m1), exit
rate = entrance rate. Equating exit rate (4.80) and entrance rate (4.81) gives

fm0m1(x) + λ
m0μ0

m0μ0 + (m1 + 1)μ1

∫ ∞

y=x
fm0m1(y)dy

= λ
(m0 + 1)μ0

(m0 + 1)μ0 + m1μ1
e−((m0+1)μ0+m1μ1)x Pm0m1

+ λ
(m1 + 1)μ1

m0μ0 + (m1 + 1)μ1
e−(m0μ0+(m1+1)μ1)x Pm0−1,m1+1

+ λ
(m0 + 1)μ0

(m0 + 1)μ0 + m1μ1

∫ ∞

y=x
fm0+1,m1−1(y)dy

+ λ
(m0 + 1)μ0

(m0 + 1)μ0 + m1μ1

∫ x

y=0
e−((m0+1)μ0+m1μ1)(x−y) fm0+1,m1−1(y)dy

+ λ
(m1 + 1)μ1

m0μ0 + (m1 + 1)μ1

∫ x

y=0
e−(m0μ0+(m1+1)μ1)(x−y) fm0m1(y)dy.

(4.82)

Equation for “Cover”
The total probability of a zero wait is

P0 =
∑

m∈M0∪Mb

Pm =
∑

0≤m0+m1≤c−1

Pm0m1 . (4.83)

The total pdf of wait is

f (x) =
∑

m∈M1

fm(x) =
∑

m0+m1=c−1

fm0m1(x), x > 0. (4.84)

Let x > 0 be fixed. The total SP downcrossing rate of x is f (x). The total
SP upcrossing rate of x due to jumps starting from level 0 at arrival instants,
is
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λ
∑

m0+m1=c−1

e−((m0+1)μ0+m1μ1)x Pm0m1 .

The total SP upcrossing rate of x due to jumps starting from levels y ∈ (0, x)
at arrival instants, is

λ
∑

m0+m1=c−1

∫ x

y=0
e−(m0μ0+(m1+1)μ1)(x−y) fm0m1(y)dy.

Rate balance across level x gives the model equation for the cover,

f (x) = λ
∑

m0+m1=c−1

e−((m0+1)μ0+m1μ1)x Pm0m1

+ λ
∑

m0+m1=c−1

∫ x

y=0
e−(m0μ0+(m1+1)μ1)(x−y) fm0m1(y)dy.

(4.85)

Normalizing Condition
The normalizing condition P0 + ∫∞

x=0 f (x)dx = 1 can be expressed as

∑
0≤m0+m1≤c−1

Pm0m1 +
∑

m0+m1=c−1

∫ ∞

x=0
fm0m1(x)dx = 1. (4.86)

4.10.3 Solution of Model Equations

In Sect. 4.11 below, we formulate and solve the foregoing M/M/2 model with
zero-wait customers receiving exceptional service, whose solution illustrates
relevant SPLC ideas and related insights. A more general solution procedure
of a two-server M/M/2 queue where service time depends on waiting time in
a general manner is detailed in Chap. 4 of [11].

4.11 M/M/2: Zero-Waits Get Special Service

M/M/2/(μ0,μ1) , (0, (0,∞))

To fix ideas and clarify the system dynamics of M/M/c with special service for
zero-wait customers, we formulate the model with c = 2 servers. We discuss
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the solution for the zero-wait probabilities and the positive-wait pdfs. We
denote the model by M/M/2/(μ0,μ1) , (0, (0,∞)). This notation indicates
that 0-wait arrivals get service rate μ0 and (0,∞)-wait arrivals get service
rate μ1; diagrammatically, μ0 ↔ 0-wait, μ1 ↔ (0,∞)-wait.

There are only three zero-wait states in M0 ∪ Mb (compare Sect. 4.10),

{(0,m0m1)} = {(0, 00), (0, 10), (0, 01)}.
Denote the steady-state probabilities of the zero-wait states by P00, P10, P01
respectively.

For example, state (0, 10) indicates that an arrival would wait 0 and would
“see” a rate-μ0 customer being served by the other server. The arrival would
be assigned rateμ0 since it waits 0. There would then be two rate-μ0 customers
in service. The inter start-of-service depart timeS would be =

dis
Exp2μ0 .

There are only two zero-wait states such that m0 + m1 = 1 (both bor-
der states). Denote the pdfs of the positive-wait states (x, 10), (x, 01), by
f10(x), f01(x), x > 0, respectively. A would-be arrival that finds the state
(x, 10), x > 0, for example, would wait x before service, and be assigned
service rate μ1 (wait> 0). Just after its start of service, it would have a rate-μ0
customer as neighbor in the other server. Inter start-of-service depart time S
=
dis

Expμ0+μ1 . The rate-μ1 customer would finish service first with probabil-

ity μ1
μ0+μ1

, leaving the rate-μ0 customer in service (m0m1 = 10). The rate-μ0

customer would finish service first with probability μ0
μ0+μ1

, leaving the rate-μ1
customer in service (m0m1 = 01).

If an arrival “sees” state (x, 01), x > 0, S would be =
dis

Exp2μ1 . The first

customer to complete service would have rate μ1 with certainty. The customer
remaining in service just after that service completion would have service rate
μ1 (m0m1 = 01).

A sample-path diagram of the virtual wait process {W (t)}t≥0, has three
lines and two pages (Fig. 4.6).

The total (marginal) probability of a zero wait is

P0 = P00 + P10 + P01.

The total pdf of wait is

f (x) = f10(x) + f01(x), x > 0.
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W(t) Page 01

W(t) Page 10

x

x

Line

00

10

01Line

Line

Time t

Fig. 4.6 Sample path of virtual wait in M/M/2/(μ0,μ1) , (0, (0,∞)). Lines for states
(0, 10), (0, 01) are at level 0 of corresponding pages. Line for state (0, 00) is iso-
lated. The SP can enter state (0, 01) only by downcrossing level 0 on page 01 (See
Fig. 4.10.)

4.11.1 Model Equations

Zero-Wait States
Applying SP exit rate = SP entrance rate for the zero-wait states (0, 00),
(0, 10), (0, 01) gives, respectively,

λP00 = μ0 P10 + μ1 P01,

(λ + μ0)P10 = λP00 + f10(0),

(λ + μ1)P01 = f01(0). (4.87)

In (4.87), the terms f10(0), f01(0) (same as f10(0+), f01(0+)) are the
rates at which the SP hits level 0 from above on pages 10 and 01 respec-
tively. Immediately following such hits, the SP moves on lines 10 and 01
respectively.

Positive-Wait States
Applying SP exit rate = SP entrance rate for ((x,∞), 10) (on page 10) yields
the integral equation
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f10(x) + λ

∫ ∞

y=x

μ0

μ0 + μ1
f10(y)dy

= λP10e−2μ0x + λ
μ1

μ0 + μ1
P01e−(μ0+μ1)x

+ λ
μ1

μ0 + μ1

∫ x

y=0
e−(μ0+μ1)(x−y) f10(y)dy, x > 0. (4.88)

When formulating equation (4.88), note that the SP cannot jump directly
from a positive-wait state on page 01 into set ((x,∞), 10). An arrival that
“sees” state (y, 01), y > 0, will be assigned rate μ1 and start service after a
wait y; its neighbor in the other server will also have service rate μ1 (because
m0m1 = 01). The random variable S will be distributed as Exp2μ1 , and the
remaining customer in service just after the first departure thereafter, will
have rate μ1. At the arrival instant, the SP will start a jump at level y on
page 01, which ends at level y + S =

dis
y + Exp2μ1 , also on page 01. The

configuration remains 01 just after the arrival. The only exit route from page
01 is via a downcrossing of level 0 (continuous hit of 0 from above—see
Fig. 4.6).

Now we balance the SP exit and entrance rates for ((x,∞), 01) (page 01),
giving integral equation

f01(x) = λ
μ0

μ0 + μ1
P01e−(μ0+μ1)x

+ λ

∫ x

y=0
e−2μ1(x−y) f01(y)dy

+ λ
μ0

μ0 + μ1

∫ x

y=0
e−(μ0+μ1)(x−y) f10(y)dy

+ λ
μ0

μ0 + μ1

∫ ∞

y=x
f10(y)dy. (4.89)

When formulating (4.89), note that the SP can exit ((x,∞), 01) only by
downcrossing level x . Also, the SP cannot enter ((x,∞), 01) from state
(0, 10) at arrivals, since all jumps that start from line 10 (corresponding to
state (0, 10)) must end on page 10, at an ordinate =

dis
Exp2μ0 .

The equation for the total pdf is

f (x) = f10(x) + f01(x),
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as viewed from the “cover”, the result of projecting sample-path segments on
pages 10 and 01 onto a single sheet. An integral equation for f (x) is obtained
by balancing the SP total down- and upcrossing rates of level x > 0. This is
equivalent to equating the exit and entrance rates for the state-space set

((x,∞), 10) ∪ ((x,∞), 01).

The resulting equation is

f (x) = λP10e−2μ0x + λP01e−(μ0+μ1)x

+ λ

∫ x

y=0
e−(μ0+μ1)(x−y) f10(y)dy

+ λ

∫ x

y=0
e−2μ1(x−y) f01(y)dy, x > 0. (4.90)

Equation (4.90) can also be derived by summing the corresponding sides of
(4.88) and (4.89). However, it is intuitive and instructive to interpret equation
(4.90) as total SP rate-balance across level x > 0.

The normalizing condition is

P00 + P10 + P01 +
∫ ∞

x=0
f10(x)dx +

∫ ∞

x=0
f01(x)dx = 1,

or

P0 +
∫ ∞

x=0
f (x)dx = 1. (4.91)

4.11.2 Solution of Equations

Equation (4.88) is an integral equation in f10(x), which is not confounded
by the presence of f01(x); so we utilize it to obtain the functional form of
f10(x). Applying differential operator 〈D〉〈D + μ0 + μ1〉 to both sides of
(4.88) leads to the second order differential equation

f ′′
10(x) + (μ0 + μ1 − λ) f ′

10(x) − λμ0 f10(x)

= 2λμ0(μ0 − μ1)P10e−2μ0x , x > 0. (4.92)
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with solution

f10(x) = C10eax + C1
10ebx + λK10 P10e−2μ0x , x > 0,

where a and b are the roots of the auxiliary quadratic equation, namely

a = 1

2

(
λ − μ0 − μ1 −

√
λ2 + 2λμ0 − 2λμ1 + μ2

0 + 2μ0μ1 + μ2
1

)
< 0,

b = 1

2

(
λ − μ0 − μ1 +

√
λ2 + 2λμ0 − 2λμ1 + μ2

0 + 2μ0μ1 + μ2
1

)
> 0,

K10 = 2(μ0 − μ1)

λ + 2μ0 − 2μ1
,

and C10, C1
10 are constants of integration. A necessary condition for system

stability is limx→∞ f10(x) = 0, which implies C1
10 = 0 (since b > 0). Thus

the functional form of f10(x) is

f10(x) = C10eax + λK10 P10e−2μ0x , x > 0, (4.93)

where C10 is a constant to be determined.
The term K10 will be undefined if λ + 2μ0 − 2μ1 = 0. If λ + 2μ0 −

2μ1 
= 0 and μ0 − μ1 
= 0, then K10 may be positive or negative. If μ0 −
μ1 = 0 the model reduces to a standard M/M/c queue with c = 2 (Sect. 4.8);
the computed distribution of wait should then match that of a standard M/M/2
queue. (We will utilize this property later as a mild check on the correctness
of the present solution.)

We obtain the functional form of f01(x) by substituting the expression for
f10(x) (4.93) into (4.90). Since

f01(x) = f (x) − f10(x),

this substitution gives the integral equation

f01(x) = λ(1 − K10)P10e−2μ0x + λP01e−(μ0+μ1)x − C10eax

+ λ

∫ x

y=0
e−(μ0+μ1)(x−y)(C10eay + λK10 P10e−2μ0 y)dy

+ λ

∫ x

y=0
e−2μ1(x−y) f01(y)dy. (4.94)
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The first integral term in (4.94) is

λ

∫ x

y=0
e−(μ0+μ1)(x−y)(C10eay + λK10 P10e−2μ0 y)dy

= λC10

μ0 + μ1 + a
eax − λ2 K10 P10e

μ0 − μ1

−2μ0x

−
(

λC10

μ0 + μ1 + a
− λ2 K10 P10

μ0 − μ1

)
e−(μ0+μ1)x

1 .

Thus (4.94) is equivalent to the integral equation

f01(x) =H01C10eax + λB01 P10e−2μ0x

+ D01e−(μ0+μ1)x

+ λ

∫ x

y=0
e−2μ1(x−y) f01(y)dy, (4.95)

where

H01 = λ

μ0 + μ1 + a
− 1,

B01 = 1 − K10 − λK10

μ0 − μ1
,

D01 = λP01 − λC10

μ0 + μ1 + a
+ λ2 K10 P10

μ0 − μ1
.

Applying the differential operator 〈D + 2μ1〉 to both sides of (4.95) yields
the differential equation for f01(x),

f ′
01(x) + (2μ1 − λ) f01(x) = (2μ1 + a)H01C10eax

+ 2λ(μ1 − μ0)B01 P10e−2μ0x

+ (μ1 − μ0)D01e−(μ1+μ0)x . (4.96)

whose solution is

f01(x) = 2λ(μ1 − μ0)

2μ1 − λ − 2μ0
B01 P10e−2μ0x

+ μ1 − μ0

μ1 − λ − μ0
D01e−(μ1+μ0)x
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+ 2μ1 + a

2μ1 − λ + a
H01C10eax

+ C01e−(2μ1−λ)x , (4.97)

where C01 is a constant of integration to be determined (see Sect. 4.11.4).

4.11.3 Stability Condition

Consider the functional forms of f10(x) and f01(x) in (4.93) and (4.97). In the
exponents, all the coefficients of x are negative except possibly the coefficient
− (2μ1 − λ) in e−(2μ1−λ)x of (4.97). A necessary condition for stability is
that

f10(∞) = f01(∞) = f (∞) = 0;

implying − (2μ1 − λ) < 0, equivalent to λ < 2μ1. That is, the arrival rate
must be less than the system departure rate when both servers are occupied
by positive-wait customers, regardless how large x is. Thus, for stability, if
the waiting time is large and customers are arriving, then the mean inter-
arrival time should exceed the mean inter-departure time. This ensures that
the waiting time will return to zero in a finite time.

4.11.4 Determination of Constants

A complete solution for the distribution of wait requires the values of five
unknown constants

P00, P10, P01, C10, C01,

which we obtain from five independent equations.
In (4.93) letting x ↓ 0 to obtain f10(0), and referring to (4.87) gives

C10 + λK10 P10 = (λ + μ0)P10 − λP00. (4.98)

In (4.97) letting x ↓ 0 to obtain f01(0) gives

f01(0) = 2λ(μ1 − μ0)

2(μ1 − μ0) − λ
B01 P10

+ μ1 − μ0

μ1 − μ0 − λ
D01

+ 2μ1 + a

2μ1 + a − λ
H01C10 + C01. (4.99)
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Substituting f01(0) from (4.99) into (4.87) gives

C01 = (λ + μ1)P01 − 2λ(μ1 − μ0)

2(μ1 − μ0) − λ
B01 P10

− μ1 − μ0

μ1 − μ0 − λ
D01

− 2μ1 + a

2μ1 + a − λ
H01C10. (4.100)

We get another independent equation by substituting the functional form

f10(x) = C10eax + λK10 P10e−2μ0x

into the integral equation (4.88) and equating the coefficients of correspond-
ing exponential terms on both sides after evaluating the integral (different
exponentials are linearly independent—see, e.g., Sect. 3.3, pp. 99ff and p.
205 in [10]). The coefficient of e−(μ0+μ1)x on the right side of (4.88) must be
0. This yields the linear equation

λμ1

μ0 + μ1
P01 − 1

μ0 + μ1 + a
− λK10

μ1 − μ0
P10 = 0. (4.101)

The normalizing condition is

1 = P00 + P10 + P01 + C10

(−a)
+ λK10 P10

2μ0

+ λ(μ1 − μ0)

μ0(2(μ1 − μ0) − λ)
B01 P10 + μ1 − μ0

(μ1 + μ0)(μ1 − μ0 − λ)
D01

+ 2μ1 + a

(−a)(2μ1 + a − λ)
H01C10 + 1

2μ1 − λ
C01. (4.102)

We now have a set of five equations to solve for the five constants: from
(4.87)

λP00 = μ0 P10 + μ1 P01,

and (4.98), (4.100), (4.101), (4.102).

Remark 4.17 In the derivation of the functional forms of f10(x), f01(x) the
expressions

μ1 − μ0, 2μ1 − λ − 2μ0, μ1 − λ − μ0, 2μ1 − λ + a

appear in various denominators. If any of these four expressions were equal
to 0, the functional forms would have to be modified. The five equations used
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to solve for the constants in the present model would have to be modified
accordingly. In this monograph we emphasize the system-point level-crossing
approach to derive model equations, and various techniques to solve them.
However, there are many techniques to solve systems of integral equations,
requiring additional study, outside the scope of the present volume. We give
numerical solutions of the equations in several examples below.

Remark 4.18 It would be interesting to explain the appearance of the im-
mediately above expressions in the denominators. Does the system reduce to
a particular queueing model when a denominator is equal to 0? For example,
when μ1 − μ0 = 0, the M/M/2/(μ0,μ1) , (0, (0,∞)) system reduces to a
standard M/M/2 model. In M/M/2/(μ0,μ1) , (0, (0,∞)) the only criterion
necessary for stability is λ < 2μ1. What do these exceptional denominators
mean with regard to physical models?

Another question is how to select a set of linearly independent equations to
solve for the constants. Once a set of equations is derived, it can be checked
for independence using matrix methods. But this amounts to trial and error. Is
there a way to derive five independent equations directly? Taking derivatives
may be the answer to this question.

Example 4.7 We first give a mild numerical check on the five equations by
letting μ1 − μ0 = 0. In this case M/M/2/(μ0,μ1) , (0, (0,∞)) reduces to a
standard M/M/2 queue. We arbitrarily take

λ = 1, μ0 = 1.5, μ1 = 1.5.

Then a = −2.581139. The solution for the constants is

C10 = 0.0, P01 = .133333, P10 = .20, C01 = .333333, P00 = .50.

We compare this solution with that of the standard M/M/2 queue with
λ = 1, μ = 1.5. In M/M/2, the probability of an empty system is P0 = 0.5.
The probability of 1 customer in the system is indeed P1 = 0.33333. The
values match P00 and P10 + P01 in M/M/2/(μ0,μ1) , (0, (0,∞)) model, as
expected.

Also, in M/M/2/(μ0,μ1) , (0, (0,∞)), we see from (4.97) that

f01(x) = C01e−(2μ1−λ)x

= λP1e−(2μ1−λ)x

= 1 · (0.33333)e−2x , x > 0,

since μ1 − μ0 = 0 and C10 = 0.
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Example 4.8 Let λ = 1, μ0 = 1.1, μ1 = 2.21. These values preclude that
any of the four above-mentioned denominators is 0. We get a = −2.715136.
We solve the equations and obtain

P00 = .417715, P10 = 0.339103, P01 = 0.0202270,

C01 = 0.022818, C10 = −0.322655.

The functions f10(x), x > 0, and f01(x), x > 0, are linear combinations of
exponentials,

f10(x) = −0.322655e−2.715136x + 0.617056e−2.2x ,

f01(x) = 0.505784e−2.2x + 0.067831e−3.31x

− 0.531504e−2.715136x + 0.022818e−3.42x .

We substitute the values of P00, P10, P01, f10(x), f01(x) into the normalizer
(4.91), and obtain 1; it checks.

The partial pdfs of wait f10(x), f01(x) and total pdf of wait f (x) are
depicted in Figs. 4.7, 4.8, and 4.9 respectively.
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Fig. 4.7 Partial pdf of wait f10(x) in M/M/2/(μ0,μ1), (0, (0,∞)). λ = 1,μ0 = 1.1,
μ1 = 2.21
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Fig. 4.8 Partial pdf of wait f01(x) in M/M/2/(μ0,μ1), (0, (0,∞)). λ = 1,μ0 = 1.1,
μ1 = 2.21

Fig. 4.9 Total pdf of
wait
f (x) = f10(x) + f01(x)
in
M/M/2/(μ0,μ1), (0, (0,∞)).
λ = 1, μ0 = 1.1,
μ1 = 2.21
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H

01T

Page 01

tα tω

W(t)

Time t

0

Fig. 4.10 T01 := sojourn on page 01. tα := start of T01, tω := end of T01.S =
dis

Exp2μ1 .

(See Fig. 4.6.)

4.11.5 Expected Sojourn Time on a Page

Consider page 01. The SP can enter page 01 from discrete state (0, 01) or
from page 10, due to a jump at an arrival (Fig. 4.6). It cannot enter directly
from state (0, 10) at an arrival instant, since zero-wait arrivals are assigned
rate μ0 resulting in both servers being occupied with rate-μ0 customers; so
any SP jump to a positive level must end on page 10.

In a sojourn on page 01, the first inter start-of-service depart time will be
=
dis

Expμ0+μ1 ; any other inter start-of-service depart times that follow while

on page 01 will be =
dis

Exp2μ1 . While the SP is on page 01, each departure will

leave a rate-μ1 customer in the neighboring occupied server. Given that the SP
enters page 01, its source state was (0, 01)with probability (using Bayes’ rule)

q = P01

P01 + ∫∞
y=0 f10(y)dy

.

Its source was composite state ((0,∞), 10) with probability

1 − q =
∫∞

y=0 f10(y)dy

P01 + ∫∞
y=0 f10(y)dy

.

Let H denote the height above level 0 (ordinate) at which the SP enters
page 01 (see Fig. 4.10). A sojourn on page 01 starts at level H , where
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E(H |source is (0, 01)) = 1

μ0 + μ1
,

and

E(H |source is level y on page 10) = y + 1

μ0 + μ1
, y > 0,

since the size of a jump from either source onto page 01 is =
dis

Expμ0+μ1 .

Thus

E(H) = 1

μ0 + μ1
· q +

(∫ ∞

y=0

(
y + 1

μ0 + μ1

)
f10(y)dy

)
· (1 − q) .

From (4.93) f10(y) is given by

f10(y) = C10eay + λK10 P10e−2μ0 y, y > 0,

and thus

E(H) = 1

μ0 + μ1
· q

+
(∫ ∞

y=0

(
y + 1

μ0 + μ1

)(
C10eay + λK10 P10e−2μ0 y

)
dy

)
· (1 − q)

= 1

μ0 + μ1
· q +(1

4
(4C10μ2

0μ1 + 4C10μ3
0

+ 3λK10 P10a2μ0 + λK10 P10a2μ1

− 4C10aμ2
0)/

(
a2μ2

0(μ0 + μ1)
)) · (1 − q). (4.103)

Let T01 denote a sojourn time on page 01, i.e., the time from SP entrance
until the first exit from page 01 thereafter. The only possible exit is due to a
downcrossing of level 0 (Fig. 4.6). Thus

T01 = H +
NH∑
i=1

Bi

where NH is the number of arrivals during time H and Bi represents a busy
period of an M/M/1 queue with service rate 2μ1, since both servers are busy
with rate-μ1 customers. (See Sect. 3.4.12 and Fig. 3.6.) The expected busy
period is obtained from (3.120) with 2μ1 substituted for μ. Thus

E(Bi ) = 1

2μ1 − λ
, i = 1, . . . , NH .

http://dx.doi.org/10.1007/978-3-319-50332-5_3
http://dx.doi.org/10.1007/978-3-319-50332-5_3
http://dx.doi.org/10.1007/978-3-319-50332-5_3
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The r.v.s NH and Bi , i = 1, . . . , NH are independent, since the Bi s are i.i.d.
each distributed as an Mλ/M2μ1 /1 busy period. The expected sojourn time on
page 01 is

E(T01) = E(H) + E

( NH∑
i=1

Bi

)
= E(H) + E(NH )E(Bi )

= E(H) + λE(H)
1

2μ1 − λ
= E(H)

1 − λ/ (2μ1)
, (4.104)

where E(H) is given in formula (4.103). It is noteworthy that T01 is distrib-
uted as the busy period in an Mλ/M2μ1 /1 queue in which zero-wait arrivals
obtain special service =

dis
H , and positive-wait arrivals get service rate 2μ1.

This structure of T01 illustrates an interesting application, and the versatil-
ity, of the M/G/1 queue where zero-wait arrivals get exceptional service (see
Sect. 3.6.1).

Example 4.9 In Example 4.8 with λ = 1, μ0 = 1.1, μ1 = 2.21, we obtain

q = .111216, 1 − q = .888784, E(H) = 0.151416.

The expected sojourn time on page 01 is E(T01) = 0.195689.

Remark 4.19 Various questions arise regarding Example 4.9. What is the
proportion of time that the SP spends circulating on page 01, page 10, or in the
zero-wait states? Can this question be answered for a general M/M/c/(μ0,

μ1) , (0, (0,∞)) queue with c > 2? If yes, then it would be straightforward to
determine P00. This would facilitate solving for all the zero-wait probabilities
and the partial pdfs of wait.

4.12 M/Mi /c with Reneging

Consider an M/M/c queue, with c ≥ 2 distinguishable servers having fixed
exponential service rates μi , i = 1, . . . , c. Thus, the queue has heteroge-
neous servers. This model is denoted by M/Mi /c. Using the notation for
the generalized M/M/c model (Sects. 4.3, 4.4 and 4.5), let {W (t), M(t)}t≥0
denote the system point process, where W (t) := virtual wait at time t and
M(t) := system configuration at time t (see Sect. 4.5). The set of possible
exponential service rates is µ = {μ1, . . . ,μc}. A new arrival receives one of
those service rates, depending on which server it engages. We assume the

http://dx.doi.org/10.1007/978-3-319-50332-5_3
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μi s are distinct. When some or all of the μi s are equal, the analysis is similar
with slight modification.

Assume zero-wait arrivals start service immediately (no balking). In gen-
eral, the zero-wait server-assignment policy is arbitrary. When formulating
equations for the zero-wait probabilities in a specific model, however, we
must specify a zero-wait server-assignment policy (see Sect. 4.12.7 below).

4.12.1 Staying Function

Let {τn}n=1,2,... be the arrival times of customers Cn,n = 1, 2, . . ., respectively.
Then W (τ−

n ) ≡ Wn := required wait before start of service of Cn .
Define

θn =
{

1 if Cn stays for a full service

0 if Cn reneges while waiting for service
, n = 1, 2, . . . .

With respect to the steady-state statistical properties of the waiting time, this
model is equivalent to one in which customers balk from joining the system
at arrival instants, depending on their required wait before service, i.e., on
their arrival-point Wns. (See a sample path of {W (t)}t≥0 in Fig. 3.24 for a
similar M/G/1 model with reneging.)

We define the staying function R(·) similarly as in Sect. 3.13.1. For each
y ≥ 0, define the conditional probabilities

R(y) ≡ P(θn = 1|Wn = y), R(y) ≡ P(θn = 0|Wn = y),

independent of n = 1, 2, . . .. Note that R(0) = 1, and R(y) + R(y) = 1,

y ≥ 0.
For each y ≥ 0, given Wn = y, θn has a Bernoulli distribution (e.g., p.

26 in [125]). The staying function R(y) is the conditional probability of an
arrival staying for a full service, given Wn = y. Its complement R(y) is the
probability of an arrival reneging while in the waiting line, given Wn = y.

Using the foregoing definition, 1 − R(y), y ≥ 0, is not necessarily a cdf.
We assume: R(0) = 1; R(y), y ≥ 0, is monotone decreasing in the wide

sense (i.e., not strictly monotone—it may be non-increasing); R(y), y > 0, is
bounded from below by 0. R(y) may be continuous or piecewise continuous;
it may be a step function.

Due to boundedness from below and monotonicity, limy→∞ R(y) exists.
Let

http://dx.doi.org/10.1007/978-3-319-50332-5_3
http://dx.doi.org/10.1007/978-3-319-50332-5_3
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lim
y→∞ R(y) = L , 0 ≤ L ≤ 1.

If R(y) ≡ 1, y ≥ 0, the model reverts to a standard M/Mi /c queue with no
reneging; in that case L= 1 (see Sect. 3.13 and Theorem 3.8.)

4.12.2 System Configuration

The set of possible system configurations is

M = M0 ∪ M1 = {m|(m1,m2, . . . ,mc)|0 ≤
c∑

i=1

mi ≤ c − 1},

where mi =

{
1 if server i is occupied

0 if server i is idle
, just after a start of service in some

server, since the configuration represents the service rates of those servers
other than the one just occupied.

There are
(c

j

)
configurations in which exactly j servers are occupied (i.e.,∑c

i=1 mi = j). The total number of configurations in M is

c−1∑
j=0

(
c

j

)
= 2c − 1.

The number of configurations in M0 := {m|0 ≤∑c
i=1 mi ≤ c − 2}, is 2c −

1 − c. The number of configurations in M1 := {m|∑c
i=1 mi = c − 1} (bor-

der configurations), is c. (Recall that M1 = Mb.)

4.12.3 State of System and Sample Path

State of System
Denote the state of the system as {W (t), M(t)}t≥0 , where W (t) ≥ 0 := vir-
tual wait, and M(t) ∈ M := system configuration, at instant t .

Sample Path
Consider a sample path of {(W (t), M(t))}t≥0. A sample-path diagram has
2c − 1 lines corresponding to the zero-wait states (0,m), m ∈ M (i.e.,
W (t) = 0); and c sheets (pages) corresponding to the positive-wait states
(y,m), y > 0 (i.e., W (t) > 0). (See Fig. 4.11 for the special case c = 2.)

http://dx.doi.org/10.1007/978-3-319-50332-5_3
http://dx.doi.org/10.1007/978-3-319-50332-5_3
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Assume the system starts empty at t = 0. Initially, arriving customers wait
0, complete service and depart. Eventually customers in service accumulate
until c − 1 servers are occupied. Concurrently the SP moves among the 2c −
1 − c lines for the non-border zero-wait states. It resides on each such line
for an exponentially distributed time, making transitions from line to line.
Various states unfold until the SP ends up on one of the c border lines.

All zero-wait arrivals stay for full service (no balking). Assume that a new
arrival Cτ finds c − 1 servers occupied (SP on a border line). Then Cτ waits
0, and starts service in the single idle server. At τ− the configuration is some
m ∈ Mb. At instant τ all c servers are occupied. The SP jumps at instant
τ to one of the c sheets, depending on which service will finish first. The
probability that server k will finish first is μk/μ where μ := μ1 + · · · + μc.
The SP will be at a height =

dis
Expμ, since the inter start-of-service depart

timeS is the minimum of c independent exponentially distributed r.v.s with
rates μ1, . . . ,μc, due to the memoryless property.

Let m_
i denote a border configuration such that the rate-μi server (i.e.,

server i) is idle (see Remark 4.20). In configuration m_
i , m j = 1, if j 
= i , and

mi = 0, i.e.,

m1 + · · · + mi−1 + 0 + mi+1 + · · · + mc = c − 1.

At time τ the SP will end up at a positive height on page m_
k with probability

μk/μ, k = 1, . . . , c.

Remark 4.20 We use the notation ı̄ to shorten the representation of m if c
is large. If c is small, e.g. c = 3, we can use notation like 100, 010, 001, 110,
101, 011. If c = 2, we can use 01, 10—see Sect. 4.12.8.

4.12.4 Zero-Wait Probabilities

Let Pn , n = 0, . . . , c − 1 denote the steady-state probability of n customers
in the system at an arbitrary point in time. Let Pn,m denote the probability
that there are n customers in the system and the configuration is m ∈ M.
There are

(c
n

)
configurations such that

∑c
i=1 mi = n. Let

Mn = {m|
c∑

i=1

mi = n}.
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Thus
Pn =

∑
m∈Mn

Pn,m, n = 0, . . . , c − 1.

Due to Poisson arrivals Pn is the probability that an arrival waits 0 and “sees”
n other customers in service just before it starts service (using PASTA, e.g.,
[145]).

Remark 4.21 For the zero-wait states, a configuration specifies the service
rates in the servers at an arbitrary time point. Due to Poisson arrivals, this is
the same as the service rates just before an arrival. It is also the same as
the service rates in the other servers just after an arrival starts service in an
available server.

The probability of a zero wait is denoted by F(0), where

F(0) =
c−1∑
n=0

Pn =
c−1∑
n=0

∑
m∈Mn

Pn,m. (4.105)

4.12.5 Positive-Wait PDF and CDF

For the positive-wait states, a configuration defines the service rates in the
other servers just after start of service.

Let fm(x), x > 0, denote the partial pdf of wait for page m ∈ Mb. Denote
the marginal pdf for the cover as

f (x) =
∑

m∈M1

fm(x), x > 0.

The total pdf of wait is {P0, f (x), x > 0}. The cdf of wait is F(x) =
F(0) + ∫ x

y=0 f (y)dy, x ≥ 0, where F(0) is defined in (4.105). The normal-
izing condition is

lim
x→∞ F(x) = F(0) +

∫ ∞

y=0
f (y)dy = 1. (4.106)

4.12.6 Equations for Positive-Wait PDFs

A key assumption of this model is that each positive-wait arrival reneges
from the waiting line with probability R(y), and stays for complete service



4.12 M/Mi /c with Reneging 277

with probability R(y) (=1 − R(y)), where y ≥ 0 is the required wait before
service.

Equation for Total PDF f (x) We first derive an integral equation for
f (x), the total pdf of wait of stayers (who wait and receive a full service),
namely,

f (x) = λPc−1e−μx + λ

∫ x

y=0
e−μ(x−y)R(y) f (y)dy, x > 0, (4.107)

directly using the sample path, as follows (see Fig. 4.11).

Explanation of Equation (4.107) On the left side, f (x) is the total SP
downcrossing rate of level x over all c sheets, projected onto the “cover”.
On the right side, since all zero-wait arrivals stay for full service (R(0) = 1),
the term λPc−1e−μx is the total SP upcrossing rate of level x due to jumps
starting at level 0 (i.e., line 0) of any of the c sheets (from border states
{(0,mi )}, i = 1, . . . , c), at arrival instants. These jumps have size S =

dis
Expμ

(=
dis

mini=1,...,c
{
Expμi

}
). The term λ

∫ x
y=0 e−μ(x−y)R(y) f (y)dy is the rate

at which the SP upcrosses level x due to jumps starting at levels y ∈ (0, x),
on any page, at arrival instants of stayers. The right side is, therefore, the total
SP upcrossing rate of level x . Rate balance across x yields (4.107).

Comparing (4.107) with Eq. (3.211) implies that the solution of (4.107) is

f (x) = λPc−1e
−
(
μx−λ

∫ x
y=0 R(y)dy

)
, x > 0, (4.108)

where μ =∑c
i=1 μi and Pc−1 =∑c

i=1 Pc−1,m_
i
.

Equations for Partial PDFs fi (x), x > 0, i = 1, . . . , c We now obtain
integral equations for the pdfs fi (x), x > 0, on the c sheets (see Fig. 4.11);
they are

fi (x) + λ(1 − μi

μ
)

∫ ∞

y=x
R(y) fi (y)dy

= λ
μi

μ
Pc−1e−μx + λ

μi

μ

∫ x

y=0
e−μ(x−y)R(y) f (y)dy

+ λ
μi

μ

∫ ∞

y=x
R(y)

(
f (y) − fi (y)

)
dy, i = 1, . . . , c. (4.109)

http://dx.doi.org/10.1007/978-3-319-50332-5_3
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Fig. 4.11 Sample path
of {W (t), M(t)}t≥0 in
M/Mi /2, where
zero-wait arrivals join,
and positive-wait
arrivals may renege from
the waiting line. Times
marked × indicate
arrivals that renege (do
not contribute to the
limiting pdf of wait)

W(t) Page 01

W(t) Page 10

x

x

00

10

01

Time  t

× × ×

2μ
μ

2μ
μ

1μ
μ

2μ
μ

× ×

1μ
μ

× ×

2μ
μ

10 ( )f

01( )f

01P

10P

00P

Explanation of Equation (4.109) On the left side, fi (x) is the SP exit rate
from composite state ((x,∞), i) due to SP downcrossings of level x ; term
λ(1 − μi

μ )
∫∞

y=x R(y) fi (y)dy is the SP rate of jumps out of ((x,∞), i) into

the composite states ((x,∞), j), j 
= i , on other sheets. On the right side,
the first two terms are SP entrance rates into ((x,∞), i) due to jumps starting
at level-0 border states, and jumps starting at levels y ∈ (0, x) on any sheet,
respectively (recall f (y) =∑c

i=1 fi (y)). The third term is the SP entrance
rate into ((x,∞), i) due to jumps starting in ∪ j 
=i ((x,∞), j). Rate balance
of SP exits and entrances of ((x,∞), i) yields (4.109).

Solution of Equation (4.109) We obtain the solution of (4.109) in terms of
the solution for f (x), which is given in formula (4.108), using the following
Proposition.

Proposition 4.1 The partial pdf is given by

fi (x) = μi

μ
f (x), x > 0, i = 1, . . . , c. (4.110)

Proof Substitute μi
μ f (x) for fi (x) in Eq. (4.109), and cancel like terms. The

proposition is true if and only if the following is an identity:
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μi

μ
f (x) + λ

∫ ∞

y=x

μi

μ
R(y) f (y))dy

= λ
μi

μ
Pc−1e−μx + λ

μi

μ

∫ x

y=0
e−μ(x−y)R(y) f (y)dy

+ λ
μi

μ

∫ ∞

y=x
R(y) f (y)dy, x > 0, (4.111)

if and only if

f (x) = λPc−1e−μx + λ

∫ x

y=0
e−μ(x−y)R(y) f (y)dy, x > 0, (4.112)

is an identity. Equation (4.112) is identical to Eq. (4.107). Hence the Propo-
sition is true. �

Exponential Staying Function
Consider an exponential staying function, R(x) := e−r x , r > 0, x ≥ 0. (Note
that 0 < e−r x ≤ 1, and is strictly decreasing on (0,∞), satisfying the defini-
tion of staying function.) The total pdf f (x) is now obtained by substituting
e−ry for R(y) in (4.108), which substituted into (4.110), gives

fi (x) = λ
μi

μ
e

λ
r Pc−1e−μx− λ

r e−r x
, x > 0, i = 1, . . . , c. (4.113)

We shall solve an M/Mi /2 model using R(x) := e−r x,r > 0, x ≥ 0, in
Sect. 4.12.8 below.

4.12.7 Equations for Zero-Wait Probabilities

Assume that the zero-wait server assignment policy is: arrivals that find k
available servers, 1 ≤ k ≤ c, get served by a particular available server with
probability 1/k. (Other policies are also viable, e.g., the arrival gets served
by the lowest-numbered available server, or by the fastest-available service
rate, etc.) Using the principle SP exit rate = SP entrance rate for the zero-wait
states, we obtain the equations (notation explained below)
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(λ + μ − μi )Pc−1,i = fi (0) + λ
2

∑c
j∈J i

Pc−2,i j , i = 1, . . . , c,

(λ + μ − μi − μ j )Pc−2,i j = μ j Pc−1,i + μi Pc−1, j

+λ
3

∑c
k∈Ji j

Pc−3,i jk, j = 1, . . . , c,
· · ·

(λ + μi )P1,i =∑c
k 
=i=1 μk P2,ik + λ

c
P00, i = 1, . . . , c,

λP00 =∑c
i=1 μi P1,i .

(4.114)

Notation in equations (4.114) In the first c equations, the index j of
the sum takes values in J i := { j | j = 0, . . . , c, j 
= i}, and the subscript i j
means both serversi and j are idle. In the second set of

(c
2

)
equations, the

index k of the sum takes values in J i j = {k|k = 0, . . . , c, k 
= i, k 
= j}, and
the subscript i jk means all three servers i , j and k are idle. The row of dots
“· · ·” indicates similar rate balance equations for Pc−3,i jk , …, P2,· In the
second last equation, for P1,i , on the right side P2,ik denotes the probability
of two units in the system, in servers i and k having service rates μi and μk
respectively.

We solve Eq. (4.114) explicitly in Sect. 4.12.8 below for M/Mi /2, in order
to convey some characteristics of the solution.

4.12.8 Solution for M/Mi /2 with Reneging

Notation When there is a small number of servers we can use an alternative,
perhaps more familiar notation. If c = 2, there are two sheets corresponding
to configurations 1 and 2, which we now replace by 01 and 10 respectively.
Thus, configuration 01 means server 1 is available and server 2 is occupied;
configuration 10 means server 2 is available and server 1 is occupied.

Applying formula (4.113), the partial pdfs of wait are now denoted by

f10(x) = λμ2
μ e

λ
r P1e−μx− λ

r e−r x
, x > 0,

f01(x) = λμ1
μ e

λ
r P1e−μx− λ

r e−r x
, x > 0.

(4.115)

The marginal (“total”) pdf of wait is

f (x) = f10(x) + f01(x) = λe
λ
r P1e−μx− λ

r e−r x
, x > 0. (4.116)
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The zero-wait probabilities are P1,i , i = 1, 2, and P00; using the alternative
notation we have

P1 = P1,2 + P1,1 = P10 + P01,

P0 = P00 + P1,2 + P1,1 = P0 + P10 + P01

= P00 + P1.

The rate-balance equations for the zero-wait probabilities are

(λ + μ1)P10 = λ
2 P00 + f10(0),

(λ + μ2)P01 = λ
2 P00 + f01(0),

λP00 = μ1 P10 + μ2 P01.

(4.117)

Substituting for f10(0), f01(0) from (4.115), we rewrite the equations in
(4.117) as

(λ + μ1)P10 = λ
2 P00 + λμ2

μ P1,

(λ + μ2)P01 = λ
2 P00 + λμ1

μ P1,

λP00 = μ1 P10 + μ2 P01.

(4.118)

The solution of (4.118) in terms of P00 is

P01 = λ
2μ2

P00,

P10 = λ
2μ1

P00,

P1 = λ(μ1+μ2)
2μ1μ2

P00 = λμ
2μ1μ2

P00.

(4.119)

The normalizing condition

P00 + P1 +
∫ ∞

x=0
f (x)dx = 1,

yields

P00 =
(

1 + λ(μ1 + μ2)

2μ1μ2
+ λ(μ1 + μ2)

2μ1μ2
λe

λ
r

∫ ∞

x=0
e−μx− λ

r e−r x
dx

)−1

.

(4.120)
The analytic solution comprises the results in (4.120), (4.119), (4.116) and
(4.115).

Example 4.10 We present a numerical example for the M/Mi /2 queue with
reneging allowed from the waiting line (see Fig. 4.12). Let
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Fig. 4.12 Plot of f (x),
f01(x) (= f1(x)), f10(x)
(= f2(x)), in Example
4.10

( )f x

01( )f x

10 ( )f x

λ = 5.2, μ1 = 2.4, μ2 = 1.1, μ = μ1 + μ2 = 3.5, r = 2.1.

Then ∫ ∞

x=0
e−μx− λ

r e−r x
dx = 0.074741,

and

P00 = 0.049059, P01 = 0.115958, P10 = 0.053147,

P1 = 0.169105,

F(0) = P00 + P1 = 0.218164,

F(∞) = F(0) + λe
λ
r P1

∫ ∞

x=0
e−μx− λ

r e−r x
dx

= 0.218164 + 0.781836 = 1.0,

f (x) = λe
λ
r P1e−μx− λ

r e−r x = 10.461 · e−3.5x−2.476e−2.1x
,

f01(x) = μ1

μ
f (x) = 7.173 · e−3.5x−2.476e−2.1x

,

f10(x) = μ2

μ
f (x) = 3.288 · e−3.5x−2.476e−2.1x

.

Remark 4.22 In M/Mi /c with reneging from the waiting line allowed, we
can generalize the staying function R(x), x ≥ 0. For example, R(x) may
depend on the server that would be occupied by an arrival, i.e., on the system
configuration at the arrival instant. We may then use the notation R_

i
(x). Thus

R_
i
(x)may depend on, not only customer required wait before service, but also
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on customer attraction or aversion to the “target” server. A natural question
arises. Can this model be modified to study attraction or aversion in natural
processes such as: electrically charged particles approaching an electrically
charged or magnetized environment; asteroids approaching a planet; particles
adhering or falling away from a surface; laser pulses affecting cells containing
certain chemicals in biological or medical applications; etc.?

4.12.9 Stability Condition

Consider the Mλ/Mi /c (c ≥ 2) queue with heterogeneous servers having rates
μ1, . . . ,μc in which reneging depending on required wait is allowed before
service begins. Let the staying function R(x), x ≥ 0, be monotone decreasing
(includes non-increasing), let R(0) = 1 (no balking upon arrival), and assume
0 ≤ R(x) ≤ 1, x ≥ 0. Let L = limx→∞ R(x), which exists by monotonic-
ity and boundedness. The ideas in Theorem 3.8 also apply in the M/Mi /c
environment, as follows.

Theorem 4.10 In Mλ/Mi /c (c ≥ 2) with reneging from the waiting line al-
lowed, as described immediately above, a necessary and sufficient condition
for stability is

λ <
μ

L
if 0 < L ≤ 1,

λ < ∞ if L = 0,

where μ =∑c
i=1 μi .

Proof The proof is similar to that of Theorem 3.8. The alternative proof given
there, Remark 3.31 and Fig. 3.28 also apply for the present M/Mi/c queue
with reneging, upon substituting μ =∑c

i=1 μi . �

4.13 Discussion

We can use LC to analyze a vast array of additional M/M/c models. We
mention only a few examples.

LC has been applied to M/M/c queues in which customers receive simulta-
neous service from a random number of servers. The original source for such
queueing models is the Ph.D. thesis of L. Green [81, 82]. An LC analysis,
motivated by the work of L. Green, is given in [38].

http://dx.doi.org/10.1007/978-3-319-50332-5_3
http://dx.doi.org/10.1007/978-3-319-50332-5_3
http://dx.doi.org/10.1007/978-3-319-50332-5_3
http://dx.doi.org/10.1007/978-3-319-50332-5_3
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LC has been applied to M/M/c with bounded system time (wait + ser-
vice). An arrival balks upon arrival if its system time would exceed an upper
bound K , e.g., a system manager informs an arrival of the current expected
system time (see Example 1, p. 44 in [52]). This generalizes variant 2 of
the M/G/1 model discussed above in Sect. 3.6. It is straightforward to apply
LC to analyze an M/M/c model analogous to variant 1 in Sect. 3.16. In that
model customers renege from service if their age in the system (elapsed sys-
tem time) reaches K . Similar remarks apply to M/M/c where the actual waits
are bounded by K (as in variant 3 in Sect. 3.16). In that case the workload
can exceed K . We can develop an expression for the tail of the steady-state
pdf of workload, from its integral equation.

LC can be used to analyze a variety of M/M/c queues with server vacations;
priorities; and many others.

http://dx.doi.org/10.1007/978-3-319-50332-5_3
http://dx.doi.org/10.1007/978-3-319-50332-5_3
http://dx.doi.org/10.1007/978-3-319-50332-5_3


Chapter 5
G/M/1 and G/M/c Queues

This chapter applies a system-point level-crossing approach (SPLC, abbre-
viated LC) to derive the steady-state pdf of the virtual wait and the actual
wait (arrival-point wait) in single-server G/M/1, and multiple-server G/M/c
queues. Sections 5.1 and 5.2 treat G/M/1 and Sect. 5.3 treats G/M/c (c ≥ 2).
We assume arrivals occur according to a renewal process and service times
are exponentially distributed.

We will not derive transient distributions in this chapter. However, for
G/M/c (c ≥ 2), we could use LC to derive the transient distribution of
extended age, which is related to the virtual wait (Sect. 5.1.1), by applying
techniques similar to those utilized in Sects. 3.2, 4.3, 6.2.6, 11.7. Those analy-
ses provide background for deriving transient distributions using LC in G/M/c
queues, as well as in a great variety of stochastic models. (The extended age
process is defined and utilized in [19].)

5.1 G/M/1 Queue

In the G/M/1 queue in steady state, we assume arrivals occur according to a
renewal process (e.g., pp. 167–175 in [99]). For the common inter-arrival time
denote the cdf, complementary cdf, and pdf, respectively, by A(x), x > 0,
A(x) = 1 − A(x), x ≥ 0 and a(x) = dA(x)/dx wherever the derivative exists.
Assume the service time of each customer is =

dis
Expμ. We derive the steady-

state pdf and cdf of the virtual wait, the steady-state pdf and cdf of the
actual (arrival-point) wait just before arrival instants, the expected busy and
idle periods, and related results.

© Springer International Publishing AG 2017
P.H. Brill, Level Crossing Methods in Stochastic Models,
International Series in Operations Research & Management Science 250,
DOI 10.1007/978-3-319-50332-5_5
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http://dx.doi.org/10.1007/978-3-319-50332-5_3
http://dx.doi.org/10.1007/978-3-319-50332-5_4
http://dx.doi.org/10.1007/978-3-319-50332-5_6
http://dx.doi.org/10.1007/978-3-319-50332-5_11
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V(t)

0

0v
Arrival to
empty System

Busy Period Idle Period

SP

Time t 

Arrival 
to system

E x p µ

cdf A(⋅) cdf A(⋅)

x

Fig. 5.1 Sample path of extended age process {V (t)}t≥0 in G/M/1 queue. Inter-
arrival times have cdf A(·) (cdf of downward jump sizes). Service times are =

dis
Expμ.

dV (t)/dt = +1 between jumps

5.1.1 Virtual Wait and Extended Age Processes

Let {W (t)}t≥0 denote the virtual wait process having state space S = [0, ∞)

(e.g., similar to Fig. 3.5).
We consider the extended age process {V (t)}t≥0 having state space S =

(−∞, ∞), defined as follows. For t > 0,

V (t) =
{
ageofcustomer inserviceat time t, if V (t) ≥ 0,

−time from t until thenextarrival instant, if V (t) < 0.
(5.1)

In (5.1) ‘age’ means ‘time spent in the system’ measured from the arrival
instant. A sample path of {V (t)}t≥0 is depicted in Fig. 5.1. All SP jumps start
from positive levels (i.e., V (·) > 0) at customer departure instants, and are
downward in direction. By contrast, jumps of {W (t)}t≥0 occur at arrival
instants, and are upward in direction.

5.1.2 Duality Between Extended Age and Virtual Wait

Consider a sample path of {V (t)}t≥0 (Fig. 5.2). Assume V (t) ≥ 0. There is a
one-to-one correspondence between the peaks (relative maxima) of {V (t)}t≥0
and the sample-path peaks of {W (t)}t≥0, as well as a one-to-one correspon-
dence between their respective troughs (relative minima or infima). Within
busy periods, corresponding peaks have equal ordinates and occur in the same
time order in both processes; similarly for corresponding troughs (Fig. 5.2).

http://dx.doi.org/10.1007/978-3-319-50332-5_3
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Time t

Level 0

V(t)
W(t)

Busy period Idle
per.

SP SP
Level x

Equal Troughs

Equal Peaks

Fig. 5.2 Sample path of extended age process “↗” compared with sample path
of virtual wait process “↘” for G/M/1 queue. Illustrates duality properties. Corre-
sponding peaks and corresponding troughs have equal ordinates and the same time
order. Busy periods, idle periods, and busy cycles are equal

Properties of Busy Period in G/M/1

The process {V (t)}t≥0 has slope +1 between SP downward jumps. However,
{W (t)}t≥0 has slope −1 between SP upward jumps, within a busy period; the
slope is 0 within an idle period. The length of busy periods is identical in
both processes. These properties guarantee that the long-run proportion of
time that the SP spends within any state-space interval, is the same in both
processes (see Proposition 5.1 below).

The sojourn time of {V (t)}t≥0 below level 0 is identical to an idle period
in the {W (t)}t≥0 process (see Remark 5.2). The length of busy cycles are
identical in both processes (Fig. 5.2).

The stability condition is
1

E(inter-arrival time) · μ
< 1 (e.g., pp. 261–262

in [84]). Intuitively, the expected number of arrivals in a service time is < 1.
(See Proposition 5.3 in Sect. 5.1.8 below.)

Probability Distributions

Denote the steady-state cdf of the extended age by

F(x) = lim
t→∞P(V (t) ≤ x), −∞ < x < ∞,

having pdf
f (x) = dF(x)

dx , x ≥ 0;
h(x) = dF(x)

dx , x < 0,
(5.2)
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wherever the derivatives exist. The probability of an empty system is

P0 = F(0) =
∫ 0

y=−∞
h(y)dy. (5.3)

Then
F(x) = P0 + ∫ x

y=0 f (y)dy, x ≥ 0,

F(x) = ∫ x
y=−∞ h(y)dy, x ≤ 0,

F(0) = P0,

F(∞) = P0 + ∫ ∞
y=0 f (y)dy = 1.

(5.4)

Proposition 5.1 The steady-state cdf of the {V (t)}t≥0 and of {W (t)}t≥0 as
t → ∞, are identical. That is,

F(x) = lim
t→∞P(V (t) ≤ x) = lim

t→∞P(W (t) ≤ x), x ≥ 0.

Proof There is a one-to-one correspondence between sample paths of
{V (t)}t≥0 and {W (t)}t≥0 because of the duality properties discussed above
(see Fig. 5.2). The proportion of time spent in each state-space interval is the
same in corresponding sample paths for every ω ∈ �, where � is the sample
space of the ‘underlying experiment’, and ω is a possible outcome (see more
details in [19]).

For {V (t)}t≥0 a sojourn time below level 0 is the same as an idle period in
{W (t)}t≥0. Thus F(0) = P0 = limt→∞ P0(t) is the same for both processes
(where P0(t) is the probability of a zero wait at time t). �

The main reason for employing {V (t)}t≥0 to obtain the limiting pdf of
{W (t)}t≥0 in G/Mμ/1, is that we can apply LC, since SP downward jumps
occur at end-of-service instants at the Poisson rate μ. Thus, in {V (t)}t≥0
the PASTA principle —Poisson arrivals see time averages—applies ([145]).
But PASTA does not apply in the process {W (t)}t≥0 in general, since the
interarrival times are not exponentially distributed.

Remark 5.1 We emphasize that the transient probability distributions of
V (t) and W (t) are not equal in general. Proposition 5.1 holds for steady-
state distributions only.

Remark 5.2 We may also define an extended ‘virtual wait’ process
{W (t)}t≥0 with state space (−∞, +∞). If W (t) > 0, then W (t) is the usual
virtual wait. If W (t) < 0, then −W (t) is the time since the last departure
of the immediately previous busy period. For the extended virtual wait,
the slope is −1 between upward jumps. Sojourn times below level 0 are
equal to idle periods. If arrivals are Poisson, an integral equation for the pdf
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of {W (t)}t≥0 when W (t) < 0 can be obtained by applying LC. All results
for the usual virtual wait can be derived using the extended virtual wait. If
arrivals are Poisson at rate λ, the expected sojourn time below level 0 is 1/λ
= E(idle period).

5.1.3 Equation for Steady-State PDF of Age

By Proposition 5.1 the steady-state pdfs of {V (t)}t≥0 and {W (t)}t≥0 are the
same. Thus, for G/M/1 we will obtain the steady-state pdf of {W (t)}t≥0 by
deriving the steady-state pdf of {V (t)}t≥0.

Consider a sample path of {V (t)} (Fig. 5.1). Fix level x > 0 in the state
space. The SP upcrossing rate of x is

lim
t→∞

Ut(x)

t
=

(a.s.)
lim
t→∞

E(Ut(x))

t
= f (x), (5.5)

The SP downcrossing rate of level x is

lim
t→∞

Dt(x)

t
=

(a.s.)
lim
t→∞

E(Dt(x))

t
= μ

∫ ∞

y=x
A(y − x)f (y)dy, (5.6)

Formulas (5.5) and (5.6) are proved similarly as for the down- and upcrossing
crossing rates in M/G/1 (e.g., Theorem 1.1 in Chap. 1).

LC Interpretation of (5.6)

The SP rate of downward jumps starting from level y > 0 is the rate at which
service times end when customers have been in the system for a time y,
namely μf (y)dy. If y > x,

P(downward jump size > y − x)
= P(inter-arrival time > y − x) = A(y − x).

Summing over all y > x gives the right-most term of (5.6).
The principle of rate balance across level x, i.e.,

lim
t→∞

E(Ut(x))

t
= lim

t→∞
E(Dt(x))

t
,

gives the integral equation for f (x),

f (x) = μ

∫ ∞

y=x
A(y − x)f (y)dy. (5.7)

http://dx.doi.org/10.1007/978-3-319-50332-5_1
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5.1.4 Alternative Form of Equation for PDF of Age

An alternative form of integral equation (5.7) is

f (x) = μ(1 − F(x)) − μ

∫ ∞

y=x
A(y − x)f (y)dy, x > 0. (5.8)

LC Interpretation of (5.8)

The left side is the SP upcrossing rate of level x. On the right side, the first
term is the rate of service completions which generate SP downward jumps
that start above level x. The second term subtracts off the rate of service
completions which generate SP downward jumps that start above level x
and end above level x. Thus, the right side is the SP downcrossing rate of
level x. Rate balance across level x gives the equation.

Alternative equation (5.8) for f (x) in G/M/1 obtained using LC, is similar
to the alternative equations (3.43) and (3.44) in Sect. 3.3.1 for the M/G/1
queue, and alternative equation (6.22) for the M/G/r(·) dam in Chap. 6. All
these equations are reached directly using LC interpretations of SP motion
in state spaces, thereby enhancing background intuition.

5.1.5 Exponential Form of PDF of {V (t)}t≥0

We demonstrate geometrically using LC, that f (x), x > 0, the limiting pdf of
{V (t)}t≥0 (therefore of {W (t)}t≥0) as t → ∞, has an exponential form over
the state-space interval (0, ∞), and an atom at 0. This LC derivation differs
from previous derivations (e.g., pp. 261–263 in [84]; pp. 251–253 in [104];
pp. 400–401 in [143]).

Consider a sample path of {V (t)}t≥0. Due to the memoryless property
of the exponential service-time distribution, an SP sojourn time above an
arbitrary level x ≥ 0 is =

dis
B independent of x, where B denotes a busy

period (Figs. 5.1 and 5.2). Let ux denote the inter-upcrossing time of level
x (see Sect. 5.1.12 below). Combining formula (5.5), the fact that 1 − F(x)
is the long-run proportion of time spent by {V (t)}t≥0 above level x, and the
elementary renewal theorem, implies E(ux) = 1/f (x). The sequence of uxs
forms a renewal process. By the renewal reward theorem

E(B)

E(ux)
= E(B)

1/f (x)
= 1 − F(x) ,

f (x)

1 − F(x)
= 1

E(B)
, (5.9)

http://dx.doi.org/10.1007/978-3-319-50332-5_3
http://dx.doi.org/10.1007/978-3-319-50332-5_3
http://dx.doi.org/10.1007/978-3-319-50332-5_6


5.1 G/M/1 Queue 291

which is equivalent to the differential equation

d
dx (1 − F(x))

1 − F(x)
= − 1

E(B)
,

d ln(1 − F(x))

dx
= − 1

E(B)
,

with solution
F(x) = 1 − (1 − P0)e

− 1
E(B)

x
, x ≥ 0,

f (x) = 1 − P0

E(B)
e− 1

E(B)
x
, x > 0,

(5.10)

where F(0) = P0, and f (0) = (1 − P0) /E(B).
From (5.10), f (x) has the exponential form

f (x) = Ke−γx, x ≥ 0 (5.11)

where

K = 1 − P0

E(B)
, γ = 1

E(B)
. (5.12)

From (5.12),

P0 = 1 − KE(B) = 1 − K

γ
. (5.13)

Substituting from (5.11) into (5.7) and cancelling K gives an equation
for γ,

e−γx = μ

∫ ∞

y=x
A(y − x)e−γydy.

Letting z = y − x yields
∫ ∞

z=0
A(z)e−γzdz = 1

μ
. (5.14)

Equation (5.14) for γ is fundamental for G/M/1; its left side is the Laplace
transform of A(z) evaluated with parameter γ. It is also an equation for E(B)

since γ = 1
E(B)

.
Let A∗(γ) denote the LST (Laplace-Stieltjes transform) of A(·). (See

Sect. 3.4.4 above for definitions of LST and LT). Integrating (5.14) by parts
gives

A∗(γ) = 1 − γ

μ
. (5.15)

http://dx.doi.org/10.1007/978-3-319-50332-5_3
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Thus γ is the solution of Eq. (5.14), or equivalently equation (5.15). Some
forms of A(·) allow for an analytical solution for γ. Generally, however,
γ is computed by numerical methods (e.g., Newton’s or other successive
approximation methods—see p. 18 in [1]; or using computational software
such as Maple).

Value of P0

Consider a sample path of {V (t)}t≥0 on the state-space interval (−∞, 0), and
fix level x ∈ (−∞, 0). The SP upcrossing rate of level x (x < 0) is equal to
h(x) (proved as for the downcrossing rate in M/G/1). The SP downcrossing
rate of level x is

μ

∫ ∞

y=0
A(y − x)f (y)dy = μ

∫ ∞

y=0
A(y − x)Ke−γydy,

since all downward jumps originate at end-of-service instants when the SP
is in state-space set (0, ∞). Rate balance across level x gives

h(x) = μ

∫ ∞

y=0
A(y − x)Ke−γydy, x < 0. (5.16)

Invoking (5.16) and (5.3) leads to

P0 =
∫ 0

x=−∞
h(x)dx = K

∫ 0

x=−∞
μ

∫ ∞

y=0
A(y − x)e−γydydx.

Making the transformation u = −x gives

P0 = K
∫ ∞

u=0
μ

∫ ∞

y=0
A(y + u)e−γydydu.

Thus

P0 = K

Cγ
, or K = P0Cγ (5.17)

where

Cγ :=
(∫ ∞

u=0
μ

∫ ∞

y=0
A(y + u)e−γydydu

)−1

, (5.18)

and Cγ > 0.
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We evaluate P0 from the normalizing condition and (5.17). Thus

P0 + K
∫ ∞

y=0
e−γxdx = 1,

P0 + CγP0

∫ ∞

y=0
e−γxdx = 1.

These equations yield

P0 = 1 − K

γ
. (5.19)

= γ

γ + Cγ
. (5.20)

From (5.17)

K = γ · Cγ

γ + Cγ
, (5.21)

which implies K < γ.
Due to exponentially distributed service times, instants of SP egress from

level 0 above, are regenerative points of {V (t)}t≥0 initiating busy cycles
(see Fig. 5.1; Sect. 2.4.10 for definitions of SP egresses). Thus, steady-state
properties over busy cycles recapitulate limiting properties over the time axis
as t → ∞.

Expected Idle Period

Let C represent a busy cycle and I an idle period. Then

C = B + I.

By the renewal reward theorem, and from (5.20),

P0 = E(I)

E(C)
= E(I)

E(B) + E(I)
= γ

γ + Cγ
=

1
Cγ

1
γ + 1

Cγ

. (5.22)

From (5.12) E(B) = 1
γ . Comparing the middle and last ratios in (5.22), and

using (5.18), we obtain

E(I) = 1

Cγ
=

∫ ∞

u=0
μ

∫ ∞

y=0
A(y + u)e−γydydu. (5.23)

http://dx.doi.org/10.1007/978-3-319-50332-5_2
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5.1.6 PDF of Idle Period

Consider a sample path of {V (t)}t≥0 (Fig. 5.1). Let I denote an idle period,
and C a busy cycle; then C = B + I. Note that I := excess below level
0 of the downward SP jumps ending the busy periods. Denote the cdf and
pdf of I by FI(z), and fI(z), z > 0, respectively. The downcrossing rate
of level −z (z > 0) can be expressed in two different ways. First, by
limt→∞ Dt(−z)/t = (1 − FI(z)) · f (0) = P(I > z|SP downcrosses level
0)× limt→∞ Dt(0)/t (since f (0) is both the up- and downcrossing rate of
level 0). Second, by limt→∞ Dt(−z)/t = μ

∫ ∞
y=0 A(y + z)f (y)dy, since all

downward jumps start above level 0. Equating the two formulas gives

(1 − FI(z)) · f (0) = μ

∫ ∞

y=0
A(y + z)f (y)dy, z > 0,

(1 − FI(z)) · K = μ

∫ ∞

y=0
A(y + z)Ke−γydy, z > 0,

FI(z) = 1 − μ

∫ ∞

y=0
A(y + z)e−γydy, z > 0. (5.24)

Directly using FI(z), z > 0, in (5.24), we obtain

E(I) =
∫ ∞

z=0
(1 − FI(z)) dz = μ

∫ ∞

z=0

∫ ∞

y=0
A(y + z)e−γydydz, (5.25)

which agrees with formula (5.23) above.

Remark 5.3 As a mild check on the above results, if G/Mμ/1 were an
Mλ/Mμ/1 queue then, in (5.11) E(B) = 1/ (μ − λ), γ = μ − λ, Cγ = λ,
implying

K = γ · Cγ

γ + Cγ
= λ

(
1 − λ

μ

)
= λP0,

giving f (x) = λP0e−(μ−λ)x, x > 0 �. (See formula (3.112) for M/M/1.)

5.1.7 PDF of Actual Wait

For G/M/1, generally the limiting pdf of the actual wait (arrival-point wait)
is not equal to the limiting pdf of the virtual wait. In particular, these pdfs
are equal only when the arrival stream is Poisson (M/M/1). We can utilize

http://dx.doi.org/10.1007/978-3-319-50332-5_3
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results for {V (t)}t≥0 in Sects. 5.1.1–5.1.5 to determine the pdf of the actual
wait.

The subscript ‘ι’ (Greek iota) is used to signify actual wait. Let the
limiting cdf of actual wait be Fι(x) := P(actual wait ≤ x), x ≥ 0, with
pdf dFι(x)/dx = fι(x), x > 0, and P0,ι := P(actual wait = 0). Recall that
γ (= 1/E(B)) is the solution of (5.14) or (5.15).

Proposition 5.2 The steady-state cdf and mixed pdf of actual wait are

Fι(x) = 1 −
(

1 − γ

μ

)
e−γx, (5.26)

fι(x) = Kιe
−γx, x > 0, (5.27)

P0,ι = 1 − Kι

γ
, (5.28)

where

Kι = γ

(
1 − γ

μ

)
. (5.29)

Proof The long-run proportion of actual waits that are > x is

1 − Fι(x) = μ(1 − F(x)) − f (x)

μ (1 − F(0))
, x ≥ 0, (5.30)

where F (x), f (x) denote the limiting cdf and pdf respectively of the age
process {V (t)}t≥0 (same as for virtual wait).

Explanation of (5.30). In the numerator, μ(1 − F(x)) is the departure rate
of customers that have been in the system > x time units (wait + service
> x), since departures occur at sample-path peaks. The departures generate
SP downward jumps that end at the next actual wait > 0 if the end point is
> 0 (at a trough > 0), or at the start of an idle period implying that the next
actual wait is = 0 if the end point is < 0 (at a trough < 0) (Fig. 5.1). The term
−f (x) subtracts off the rate at which SP jumps start above x and end below
x, since f (x) is equal to the level-x downcrossing rate of level x (equal also
to the upcrossing rate of x—see derivation of Eq. (5.7)). Thus the numerator
is the rate at which ‘next’ actual waits before service (troughs) are > x. The
denominator μ (1 − F(0)) in (5.30) is the total departure rate, which is also
the long-run rate of downward jumps, and is the same as the long-run arrival
rate.

From (5.10) and (5.11) we obtain (5.26) and (5.27).
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Probability P0,ι and Value of Kι. Setting x = 0 in (5.30) yields, since P0,ι =
Fι(0),

1 − P0,ι = 1 − f (0)

μ (1 − F(0))
= 1 − K

μ
(

1 −
(

1 − K
γ

))

P0,ι = γ

μ
. (5.31)

We ascertain Kι using the normalizing condition for
{
P0,ι, fι(x)

}
x>0,

P0,ι +
∫ ∞

y=0
Kιe

−γydy = 1,

γ

μ
+ Kι

γ
= 1,

yielding (5.29) and (5.28). �

Proposition 5.2 demonstrates that the form of the pdf of actual wait fι(x),
is the same as the form of the pdf of the virtual wait f (x), x > 0; the term
e−γx is common to both pdfs. The form of P0,ι is similar to the form of P0
(formula 5.13); however, Kι 	= K , except when the arrival stream is Poisson.

Remark 5.4 Formula (5.28) for P0,ι matches the result derived later in
formula (8.23), Sect. 8.3.3 in Chap. 8, via embedded LC. The embedded
LC result is indeed the value of P0,ι, since it is the steady-state pdf of the
actual wait Wn as n → ∞. This match validates the standard ‘continuous’
LC approach utilized here. In many models, it is easier to apply standard
LC than embedded LC. Embedded LC is useful per se: for checking results
obtained by other means; analyzing new models; combining with continuous
LC to obtain new results; and so forth.

Remark 5.5 P0,ι and fι(x) in (5.28) and (5.27) agree with formulas obtained
by different techniques (e.g., pp. 250–254 in [83]; pp. 259–263 in [84]). The
constant γ above is equal to μ (1 − r0), where r0 is the solution for z in the
equation ‘z = A∗(μ (1 − z)), z ∈ (0, 1)’, in those references.

5.1.8 Stability Condition for G/M/1

Stability occurs iff the solution of Eq. (5.14) for γ is positive and finite, i.e., iff
the steady-state pdfs f (x) = Ke−γx (virtual wait) and fι(x) = Kιe−γx (arrival-
point wait) exist. These pdfs exist provided γ is positive and finite, in which
case K and Kι are also positive and finite by (5.12) and (5.29) respectively.

http://dx.doi.org/10.1007/978-3-319-50332-5_8
http://dx.doi.org/10.1007/978-3-319-50332-5_8
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Denote the expected inter-arrival time by 1/a; the expected service time
is 1/μ.

Proposition 5.3 The G/M/1 queue is stable if and only if a < μ.

Proof The queue is stable iff 0 < E(B) < ∞ iff 0 < γ < ∞, since B = 1/γ.
If 0 < γ < ∞ then 0 < e−γy < 1 for all y > 0. If in addition γ satisfies
Eq. (5.14), then

1

μ
=

∫ ∞

y=0
A(y)e−γydy <

∫ ∞

y=0
A(y)dy = 1

a
=⇒ a < μ.

Hence a < μ is a necessary condition for stability.
Conversely, if a < μ then

1

μ
<

1

a
=

∫ ∞

y=0
A(y)dy.

We construct a function of γ, φ(γ) :=
∫ ∞
y=0 A(y)e−γydy, 0 < γ < ∞, with

φ(γ) > 0, limγ↓0 φ(γ) = 1
a , limγ→∞ φ(γ) = 0, φ′(γ) = −γφ(γ) < 0, φ′′(γ) =

γ2φ(γ) > 0. Thus φ(γ) is continuous, convex and strictly monotone decreas-
ing on (0, ∞). Consequently φ(γ) assumes each value in its range

(
0, 1

a

)
.

For a given μ such that 1
μ ∈ (0, 1

a), there is a unique value γ ∈ (0, ∞) such

that φ(γ) = 1
μ . Hence for each such μ there exists exactly one finite root γ >

0 of Eq. (5.14) such that 1
μ < 1

a , which implies a < μ is a sufficient condition
for stability. �

In conclusion, a < μ is a necessary and sufficient condition for stability.

5.1.9 Steady-State Distribution of System Time

Let Wq,ι, S and σ denote respectively the steady-state actual wait before
service, the service time, and the system time of a customer; then σ = Wq,ι+S.
The cdf of Wq,ι is P(Wq,ι ≤ x) = Fι(x), x ≥ 0, having pdf fι(x), x > 0. Also
P(Wq,ι = 0) = Fι(0) = P0,ι (see Proposition 5.2 in Sect. 5.1.8). Let Fσ(x),
x ≥ 0, and fσ(x) = d

dxFσ(x), x > 0, wherever the derivative exists, denote the
steady-state cdf and pdf of σ, respectively. For the standard G/M/1 queue, S
and Wq,ι are independent.
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From Proposition 5.2, the cdf of σ is the convolution

Fσ(x) = P0,ιP(S ≤ x) + ∫ x
y=0 P(S ≤ x − y)fι(y)dy

= γ
μ(1 − e−μx) + ∫ x

y=0

(
1 − e−μ(x−y)

)
γ

(
1 − γ

μ

)
e−γydy.

(5.32)

The last integral in (5.32) is equal to

1

μ

[
μe(μ+γ)x − γe(μ+γ)x + γeγx − μeμx

]
e−(μ+γ)x. (5.33)

Summing (5.33) and γ
μ(1 − e−μx) simplifies (5.32) to

Fσ(x) = 1 − e−γx, x ≥ 0, (5.34)

with pdf
fσ(x) = γe−γx, x > 0. (5.35)

Remark 5.6 The expressions for Fσ(x) and fσ(x) in (5.34) and (5.35) for
G/M/1 are analogous to those for the standard Mλ/Mμ/1 queue given in
(3.117), with γ = μ−λ. In the term e−γx the coefficient of x is −γ = −1/E(B)

in both G/M/1 and M/M/1 (B := busy period).

5.1.10 Arrival-Point PMF of Number in System

This section derives the steady-state arrival-point pmf (probability mass
function) of the number of units in the system. Specifically, let Nι denote the
number in the system just before an arrival instant, and let Pn,ι := P(Nι = n),
n = 0, 1, .... From formulas (5.29) and (5.28),

P0,ι = γ

μ
. (5.36)

Let dn be the steady-state probability of n remaining in the system just after a
departure instant. Then Pn,ι = dn, n = 0, 1,... (see pp. 500–502 in [125]). Let
A(n)(y) be the cdf of the n-fold convolution of the interarrival time evaluated
at y > 0.

Proposition 5.4 In the standard G/M/1 queue, for n = 1, 2, ...,

Pn,ι = dn =
∫ ∞

y=0

[
A(n)(y) − A(n+1)(y)

]
fσ(y)dy

= γ

∫ ∞

y=0

[
A(n)(y) − A(n+1)(y)

]
e−γydy. (5.37)

http://dx.doi.org/10.1007/978-3-319-50332-5_3
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Proof Let NA(t) be the number of arrivals in (0, t) and let Sn be the time of
the nth arrival. A basic renewal equivalence relation is (see, p. 423, Sect. 7.2
in [125]; pp. 167–168 in [99])

NA(t) ≥ n ⇐⇒ Sn ≤ t.

Thus
P(NA(t) = n) = P(NA(t) ≥ n) − P(NA(t) ≥ n + 1)

= P(Sn ≤ t) − P(Sn+1 ≤ t)
= A(n)(t) − A(n+1)(t), t > 0

Also, dn = P(n arrivals during a system time σ). By independence of the
arrival stream and σ,

dn =
∫ ∞

y=0
P(NA(y) = n|σ = y)fσ(y)dy

=
∫ ∞

y=0
P(NA(y) = n)fσ(y)dy

=
∫ ∞

y=0

[
A(n)(y) − A(n+1)(y)

]
fσ(y)dy.

Also, Pn,ι = dn. Substituting from formula (5.35) gives (5.37). �

Compact Expression for PMF

Proposition 5.4 leads to a compact expression for Pn,ι, n = 0, 1, .... Integra-
tion by parts gives

∫ ∞

y=0
A(n)(y)e−γydy = 1

γ

∫ ∞

y=0
a(n)(y)e−γydy = An∗(γ)

γ
,

where a(n)(y) is the pdf of the n-fold convolution of inter-arrival times. Thus
(5.37) becomes

Pn,ι = An∗(γ) − A(n+1)∗(γ), n = 1, 2, ... . (5.38)

From Laplace-transform theory and (5.15)

An∗(γ) = (
A∗(γ)

)n =
(

1 − γ

μ

)n

, n = 1, 2, ... .
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Substituting into (5.38) yields

Pn,ι =
(

1 − γ

μ

)n

−
(

1 − γ

μ

)n+1

= γ

μ

(
1 − γ

μ

)n

= P0,ι

(
1 − P0,ι

)n
, n = 0, 1, ..., (5.39)

using (5.36). Notably, formula (5.39) is analogous to the result forPn in terms
of P0 in M/M/1, given in (3.118) in Chap. 3.

As a caveat to Proposition 5.4, the probabilities of n in the system at an
arbitrary time point are not equal to Pn,ι, n = 0, 1, 2, ... . Equality holds
only if the arrival stream is Poisson (see Proposition 8.2, p. 502 in [125], and
also [145]).

5.1.11 G/M/1 with Poisson Arrivals

To enhance intuition, we specialize the foregoing G/Mμ/1 results to
Mλ/Mμ/1, where arrivals are Poisson with rate λ.

Virtual Wait

From Eq. (5.14) for γ, with A(x) := e−λx, x ≥ 0, the solution is then
γ = μ − λ = 1/E(B), where B is the busy period in M/M/1. From formula
(5.18) we get Cγ = λ. The formulas in Sect. 5.1.5 yield

P0 = γ
γ+Cγ

= μ−λ
μ−λ+λ = 1 − λ

μ ,

K = γ·Cγ

γ+Cγ
= λ(1 − λ

μ) = λP0,

f (x) = Ke−γx = λP0e−(μ−λ)x, x > 0,

E(B) = 1
γ = 1

μ−λ ,

E(I) = 1
Cγ

= 1
λ ,

(5.40)

which check with the steady-state virtual-wait quantities for M/M/1.
For x < 0, the pdf of extended age is

h(x) = μ

∫ ∞

y=0
e−λ(y−x)Ke−(μ−λ)ydy = Keλx, x < 0,

whence P0 =
∫ 0
x=−∞ h(x)dx = 1 − λ

μ , which agrees with (5.40).

http://dx.doi.org/10.1007/978-3-319-50332-5_3
http://dx.doi.org/10.1007/978-3-319-50332-5_8
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Actual Wait

For the actual wait in G/M/1 with Poisson arrivals, γ = μ−λ,P0,ι = γ/μ = 1−
λ/μ, and Kι = γ (1 − γ/μ) = λ(

μ−λ
μ ) = λP0,ι, giving fι(x) = λP0,ιe−(μ−λ)x,

x > 0. These actual-wait results agree with P0 and f (x), x > 0 for the virtual
wait, as they must in M/M/1 (see (3.112)), where the Poisson arrival stream
implies

P0,ι = P0 = 1 − λ

μ
, fι(x) = f (x), x > 0,

and Pn,ι = Pn =
(

λ

μ

)n

P0,

in agreement with PASTA.

5.1.12 Sojourn Time Above or Below a Level

We next determine the expected value of the sojourn time above or below a
state-space level (see Fig. 5.1).

Inter-upcrossing Time ux of Level x

Let ux denote the inter-upcrossing time of level x (time between two succes-
sive upcrossings). We consider the cases x ≥ 0 and x < 0 separately, since
the SP motion above and below level 0 are of a different nature (Fig. 5.1).

Level x ≥ 0 For x ≥ 0, upcrossings of x are regenerative points, since both
service times and remaining service times after upcrossing x are =

dis
Expμ. By

the elementary renewal theorem and LC,

E(ux) = 1

limt→∞ Ut(x)/t
= 1

f (x)
= eγx

K
, x ≥ 0, (5.41)

where γ and K are given in (5.14) and (5.21), respectively. (To compute K ,
we may use Cγ given in (5.18).)

Level x < 0 For x < 0, −x is the time until the next arrival instant, at which
a sample path of {V (t)}t≥0 hits level 0 from below. Upcrossings of x are
regenerative points, since the time −x is followed by a service time =

dis
Expμ.

By the elementary renewal theorem, LC, and (5.16),

http://dx.doi.org/10.1007/978-3-319-50332-5_3
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E(ux) = 1

limt→∞ Ut(x)/t
= 1

h(x)
= 1

μK
∫ ∞
y=0 A(y − x)e−γydy

, x < 0.

(5.42)
Sojourn Time ax Above Level x

Let ax := sojourn time of {V (t)}t≥0 above level x.

Level x ≥ 0 For x ≥ 0, ax =
dis

B (B := busy period) independent of x, due to

exponential service times. By (5.12)

E(ax) = E(B) = 1

γ
, x ≥ 0. (5.43)

Level x < 0 Since ux = ax + bx,

E(ax) = E(ux) − E(bx) = 1
h(x) − E(bx)

= 1

μK
∫ ∞
y=0 A(y − x)e−γydy

−
∫ ∞

z=0

[∫ ∞
y=0 A(y − x + z)Ke−γydy∫ ∞

y=0 A(y − x)Ke−γydy

]
dz, x < 0,

(5.44)

where bx := sojourn time below level x, and E(bx), x < 0, is derived in
Proposition 5.5 below in this section.

Sojourn Time bx Below Level x

Level x ≥ 0 Because ux = ax + bx,

E(bx) = E(ux) − E(ax) = eγx

K
− 1

γ
, x ≥ 0.

Level x < 0 For x < 0, bx is given by the following proposition.

Proposition 5.5 The expected sojourn time of {V (t)}t≥0 below level x is

E(bx) =
∫ ∞

z=0

[∫ ∞
y=0 A(y − x + z)e−γydy∫ ∞

y=0 A(y − x)e−γydy

]
dz, x < 0. (5.45)

Proof We present two proofs, which complement each other.
Proof 1. Consider an SP downward jump that ends below level x < 0 (all

jumps start above level 0). Let rx := excess of a jump ending below x. Since
a sample path of {V (t)}t≥0 increases steadily at rate +1 when V (t) < 0,
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bx =
dis

rx, and E(bx) = E(rx). Using a ‘probabilistic’ approach, condition on

the event ‘a jump downcrosses level x’, yielding

P(rx > z)
= P(a jump downcrosses level x − z|the jump downcrosses level x)

= P(a jump downcrosses level x − z and downcrosses level x)

P(the jump downcrosses level x)

= P(a jump downcrosses level x − z)

P(the jump downcrosses level x)

=
∫ ∞
y=0 A(y − x + z)K/e−γydy∫ ∞

y=0 A(y − x)K/e−γydy
, x < 0, z > 0.

Thus

E(bx) = E(rx) =
∫ ∞

z=0
P(rx > z)dz

=
∫ ∞

z=0

[∫ ∞
y=0 A(y − x + z)e−γydy∫ ∞

y=0 A(y − x)e−γydy

]
dz, x < 0.

Proof 2. Alternatively, denote the cdf of rx by Frx(z), z > 0. Using a ‘rate’
approach, we have

(
1 − Frx(z)

) · h(x) = μ

∫ ∞

y=0
A(y − x + z)Ke−γydy,

where the left and right sides are two different expressions for the SP down-
crossing rate of level x-z. (A similar argument is used in the derivation of
E(ax) in Variant 3 of M/G/1 with bounded virtual wait, given in formula
(3.257).) Since h(x) = μ

∫ ∞
y=0 A(y − x)Ke−γydy, and bx = rx,

1 − Frx(z) = μ
∫ ∞
y=0 A(y − x + z)K/e−γydy

μ
∫ ∞
y=0 A(y − x)K/e−γydy

,

E(bx) =
∫ ∞

z=0

(
1 − Frx(z)

)
dz

=
∫ ∞

z=0

[∫ ∞
y=0 A(y − x + z)e−γydy∫ ∞

y=0 A(y − x)e−γydy

]
dz, x < 0, (5.46)

in agreement with Proof 1. �

http://dx.doi.org/10.1007/978-3-319-50332-5_3
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Example 5.1 Assume G/M/1 is an Mλ/Mμ/1 queue. From (5.45)

E(bx) = E(rx) =
∫ ∞

z=0

[∫ ∞
y=0 e

−λ(y−x+z)e−γydy∫ ∞
y=0 e

−λ(y−x)e−γydy

]
dz

=
∫ ∞

z=0
e−λzdz = 1

λ
, x < 0,

using the memoryless property of the interarrival tines (=
dis

Expλ).

5.1.13 Events During a Sojourn ax Above a Level

System Time σ

System time σ := wait + service time = W q,ι + S. The σs are realized at end-
of-service instants (at departures from the system—i.e., sample-path peaks).
The Wq,ιs are realized at start of service instants—i.e., sample-path troughs.
(See Figs. 5.1 and 5.2.)

Number Nσ
ax of Realized System Times in ax

Level x ≥ 0 Let Nσ
ax := number of service completions (departures) during

ax, x ≥ 0, includingthe departure that that ends ax (i.e., the length of a
run of system times > x, or number of sample-path peaks > x in ax). Let
Si and Ti, i = 1, 2,..., denote the service times and immediately following
inter-arrival times, respectively, counting from the instant a sample path of
{V (t)}t≥0 upcrosses level x (start of ax). If x = 0, then S1 is a full service time.
If x > 0, then S1 is the remaining service time measured from level x, and
S1 =

dis
Expμ, due to the memoryless property. Then (see Fig. 5.1)

Nσ
ax = min

{
n|

n∑
i=1

(Si − Ti) ≤ 0

}
, x ≥ 0. (5.47)

Nσ
ax is a stopping time (e.g., pp. 678–679 in [125]) for both sequences

{Si − Ti}i=1,2.... and {Si}i=1,2,.... Since ax =
∑Nσ

ax
i=1 Si and ax =

dis
B for all

x ≥ 0, by Wald’s equation (e.g., p. 47ff in [122]; p. 679 in [125])

E(ax) = E(Nσ
ax)E(Si),

E(Nσ
ax) = E(ax)

E(Si)
= E(B)

E(S)
, (5.48)
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independent of x. Substituting from (5.43) into (5.48), gives

E(Nσ
ax) =

1
γ

1
μ

= μ

γ
, x ≥ 0. (5.49)

From (5.49) E(Nσ
ax) > 1 since μ > γ (see Remark 5.7 below). This agrees

with intuition, because there must be at least one departure (sample-path
peak) counted in ax (the last departure in ax).

Number Served in a Busy Period B
LetNσ

B := number of system-time realizations inB (:= number of sample-path
peaks in B, i.e., number of customers served in B). (This section is related to
Sect. 3.4.14 in Chap. 3 for M/G/1.) Since B = a0, Nσ

B = Nσ
a0

, and from (5.49),
E(Nσ

B) = μ/γ. From (5.31), we obtain a notable formula for G/M/1,

E
(
Nσ
B
) = μ

γ
= 1

P0,ι
, (5.50)

which is similar to formula (3.90) for M/G/1 queues.

Number of Realized Waiting Times (Service Starts) Nw
ax in ax

We assume x ≥ 0, since service starts can occur only when V (t) ≥ 0. LetNw
ax

denote the number of customers that start service during ax , x ≥ 0. ThenNw
ax

is the number of customers that wait > x time units (strictly greater than x)
before starting service during ax. Figure 5.1 shows that Nw

ax = Nσ
ax −1, x ≥ 0,

since the count of service starts with waits > x during ax is one less than
the count of service completions in ax (including the ax-ending completion).
Hence

E(Nw
ax) = E(Nσ

ax) − 1 = μ

γ
− 1 > 0, x ≥ 0. (5.51)

Remark 5.7 In (5.51) the inequality μ
γ − 1 > 0 holds because of (5.14),

i.e.,
∫ ∞
y=0 A(y)e−γydy = 1

μ ; A(0) = 1; A(y) = 1 − A(y) is non-increasing with

limy→∞ A(y) = 0. Thus there exists finite Mε > 0 such that A(y) < ε < 1
(strictly) for y > Mε. Hence

1

μ
<

∫ Mε

y=0
1 · e−γydy +

∫ ∞

y=Mε

ε · e−γydy

= 1

γ

[
1 − e−γMε (1 − ε)

]
<

1

γ
=⇒ μ

γ
> 1.

http://dx.doi.org/10.1007/978-3-319-50332-5_3
http://dx.doi.org/10.1007/978-3-319-50332-5_3
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5.1.14 Events Above Level x During a Busy Period B

A busy period B may contain several sojourns above level x, e.g., in Fig. 5.1
the first three busy periods contain 2, 2, and 1 sojourns above level x,
respectively.

Number of SP Sojourns N soj
ax (B) above level x during B

Let N soj
ax (B) := number of sojourns above level x ≥ 0 during B (N soj

ax (B) =

0, 1, 2,...). We first obtain E(N soj
ax (B)).

Level x ≥ 0

Let C denote a busy cycle. Let UC(x) denote the number of SP upcrossings of
level x during C, all of which occur during the embedded B. There is a one-to-
one correspondence between the starts of sojourns ax and SP upcrossings of
x, implying N soj

ax (B) = UC(x) (see Fig. 5.1). By the renewal reward theorem,

E(N soj
ax (B))

E(C)
= E(UC(x))

E(C)
= lim

t→∞
E(Ut(x))

t
= f (x) = Ke−γx, x ≥ 0.

(5.52)
Since E(C) = 1/f (0) = 1/K , from (5.52)

E
(
N soj
ax (B)

)
= 1

K/
· K/e−γx = e−γx, x ≥ 0. (5.53)

To satisfy intuition, setting x = 0 in (5.53) implies E
(
N soj
a0 (B)

)
= 1, which

“says” that B consists of exactly one sojourn a0 above level 0.

Number Nσ
ax(B) of System Times > x in a Busy Period B

Let Nσ
ax(B) := number of system times > x during B, and Nσ

ax(C) := number
of system times > x during C respectively (see Fig. 5.1). Nσ

ax(B) = Nσ
ax(C)

since all departures in C occur during, or at the end of, the embedded B. All
departures having σ > x occur within sojourns ax in B. So,

Nσ
ax(B) = Nσ

ax(C) =
Nsoj
ax (C)∑
i=1

Nσ
ax,i, (5.54)

whereNσ
ax,i

is the number of system times > x in the ith sojourn above x during

C. The Nσ
ax,i

s are i.i.d. r.v.s with E
(
Nσ
ax,i

)
= μ/γ, by (5.49), independent of



5.1 G/M/1 Queue 307

the number of sojourns N soj
ax (C) (because excess service above x =

dis
Expμ).

Taking expected values in (5.54) and using (5.49) and (5.53), gives

E
(
Nσ
ax(B)

) = E
(
Nσ
ax(C)

)
= E

(
Nσ
ax,i

)
· E

(
N soj
ax (C)

)
= μ

γ e
−γx, x ≥ 0.

(5.55)

Number Nw
ax(B) of Waiting Times > x in a Busy Period B

We obtain the expected number of waiting times > x in B, similarly as for
the derivation of (5.51) (see Remark 5.7 in Sect. 5.1.13). Thus

E
(
Nw
ax(B)

) =
(

μ

γ
− 1

)
e−γx, x ≥ 0. (5.56)

Setting x = 0 in (5.56) givesE
(
Nw
a0

(B)
)

= μ
γ −1, which is also the expected

number of customers in B that wait > 0 (same as (5.51) since ax =
dis

B). Only

the first customer in B waits 0.

Proportion of Customers that Wait > x

N.B. Here we use ‘proportion’ to mean the ratio E
(
Nw
ax(B)

)
/E

(
Nσ
B
)
, not

Nw
ax(B)/Nσ

B or E
(
Nw
ax(B)/Nσ

B
)
.

We assume level x ≥ 0, since all waits in line are ≥ 0, and connect the
‘proportion’ of customers that wait > x in B with other parameters of the
model. For example, the proportion of customers that wait > x in B is, using
(5.31),

E
(
Nw
ax (B)

)
E

(
Nσ
B

) =
(

μ
γ − 1

)
e−γx

μ
γ

=
(

1 − γ

μ

)
e−γx = (

1 − P0,ι
)
e−γx, x ≥ 0, (5.57)

where Nσ
B := number of service completions in B (= number of arrivals in

C). When x = 0, (5.57) reduces to E
(
Nw
ax(B)

)
/E

(
Nσ
B
)

= 1 − P0,ι, which
is intuitive, because C is a probabilistic microcosm of the evolution of the
system over the entire time axis and the long-run proportion of customers
that wait > 0 is 1 − P0,ι.

Level x < 0

Number Served in a Sojourn ax Above Level x

Fix a level x < 0. After upcrossing x, a sample path of {V (t)}t≥0 ascends
steadily at rate +1 to level 0. Hence the number of service completions during
ax is
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Nσ
ax = min

{
n|

n∑
i=1

(
r0,i + Si − Ti

)
> −x

}
, (5.58)

where r0,i := excess below level 0 due to an SP jump that downcrosses level
0 (see Fig. 5.3). The values of r0,i, i = 1, ..., n, are given by

r0,1 := −x,
r0,i = 0 if the jump does not downcross level 0,
0 < r0,i < −x iff ax continues with another service,
r0,i > −x iff ax ends with the ith jump (which leaps below x).

The cdf of r0,i and E(r0,i) are given above (see formula (5.46) as x ↑ 0, in
Proposition 5.5, in Sect. 5.1.12). Thus

E(r0,i) = E(b0) =
∫ ∞

z=0

[∫ ∞
y=0 A(y + z)e−γydy∫ ∞

y=0 A(y)e−γydy

]
dz.

Nσ
ax is a stopping time for

{
r0,i + Si − Ti

}
i=1,2,...

and for
{
r0,i + Si

}
i=1,2,...

.

The sojourn time above level x is ax =
∑Nax

i=1

(
r0,i + Si

)
, implying

E(ax) = E(Nσ
ax) · [

E(r0,i) + E(Si)
]

.

Level 0
SP

Time t 

,2 0,3 0or r= =
V(t)

0,4r 0,6r 0,8r > −

xa xb

0,1r
Level  x

x

Fig. 5.3 ax and bx in G/M/1 queue for x < 0. Illustrates jump overshoots: r0,1 :=
−x; r0,i= 0 if jump ends above 0; 0 < r0,i < −x iff ax continues; if r0,i > −x then
ax ends and bx begins
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Thus

E(Nσ
ax) = E(ax)

E(r0,i) + E(Si)
= E(ax)

E(ri) + 1/μ
, (5.59)

where E(r0,i) is given in (5.44), and E(ri) is given in (5.45).

5.1.15 Revisit of M/M/1

Consider the M/M/1 queue in the light of the G/M/1 results in Sects. 5.1.13–
5.1.14. Let ‘G’ in G/M/1 be Poisson at rate λ. Then γ = μ−λ. From Eq. (5.56)
for G/M/1,

E
(
Nw
ax(B)

) =
(

μ

γ
− 1

)
e−γx =

(
μ

μ − λ
− 1

)
e−γx

=
(

1

1 − λ
μ

− 1

)
e−γx =

(
1

P0
− 1

)
e−γx, x ≥ 0. (5.60)

When x = 0, (5.60) reduces to E
(
Nw
a0

(B)
)

= 1/P0 − 1.
In M/M/1 (and M/G/1), E

(
Nσ
B
)

:= E(number of customers served in B) =
1/P0 (formula (3.90)). The customer initiating B waits 0; all others served
in B wait > 0. This explains intuitively why E

(
Nw
a0

(B)
)

= E
(
Nσ
B
) − 1.

In M/M/1 (and M/G/1) the proportion of customers that wait > 0 in a busy
period is

E
(
Nw
a0

(B)
)

E
(
Nσ
B
) =

1
P0

− 1
1
P0

= 1 − P0 = λ

μ
= ρ,

which agrees with the result for G/M/1 given in (5.57).

Related Results for Mλ/Mμ/1

Similarly as in the analyses above for G/M/1, we obtain the following results
for Mλ/Mμ/1 (see Fig. 3.7). The expected number of system times completed
in a sojourn ax is

E
(
Nσ
ax

) = E
(
Nσ
B
) = μ

μ − λ
= 1

P0
, x ≥ 0, (5.61)

since Nσ
ax =

dis
Nσ
B in both M/M/1 and G/M/1, x ≥ 0. Also, E

(
Nσ
ax

)
> 1 since

μ > μ − λ (i.e., for stability 0 < λ < μ).
E(number that wait > x during ax) is

E(Nw
ax) = μ

μ − λ
− 1 = 1

P0
− 1 = λ

μ − λ
> 0. (5.62)

http://dx.doi.org/10.1007/978-3-319-50332-5_3
http://dx.doi.org/10.1007/978-3-319-50332-5_3
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E(number of sojourns above level x in B) is, using (5.53),

E(N soj
ax (B)) = e−γx = e−(μ−λ)x, x ≥ 0; (5.63)

if x = 0 then

E
(
N soj
ax (B)

)
= e0 = E

(
N soj
a0 (B)

)
= 1.

B consists of exactly one sojourn above level 0, and B may contain a random
number of sojourns above an arbitrary level x > 0.

The number of system times (service completions—sample-path peaks)
above level x in B is

Nσ
ax(B) = Nσ

ax(C) =
Nsoj
ax (C)∑
i=1

Nσ
axi,

where Nσ
axi

= Nσ
ax independent of N soj

ax (C). By (5.61) and (5.63),

E
(
Nσ
ax(B)

) = E
(
Nσ
ax

) = E
(
Nσ
B
) · E

(
N soj
ax (C)

)

= μ

μ − λ
· e−(μ − λ)x, ≥ 0. (5.64)

E(number of waiting times > x in B) is

E(Nw
ax(B)) =

(
μ

μ − λ
− 1

)
· e−(μ − λ)x

= λ

μ − λ
· e−(μ − λ)x, x ≥ 0; (5.65)

if x = 0, then E(Nw
ax(B)) = λ

μ−λ = expected number that wait > 0 in B.
The ‘proportion’ of customers that wait > 0 in B is

E
(
Nw
a0

(B)
)

E
(
Nσ
B
) =

λ
μ−λ

μ
μ−λ

= λ

μ
= 1 − P0,

whereNσ
B := number served in B. The intuitive explanation of the last formula

is that the long-run proportion of customers that wait > 0 is 1 − P0 (C is
a probabilistic replica of the entire time line. All arrivals take place in the
embedded B).
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Let Nσ
bx

(B) := number of σs ≤ x in B (occur in a sojourn bx below
level x).

Proposition 5.6 In M/M/1 the expected number of system times ≤ x in a
busy period B is

E(Nσ
bx(B)) = μ

μ − λ
− μ

μ − λ
e−(μ−λ)x

= μ

μ − λ
(1 − e−(μ−λ)x), x ≥ 0. (5.66)

Proof Nσ
bx

(B) + Nσ
ax(B) = Nσ

B(B). From (5.61)

E(Nσ
bx(B)) + E(Nσ

ax(B)) = E
(
Nσ
B
) = μ

μ − λ
.

Then (5.66) follows from (5.61) and (5.64). �

Proposition 5.7 For M/M/1 the expected number of waiting times ≤ x in a
busy period B is

E(Nw
bx(B)) = μ

μ − λ
− λ

μ − λ
e−(μ−λ)x, x ≥ 0. (5.67)

Proof InB, the number of customers withwaiting times ≤ x plus the number
with waiting times > x, is equal to the number served in B, namely Nσ

B . By
(5.61),

E(Nw
bx(B)) + E(Nw

ax
(B)) = E

(
Nσ
B
) = μ

μ − λ
.

Thus, (5.67) follows from (5.62) and (5.65). �

Remark 5.8 In Mλ/Mμ/1:
If x = 0 then E(N

σ

bx
(B)) = 0.

If x → ∞ then E(N
σ

bx
(B)) → μ/ (μ − λ) = 1/P0.

If x = 0 then E(N
w

bx
(B)) = 1 (initiator of B waits 0).

If x → ∞ then E(N
w

bx
(B)) → μ/ (μ − λ) = 1/P0.

5.1.16 Boundedness of PDF of Wait f (x), x > 0

In G/M/1 let S = Expμ; let the inter-arrival time have cdf A(y), y > 0, with
A(0+) = 0. Assume the steady-state pdf of wait f (x), x > 0, exists.
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The pdf of the virtual wait, f (x) = Ke−γx, x > 0, is decreasing and convex
on (0, ∞). Thus

f (x) < K = γCγ/
(
γ + Cγ

)
< γ < μ, x > 0,

where K is given by (5.21), and Cγ by (5.18).
The pdf of the actual wait, fι(x) = Kιe−γx, x > 0, has similar properties.

Thus

fι(x) < Kι = γ

(
1 − γ

μ

)
< γ < μ, x > 0,

where Kι is given in (5.29).
Proposition 5.8 below derives boundedness of f (x) from “first principles”

without drawing on the result f (x) = Ke−γx, x > 0. We include it for ideas
that may be useful to obtain bounds on the pdf of wait in variants of G/M/1
(or random variables in other models), from basic LC considerations.

Proposition 5.8 In G/M/1 with the foregoing assumptions

f (x) < μ (1 − F(x)) < μ, x > 0. (5.68)

Proof We present two proofs for perspective.
Proof 1. An alternative form of the LC integral equation for G/M/1

(formula (5.8)) is

f (x) = μ(1 − F(x)) − μ

∫ ∞

y=x
A(y − x)f (y)dy, x > 0. (5.69)

Since A(0+) = 0, there exists ε > 0 such that A(z) < 1 for z ∈ (0, ε). Thus

∫ ∞

y=x
A(y − x)f (y)dy <

∫ x+ε

y=x
1.f (y)dy +

∫ ∞

y=x+ε
A(y − x)f (y)dy

≤
∫ x+ε

y=x
1.f (y)dy +

∫ ∞

y=x+ε
1.f (y)dy

=
∫ ∞

y=x
f (y)dy = 1 − F(x).

The subtracted term in (5.69) is such that

0 < μ

∫ ∞

y=x
A(y − x)f (y)dy < μ (1 − F(x)) , x > 0,

so that (5.68) follows.
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Proof 2. Consider a sample path of {V (t)} (see formula (5.1) and Fig. 5.1).
From formula (5.9) the hazard rate is f (x)/ (1 − F(x)) = 1/E(B). Also, E(B)

> 1/μ since E(number served in B) := E(Nσ
B ) = E(B)/E(S) = μE(B) > 1

(formula (5.48)). (The inequality holds sinceB consists of at least one service
time.) Thus 1/E(B) < μ and

f (x) = (1 − F(x))
1

E(B)
< μ (1 − F(x)) < μ. (5.70)

�
Example 5.2 Mλ/Mμ/1 is a special case of G/M//1 in which ρ = λ/μ < 1
for stability, with F(x) = 1 − ρe−(μ−λ)x, f (x) = λP0e−(μ−λ)x, and E(B) =
1/ (μ − λ). Using (5.70),

f (x) = (1 − F(x)) (μ − λ) = μ

(
1 − λ

μ

)
(1 − F(x)) = μP0 (1 − F(x)) ,

which satisfies (5.68).

5.2 G/M/1: Zero-Waits Receive Special Service

Due to ubiquitous applications of queues where zero-wait customers receive
exceptional service, we now derive the pertinent limiting pdf {P0, f (x)}x>0
in G/M/1 by using the method of pages (see, e.g., Fig. 4.2 in Sect. 4.5.5).
(Sect. 3.6.1 above, derives {P0, f (x)}x>0 in M/G/1 where zero-waits receive
special service.)

Let {V (t),M(t)}t≥0 denote the extended age process, where V (t) := system
time of a customer in service at t; M(t) = 0 if a zero-wait customer (initiator
of a busy period) is in service or the system is empty, at time t; M(t) = 1
if a positive-wait customer is in service at time t. Let S0 := service time of
zero-waits and S1 := service time of positive-waits, where Si =

dis
Expμi , i = 0,

1. Assume the arrival stream is a renewal process with inter-arrivals having
cdf A(·), A(·) = 1 − A(·), and mean 1/a. (In Sect. 5.2.2 below we assume the
arrival process is Poisson with rate λ, and get the same limiting pdf of wait
as for M/M/1 in Sect. 3.6.2.) Let fi(x), x > 0, i = 0, 1, denote the limiting
pdf of V (t) as t → ∞ when a zero-wait and a nonzero-wait is in service,
respectively. Let h(x), x < 0, denote the pdf of (− remaining time until the
next arrival of a zero-wait customer). The domains (and ranges) of f0, h and
f1 are respectively {(0, ∞), 0}, {(−∞, 0), 0}, and {(0, ∞), 1}, in which the
right-most symbols 0, 1 denote pages. Let P0 := P(an arrival waits 0).

http://dx.doi.org/10.1007/978-3-319-50332-5_4
http://dx.doi.org/10.1007/978-3-319-50332-5_3
http://dx.doi.org/10.1007/978-3-319-50332-5_3
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5.2.1 Integral Equations for f0(x), f1(x) and h(x)

Figure 5.4 illustrates a sample path of {V (t),M(t)}t≥0, which aids in deriving
the integral equations.

f 0(x) Consider state set {(x, ∞), 0}x≥0. The rate in is limt→∞ Ut(x)/t =
f0(x); the rate out is μ0

∫ ∞
x f0(y)dy. Since the ends of services of zero-waits

initiate downward jumps (=
dis

Expλ) ending in {(−∞, 0) , 0} or {(0, ∞) , 1},
rate balance gives

f0(x) = μ0

∫ ∞

x
f0(y)dẏ, x > 0. (5.71)

Converting to a differential equation and solving, gives the solution

f0(x) = αe−μ0x, x > 0, (5.72)

where α is a constant to be determined.

f 1(x) Consider state set {(x, ∞), 1}x≥0. The balance equation is

f1(x) + μ0

∫ ∞

x
A(y − x)f0(y)dy = μ1

∫ ∞

x
A(y − x)f1(y)dy,

0 0

0

)t(V)t(V
Page 0 Page 1

Time  t Time  t0

Level x xSP

Fig. 5.4 Sample path of {V (t),M(t)}t≥0 in G/M/1 where zero-waits get special
service. Pages have same time axis. Page 0 overlays page 1



5.2 G/M/1: Zero-Waits Receive Special Service 315

where the left side is the entrance rate due to upcrossing level x on page 1
or leaving set {(x, ∞), 0}, and the right side is the exit rate due to jumps
ending below level x in {(0, x), 1} or in {(−∞, 0), 0}. Transposing terms and
substituting from (5.72) yields

f1(x) − μ1

∫ ∞

x
A(y − x)f1(y)dy = −μ0α

∫ ∞

x
A(y − x)e−μ0ydy, x > 0,

(5.73)

h(x) Consider state set {(−∞, x), 0}−∞<x≤0. The balance equation is

h(x) = μ0

∫ ∞

0
A(y−x)αe−μ0ydy+μ1

∫ ∞

0
A(y−x)f1(y)dy, x < 0, (5.74)

where the left side is the exit rate (limt→∞ Ut(x)/t) and the right side is
the entrance rate (the first term from {(0, ∞), 0}, the second term from
{(0, ∞), 1}).

Also

P0 =
∫ 0

−∞
h(x)dx. (5.75)

The normalizing condition is

P0 +
∫ ∞

x=0
f0(x)dx +

∫ ∞

x=0
f1(x)dx = 1 (5.76)

We shall not solve equations (5.72)–(5.76) explicitly here for a general
A(·). Section 5.2.2 gives a full solution when the arrival rate is Poisson at
rate λ, which serves as an example of the method of pages for single-server
queues, and a check on the model in this Section.

5.2.2 M/M/1 as Special Case of G/M/1

We now derive the pdf of wait in the corresponding M/M/1, as a special case
of G/M/1 where zero-waits get exceptional service, by letting G =

dis
Expλ.

Assume A(y) = 1 − e−λy, y > 0, A(y) = e−λy, y ≥ 0. Observe that the
upcrossing rate of level 0 is equal to h(0) = f0(0) = arrival rate of busy-
period initiators (zero-waits). Therefore, f0(0) = λP0 = α. Substituting in
Eq. (5.73) yields

f1(x) − μ1

∫ ∞

x
e−λ(y−x)f1(y)dy = −μ0λP0

∫ ∞

x

[
1 − e−λ(y−x)

]
e−μ0ydy,
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or

f1(x) − μ1

∫ ∞

x
e−λ(y−x)f1(y)dy = − λ2P0

λ + μ0
e−μ0x, x > 0,

Applying 〈D − λ〉 to both sides results in the differential equation

f ′
1(x) + (μ1 − λ)f1(x) = λ2P0e

−μ0x.

Using the condition that f1(0) = 0 (because the upcrossing rate of level 0 on
page 1, is 0), the solution of the differential equation is

f1(x) = λ2P0

μ1 − λ − μ0
e−μ0x − λ2P0

μ1 − λ − μ0
e−(μ1−λ)x,

assuming μ0 	= μ1 − λ.
The total pdf of wait is

f (x) = f0(x) + f1(x)

= λ(μ1 − μ0)P0

μ1 − λ − μ0
e−μ0x − λ2P0

μ1 − λ − μ0
e−(μ1−λ)x.

Equation (5.76) gives

P0

[
1 + λ

μ1 − λ − μ0

(
μ1 − μ0

μ0
− λ

μ1 − λ

)]
= 1,

which leads to

P0 = 1 − ρ1

1 − ρ1 + ρ0
,

where ρi = λ/μi, the same as in Sect. 3.6.2 for M/M/1, and in the open
literature.

5.3 Multiple-Server G/M/c Queue

The G/M/c queue (c = 2, 3, ...) generalizes G/M/1 of Sect. 5.1 to multiple
parallel servers. The same symbols as for G/M/1 in Sect. 5.1 denote the inter-
arrival time cdf A(·), pdf a (·), complementary cdf A (·), and mean 1/a. Each
customer has service time S =

dis
Expμ, independent of any other customer’s

service time.
This section uses LC to derive the steady-state pdfs of the virtual wait and

actualwait (arrival-pointwait) in the standard G/M/c queue. We obtain exact

http://dx.doi.org/10.1007/978-3-319-50332-5_3
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formulas for the pdfs in G/M/2, and check them with the pdfs in M/M/2, to
mildly validate the LC approach. Also, we derive related quantities in G/M/c.

5.3.1 Extended Age Process for G/M/c

To analyze G/M/c (c ≥ 2), we employ the stochastic process

{V (t),M(t)}t≥0 , −∞ < V (t) < ∞,M(t) ∈ M.

The random variable V (t) is the ‘extended age’ at time t. When c ≥ 2,
V (t) is a generalization of V (t) defined for G/M/1 in Sect. 5.1.1. (Age at time
t is defined immediately after the two following remarks.)

M(t) is the ‘system configuration’. For the standard G/M/c,M(t) is defined
more simply than for the generalized M/M/c queue, given in Sects. 4.4 and
4.5). Here, let M(t) := number of customers in service at time t. Thus M(t) ∈
M = {0, 1, 2, ..., c}. If M(t) = c then at least c customers are in the system at
time t.

The state space of {V (t),M(t)}t≥0 is S = R×M where R := (−∞, +∞).
{V (t),M(t)}t≥0 is a type of ‘system point process’ (see Sect. 4.5). The state
is two-dimensional; V (t) is continuous, M(t) is discrete.

Remark 5.9 The definition of system configuration M(t) is flexible, i.e.,
it may depend on the current task. (See [45, 46] for concepts of flexibility
and adaptivity.) We utilize an appropriate ‘configuration’ that expedites the
analysis. We could define M(t) for G/M/c analogously as for the generalized
M/M/c in Sect. 4.4. However, our simpler definition of M(t) here is suffi-
cient to study the standard G/M/c model. If the objective were to analyze a
‘generalized’ G/M/c queue, we might utilizeM(t) along the lines of Sect. 4.4.
This flexibility applies well to state-dependent models with, e.g., service time
depending on wait; service time depending on the types of other customers
in service at start of service times; service rate selected at random from a set
of possible service rates; etc.

Remark 5.10 For G/M/c, the definition of M(t) ∈ {0, 1, ..., c − 1, c} is a
variant of the definition ofM(t) given in Sect. 4.4 for M/M/c. For G/M/c,M(t)
is the number of occupied servers “seen” at an arrival instant t. Thus M(t)
includes a ‘sheet c’ which denotes “all servers are occupied” at the arrival
instant t. On the other hand, in M/M/c, Chap. 4, sheet c− 1’ corresponds to
“c− 1 servers are occupied just before a start of service in the remaining
‘target’ unoccupied server” . In Sect. 4.4M(t) “looks ahead” to the instant
that an arrival starts service at t+S. In G/M/c, M(t) focuses on the arrival

http://dx.doi.org/10.1007/978-3-319-50332-5_4
http://dx.doi.org/10.1007/978-3-319-50332-5_4
http://dx.doi.org/10.1007/978-3-319-50332-5_4
http://dx.doi.org/10.1007/978-3-319-50332-5_4
http://dx.doi.org/10.1007/978-3-319-50332-5_4
http://dx.doi.org/10.1007/978-3-319-50332-5_4
http://dx.doi.org/10.1007/978-3-319-50332-5_4
http://dx.doi.org/10.1007/978-3-319-50332-5_4
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V(t)

0

Inter-arrival time 
downward jump

[c-1,c] 
busy 
period

‘c’
idle 
period

SP ‘parallel’ jumps
to same level on
sheet c-2 due to a
service completion

Time t  

Sheet c-1

Sheet c

Sheet 1

0
Sheet 0

0

Fig. 5.5 Sample path of {V (t),M(t)}t≥0 for G/M/c queue. There are c + 1 sheets.
Range of sheet c is [0,∞). Range of each sheet 0,..., c − 1 is (−∞, 0). Sheet c − 1
abuts on the bottom of sheet c for geometric convenience. Time between jumps
originating on sheet c =

dis
Expcμ

time t (does not look ahead). In G/M/c sheet c − 1 corresponds to “c − 1
servers are occupied at an arrival instant t” (Fig. 5.5).

Extended Age and inter start-of-service depart Time in Standard G/M/c

If M(t) = c then M(t):= “age” (time already spent in the system) of the last
customer to start service at time ≤ t, so that V (t) > 0 (Fig. 5.5).

Let S denote the time from the instant a customer starts service until the
first departure from the system thereafter, i.e., S is the inter start-of-service
depart time. ThenS = min {S1, ..., Sc} where the Sis are mutually independent
and each Si =

dis
Expμ. One Si is a full service time; c − 1 Sis are remaining

service times. Hence S=
dis

Expcμ.

Relationship Between V (t) and M(t)

When M(t) ∈ {0, 1, ..., c − 1}, the random variable ‘−V (t)’ denotes the
remaining inter-arrival time required until the next arrival joins the system
(Fig. 5.5). Thus

if

{
M(t) = c then V (t) ≥ 0;
M(t) ∈ {0, 1, 2, ..., c − 1} then V (t) < 0.



5.3 Multiple-Server G/M/c Queue 319

5.3.2 Steady-State PDF of Virtual Wait

Let T = {t ∈ [0, ∞)} be the time axis. A sample path of {V (t),M(t)}t≥0 is
given in Fig. 5.5. The rate at which the SP moves inT×S between downward
jumps when M(t) = c, is dV (t)/dt = +1, 0 < V (t) < ∞, t > 0.

The steady-state pdf of V (t) as t → ∞, is the same as that of the virtual
wait W (t) as t → ∞ (proved similarly as in Proposition 5.1 for G/M/1).

Denote the steady-state cdf of the virtual wait by F(x), x ≥ 0, having pdf
f (x) = dF(x)/dx, x > 0, wherever the derivative exists.F(0) is the proportion
of time with fewer than c customers in service, i.e., the probability that the
system presents a zero wait to a potential arrival. Let Pi be the proportion of
time that an arrival “sees” i customers in service, i = 0, ..., c− 1. The Pis are
zero-wait probabilities, and F(0) =

∑c−1
i=0 Pi.

Integral Equation for PDF of Wait

Consider a sample path of {V (t),M(t)}t≥0 (Fig. 5.5). T×S is partitioned into
c+1 sheets (or ‘pages’), which are planar subsets of T×S. Sheets 0,..., c−1
can be thought of as being one behind the other like pages in a book, below
level 0 (the time axis). Only sheet c is above level 0. Sheet c is pictured as
being directly above, and contiguous to, sheet c − 1.

Case M(t) = c When M(t) = c the SP is on sheet c, moving upward with
slope +1. Fix level x > 0. The SP upcrossing rate of level x is

lim
t→∞

Ut(x)

t
=
a.s

lim
t→∞

E(Ut(x))

t
= f (x)

(proved similarly as in Theorem 1.1 for the downcrossing rate in M/G/1; see
also Sect. 2.1 in [19]). All servers are occupied just before a departure, the
inter start-of-service depart time is S =

dis
Expcμ, implying the departure rate

is cμ. The SP downcrossing rate of level x is

lim
t→∞

Dt(x)

t
=
a.s

lim
t→∞

E(Dt(x))

t
= cμ

∫ ∞

y=x
A(y − x)f (y)dy. (5.77)

In (5.77), cμ is the customer departure rate. Each departure generates a down-
ward jump with size =

dis
A(·) (inter-arrival time cdf). A(y − x) is P(jump >

y − x|jump starts at level y) = P(jump downcrosses level x|jump starts at
level y).

Rate balance across level x, i.e., limt→∞ E(Ut(x))/t = limt→∞
E(Dt(x))/t, gives a basic LC integral equation for G/M/c

http://dx.doi.org/10.1007/978-3-319-50332-5_1
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f (x) = cμ
∫ ∞

y=x
A(y − x)f (y)dy, x > 0. (5.78)

Equation (5.78) for G/M/c, where the downward jump rate is cμ, is a
straightforward generalization of the LC integral equation for G/M/1, where
the downward jump rate is μ (formula 5.7).

Alternative Form of Integral Equation

An alternative form of (5.78) is

f (x) = cμ (1 − F(x)) − cμ
∫ ∞

y=x
A(y − x)f (y)dy, x > 0. (5.79)

Explanation of (5.79) On the left side, f (x) is the upcrossing rate of level x.
On the right side, cμ (1 − F(x)) is the rate at which all downward jumps start
in state-space set {((x, ∞) , c)}. The subtracted term including the integral,
subtracts the rate at which downward jumps start in {((x, ∞) , c)} and end in
{((x, ∞) , c)}; such jumps do not downcross level x. Thus the right side of
(5.79) is the downcrossing rate of level x.

5.3.3 Form of PDF of Wait in G/M/c Geometrically

Let Bc−1,c denote a [c − 1, c] busy period , the time from the instant the
number of customers in service increases from c−1 to c until the first instant
thereafter when the number of customers in service decreases back to c − 1
(Fig. 5.5). DuringBc−1,c the number of customers in the system is ≥ c.Bc−1,c
is a sojourn time on sheet c , which starts with an SP upcrossing of level 0 (via
top of sheet c−1), and ends with a downcrossing of level 0 that terminates on
sheet c − 1. Let ax denote a sojourn time above level x ≥ 0 starting with an
upcrossing of level x (on sheet c). Then Bc−1,c= a0, and E

(Bc−1,c
)

= E (a0).
The memoryless property of S (=

dis
Expcμ) implies the excesses S above

level x =
dis

Expcμ so that E(ax) = E(Bc−1,c), x ≥ 0, independent of x. By

LC and the elementary renewal theorem, E(ux) = 1/f (x), where ux := inter-
upcrossing time of level x. The sequence of uxs forms a renewal process
because each upcrossing of level x > 0 has an excess over level x =

dis
Expcμ,

implying the probabilistic future evolution is independent of the past. By the
renewal reward theorem
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E(ax)

E(ux)
= E(ax)

1/f (x)
= 1 − F(x)

E(ax) = E(Bc−1,c) = 1 − F(x)

f (x)
f (x)

1 − F(x)
= 1

E(Bc−1,c)
, x ≥ 0

Similarly as for G/M/1 in Sect. 5.1.5,

d

dx
ln (1 − F(x)) = − 1

E(Bc−1,c)
,

a differential equation whose solution for the cdf of wait is

F(x) = 1 − (1 − F(0)) · e− 1
E(Bc−1,c)

x
, x ≥ 0. (5.80)

Taking dF(x)/dx in (5.80) gives the pdf of wait as

f (x) = 1 − F(0)

E(Bc−1,c)
· e− 1

E(Bc−1,c)
x
, x ≥ 0. (5.81)

Hence
f (x) = Ke−γx, x > 0, (5.82)

where

K = 1 − F(0)

E(Bc−1,c)
, γ = 1

E(Bc−1,c)
. (5.83)

From (5.83)

E(Bc−1,c) = 1

γ
. (5.84)

Substituting f (x) from (5.82) into (5.78) gives a transcendental equation
for γ, ∫ ∞

y=0
A(y)e−γydy = 1

cμ
. (5.85)

The Laplace-Stieltjes transform of the inter-arrival distribution evaluated
at γ, is A∗(γ) =

∫ ∞
y=0 a(y)e

−γydy. Integration by parts in (5.85) gives an
alternative equation for γ,

A∗(γ) = 1 − γ

cμ
. (5.86)
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To specify the mixed pdf of wait {F (0) , f (x)}x>0, it is required to solve
for F(0) in (5.81) or equivalently for K in (5.82). From (5.83) we obtain

F(0) = 1 − K

γ
. (5.87)

From the form of f (x), x > 0, as Ke−γx, we can also obtain (5.87) from
the normalizing condition

F(0) +
∫ ∞

x=0
f (x)dx = 1,

F(0) +
∫ ∞

x=0
Ke−γxdx = 1,

F(0) + K

γ
= 1.

Remark 5.11 Another way to obtain (5.87) is directly from the sample path
of {V (t)}t≥0 and SP motion. We include this derivation because it highlights
the close relationship between probabilities of the model and SP motion.F(0)

is the proportion of time that the system presents a zero wait. The expected
time between successive SP upcrossings of level 0 due to arrivals that “see”
c− 1 customers in service, is 1/f (0) (starts of Bc−1,cs). Since f (x) = Ke−γx,

lim
t→∞

E (Ut(0))

t
= f (0) = K .

After the SP moves onto sheet c, it eventually leaves sheet c when a departure
propels a downward jump onto sheet c−1. The SP then sojourns among some
or all sheets 0,..., c−1. During this SP sojourn, any arrival to the system would
wait zero. The sojourn below level 0 continues until the SP next upcrosses
level 0 from sheet c − 1 onto sheet c. Thus upcrossings of level 0 from
sheet c−1 are regenerative points. From the theory of regenerative processes
(renewal reward theorem)

F(0) = E(sojourn time among sheets 0, ..., c − 1)

E(time between SP entrances to sheet c)

=
1
K − E(Bc−1,c)

1
K

=
1
K − 1

γ

1
K

= 1 − K

γ
. (5.88)

Explanation of (5.88). In the numerator 1/K = 1/f (0) = E(time between
SP upcrossings from sheet c− 1 onto sheet c). These upcrossings are regen-
erative points. The term ‘−E(Bc−1,c)’ subtracts off the expected embedded
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busy period E
(
Bc−1,c

)
= 1/γ, thus leaving E(sojourn time among sheets

0, ..., c − 1).

Value of K

We must solve for the value of K in order to specify F(0) and f (x), x > 0, in
terms of the model parameters. This requires a further analysis of SP motion
on sheets 0, ..., c − 1.

Remark 5.12 Applying the normalizing condition

F(0) +
∫ ∞

x=0
f (x)dx = 1,

and using (5.81), does not give F(0) in terms of the model parameters, since
it yields the tautology 1 = 1. Section 5.3.4 below develops integral equations
for the steady-state partial pdfs of V (t) on sheets 0, ..., c − 1, which leads
to an independent expression for F(0); the normalizing condition then gives
F(0). We shall not solve for F(0) explicitly in the general G/M/c queue here.
However, we will solve for F(0) explicitly in G/M/2 in Sect. 5.4, to indicate
the solution procedure.

5.3.4 Partial PDFs of Extended Age for Sheets 0 to c − 1

Let gi(x), x < 0, denote the steady-state pdf of {V (t),M(t) = i}t→∞, i =
0, ..., c − 1. In Fig. 5.5 the partial pdfs {gi(x)}x<0 are the partial pdfs when
M(t) = i ∈ 0,..., c − 1. We derive integral equations for gi(x), i = 0,..., c− 1,
by applying rate balance to SP exits and entrances of state-space intervals
{(−∞, x) , i}x<0 on sheets i = 0, ..., c − 1.

The probability F(0) is the proportion of time that potential arrivals wait
0 for service. Thus

F(0) =
c−1∑
i=0

∫ 0

x=−∞
gi(x)dx =

c−1∑
i=0

Pi (5.89)

where Pi :=
∫ 0
x=−∞ gi(x)dx is the steady-state probability of i customers in

service.

Integral Equation for PDF gc−1(x): Sheet c − 1

First consider interval {(−∞, x) , c − 1} for fixed x < 0, on sheet c − 1.
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Exit Rate The SP exit rate from {(−∞, x) , c − 1} is

gc−1(x) + (c − 1) μ

∫ x

y=−∞
gc−1(y)dy. (5.90)

Explanation of (5.90) The first term is the SP (continuous) upcrossing rate
of level x. The second term is the rate at which customers depart the system
when c−1 servers are occupied and the remaining time until the next arrival
to the system is −y, summed over all y ∈ (−∞, x). Departures occur at
rate (c − 1) μ since there are c − 1 customers in service; and service times
are independent of the remaining time until the next arrival. Such customer
departures generate SP parallel jumps from sheet c−1 to sheet c−2 starting
and ending at the same level, because just after these departures there would
be c − 2 units in service, and the remaining inter-arrival time would still be
the same as it was just before each departure.

Entrance Rate The SP entrance rate into {(−∞, x) , c − 1} is

cμ
∫ ∞

y=0
A(y − x)f (y)dy + gc−2(0) · A(−x). (5.91)

Explanation of (5.91) The first term is the rate at which the SP jumps
downward from level y > 0 on sheet c into interval {(−∞, x) , c − 1}, due
to customer departures that leave c− 1 units in service. An inter-arrival time
which is > y−x causes the SP to downcross level x on sheet c−1 (probability
is A(y − x)). In the second term, gc−2(0) is the SP hit rate of level 0 from
below on page c − 2 (upcrossing rate of level 0), i.e., the arrival rate to the
system when c − 2 servers are occupied. Such arrivals increase the number
of occupied servers to c − 1. A(−x) is the probability that the immediately
following inter-arrival time exceeds −x, thereby propelling the SP below
level x and into {(−∞, x) , c − 1}.

Equating (5.90) and (5.91) gives the integral equation for gc−1(x),

gc−1(x) + (c − 1) μ

∫ x

y=−∞
gc−1(y)dy

= cμ
∫ ∞

y=0
A(y − x)f (y)dy + gc−2(0)A(−x), x < 0. (5.92)

Integral Equations for PDF: Sheets 1, ..., c − 2

Consider the state-space interval {(−∞, x) , i} , x < 0 on sheet i where i ∈
{1, ..., c − 2} (Fig. 5.5). Reasoning as in the derivation of (5.92) for sheet
c − 1, we obtain integral equations
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gi(x) + iμ
∫ x

y=−∞
gi(y)dy

= (i + 1)μ

∫ x

y=−∞
gi+1(y)dy + gi−1(0)A(−x),

i = 1, ..., c − 2, x < 0. (5.93)

Explanation of (5.93) The left side is the SP exit rate from interval
{(−∞, x) , i}, composed of upcrossings of level x plus the customer depar-
ture rate when there are i in service. The right side is the SP entrance rate
into {(−∞, x) , i}, composed of (i + 1)μ

∫ x
y=−∞ gi+1(y)dy, the rate of par-

allel jumps starting in {(−∞, x) , i + 1} and ending at the same level in
{(−∞, x) , i} plus the rate of customer arrivals (upcrossings of level 0) when
there are i−1 customers in service followed by inter-arrivals that exceed −x.

Integral Equation for PDF: Sheet 0

Consider state-space interval {(−∞, x) , 0} , x < 0.

Exit Rate The SP can exit {(−∞, x) , 0} , x < 0 only by means of a (left)
continuous hit of level x from below (upcrossing of level x). The system is
empty, so no customer departures can occur when M(t)= 0. Therefore the
exit rate of {(−∞, x) , 0} is g0(x).

Entrance Rate The SP can enter {(−∞, x) , 0} only by a parallel jump from
{(−∞, x) , 1} on sheet 1. There must be one customer in service, which
departs before any new arrivals to the system occur, and the remaining inter-
arrival time, say y, is > −x, so that y ∈ {(−∞, x) , 0}. The rate of such
parallel jumps μ

∫ x
y=−∞ g1(y)dy.

Rate balance of exit and entrance rates of {(−∞, x) , 0} gives an integral
equation for sheet 0 (M(t) = 0),

g0(x) = μ

∫ x

y=−∞
g1(y)dy. (5.94)

Form of F(0)

The probability of a potential wait of zero is given in (5.89). Here we shall
not detail a procedure to compute F(0) for the virtual wait in G/M/c for
general values of c. Nevertheless, in Sect. 5.4.1 below, we provide a detailed
derivation of F(0) in G/M/2.
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5.3.5 Stability Condition for G/M/c

The stability condition for G/M/c follows directly from (5.82) and (5.85).
The system is stable iff the steady-state pdf in (5.82) exists iff there exists a
positive finite solution γ for Eq. (5.85). Using an analysis similar to that given
in Proposition 5.3 for G/M/1, we obtain a necessary and sufficient condition
for stability in G/M/c, namely a < cμ.

5.3.6 Form of PDF of Actual Wait Wq,ι

Let Wq,ι denote the actual wait in line before service (arrival-point wait), in
steady state. Let Fι(x) := P(Wq,ι ≤ x), x ≥ 0, and fι(x) = dFι(x)/dx), x > 0,
be the pdf of Wq,ι.

Proposition 5.9 In the G/M/c queue, the form of the pdf of Wq,ι is

fι(x) = Kιe
−γx, x > 0, (5.95)

where Kι > 0.

Proof The proportion of arrivals that wait Wq,ι > x is

1 − Fι(x) = cμ(1 − F(x)) − f (x)

cμ (1 − F(0)) + ∑c−2
i=1 gi(0)

, x > 0. (5.96)

In formula (5.96) F(x) and f (x) are respectively the cdf and pdf of the virtual
wait; F(0) := P(virtual wait = 0); gi(0), i = 1, ..., c− 1, are respectively the
arrival rates to the system when i customers are in service. (See Proposition
5.2 for G/M/1 in Sect. 5.1.7).)

Explanation of (5.96). cμ(1 − F(x)) is the rate of downward jumps that
start at peaks > x (i.e., in {(x, ∞) , c} on sheet c), and end at an ordinate
equal to the next actual wait > 0 if the end point is > 0 (in {(0, ∞) , c},
i.e., at a trough > 0); or at a trough in {(−∞, 0) , c − 1} implying that the
next actual wait is = 0, if the end point is < 0 (Fig. 5.5). The term −f (x)
subtracts off the rate of such downward jumps that end below x. (Note that
f (x) = lim Ut(x)/t = lim Dt(x)/t, x ∈ {(0, ∞) , c}.) Thus the numerator is
the rate at which ‘ next’ Wq,ιs (troughs on page c) are > x. In the denomi-
nator, cμ (1 − F(0)) is the rate of all downward jumps that start on sheet c;∑c−2

i=1 gi(0) is the rate of all downward jumps that start at level 0 on sheets
1, ..., c − 2. Thus, the denominator is the total rate of all downward jumps,
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which is precisely the total rate at which ‘next’ customers start service. Thus
the right side of (5.96) is the proportion of downward jumps that start above
level x> 0 and end above level x, on sheet c. This is the same as the proportion
of all customers whose actual (arrival point) wait is > x.

From Eqs. (5.80) and (5.82), 1 − F(x) = κe−γx where κ > 0, and f (x) =
Ke−γx. Also, cμ (1 − F(0)) + ∑c−2

i=1 gi(0) is > 0. Substituting these values
into the right side of (5.96) and taking d/dx on both sides of (5.96), yields
(5.95) for some constant Kι > 0. �

5.3.7 Probability That Actual Wait is Zero: Fι(0)

The total rate at which zero-wait customers arrive is equal to the total rate
at which the SP hits level 0 from below, namely

∑c−1
i=0 gi(0) (see definition

of gi(·), i = 0, ..., c − 1 in Sect. 5.3.4). So, gi(0) is the rate at which cus-
tomers arrive at the system (remaining inter-arrival time = 0), when there are
i customers in service, i = 0, ..., c − 1.

Let Nt , N=0
t , N>0

t denote respectively the total number of arrivals, the
number of arrivals that wait 0, and the number of arrivals that wait > 0,
during (0, t).

Consider a sample path of {V (t),M(t)}t≥0 (Fig. 5.5). Let U i
t (x) denote the

number of SP upcrossings of level x on sheet i during (0, t), i = 0, ..., c − 1.
Then

lim
t→∞

U i
t (x)

t
=
a.s.

lim
t→∞

E
(U i

t (x)
)

t
= gi(x), x ≤ 0, i = 0, ..., c − 1.

Note that N=0
t =

∑c−1
i=0 U i

t (0).
The proportion of arrivals that wait 0 is

Fι(0) = lim
t→∞

N=0
t

Nt
= lim

t→∞
N=0
t

N=0
t + N>0

t

= limt→∞ N=0
t
t

limt→∞ N=0
t
t + limt→∞ N>0

t
t

= limt→∞
∑c−1

i=0 U i
t (0)

t

limt→∞
∑c−1

i=0 U i
t (0)

t + limt→∞ N>0
t
t

=
∑c−1

i=0 gi(0)∑c−1
i=0 gi(0) + limt→∞ N>0

t
t

. (5.97)

In the denominator of (5.97)
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lim
t→∞

N>0
t

t
=
a.s.

lim
t→∞

E
(
N>0
t

)
t

= cμ
∫ ∞

y=0
A(y)f (y)dy

= cμ
∫ ∞

y=0
A(y)Ke−γydy = cμ

∫ ∞

y=0

(
1 − A(y)

)
Ke−γydy

= cμ

γ
K − K, (5.98)

upon utilizing (5.82) and (5.85).

Explanation of (5.98). cμ
∫ ∞
y=0 A(y)f (y)dy is the rate at which customers

depart after being in the system for a time y, and the immediately next inter-
arrival time is < y, summed over all y > 0; this is the rate at which next
customers wait > 0.

Substituting from (5.98) into (5.97) gives

Fι(0) =
∑C−1

i=0 gi(0)∑C−1
i=0 gi(0) + cμ

γ K − K
. (5.99)

In (5.92) let x ↑ 0. The SP exit rate from sheet c−1 across level 0 is equal
to the SP entrance rate of interval {(0, ∞), c} (sheet c). Thus

lim
t→∞

E
(
Uc−1
t (0)

)
t

= gc−1(0) = f (0) = K .

Here we do not carry out the procedure to computeFι(0) for general values
of c (Eq. (5.99)). In Sect. 5.4.2 below we derive Fι(0) explicitly for G/M/2,
to indicate the computational procedure.

5.4 G/M/2: PDF of Virtual and of Actual Wait

We now derive the steady-state pdf of the virtual wait and of the actual wait
for G/M/2. Consider the process {V (t),M(t)}t≥0. When c = 2, M(t) ∈ M =
{0, 1, 2}. Graphically, there are three corresponding sheets in T × S labeled
0, 1, 2 (see Fig. 5.6). The analyses below suggest the type of solution approach
that may be used for c ≥ 2. (The results for c = 2 are applied in [87].)
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V(t)

0

Inter-arrival time 
downward jump

[1,2 ]
busy 
period

‘2’
idle 
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Parallel jump 
due to service 
completion

Time  t

Sheet 1

Sheet 2

Sheet 0

   Parallel 
jump

SP

Level x

0

Sheet 0
overlays
sheet 1

Fig. 5.6 G/M/2: sample path of {V (t),M(t)}t≥0. Sheets 0 and 1 are quarter planes
that overlay each other like pages in a book with common edges along the V (0)-
vertical axis and the level-0 line

5.4.1 PDF of Virtual Wait

In G/M/2 the pdf of the virtual wait has the same form as in the general G/M/c
model,

f (x) = Ke−γx, x > 0.

For c = 2 the integral equations for sheets 1 and 0 are respectively

g1(x) + μ

∫ x

y=−∞
g1(y)dy =2μK

∫ ∞

y=0
A(y − x)e−γydy

+ g0(0)A(−x), x < 0, (5.100)

g0(x) =μ

∫ x

y=−∞
g1(y)dy, x < 0, (5.101)

as in equations (5.92) and (5.94).
Also g1(0) = K . The proportion of time that the system has less than 2

occupied servers is

F(0) =
∫ 0

x=−∞
(g1(x) + g0(x))dx = 1 − K

γ
, (5.102)

as in (5.88).
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Adding corresponding sides of (5.100) and (5.101) and integrating with
respect to x ∈ (−∞, 0), gives

F(0) ≡
∫ 0

x=−∞
(g1(x) + g0(x))dx

= 2μK
∫ 0

x=−∞

∫ ∞

y=0
A(y − x)e−γydydx + g0(0)

1

a
, (5.103)

where 1
a = ∫ ∞

u=0 A(u)du is the mean inter-arrival time.
Taking d/dx in (5.101) gives the relation

g1(x) = g′
0(x)

μ
. (5.104)

Substituting (5.104) and (5.101) into (5.100) gives a differential equation for
g0(x)

g′
0(x) + μg0(x) = 2μ2K

∫ ∞

y=0
A(y − x)e−γydy + +μg0(0)A(−x), x < 0,

(5.105)
whose solution is

g0(x) = 2μ2Ke−μx
∫ x

z=−∞
eμz

∫ ∞

y=0
A(y − z)e−γydydz

+ μg0(0)e−μx
∫ x

z=−∞
eμzA(−z)dz, x < 0. (5.106)

We obtain (5.106) because the constant of integration when solving (5.105)
is 0, upon using limx↓−∞ g0(x) = 0 and limx↓−∞

∫ x
z=−∞ (· · ·) dz = 0.

Since limx↑0 e−μx = e0 = 1, in (5.106) letting x ↑ 0 gives an equation for
g0(0) in terms of K (after making the transformation u = −z),

g0(0) = 2μ2K
∫ ∞

u=0
e−μu

∫ ∞

y=0
A(y + u)e−γydydu

+μg0(0)

∫ ∞

u=0
e−μuA(u)du,

or

g0(0) =
(

2μ2
∫ ∞
u=0 e

−μu
∫ ∞
y=0 A(y + u)e−γydydu

1 − μ
∫ ∞
u=0 e

−μuA(u)du,

)
K := H0 · K . (5.107)
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Equation (5.107) defines the constant H0, which is independent of K .
We now obtain an equation for K . From (5.102) and (5.100),

F(0) = 1 − K

γ

= 2μK
∫ 0

x=−∞

∫ ∞

y=0
A(y − x)e−γydydx + H0K

1

a
. (5.108)

Solving (5.108) for K gives

K = 1
1
γ + 2μ

∫ 0
x=−∞

∫ ∞
y=0 A(y − x)e−γydydx + H0 · 1

a

. (5.109)

where H0 is defined in (5.107).
Thus

F(0) = 1 − K

γ

= 1 − 1

1 + 2μγ
∫ 0
x=−∞

∫ ∞
y=0 A(y − x)e−γydydx + H0 · γ

a

= 2μγ
∫ 0
x=−∞

∫ ∞
y=0 A(y − x)e−γydydx + H0 · γ

a

1 + 2μγ
∫ 0
x=−∞

∫ ∞
y=0 A(y − x)e−γydydx + H0 · γ

a

= 2μγ
∫ ∞
u=0

∫ ∞
y=0 A(y + u)e−γydydu + H0 · γ

a

1 + 2μγ
∫ ∞
u=0

∫ ∞
y=0 A(y + u)e−γydydu + H0 · γ

a

, (5.110)

upon making the transformation u = −x.
The pdf of the virtual wait is {F(0), f (x)}x>0, where f (x) = Ke−γx, x > 0

and K is specified in (5.109). The probability of a zero wait F(0), is given by
(5.110).

5.4.2 PDF of Actual Wait

Equation (5.95) becomes

fι(x) = Kιe
−γx, x > 0, (5.111)
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where

Kι = 1 − Fι(0)

E(B1,2)
, γ = 1

E(B1,2)
, Fι(0) = P0,ι + P1,ι.

From (5.99) the proportion of arrivals that wait 0 is

Fι(0) =
∑1

i=0 gi(0)∑1
i=0 gi(0) + 2μ

γ K − K
. (5.112)

Takingd/dx on both sides of (5.100) gives an ordinary differential equation
for g1(x) with solution

eμxg1(x) = 2μ

∫ x

z=−∞
eμz

∫ ∞

y=0
a(y − x)Ke−γydydz

+ g0(0)

∫ x

z=−∞
eμza(−z)dz + H1, x < 0, (5.113)

where H1 is a constant. Necessarily limx↓−∞ g1(x) = 0, and utilizing
limx↓−∞ eμxg1(x) = 0 and limx↓−∞

∫ x
z=−∞(· · ·)dz = 0, leads to H1 = 0.

Additionally, limx↑0 eμxg1(x) = g1(0) = f (0) = K . Letting x ↑ 0 in (5.113)
yields

g0(0) = K · B0, (5.114)

where

B0 = 1 − 2μ
∫ ∞
u=0 e

−μu
∫ ∞
y=0 a(y + u)e−γydydu∫ ∞

u=0 e
−μua(u)du

, (5.115)

using the transformation u = −z.
Thus, with B0 given in (5.115)

g1(0) + g0(0) = K + KB0.

From (5.112)

Fι(0) =
∑1

i=0 gi(0)∑1
i=0 gi(0) + cμ

γ K − K

= K + KB0

K + KB0 + 2μ
γ K − K

= 1 + B0

B0 + 2μ
γ

, (5.116)

which is independent of K .
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We then calculate Kι from the normalizing condition

Fι(0) +
∫ ∞

x=0
fι(x)dx = 1,

Fι(0) +
∫ ∞

x=0
Kιe

−γxdx = 1.

Applying (5.116) gives
1 + B0

B0 + 2μ
γ

+ Kι

γ
= 1,

which yields

Kι = γ

(
2μ − γ

2μ + γB0

)
= γ (1 − Fι(0)) . (5.117)

From (5.95) and (5.117)

fι(x) = Kιe
−γx = γ (1 − Fι(0)) e−γx, x > 0,

and

Fι(0) = 1 − Kι

γ
= 1 −

(
2μ − γ

2μ + γB0

)
= γ (1 + B0)

2μ + γB0
. (5.118)

5.4.3 Reduction of G/M/2 PDF to M/M/2 PDF

To enhance intuition, we check that the G/M/2 pdf for the actual wait, given
above, reduces to the M/M/c pdf given in (4.56), (4.57) and (4.58) when c =
2. In M/M/2 let P0, P1 be the steady-state probabilities of 0 units and 1 unit
in the system, respectively. For M/M/2 the pdfs of the virtual wait and actual
wait are the same, due to Poisson arrivals. We now show that for G/M/2 with
Poisson arrivals (e.g., G =

dis
Expλ), Fι(0) = P0 + P1.

In Mλ/Mμ/2, the standard formulas for P0, P1 and f (x) are

P0 = 1

1 + λ
μ + λ2

μ(2μ−λ)

P1 = λ
μP0

f (x) = λP1e−(2μ−λ)x, x > 0.

(5.119)

In M/M/2, (5.119) gives

P0 + P1 = (2μ − λ) (λ + μ)

λμ + 2μ2 . (5.120)

http://dx.doi.org/10.1007/978-3-319-50332-5_4
http://dx.doi.org/10.1007/978-3-319-50332-5_4
http://dx.doi.org/10.1007/978-3-319-50332-5_4
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To obtain these values from G/M/2 when G =
dis

Expλ, we first specialize the

G/M/2 formula for B0 in (5.115) to M/M/2, by letting a(z) = λe−λz, z > 0,
and set γ = 2μ−λ. This substitution yieldsB0 = μ/λ. Combining with (5.118)
gives

Fι(0) = (2μ − λ) (λ + μ)

λμ + 2μ2 (5.121)

in agreement with (5.120).
The pdf is

fι(x) = Kιe
−γx = γ (1 − Fι(0)) e−(2μ−λ)x

= λP1e
−(2μ−λ)x, x > 0, (5.122)

since γ = 2μ − λ, and from (5.119),

γ (1 − Fι(0)) = (2μ − λ)
(2μ − λ) (λ + μ)

λμ + 2μ2

= λ
λ (2μ − λ)

λμ + 2μ2 = λP1.

Hence the G/M/2 pdf {Fι(0); fι(x), x > 0} in (5.121) and (5.122) when
G =

dis
Expλ, agrees with the Mλ/Mμ/2 pdf.

5.4.4 Moments of Actual Wait for G/M/2

All statistical moments (about 0) of Wq,ι can be found using

E(Wn
q,ι) =

∫ ∞

y=0
ynKιe

−γydy = Kι
n!

γn+1 , n = 0, 1, 2, ...,

where Kι is given in (5.117). In particular the mean and variance of the actual
wait are

E(Wq,ι) = Kι

γ
, Var(Wq,ι) = Kι(2γ − Kι)

γ4 .

The Laplace-Stieltjes transform of the actual wait is

Fι(0)e−s0 +
∫ ∞

y=0
e−syKιe

−γydy = Fι(0) + Kι

s + γ
, s > 0.
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5.5 Discussion

5.5.1 Heavy-Tailed Inter-arrivals

For the LC analysis of G/M/c the inter-arrival times may have a heavy-tailed
distribution (see [131]), e.g., a Pareto distribution with

A(x) = 1 − 1

(1 + x)α
, A(x) = 1

(1 + x)α
, a(x) = α

(1 + x)α+1 , x ≥ 0,

where α is the shape parameter. All moments exist up to �α − 1�, where
�u� denotes the smallest integer ≥ u. The LC solution technique used in this
chapter applies because the solution for γ depends only on the complementary
cdf A(·), the probability of the tail of the distribution, and not on whether the
distribution mean and variance exist.

Similar remarks apply to inter-arrival times which have a folded Cauchy,
or inverse-log distribution, etc. Additional LC results for heavy-tailed inter-
arrival times are given in [87].

5.5.2 Model Variants

The LC solution technique in this chapter is useful for analyzing state depen-
dent models. For example, inter-arrival times and/or service rates of arrivals
may depend on the number of customers in service, or on the system time
of the last departure from the system. LC can be used to analyze other gen-
eralizations, e.g., bounded workload, or service rate depending on waiting
time. In generalized models, we could derive integral equations for the pdf
of wait in a manner similar to that for the standard G/M/c or G/M/1 queue
(see, e.g., [19]).



Chapter 6
Dams and Inventories

6.1 Introduction

In this chapter we analyze several models of dams and inventories with state space
S ⊆ R, using LC. When the content in a dam, or stock on hand in an inventory, is
positive-valued, it can decline at varying instantaneous rates in accordance with a
general release rule specified in the model. Thus the efflux differs from the virtual
wait or workload in M/G/1 queues, which decreases at rate 1 when positive, or the
extended age in G/M/c queues, which increases at rate 1.

Section 6.2 describes a dam with general release rule, denoted by M/G/r(·) (or
‘M/G/1 dam’). The function r(x), x ≥ 0, denotes the efflux rate when the content is
at level x, having dimension [(Content unit)/Time]. We discuss sample-path and SP
transitions in the time-state space, and derive integro-differential equations for the
transient (time-dependent) distribution of the content. The subscript “t” is used to
indicate transience. Integral equations for the steady-state (limiting) distribution of
content are then obtained by taking limits as t → ∞.

Sections 6.3–6.9 apply SPLC to analyze several models of dams and inventories
in steady state.

6.2 M/G/r(·) Dam

6.2.1 Model Description

Consider a dam with state space S = [0,∞). Denote the content at instant t by
W (t), t ≥ 0. Assume inputs occur at a Poisson rate λ. Denote the instants of input
by τn, n = 1, 2, . . . , where 0 ≡ τ0 < τ1 < τ2 < · · ·. Denote the input size at τn by
Sn. We assume {Sn}n=1,2,... are i.i.d. positive r.v.s independent of n, with Sn ≡

dis
S. Let

B(x) = P(S ≤ x), and B(x) = 1 − B(x).

© Springer International Publishing AG 2017
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In some state-dependent model variants, the input size may depend on the content
W (τ−

n ) just before input instant τn (denoted by S(W (τ−
n )), or on a Markovian envi-

ronment (e.g., denoted by S(i) where i is a state of a continuous-time Markov chain
describing the environment). Other input-time dependencies are possible.

If S depends on the current content only, the conditional cdf of S(W (τ−
n )) given

W (τ−
n ) = y, is denoted as

By(x) = P(S(W (τ−
n )) ≤ x|W (τ−

n ) = y), y ≥ 0, n = 1, 2, . . . .

The efflux rate of content out of the dam, is denoted by r(W (t)), defined in
Sect. 6.2.2 below. Generally, the efflux rate depends on the current content (see Sect. 5
in [77]).

In M/G/r(·), we assume that the entire input amount goes into the dam instan-
taneously at an input instant. Under this assumption the model applies to some
real-world situations, e.g., systems involving torrential rainfalls, repeated shocks,
bolus injections of a prescription medication in pharmacokinetics, instillment of cer-
tain eye drops, consumer response to a particular product when exposed to repeated
non-uniform advertising in marketing-science models (e.g., [40, 47]), etc.

6.2.2 General Efflux Rate

Let r(W (t)) denote the instantaneous efflux rate at which the content decreases (flows
out of the dam) at instant t, when the content is W (t). Assume r(W (t)) is finite and

r(x) > 0 if x > 0,

r(x) = 0 if x = 0.

}
(6.1)

The rate of decline of W (t) between input instants is (see Sect. 5 in [77])

dW (t)

dt
= −r(W (t)), τn ≤ t < τn+1, n = 0, 1, 2, . . . , (6.2)

independent of n. The variable r(W (t)) has ‘physical’ dimension (unit) [content unit]
[Time] ,

e.g., [Volume]
[Time] = [L3T−1], where L := Length and T := Time.

This section assumes that r(x), x ∈ S is a time-homogeneous piecewise right-
continuous function, except at level 0. Usually, r(0) 	= r(0+) = limx↓0 r(x). However,
equality of r(0) and r(0+) is possible in some models.

Example 6.1 Suppose r(x) = (x+ 1)2, x > 0, r(0) = 0. Then r(0+) = 1 	= r(0). On
the other hand, suppose r(x) = x2, x > 0, and r(0) = 0. Then r(0+) = r(0).

In some model variants, r(x), x ≥ 0, may have different functional forms on sepa-
rate state space intervals. In such cases, consider a state-space partition

{
xj
}
j=0,1,...,n+1

where 0 ≡ x0 < x1 < x2 < · · · < xn < xn+1 ≡ ∞. Let I1 := (x0, x1), and
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Ij := [
xj−1, xj

)
, j = 2, . . . , n + 1. Define

{
rj(x)

}
j=0,1...,n+1 by

r(x) =

⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩

r0(0) = 0
r1(x), x ∈ (0, x1) ≡ I1

r2(x), x ∈ [x1, x2) ≡ I2

· · · · ·
rn(x), x ∈ [xn−1, xn) ≡ In
rn+1(x), x ∈ [xn,∞) ≡ In+1,

(6.3)

where rj(x), x ∈ Ij is positive and continuous, j = 1, 2,…, n+ 1. (See, e.g., Sects. 3.1
and 3.2 in [19] for examples using state-space partitions.)

Remark 6.1 In some model generalizations r(W (t)) may also depend on t. We
would then append a subscript t, i.e., denote the efflux rate as rt(W (t)).

6.2.3 Sample Paths

We use the symbol ‘W (t)’ to denote the content of the dam, and also to denote the
ordinate of a sample path of the content at instant t (unless specified otherwise), for
economy of notation, and because the usage will be clear from the context.

A sample path of {W (t)}t≥0 is a piecewise deterministic function plotted in the
time-state plane T × S, where T := {t|t ≥ 0} (Fig. 6.1).

6.2.4 Time for {W(t)}t≥0 to Decrease to a Level

In Eq. (6.2), separating variables gives the differential equation

dW (t)

r(W (t))
= −dt, τn ≤ t < τn+1, n = 0, 1, 2, . . . ;

integrating both sides gives

∫ W (ty)

W (tx)

1

r(W (t))
dW (t) = −

∫ ty

tx

dt = tx − ty.

(See Fig. 6.2). The time required for a sample path of {W (t)}t≥0 to descend from
level W (ty) = y at instant ty to a lower level W (tx) = x ≥ 0 at instant tx, if no inputs
to the dam intervene, i.e., if

W (τn) > y > x ≥ W (τ−
n+1) ≥ 0, for some fixed n,

is
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Level x

0

Slope = -r(x)

SP

Time
1

τ
2

τ

S

W(t)

3
τ

Fig. 6.1 Sample path of {W (t)}t≥0 in M/G/r(·) dam

tx − ty =
∫ y

z=x

1

r(z)
dz. (6.4)

upon substituting W (t) = z.
Formula (6.4) is useful when analyzing models of dams and inventories in contin-

uous time (as in this chapter), or when analyzing a dam via the embedded LC method
(see Sect. 8.2 in Chap. 8).

6.2.5 Condition for {W(t)}t≥0 to Return to Level 0

Formula (6.4) implies that a necessary and sufficient condition for a return by
{W (t)}t≥0 to level 0, is

lim
x↓0

∫ y

z=x

1

r(z)
dz < ∞ for every finite y > 0, (6.5)

(see pp. 116–117 in [77]).

6.2.6 Transient Probability Distribution of Content

Transient CDF and PDF
Denote the transient cdf of W (t) by Ft(x), x ≥ 0, and let Ft(0) := P0(t). Let
ft(x) := ∂Ft(x)/∂x, x > 0, wherever the derivative exists. We denote the transient
pdf of W (t) by {P0(t), ft(x)}t≥0. Assume Ft(x), ft(x) are right continuous in x. We
use ft(0+) and ft(0) interchangeably for notational convenience since ft(0) adds zero
probability to P0(t). The function ft (x) may have jump discontinuities depending on

http://dx.doi.org/10.1007/978-3-319-50332-5_8
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the distribution of the input r.v.s. (See, e.g., Sects. 3.10 and 3.11 regarding the pdf of
wait in M/D/1 and M/Discrete/1 queues.)

For each t ≥ 0,

Ft(x) = P0(t) +
∫ x

y=0
ft(y)dy,

and the normalizing condition is

Ft(∞) = P0(t) +
∫ ∞

y=0
ft(y)dy = 1.

Steady-State Probability Distribution
We mention the steady-state cdf and pdf now because we will derive them in
Sect. 6.2.11, immediately after the discussion of the transient cdf and pdf below.
The steady-state cdf and pdf of content are denoted as F(x), x ≥ 0, and {P0, f (x)}x>0

respectively, and are obtained by letting t → ∞, i.e.,

F(x) = lim
t→∞Ft(x), x ≥ 0, f (x) = lim

t→∞ ft(x), x > 0, P0 = lim
t→∞P0(t).

Remark 6.2 P0 exists if and only if a sample path of {W (t)}t≥0 returns to level 0 with
probability 1. However, some forms of r(W (t)) make returns to level 0 impossible
(see pp. 116–117 in [77], and Sect. 6.2.5).

6.2.7 Sample-Path and SP Downcrossings

Consider a sample path of {W (t)}t≥0 (Fig. 6.1). Fix level x ∈ S. Let Dt(x) denote
the number of SP downcrossings of level x during (0, t). The SP traces the sample
path during piecewise continuous segments between input instants. At sample-path
discontinuities, the SP makes an upward jump, not in Time (see Sects. 2.4.3 and
2.4.4). Let Dc

t (x) and Dj
t(x) denote respectively the number of SP left-continuous

downcrossings and SP jump downcrossings of level x during (0, t). Then

Dt(x) = Dc
t (x) + Dj

t(x), x ≥ 0, t ≥ 0.

In the basic M/G/r(·) dam of this section, Dj
t(x) ≡ 0, t ≥ 0. In variations of the

basic model, however, SP downward jumps can indeed occur. Both SP left-continuous
downcrossings and SP jump downcrossings also occur in a vast number of inventory
and production-inventory models. Thus, we shall distinguish Dt(x) from Dc

t (x) in
Theorem 6.1 in Sect. 6.2.8. Note that Dc

t (0) may equal 0 in certain cases of r(W (t))
(see Sect. 6.2.5).

http://dx.doi.org/10.1007/978-3-319-50332-5_3
http://dx.doi.org/10.1007/978-3-319-50332-5_3
http://dx.doi.org/10.1007/978-3-319-50332-5_2
http://dx.doi.org/10.1007/978-3-319-50332-5_2
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yt xt

Time t 

( ) ( ( ))dW t r W t
dt

= −

Level x

Level y

Level 0

W(t)

Fig. 6.2 M/G/r(·) dam: time to descend from level y to level x > 0 is tx − ty =∫ y
z=x

1
r(z)dz

6.2.8 Level Crossings and Transient PDF of Content

In a sample path of {W (t)}t≥0, fix level x ∈ S (Fig. 6.1). Let Ut(x) := number of SP
upcrossings of level x during (0, t). It can be shown, along the lines of Sects. 3.2.1
and 3.2.2, that ∂

∂t E(Dc
t (x)),

∂
∂t E(Ut(x)) exist and are positive.

Theorems 6.1 and 6.2 were originally proved using LC in [23].

Downcrossings

Theorem 6.1 For the M/G/r(·) dam

∂

∂t
E(Dc

t (x)) = r(x)ft(x), x > 0, (6.6)

∂

∂t
E(Dc

t (0)) = r(0+)ft(0). (6.7)

Proof Consider a sample path of {W (t)}t≥0, and fix state-space level x ∈ Ij for some
j ∈ {1, . . . , n + 1} in (6.3). Fix instant t. Consider t + h, (h > 0) and define δ > 0
by ∫ x+δ

z=x

1

r(z)
dz = h. (6.8)

http://dx.doi.org/10.1007/978-3-319-50332-5_3
http://dx.doi.org/10.1007/978-3-319-50332-5_3
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Assume h is sufficiently small so that level x + δ ∈ Ij; h is the time for the content
to decrease from level x + δ to level x if there are no inputs during (t, t + h) (see
formula (6.4)). Applying the (first) mean value theorem for integrals with continuous
integrand (see, e.g., Problems 27–28, p. 237 in [137]) to Eq. (6.8) yields

h = 1

r(z∗)
δ ⇐⇒ δ = r(z∗)h (6.9)

for some z∗ such that x < z∗ < x + δ.
The event Dc

t+h(x) −Dc
t (x) = 1 occurs iff W (t) ∈ (x, x + δ) and there is no input

in a time subinterval (t, t + ξ) ⊆ (t, t + h), or an event with probability o(h) occurs.
From (6.9)

P(Dc
t+h(x) − Dc

t (x) = 1) = ft(x) · δ · (1 − λh) + o(h)

= ft(x) · r(z∗) · h · (1 − λh) + o(h).

The value Dc
t+h(x) − Dc

t (x) = 0 has no affect on E(Dc
t+h(x) − Dc

t (x)). Due to the
Poisson input stream, P(Dc

t+h(x) − Dc
t (x) ≥ 2) = o(h). Hence the expected value

E(Dc
t+h(x) − Dc

t (x)) = 1 · P(Dc
t+h(x) − Dc

t (x) = 1) + o(h),

E(Dc
t+h(x)) − E(Dc

t (x)) = ft(x) · r(z∗) · h · (1 − λh) + o(h). (6.10)

Dividing both sides of (6.10) by h and letting h ↓ 0 gives (6.6) since z∗ ↓ x and
r(z∗) ↓ r(x+) = r(x), x > 0, as h ↓ 0. Then letting x ↓ 0 in (6.6) gives (6.7). �

Corollary 6.1 For each t ≥ 0,

E(Dc
t (x)) = r(x)

∫ t

s=0
fs(x)ds, x > 0,

E(Dc
t (0)) = r(0+)

∫ t

s=0
fs(0)ds.

Proof In (6.6) and (6.7) set t = s, integrate with respect to s ∈ [0, t], and apply the
initial condition E(Dc

0(x)) = 0, x ≥ 0. �

Corollary 6.2 The steady-state pdf of {W (t)}t≥0 as t → ∞ is given in terms of
downcrossing rates by

lim
t→∞

E(Dc
t (x))

t
= r(x)f (x), x > 0, (6.11)

lim
t→∞

E(Dc
t (0))

t
= r(0+)f (0). (6.12)
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Proof In Corollary 6.1, since lims→∞ fs(x) = f (x), for every ε > 0 there exists tε
such that |fs(x) − f (x)| < ε for s > tε, implying

∫ t

s=0
fs(x)ds < Cε +

∫ t

tε

(f (x) + ε) ds = Cε + (t − tε) (f (x) + ε) ,

∫ t

s=0
fs(x)ds > Cε +

∫ t

tε

(f (x) + ε) ds = Cε + (t − tε) (f (x) − ε) ,

where the constant Cε := ∫ tε
s=0 fs(x)ds and t > tε. Combining both inequalities yields

Cε + (t − tε) (f (x) − ε) <

∫ t

s=0
fs(x)ds < Cε + (t − tε) (f (x) + ε) .

Dividing throughout by t gives

Cε

t
+
(

1 − tε
t

)
(f (x) − ε) <

1

t

∫ t

s=0
fs(x)ds <

Cε

t
+
(

1 − tε
t

)
(f (x) + ε) .

Letting t → ∞ gives

f (x) − ε < limt→∞ 1
t

∫ t
s=0 fs(x)ds < f (x) + ε

=⇒ limt→∞ 1
t

∫ t
s=0 fs(x)ds = f (x)

since ε > 0 is arbitrarily small, thus yielding (6.11); then setting x = 0
gives (6.12). �

Upcrossings

Theorem 6.2 For the M/G/r(·) dam

∂

∂t
E(Ut(x)) = λ

∫ x

z=0
B(x − z)dFt(z)

= λP0(t)B(x) + λ

∫ x

z=0
B(x − z)ft(z)dz, x > 0, (6.13)

∂

∂t
E(Ut(0)) = λP0(t). (6.14)

Proof Fix instants t and t + h, t ≥ 0, h > 0 (h small). Fix level x > 0. Then
Ut+h(x)−Ut(x) = 1 iffW (s) = z < x at an instant s ∈ (t, t+h) at which there is an input
of size S > x−z, or an event having probability o(h) occurs. The valueUt+h(x)−Ut(x)
= 0 does not contribute to E(Ut+h(x)−Ut(x)). Also P(Ut+h(x)−Ut(x) ≥ 2) = o(h).



6.2 M/G/r(·) Dam 345

E(Ut+h(x) − Ut(x)) = E(Ut+h(x)) − E(Ut(x))

= λ

∫ x

z=0

∫ h

s=0
B(x − z)dsdFt+s(z) + o(h)

= λh
∫ x

z=0
B(x − z)dFt+s∗(z) + o(h) (6.15)

where 0 < s∗ < h. Dividing both sides of (6.15) by h and letting h ↓ 0 gives (6.13)
since s∗ ↓ 0 as h ↓ 0, and Ft(·) is right-continuous in t. Then letting x ↓ 0 in (6.13)
gives (6.14).

Note: If r(0+) = 0 then P0(t) = 0, t > 0 (see Sect. 6.2.5 and Remark 6.2) in
Sect. 6.2.6. �
Corollary 6.3

E(Ut(x)) = λ

∫ t

s=0

∫ x

z=0
B(x − z)dFs(z)ds

= λ

∫ t

s=0
P0(s)B(x)ds + λ

∫ t

s=0

[∫ x

z=0
B(x − z)fs(z)dz

]
ds, x > 0,

E(Ut(0)) = λ

∫ t

s=0
P0(s)B(x)ds.

Proof Set t = s in (6.13) and (6.14), integrate with respect to s ∈ [0, t] and apply
the initial condition E(U0(x)) = 0, x ≥ 0. �
Corollary 6.4

lim
t→∞

E(Ut(x))

t
= λ

∫ x

z=0
B(x − z)dF(z)dz

= λP0B(x) + λ

∫ x

z=0
B(x − z)f (z)dz, x > 0,

lim
t→∞

E(Ut(0))

t
= λP0B(x).

Proof In Corollary 6.3, interchange the order of integration. Divide both sides
by t and let t → ∞. The result follows since lims→∞ fs(z) = f (z) implying
limt→∞ (1/t)

∫ t
s=0 fs(z)ds = f (z). (See the proof of Corollary 6.2 above in this Sec-

tion. Also see theNote immediately after Theorem 6.2 above, regarding the condition
ensuring P0 > 0). �

6.2.9 Equation for Transient Distribution of Content

The following theorem has been proved using classical methods by various authors
(see, e.g., Eq. (5.4) in [77]). Here we prove it using LC (based on [23]).
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Theorem 6.3 In the M/G/r(·) dam, the transient pdf of content, ft(x), x > 0, satisfies
the integro-differential equation

r(x)ft(x) = ∂
∂t Ft(x) + λ

∫ x
z=0 B(x − z)dFt(z)

= ∂
∂t Ft(x) + λB(x)P0(t)

+λ
∫ x
z=0 B(x − z)ft(z)dz, x > 0,

(6.16)

and P0(t) satisfies the differential equation

d

dt
P0(t) + λP0(t) = r(0+)ft(0). (6.17)

Proof In Theorem 4.1 (i.e., Theorem B in Sect. 4.2), substitute set [0, x] = A, Dc
t (x)

= It(x), Ut(x) = Ot(x). This gives

∂

∂t
E(Dc

t (x)) = ∂

∂t
Ft(x) + ∂

∂t
E(Ut(x)) (6.18)

Substituting from (6.6) and (6.13) into (6.18) gives (6.16). Equation (6.17) then
follows by letting x ↓ 0 in (6.16), noting that Ft(0) = P0(t).

See the Note at the end of Theorem 6.2 in Sect. 6.2.8. �

Remark 6.3 The dimension of r(x) is
[
content unit

Time

]
. The dimension of ft(x) is[

1
content unit

]
. The dimension of the left sides of (6.16) and of (6.17), is

[
r(x)ft(x)

] =
[
content unitt

Time

]
·
[

1

content unit

]
= 1

[Time] , x ≥ 0,

which matches the dimensional unit of the right side.

6.2.10 Estimate of Transient Probability P0(t)

We briefly outline an ‘LC estimation’ procedure for the transient probability P0(t),
t ≥ 0, assuming P0(t) exists for all t > 0, which occurs provided returns to level 0 are
regenerative points (i.e., r(0+) > 0). (See Sect. 6.2.5 and Remark 6.2 in Sect. 6.2.6.)
We also call this procedure LCE, or LC computation. LCE to compute a pdf ft(x),
x > 0, would be similar. We do not detail LCE for transient pdfs elsewhere in
this monograph. See Remark 9.2 in Sect. 9.2 in Chap. 9. We detail LCE for limiting
distributions in Chap. 9.

To solve differential equation (6.17) multiply by the integrating factor eλt , and
integrate with respect to t, yielding

P0(t) =
[∫ t

s=0
eλs ∂

∂s
E(Dc

s (0))ds + P0(0)

]
e−λt , (6.19)

http://dx.doi.org/10.1007/978-3-319-50332-5_4
http://dx.doi.org/10.1007/978-3-319-50332-5_4
http://dx.doi.org/10.1007/978-3-319-50332-5_9
http://dx.doi.org/10.1007/978-3-319-50332-5_9
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where

P0(0) =
{

1 if W (0) = 0,

0 if W (0) 	= 0.

Formula (6.19) connects P0(t) and ∂E(Dc
s (0))/ds, 0 < s < t, which appears as a

factor in the integrand. This connection leads to an estimation method for P0(t), by
estimating the integral in (6.19).

The idea is to first simulate N independent sample paths of {W (t)}t≥0 denoted as
{Wn(s)}s≥0,n=1,...,N on the same time interval [0, tM + r], where tM is the maximum
finite time of interest, r is an “extra” finite time which ensures that tM is not the right
end point of the simulated time interval. N is a large positive integer. A reasonable
value of N would be in the range [400, 1,000]. Due to the high speed of today’s
computers, N may be considerably larger than 1,000. Let h = tM/m be small, where
m is a positive integer. We can use, e.g., h = 0.001 or 0.0001, or any small value h <

r. The accuracy of the estimation of P0(t), t ∈ [0,TM], improves with larger values
of N and smaller values of h.

We then compute the number of SP left-continuous downcrossings (hits of level
0) denoted by Dc

ih,n(0), i = 0, . . . ,m, for each sample path, {Wn(s)}n=1,...,N . For fixed
i and n, the Dc

ih,n(0)s are independent since the N sample paths are independent. We
compute point estimates of the true downcrossing rates Dc

ih,n(0) and Dc
(i+1)h,n(0) at

times ih and (i + 1) h respectively by averaging over the N sample paths. Then we
compute estimates of E(Dc

ih(0)) and E(Dc
(i+1)h(0)) using

Ê(Dc
ih(0)) = 1

N

N∑
n=1

Dc
ih,n(0), Ê(Dc

(i+1)h(0)) = 1

N

N∑
n=1

Dc
(i+1)h,n(0).

An estimate of the derivative ∂E(Dc
ih(0))/dt is then given by the difference quotient

∂̂

∂t
E(Dc

ih(0)) = Ê(D(i+1)h(0)) − Ê(Dc
ih(0))

h
, i = 0, . . . ,m.

Finally, we approximate the integral
∫ kh
s=0 e

λs ∂
∂sE(Dc

s (0))ds as a finite Riemann sum

h
k∑

i=0

eλih ∂̂

∂t
E(Dc

ih(0)), k = 1, . . . ,m
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A point estimate of P0(kh) is

P̂0(kh) =
[
h

k∑
i=0

eλih ∂̂

∂t
E(Dc

ih(0)) + P0(0)

]
e−λt, k = 1, . . . ,m, (6.20)

where mh = tM . This technique results in estimates of P0(h), P0(2h), …, P0(mh).
Thus, we estimate P0(t), t = 0, h, 2h, …, tM . Smoothing techniques can be applied
to estimate intermediate values. Then we can plot P̂0(t), 0 < t < tM . (We can also
develop interval estimates for P0(kh), k = 1, . . . ,m.)

Generalizations and variations of this technique can be used to estimate transient
distributions of state variables in many stochastic models having a continuous time
parameter.

The foregoing example of LCE relates to Chap. 9, which describes LCE for
steady-state distributions. LCE has also been discussed in [17] and [24]. (Also, see
Remark 9.2 in Sect. 9.2 in Chap. 9.)

Remark 6.4 Future computer speeds will undoubtedly increase. Thus the compu-
tational method described above will achieve better and better accuracy. It will be
possible to increase N and decrease h, while completing the computations in a much
shorter amount of real time.

Remark 6.5 In the M/G/r(·) dam, possibly P0(t) = 0 for all t ≥ τ1 (instant of first
input). For example, if r(x) = kx, x > 0, k > 0, the decline of the sample-path has
a negative exponential form between inputs. In theory the content will never reach
level zero after the first input at τ1. If the inter-input time is very long, the content
eventually declines below any preassigned level ε > 0 however small, but never
reaches level 0. In that case we may use downcrossings of an arbitrary level ε> 0 as
regeneration points of a regenerative process. {W (t)}t≥0 will then move along level
ε until the next arrival. We may then use ‘Pt(ε)’ like ‘P0(t)’. Alternatively, we just
estimate ft(x), x > 0 (see Remark 6.2 in Sect. 6.2.6).

6.2.11 Equation for Steady-State PDF of Content

Assume the system is stable and {W (t)}t≥0 returns to level 0 with probability 1. Then

F(x) = lim
t→∞Ft(x), f (x) = lim

t→∞ ft(x), P0 = F(0) = lim
t→∞P0(t)

all exist, and limt→∞ ∂
∂t Ft(x) = 0. In Eq. (6.16), taking limits of all terms as t → ∞

yields
r(x)f (x) = λ

∫ x
y=0 B(x − y)dF(y), x > 0,

r(x)f (x) = λP0B(x) + λ
∫ x
y=0 B(x − y)f (y)dy, x > 0,

r(0+)f (0) = λP0.

(6.21)

Alternative Forms of Equation for Steady-State PDF

http://dx.doi.org/10.1007/978-3-319-50332-5_9
http://dx.doi.org/10.1007/978-3-319-50332-5_9
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Two alternative forms of the integral equation in (6.21) are

r(x)f (x) = λF(x) − λ
∫ x
y=0 B(x − y)f (y)dy, x > 0; (6.22)

r(x)f (x) = λF(x) − λ
∫ x
y=0 F(x − y)b(y)dy, x > 0, (6.23)

where b(y) = dB(y)/dy.
Explanation of (6.22) and (6.23). In each equation the left side is lim Dt(x)/t, the
SP downcrossing rate of level x. On the right side, the first term λF(x) is the rate
of inputs when the content is ≤x; these inputs generate upward jumps that start in
state-space interval [0, x]. The second term subtracts off the rate of such jumps that
do not upcross level x. Hence the right side is lim Ut(x)/t, the upcrossing rate of level
x. Applying rate balance lim Dt(x)/t = lim Ut(x)/t, gives the alternative equations.

Equations (6.22) and (6.23) are analogous to Eqs. (3.43) and (3.44) in Sect. 3.3.1
for the M/G/1 queue.

Stability
A condition for stability of the M/G/r(·) dam is

λE(S) < lim
x→∞ r(x). (6.24)

Formula (6.24) asserts the rate at which the content increases is less than the efflux
rate when the content is at high levels. So the content is prevented from increasing
to indefinitely high amounts. Condition (6.24) guarantees the return of {W (t)}t≥0 to
every level x > 0 in a finite time (see pp. 116–117 in [77]; Theorem 2 in [134].).

A condition that guarantees the content will return to level 0, therefore implying
P0 > 0, is Eq. (6.5) in Sect. 6.2.5 above.

Example 6.2 The M/G/1 queue is a special case of the M/G/r(·) dam with r(x) ≡ 1,
x > 0, and r(0) = 0. Stability holds iff λE(S) < limx→∞ r(x) = 1, the well-known
stability condition for M/G/1 queues; if stability holds {W (t)}t≥0 returns to level 0
(a.s.) since for all finite x > 0

lim
u↓0

∫ x

y=u

1

r(y)
dy = lim

u↓0

∫ x

y=u
1 · dy = lim

u↓0
(x − u) = x < ∞

if no arrivals intervene.

Example 6.3 In the M/G/r(·) dam with λ > 0, E(S) < ∞, and r(x) = kx, k > 0,

lim
u↓0

∫ x

y=u

1

ky
dy = 1

k
lim
u↓0

(
ln
( x
u

))
= ∞,

for every finite x > 0. Hence the content does not return to level 0, implying
P0 = 0. On the other hand, this dam is stable for every k > 0 because

λE(S) < lim
x→∞ r(x) = lim

x→∞ kx = ∞.

http://dx.doi.org/10.1007/978-3-319-50332-5_3
http://dx.doi.org/10.1007/978-3-319-50332-5_3
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6.2.12 Sojourn Times Related to State-Space Level x

Consider a sample path of {W (t)}t≥0. Fix level x > 0. Due to Poisson arrivals and
the level-dependent slope of the efflux, {Dt(x)}t≥0 (same as

{Dc
t (x)

}
t≥0) is a renewal

counting process. The times between successive downcrossings of level x (renewals)
are i.i.d. r.v.s. The instants of SP downcrossings of level x are regenerative points
with respect to the process {W (t)}t≥0, where {W (t)}t≥0 restarts independent of the
past.

Let dx := time between successive downcrossings of level x. Let ax, bx denote
sojourn times above and below level x, respectively. A sojourn ax begins with an
upcrossing of x and ends with the first downcrossing of x thereafter. A sojourn bx
begins with a downcrossing of x and ends with the first upcrossing of x thereafter.
Thus dx = bx + ax.

Inter-downcrossing Time dx
For the process {Dt(x)}t≥0, using (6.11) and the elementary renewal theorem, the
renewal rate is

lim
t→∞

E(Dc
t (x))

t
= lim

t→∞
Dc

t (x)

t
=
a.s.

r(x)f (x) = 1

E(dx)
, x > 0.

Hence

E(dx) = 1

r(x)f (x)
, x > 0. (6.25)

Sojourn ax Above Level x
From the renewal reward theorem

E(ax)

E(dx)
= limt→∞(time SP is above level x during (0,t))

t
= 1 − F(x),

E(ax) = (1 − F(x)) · E(dx) = 1 − F(x)

r(x)f (x)
, x > 0. (6.26)

From (6.26)

f (x)

1 − F(x)
= 1

r(x)E(ax)
, x > 0, (6.27)

d

dx
ln(1 − F(x)) = −1

r(x)E(ax)
, x > 0. (6.28)

Integrating on both sides of (6.28) with respect to x and computing the constant of
integration by letting x ↓ 0, gives

F(x) = 1 − (1 − P0)e
− ∫ x

y=0
1

r(y)E(ay )
dy

, x ≥ 0,

f (x) = 1−P0
r(x)E(ax)

e− ∫ x
y=0

1
r(y)E(ay )

dy
, x > 0.

(6.29)
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(Possibly 0 < P0 < 1 or P0 = 0.) The normalizing condition F(∞) = 1, is

1 − (1 − P0)e
− ∫∞

y=0
1

r(y)E(ay )
dy = 1,

which implies that e− ∫∞
y=0

1
r(y)E(ay )

dy = 0 if 0 < P0 < 1.

Hazard Rate of PDF of Content at x
The left side of (6.27) is the hazard rate of the steady-state pdf of content at x. An
inverse relation holds between it and the product r(x)E(ax). The hazard rate has the
same dimension as f (x), i.e., 1/[content unit]. (See Sect. 3.4.18 for definition and
discussion of hazard rate.)

Sojourn bx Below Level x
By the renewal reward theorem, E(bx)/E(dx) = F(x). Thus

E(bx) = F(x) · E(dx) = F(x)

r(x)f (x)
, x > 0, (6.30)

implying
f (x)

F(x)
= d

dx
lnF(x) = 1

r(x)E(bx)
, x > 0,

and
F(x) = P0e

∫ x
y=0

1
r(y)E(by )

dy
, x ≥ 0,

f (x) = P0
r(x)E(bx)

e
∫ x
y=0

1
r(y)E(by )

dy
, x > 0,

(6.31)

using F(0+) = P0.
Interestingly, formulas (6.29) and (6.31) give two different expressions for F(x)

and f (x), in terms of E(ax) and E(bx), respectively.
If r(x) ≡ 1, x > 0, the right side of the second equation in (6.31) reduces to the

pdf of wait in the M/G/1 queue, i.e., since E(bx) = F(x)/f (x), x ≥ 0,

P0

1 · E(bx)
e
∫ x
y=0

1
1·E(by )

dy = P0 · f (x)
F(x)

e
∫ x
y=0

f (y)
F(y) dy

= P0 · f (x)
F(x)

e(lnF(x)−lnF(0)) = P0 · f (x)
F(x)

F(x)P−1
0 = f (x).

as in formula (3.95).
As a mild check on (6.31), we compute f (x) for the M/M/1 queue in which

E(bx) = F(x)

f (x)
= 1 − (1 − (1 − λ

μ
))e−(μ−λ)x

λ(1 − λ
μ
)e−(μ−λ)x

, x ≥ 0,

and F(0) = P0 = 1 − λ
μ

. Substituting these values directly for E(bx) and P0 in (6.31)

leads to f (x) = λ(1 − λ
μ
)e−(μ−λ)x, x ≥ 0, the steady-state pdf of wait in M/M/1

(formula (3.112) in Sect. 3.5).

http://dx.doi.org/10.1007/978-3-319-50332-5_3
http://dx.doi.org/10.1007/978-3-319-50332-5_3
http://dx.doi.org/10.1007/978-3-319-50332-5_3
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6.2.13 CDF and PDF of Excess of Jump over Level x

Let γx := excess of an input upcrossing of x (jump starts below x). Let Gx(z), z > 0,
gx(z) = ∂Gx(z)/∂z, z > 0, denote the cdf and pdf of γx, respectively. We determine
these quantities by means of an argument analogous to that in the proof of Theorem
(3.7) in Sect. 3.7. In steady state,

lim
t→∞Ut(x)/t = lim

t→∞Dt(x)/t = r(x)f (x).

The rate at which the SP upcrosses level x + z whenever an input amount jump-
upcrosses level x is

r(x)f (ẋ) [1 − Gx(z)] .

A different expression for the upcrossing rate of level x + z, whenever the input
amount jump-upcrosses level x is

λP0B(x + z) + λ

∫ x

y=0
B(x + z − y)f (y)dy,

which is the rate of jumps that start below level x, having excesses over x that upcross
level x + z.

Therefore

r(x)f (x) [1 − Gx(z)] = λP0B(x + z) + λ

∫ x

y=0
B(x + z − y)f (y)dy,

1 − Gx(z) = λP0B(x + z) + λ
∫ x
y=0 B(x + z − y)f (y)dy

r(x)f (x)

= λP0B(x + z) + λ
∫ x
y=0 B(x + z − y)f (y)dy

λP0B(x) + λ
∫ x
y=0 B(x − y)f (y)dy

,

and

Gx(z) = 1 − λP0B(x + z) + λ
∫ x
y=0 B(x + z − y)f (y)dy

λP0B(x) + λ
∫ x
y=0 B(x − y)f (y)dy

, (6.32)

gx(z) = λP0b(x + z) + λ
∫ x
y=0 b(x + z − y)f (y)dy + λB(z)f (x)

λP0B(x) + λ
∫ x
y=0 B(x − y)f (y)dy

.

(6.33)

http://dx.doi.org/10.1007/978-3-319-50332-5_3
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6.2.14 Expected Nonempty Period

Let BD := nonempty period of the dam. Then BD = a0. Generally, the structure
of BD differs from that of the busy period B in the M/G/1 queue given in (3.83),
because in M/G/r(·) the efflux rate r(x) varies as x varies. This variation causes the
sub-nonempty periods to depend on the beginning ordinate of their initial inputs.
For example, in M/G/r(·), a0 is infinite if P0 = 0, corresponding to the case r(x) =
kx, x > 0, k > 0, since sample paths decay exponentially between inputs and never
decay completely to level 0 (see Example 6.3, Sect. 6.2.11).

Constant Efflux Rate k > 0
In the particular case where there is some constant k > 0 such that r(x) ≡ k, x > 0,
the structure of B given by (3.83) and Fig. 3.6, Sect. 3.4.12, is preserved for BD,
except that the slope of the sample path between inputs is −k. Then 0 < P0 < 1. Let
S := input size. In particular, S is the size of the first input of a nonempty period.
Let NS := number of inputs during the time required for the first S to deplete, i.e.,
during a time

∫ S
y=0

1
r(y)dy =

∫ S
y=0

1
k dy = S/k time units. Then

BD = S

k
+

NS∑
i=1

BD,i, (6.34)

whereBD,i, i = 1, . . . ,NS are sub-nonempty periods =
dis
BD, independent ofNS . Taking

expected values on both sides of (6.34) gives

E(BD) = E(S)

k
+ E(NS)E(BD) = E(S)

k
+ λ

E(S)

k
E(BD), (6.35)

since E(NS) = λ (E(S)/k). Equation (6.35) gives

E(BD) = E(a0) = E(S)

k
(
1 − λ

k E(S)
) . (6.36)

Alternative Derivation of E(BD)

We can obtain P0 directly from formula (6.21) when r(x) ≡ k, x > 0, by dividing by
k and integrating both sides with respect to x ∈ (0,∞). Since 1 − P0 =

∫∞
x=0 f (x)dx,

we get

P0 = 1 − λ

k
E(S). (6.37)

We now use P0 in (6.37) and the renewal reward theorem. Since E(nonempty
cycle) := E(d0) = 1/

(
r(0+)f (0)

)
= 1/ (λP0), we get

http://dx.doi.org/10.1007/978-3-319-50332-5_3
http://dx.doi.org/10.1007/978-3-319-50332-5_3
http://dx.doi.org/10.1007/978-3-319-50332-5_3
http://dx.doi.org/10.1007/978-3-319-50332-5_3
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E(BD)

E(d0)
= 1 − P0

E(BD) = 1 − P0

r(0+)f (0)
= 1 − P0

λP0
.

Substituting for P0 from (6.37) gives

E(BD) = E(a0) = E(S)

k
(
1 − λ

k E(S)
) . (6.38)

Formula (6.38), derived by LC and the renewal reward theorem, illustrates the use-
fulness of the formula

E(a0) = 1 − P0

λP0
, (6.39)

which also applies to E(B) in M/G/1 queues, as well as to the nonempty period in
M/G/r(·) dams where 0 < P0 < 1.

6.3 M/M/r(·) Dam

Assume inputs are of size S =
dis

Expμ occurring at a Poisson rate λ. Assume the

dam is stable, i.e., λE(S) < limx→∞ r(x) (see formula (6.24)), so the steady-state
distribution of content exists.

6.3.1 Equation for Steady-State PDF of Content

Substitute B(x − y) = e−μ(x−y), 0 ≤ y < x, in Eq. (6.21), resulting in the integral
equation for the steady-state pdf of content f (x),

r(x)f (x) = λP0e
−μx + λ

∫ x

y=0
e−μ(x−y)f (y)dy, x > 0, (6.40)

f (x) = λ

r(x)

(
P0e

−μx +
∫ x

y=0
e−μ(x−y)f (y)dy

)
, x > 0. (6.41)

6.3.2 Solution of Equation (6.40) for PDF of Content

Assume P0 > 0. (Recall P0 > 0 iff {W (t)}t≥0 returns to 0, i.e., (6.5) holds.) Applying
differential operator 〈D+μ〉 to both sides of (6.40), leads to the differential equation
for f (x),
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f ′(x)
f (x)

= − r′(x) + μr(x) − λ

r(x)
, x > 0,

d

dx
ln (r(x)f (x)) = −μ + λ

r(x)
, x > 0, (6.42)

by transposing r′(x)/r(x) (=d ln r(x)/dx) to the left side and using well-known prop-
erties of derivatives and logarithms. The solution of (6.42) is

f (x) = λP0

r(x)
e
−
(
μx−λ

∫ x
y=0

dy
r(y)

)
, x > 0, (6.43)

upon applying the initial condition r(0+)f (0) = λP0.
Substituting f (x) from (6.43) into the normalizing condition P0 + ∫∞

x=0 f (x)dx =
1 gives

P0 = 1

1 + λ
∫∞
x=0

1
r(x)e

−
(
μx−λ

∫ x
y=0

1
r(y) dy

)
dx

. (6.44)

As a mild check, let r(x) = k > 0. From (6.44)

P0 = 1/ (1 + λ/ (k (μ − λ/k))) = (kμ − λ) / (kμ) = 1 − λ/ (kμ) ,

which agrees with (6.37), since E(S) = 1/μ. In the M/M/1 queue, k = 1, so r(x) ≡
1, x > 0. Substituting r(x) ≡ 1 in (6.43) and (6.44) gives (3.112) and (3.113)
respectively, agreeing with the analogous results for M/M/1.

6.3.3 Sojourn Times and State-Space Levels

Assume P0 > 0. From (6.25) and (6.26) with x = 0, we get E(nonempty cycle) and
E(nonempty period) as

E(d0) = 1

r(0+)f (0)
= 1

λP0
,

and E(a0) = E(BD) = (1 − P0)E(d0) = 1 − P0

λP0
,

respectively, with P0 given in (6.44).

http://dx.doi.org/10.1007/978-3-319-50332-5_3
http://dx.doi.org/10.1007/978-3-319-50332-5_3
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In M/M/r(·), all upward jumps are =
dis

Expμ. By the memoryless property, the excess

of a jump over any level x is also =
dis

Expμ. But, generally ax depends on x. This

differs from the M/M/1 queue or M/M/r(·) dam with r(x) = k > 0, x > 0, where
ax is independent of x, and E(ax) ≡ E(B), and E(ax) ≡ E(BD); respectively. The
structure of B and BD guarantees this independence (see formula (3.83)). However,
generally In M/M/r(·), r(x) varies with x; so ax depends on the values of r(y), y > x,
x ≥ 0. Nevertheless, we can still determine E(ax), E(bx) and E(dx) as long as we
can solve for {P0, f ((x)}x>0 as in Sects. 6.3.1–6.3.2.

Constant Efflux Rate
When r(x) ≡ k, k > 0, x > 0, the structure of BD is similar to that of B in M/G/1.
Thus, from (6.37) and (6.38),

P0 = 1 − λ

kμ

E(ax) = E(BD) =
1
μ

k
(

1 − λ
kμ

) = 1

kμ − λ
, x ≥ 0.

6.4 M/M/r(·) Dam with r(x) = kx

When the efflux rate varies directly with content, r(x) = kx, x > 0, for some fixed
k > 0, andP0 = 0 (i.e., the efflux rate is proportional to content). (See Example 6.3 in
Sect. 6.2.11).The sample path of {W (t)}t≥0 has a negative exponential shape between
input instants, because r(W (t)) = kW (t) = −dW (t)/dt, implying that dW (t)/W (t)
= −kdt, with solution W (t) = W (τn)e−k(t−τn), τn ≤ t < τn+1, n = 0, 1, 2,…(see
Formula (6.2) in Sect. 6.2.2).

6.4.1 PDF of Content and Its Laplace Transform

Upon substituting r(x) = kx in (6.41) with P0 = 0, we solve for f (x) using Laplace
transforms (see Sect. 3.4.4). The Laplace transform of f (x) is

f̃ (s) ≡
∫ ∞

x=0
e−sxf (x)dx, s > 0.

http://dx.doi.org/10.1007/978-3-319-50332-5_3
http://dx.doi.org/10.1007/978-3-319-50332-5_3
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In (6.41), multiplying both sides by e−sx, and integrating on x ∈ (0,∞) yields

f̃ (s) = λ

∫ ∞

x=0
e−sx 1

kx

∫ x

y=0
e−μ(x−y)f (y)dydx. (6.45)

Taking d/ds on both sides of (6.45) and interchanging the order of integration gives

d

ds
f̃ (s) = −λ

k

∫ ∞

y=0
e−syf (y)

∫ ∞

x=y
e−(s+μ)(x−y)dxdy.

The inner integral is 1/ (μ + s), implying the right side is − (λ/k) f̃ (s)/ (μ + s),
yielding differential equation

d

ds
f̃ (s) + λ

k

(
1

μ + s

)
f̃ (s) = 0. (6.46)

Separation of variables in (6.46), and integration with respect to s gives

f̃ (s) = A(μ + s)−
λ
k ,

for some constantA. The identity f̃ (s) ≡ ∫∞
x=0 e

−sxf (x)dx implies f̃ (0+) =
∫∞
x=0 f (x)dx

= 1 (normalizing condition since P0 = 0). Thus

f̃ (0+) = Aμ− λ
k = 1 and A = μ

λ
k .

Hence

f̃ (s) =
(

μ

μ + s

) λ
k

=
(

1

1 + s
μ

) λ
k

=
(

1 + s

μ

)− λ
k

, s > 0. (6.47)

In (6.47) f̃ (s) is the Laplace transform of a Gamma pdf (e.g., p. 128, Sect. 3.3.1, in
[84]); p. 166ff in [97]; p. 109 in [75]), namely

f (x) = 1

�
(

λ
k

)
μ− λ

k

x(
λ
k −1)e−μx = 1

�
(

λ
k

) (μx)
λ
k −1 e−μxμ, x > 0. (6.48)

In (6.48), letting u = μx gives

∫ ∞

x=0
(μx)

λ
k −1 e−μxμdx =

∫ ∞

0
u(

λ
k −1)e−udu = �

(
λ

k

)
,



358 6 Dams and Inventories

implying
∫∞
x=0 f (x)dx = 1. The uniqueness of f (x) in (6.48) is guaranteed due to a

one-to-one correspondence between f̃ (s) and its inverse, up to a set of measure 0
(see pp. 13–14 in [95]).

The statistical moments of f (x) about 0, are

E(Wn) = (−1)n
dn

dsn
f̃ (s)

∣∣∣∣
s=0

, n = 1, 2, . . . .

The first and second moments are

E(W ) = λ

kμ
,E(W 2) = λ

kμ2

(
λ

k
+ 1

)
.

The variance is

Var(W ) = E(W 2) − (E(W ))2 = λ

kμ2
.

Remark 6.6 In the literature the formula for a standard Gamma pdf is often

g(x) = 1

b�(c)

(x
b

)c−1

e− x
b , x > 0,

where b > 0, c > 1 (see p. 109 in [75]), having Laplace transform

g̃(s) = (1 + bs)−c, s > −1

b
.

Since b > 0, it is sufficient to take s > 0. (The significance of s > 0 is discussed on
pp. 13–14ff in [95].) Setting b = 1

μ
, c = λ

k gives g̃(s) = f̃ (s) in (6.47).

6.4.2 CDF of Content

The steady-state cdf F(x) and pdf f (x) of the content are

F(x) =
∫ x

y=0
f (y)dy = 1

�
(

λ
k

)
∫ x

y=0
(μy)(

λ
k −1)e−μyμ dy = �(λ

k , x)

�
(

λ
k

) , x > 0, (6.49)

where �(λ
k , x) =

∫ x
y=0 u

( λ
k −1)e−udu is the incomplete Gamma function (e.g., p. 15

in [138]). Thus F(∞) = �(λ
k ,∞)/�

(
λ
k

)
= 1. Generally, F(x) in (6.49) cannot be

expressed in closed form for finite x > 0, but can be evaluated numerically.
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6.4.3 Sojourns with Respect to a Level x

We examine next the inter-downcrossing time dx, and sojourns ax and bx. Consider a
sample path of {W (t)}t≥0. Referring to Eqs. (6.25), (6.26), and (6.30) above, we get

E(dx) = 1

r(x)f (x)
= 1

kxf (x)
= �

(
λ
k

)
kx(μx)(

λ
k −1)e−μxμ

, x > 0; (6.50)

E(ax) = (1 − F(x))E(dx) =
1

�( λ
k )

∫∞
y=x(μy)

( λ
k −1)e−μyμdy

kx 1
�( λ

k )
(μx)(

λ
k −1)e−μxμ

=
∫∞
y=x μ(μy)(

λ
k −1)e−μydy

kx(μx)(
λ
k −1)e−μxμ

, x > 0; (6.51)

E(bx) = F(x)E(dx) =
∫ x
y=0(μy)

( λ
k −1)e−μyμdy

kx(μx)(
λ
k −1)e−μxμ

, x > 0. (6.52)

Naturally, E(ax)+E(bx) = E(dx). Quantities E(dx), E(ax), E(bx) can be evaluated
numerically and plotted over a range of x in the state space, for any valid triplet of
model parameters {λ, k,μ} (see Figs. 6.3, 6.4, 6.5, 6.6, and 6.7).

Fig. 6.3 Steady-state pdf f (x), cdf F(x), and complementary cdf 1 − F(x), in
M/M/r(·) dam: r(x) = kx, λ = 5.0, μ = 1.0, k = 2.0
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Fig. 6.4 Limt→∞Dt(x)/t versus x in M/M/r(·) dam: r(x) = kx, λ = 5.0, μ = 1.0,

k = 2.0. Limt→∞Dt(x)/t = Limt→∞Ut(x)/t

Example 6.4 Consider an M/M/r(·) dam with r(x) = kx, x > 0. (See Figs. 6.3, 6.4,
6.5, 6.6, 6.7 and 6.8.) Set λ = 5.0, μ = 1.0, k = 2.0. The steady-state pdf of content is

f (x) = 0.752253x1.5e−x, x > 0.

The cdf of content is, for x > 0,

F(x) = −0.188063
(
4.0x3/2 + 6.0x1/2 − 5.317362 · erf (x1/2) · ex) · e−x,

where erf (x) := (
2/

√
π
) ∫ x

0 e−t2dt, the error function (see p. 262 in [1]). Because
μ = 1 in this example,

E(W ) = λ

kμ
= Var(W ) = λ

kμ2
= 2.5.

The hazard rate of f (x) is plotted for values of x in Fig. 6.8.
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Fig. 6.5 E(dx) versus x, in M/M/r(·) dam: r(x) = kx, λ = 5.0, μ = 1.0, k = 2.0.

The “bathtub” shape of E(dx) is intuitive

6.5 M/M/r(·) with Special Zero-Content Inputs

Assume P0 > 0, and inputs when the dam is empty, have a special size S0 having
cdf B0(x), x > 0, pdf b0(x), x > 0, and B0(x) = 1 −B0(x), x ≥ 0. Rate balance across
level x, and the law of total probability (normalizing condition), imply

r(x)f (x) = λP0B0(x) + λ
∫ x
y=0 B(x − y)f (y)dy, x > 0,

P0 + ∫∞
y=0 f (x)dx = 1.

(6.53)

We can solve (6.53) for {P0, f (x)}x>0 (analytically or numerically); then obtain F(x),
and E(CD) (=E(d0)) = 1/

(
r(0+)f (0)

)
using equality r(0+)f (0) = λP0. Applying

the renewal reward theorem, we obtain E(ax) = (1 − F(x)) /(λP0) and E(bx) =
F(x)/(λP0), x ≥ 0. Thus E(BD) = (1 − P0) / (λP0). In particular, the first ‘input’ of
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Fig. 6.6 E(ax) versus x in M/M/r(·) dam: r(x) = kx, λ = 5.0, μ = 1.0, k = 2.0

ax is =
dis

γx, the excess of a jump over x, distributed differently from all other jumps

during ax. In that case the cdf of γx, denoted Gx(·), is given by formula (6.32) in
Sect. 6.2.13.

An interesting inference about the structure of BD (including ax and bx) follows
because {Dt(x)}t≥0 is a renewal process. Although the structure of BD generally
differs from that of B in M/G/1, or BD in M/G/r(·) (r(x) = k > 0, x > 0), we
can always derive E(ax) and E(bx) once F(x), x ≥ 0 and P0 are known. Thus, the
LC-connected derivation of E(ax) or E(bx), is more general than the derivation based
directly on structure.

6.6 Generalization of M/G/r(·) Dam

We discuss a generalization of the M/G/r(·) dam considered in Sects. 6.2–6.3.The
generalized model allows for SP downward jumps due to exogenous events; state-
dependent prescribed jumps just after the SP hits or jump-crosses designated state-
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Fig. 6.7 E(bx) versus x in M/M/r(·) dam: r(x) = kx, λ = 5.0, μ = 1.0, k = 2.0

space levels, e.g., thresholds or barriers; specialized state-dependent jumps if an
exogenous event occurs when the SP is in a designated state-space interval; etc.

For example, in Marketing Science a target population of repeated advertisements
for a product may develop a “rebound” effect against purchasing the product due to
“overselling” (i.e., over-advertising). Let {W (t)}t≥0 represent the consumer response
process for the product, where high measures are favorable, and low measures are
unfavorable. The SP may take a sudden jump downward if a new advertisement
occurs while the SP is above a ‘tolerance’ threshold. A sample path of {W (t)}t≥0

would increase in a roughly “saw-tooth”, possibly non-linear, pattern, but make
exceptional downward jumps from levels above the threshold. (See, e.g., [40].)

A related model applies in multiple dosing of a medication in pharmacokinetics.
Suppose the control of a patient’s illness depends on lowering to a therapeutic range,
systolic blood pressure denoted by {BP(t)}t≥0. The goal of the dosing regime is to
maintain BP(t) within a specified finite range, say (L,H) measured in millimeters
of mercury (mmHg). This implies the concentration in the blood of the medication,
denoted by {BC(t)}t≥0, should be in a corresponding therapeutic range, say (α,β)

measured in milligrams per liter (mg/L). If BC(t) upcrosses threshold β, then BP(t)
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Fig. 6.8 Hazard rate f (x)
1−F(x) for steady-state distribution of content in M/M/r(·) dam:

r(x) = kx, λ = 5.0, μ = 1.0, k = 2.0. Note the inverse relation with E(ax)

will drop below threshold L. If BC(t) downcrosses threshold α, then BP(t) will
upcross threshold H. A sample path of {BP(t)}t≥0 would move in a roughly “saw-
tooth” pattern, inversely emulating the pattern of {BC(t)}t≥0. Similar remarks apply
to illnesses depending on blood-thinning medications to protect against strokes (see
Sect. 11.6; also [47]).

6.6.1 Model and Steady-State Distribution of Content

Let {W (t)}t≥0 denote the content of a dam with “wide-sense” state space S ⊆ R,
which may contain sets having probability 0 (see Sect. 2.3.1). For example, in the
standard 〈s, S〉 inventory, the usual state space is interval (s, S], which supports
the probability distribution of inventory. The wide-sense state space is (−∞, S]
because some demands propel the sample path of {W (t)}t≥0 below the reorder point
s. Prescribed replenishments then cause the SP to jump immediately up to level S
(double jump), so {W (t)}t≥0 spends zero time below level s (see Example 2.2 and

http://dx.doi.org/10.1007/978-3-319-50332-5_11
http://dx.doi.org/10.1007/978-3-319-50332-5_2
http://dx.doi.org/10.1007/978-3-319-50332-5_2
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Fig. 2.2 in Sect. 2.2.2). The proportion of time {W (t)}t≥0 spends below level s is zero,
so the probability of (−∞, s] is zero.

A particular model may permit jumps due to exogenous events or by prescription.
Assume that the SP makes upward and downward jumps at exogenous Poisson rates
λu, λd respectively, which are independent of each other and of the current state
of the system. Let the corresponding upward and downward jump magnitudes have
cdfs Bu(·), Bd(·), and complementary cdfs Bu(·), Bd(·), respectively. Let F(·), f (·)
denote, respectively, the steady-state cdf and pdf of W (t) as t → ∞. Our immediate
aim is to derive an integral equation for f (x).

Let the downward jumps occur at instants 0 ≡ τd,1 < τd,2 < ···, and upward jumps
at instants 0 ≡ τu,1 < τu,2 < ···, respectively. Possibly, the SP makes both an upward
and downward jump at the same instant (see Sect. 2.3). Without loss of generality, we
assume the initial state is W (0) > 0. Let {τn}n=1,... = {τd,i}i=1,2,... ∪ {τu,i}i=1,2,...Thus
{τn}n=1,2,... is a refinement of {τd,i}i=1,2,... and {τu,i}i=1,2,.... The SP jumps occur at
instants 0 < τ1 < τ2 < · · ·.
Efflux Rate
The efflux rate r(W (t)) := dW (t)/dt is specified by Eqs. (6.2) and (6.3), above.

Sample Path
A typical sample path of {W (t)}t≥0 is a piecewise continuous function in the time-
state plane, which decreases continuously between jumps (see Definition 2.1 in
Sect. 2.2.1).

6.6.2 SP Downcrossings

Consider the following types of downcrossings of level x, and their number during
(0, t).
Dc

t (x) := number of left-continuous downcrossings of level x.

Dj
t,d(x) := number of jump downcrossings of level x at exogenous Poisson rate λd .

Dj
t,p(x) := number of state-dependent policy (i.e., prescribed) jump downcrossings

of x, e.g., following hits of a threshold or barrier above x.

Dj
t(x) := total number of SP downward jumps of x.

Then Dj
t(x) = Dj

t,d(x) + Dj
t,p(x).

Theorem 6.4

lim
t→∞

E(Dc
t (x))

t
= lim

t→∞
Dc

t (x)

t
=
a.s.

r(x)f (x), x ∈ S, (6.54)

lim
t→∞

E(Dj
t,d(x))

t
= lim

t→∞
Dj

t,d(x)

t
=
a.s.

λd

∫ ∞

y=x
Bd(y − x)f (y)dy, x ∈ S. (6.55)

Proof Formula (6.54) follows similarly as in Theorem 6.1 and Corollary 6.2 in
Sect. 6.2.8. Formula (6.55) follows as in Theorem 6.2 in Sect. 6.2.8. �

http://dx.doi.org/10.1007/978-3-319-50332-5_2
http://dx.doi.org/10.1007/978-3-319-50332-5_2
http://dx.doi.org/10.1007/978-3-319-50332-5_2
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6.6.3 SP Upcrossings

Consider the following types of upcrossings of level x and their number during (0, t).
U j
t,u(x) := number of jump upcrossings of level x due to the exogenous Poisson rate

λu.
U j
t,p(x) := number of prescribed or policy state-dependent jump upcrossings of level

x.
U j
t (x) := total number of SP jump upcrossings.

Then U j
t (x) = U j

t,u(x) + U j
t,p(x). In this model, every upcrossing is a jump up-

crossing.

Theorem 6.5

lim
t→∞

E(U j
t,u(x))

t
= lim

t→∞
U j
t,u(x)

t
=
a.s.

λu

∫ x

y=−∞
Bu(x − y)f (y)dy, x ∈ S, (6.56)

Proof Similar to proof of Theorem 6.2 in Sect. 6.2.8. �
Remark 6.7 All three terms in Theorem 6.5 represent the long-run rate of SP upward
jumps due to Poisson rate λu, from state-space set (−∞, x] into (x,∞).

6.6.4 Integral Equation for PDF of Content

Applying rate balance across level x, total downcrossing rate of x = total upcrossing
rate of x. Thus

lim
t→∞

E(Dc
t (x))

t
+ lim

t→∞
E(Dj

t(x))

t
= lim

t→∞
E(U j

t,u(x))

t
+ lim

t→∞
E(U j

t,p(x))

t
. (6.57)

Substituting from Theorems 6.4 and 6.5 gives

r(x)f (x) + λd
∫∞
y=x Bd(y − x)f (y)dy + limt→∞

E(Dj
t,p(x))
t

= λu
∫ x
y=−∞ Bu(x − y)f (y)dy + limt→∞

E(U j
t,p(x))
t , x ∈ S.

(6.58)

In models where Eq. (6.58) applies, the terms

lim
t→∞

E(Dj
t,p(x))

t
and lim

t→∞
E(U j

t,p(x))

t

are usually expressed in terms of f (x), or as constants. For example, in a standard
〈s, S〉 inventory model,

λu = 0, lim
t→∞

E(Dj
t,p(x))

t
= 0,



6.6 Generalization of M/G/r(·) Dam 367

and lim
t→∞

E(U j
t,p(x))

t
= r(s)f (s) + λd

∫ S

y=s
B(y − s)f (y)dy,

where λd is the demand rate (see Sect. 6.8, in which λd ≡ λ).

Remark 6.8 Integral Eq. (6.58) can serve as a template for variants of the M/G/r(·)
dam. We do not solve the equation here. In any related variant, Eq. (6.58) will have
a particular form, depending on the model parameters. It can then be solved for f (x)
(see Sect. 6.8 below).

〈S, S〉 Inventory
The 〈s, S〉 continuous review inventory system is a special case of this model. If there
is no lead time and no backlogging, then r(x) > 0 for all x ∈ (s, S]. If there is a lead
time and backlogging is allowed, then the regular state space and wide-sense state
space are both equal to the interval (−∞, S]; also r(x) = 0 for x < s (see, e.g., [4]).

In the 〈s, S〉 model, prescribed (i.e., policy) jump upcrossings occur, due to
replenishments up to level S whenever the inventory jumps to or below level s, or
makes a left-continuous hit of level s from above.

6.7 r(·)/G/M Dam

Consider a dam with a continuous influx when the content is positive. The influx is
interrupted by “demands” for content (i.e., instantaneous outputs), which occur in an
independent Poisson process. The demand sizes are i.i.d. positive random variables,
having a common general distribution. If a demand exceeds the current content, the
dam becomes empty. Empty periods are exponentially distributed with a common
mean, independent of other factors. We may regard an empty period as “setup time”
needed before starting a new influx cycle. We call a dam having these properties as
an ‘r(·)/G/M’ dam, to emphasize the continuous influx rate r(·). The r(·)/G/M dam
generalizes the “extended age” process for a G/M/1 queue (Sect. 5.1.1).

The r(·)/G/M dam can be regarded as a template for a variety of production-
inventory models where the production rate depends on the current stock level. There
are many related variations. We can include: a fixed upper bound on content; thresh-
olds indicating changes in influx rate; several fixed levels at which production may
pause for a time; lost sales; backlogging, etc. The r(·)/G/M model is related to the
surplus (risk reserve) in a risk model in actuarial science, where the influx is the rate
of increase of surplus due to premium payments, and the outputs correspond to claim
amounts (see Fig. 2.5 in Sect. 2.2.2, Table 2.1 in Sect. 2.4; Sect. 11.1).

http://dx.doi.org/10.1007/978-3-319-50332-5_5
http://dx.doi.org/10.1007/978-3-319-50332-5_2
http://dx.doi.org/10.1007/978-3-319-50332-5_2
http://dx.doi.org/10.1007/978-3-319-50332-5_11
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Time
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Non-empty 
Period

Empty
Period

W(t)
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Excess 
demand
below 0

θ

Fig. 6.9 Sample path of standard r(·)/G/M dam

6.7.1 Model Specification and Notation

Let {W (t)}t≥0 denote the content of the dam at time t ≥ 0. The influx goes on
continuously at a positive rate dW (t)/dt = r(W (t)), when W (t) > 0. Demands for
content occur at a Poisson rate μ, and are filled immediately (e.g., a sudden demand
for water from a reservoir, oil from a storage tank; a rush order for a product; etc.).
The demand sizes are positive with common cdf A(·) and complementary cdf A(·).
If a demand at t−0 exceeds the current content, the resulting “content” would be
negative. The corresponding end point of the SP downward jump would be below
level 0 (Fig. 6.9). Only part of the demand is filled. Various policies can be used
regarding the excess demand (e.g., backlogging). To focus on the LC analysis, we
shall assume ‘no backlogging’. Then the content at t0 would be W (t0) = 0. It remains
at level 0 for a time = Expθ independent of the unfilled excess demand below 0.
During an empty period dW (t)/dt = 0. At the end of an empty period, the content
begins to rise from level 0 at rate r(0+), and continues to rise in a roughly ‘saw-tooth
pattern’ until some future demand takes the content ‘below level 0’ (see pass by in
Fig. 2.16). The content alternates between nonempty and empty periods (Fig. 6.9).

If the dam is stable then the content will return to level 0 (state {0} is positive
recurrent). Denote the transient pdf and cdf of content, t ≥ 0, by {P0(t), ft(x)}x>0
and Ft(x), x ≥ 0, respectively. Then P0(t) = Ft(0). Denote the steady-state pdf and
cdf of content by {P0, f (x)}x,>0 and F(x), x ≥ 0, respectively.

6.7.2 Equation for Transient PDF of Content

Consider a sample path of {W (t)}t≥0. Let Ut(x), Dt(x) denote the number of up- and
downcrossings of x during (0, t), respectively. In r(·)/G/M sample paths rise steadily

http://dx.doi.org/10.1007/978-3-319-50332-5_2
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at rate r(x) depending on x. Even so we can readily modify the proofs in Theorem
3.4 in Sect. 3.2.7 and Theorem 3.3, in Sect. 3.2.5, getting

∂
∂t E(Ut(x)) = r(x)ft(x), x > 0, t > 0,

∂
∂t E(Ut(0)) = r(0+)ft(0) = θP0(t), t > 0,

∂
∂t E(Dt(x)) = μ

∫∞
y=x A(y − x)ft(y)dy, x ≥ 0, t > 0.

(6.59)

Consider set A = [0, x] , x ≥ 0, in the state space. Theorem B (see Theorem 4.2
in Sect. 4.2.1 and Theorem 3.2 in Sect. 3.2.4) gives

∂

∂t
E(It(A)) = ∂

∂t
E(Ot(A)) + ∂

∂t
Pt(A), (6.60)

where It(A), Ot(A) are the number of SP entrances and exits of A during (0, t),
respectively. We assume that a ‘pass by’ of level 0 due to a downcrossing of level
0 results immediately in an entrance of {0}. Thus It(A) = Dt(x), Ot(A) = Ut(x),
Pt(A) = Ft(x). Substitution from (6.59) into (6.60) results in an integro-differential
equation for ft(x) and a differential equation for P0(t), namely

μ

∫ ∞

y=x
A(y − x)ft(y)dy = r(x)ft(x) + ∂

∂t
Ft(x), x > 0,

= r(0+)ft(0) + ∂

∂t
P0(t) = θP0(t) + ∂

∂t
P0(t). (6.61)

The normalizing condition is

P0(t) +
∫ ∞

x=0
ft(x)dx = 1, for each t ≥ 0.

Remark 6.9 In Eq. (6.61), the terms ∂Ft(x)/∂t, ∂P0(t)/∂t appear on the opposite
side from the integrals, in contrast to Eqs. (6.16) and (6.17). The reason is that the
sample path of content increases in r(·)/G/M, whereas it decreases in the M/G/r(·)
dam discussed in Sect. 6.2.9.

6.7.3 Equation for Steady-State PDF of Content

If the dam is stable

lim
t→∞ ft(x) = f (x), lim

t→∞
∂

∂t
Ft(x) = 0, x ≥ 0, lim

t→∞P0(t) = P0.

We get an integral equation for f (x) by letting t → ∞ in (6.61), implying also a
rate-balance equation for state {0} , viz.,

http://dx.doi.org/10.1007/978-3-319-50332-5_3
http://dx.doi.org/10.1007/978-3-319-50332-5_3
http://dx.doi.org/10.1007/978-3-319-50332-5_4
http://dx.doi.org/10.1007/978-3-319-50332-5_3
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r(x)f (x) = μ
∫∞
y=x A(y − x)f (y)dy, x > 0,

r(0+)f (0) = μ
∫∞
y=0 A(y)f (y)dy = θP0.

(6.62)

The normalizing condition is

P0 +
∫ ∞

x=0
f (x)dx = 1. (6.63)

We can also derive (6.62) directly by considering a sample path of {W (t)}t≥0

(Fig. 6.9). Fix level x > 0. The upcrossing rate of level x is r(x)f (x). The down-
crossing rate of x is μ

∫∞
y=x A(y− x)f (y)dy. Rate balance across level x gives the first

equation in (6.62); the second equation follows by balancing the SP entrance and
exit rates of state {0}.
Remark 6.10 In r(·)/G/M, Eq. (6.62) for the steady-state pdf of content generalizes
that for the pdf of “extended” age in the G/M/1 queue, i.e., r(x)f (x) replaces f (x) on
the left side of Eq. (5.7) in Sect. 5.1.3.

6.7.4 Sojourn Times Above and Below a Level

Let ax := sojourn time above level x, bx := sojourn time at or below level x. Due to
Poisson arrivals, the upcrossing instants of level x form a renewal process with dx :=
interarrival time, between successive upcrossings, and E(dx) = 1/(r(x)f (x)), x ≥ 0.

E(ax)
By the renewal reward theorem

E(ax)

E(dx)
= 1 − F(x).

Also,
E(BD)

E(d0)
= E(a0)

E(d0)
= 1 − F(0).

Thus,

E(ax) = 1 − F(x)

r(x)f (x)
, x > 0, (6.64)

E(BD) = E(a0) == 1 − P0

r(0+)f (0)
= 1 − P0

θP0
. (6.65)

where f (x), f (0) and P0 are the solutions of (6.62), and (6.63); and empty period =
dis

Expθ.
Relating f (x) and E(ax)
From (6.64), the hazard rate of f (x) is

http://dx.doi.org/10.1007/978-3-319-50332-5_5
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f (x)

1 − F(x)
= 1

r(x)E(ax)
, x > 0,

and
d

dx
ln (1 − F(x)) = −1

r(x)E(ax)
,

1 − F(x) = Ce− ∫ x
y=0

1
r(y)E(ay )

dy, (6.66)

where C is a constant, evaluated by letting x ↓ 0 in (6.66), resulting in C = 1 − P0.
Thus,

F(x) = 1 − (1 − P0)e
− ∫ x

y=0
1

r(y)E(ay )
dy

, x ≥ 0. (6.67)

Taking d/dx in (6.67) gives the pdf

f (x) = 1 − P0

r(x)E(ax)
e− ∫ x

y=0
1

r(y)E(ay )
dy

, x > 0. (6.68)

From (6.65)

f (x) = E(a0)θP0

r(x)E(ax)
e− ∫ x

y=0
1

r(y)E(ay )
dy

, x > 0. (6.69)

The normalizing condition P0 + ∫∞
x=0 f (x)dx = 1, gives

P0 = 1

1 + E(a0)θ
∫∞
x=0

(
e
− ∫ x

y=0
1

r(y)E(ay )
dy

r(x)E(ax)

)
dx

; (6.70)

from (6.65), another expression for P0 is

P0 = 1

1 + θE(a0).
(6.71)

Formula (6.71) implies that the integral in the denominator of

(6.70),
∫∞
x=0

(
e
− ∫ x

y=0
1

r(y)E(ay )
dy

r(x)E(ax)

)
dx = 1. This equality is verified by letting

u =
∫ x
y=0

1
r(y)E(ay)

dy, whence du = 1/(r(x)E(ax)) dx, resulting in

∫ ∞

u=0
e−udu = [−e−u

]∞
u=0 = −0 + e0 = 1.

E(bx)
Similarly, we obtain (using (6.62)),

E(bx) = F(x)

r(x)f (x)
= F(x)

μ
∫∞
y=x A(y − x)f (y)dy

, x ≥ 0, (6.72)

E(b0) = P0

r(0+)f (0)
= P0

μ
∫∞
y=0 A(y − x)f (y)dy

= P0

θP0
= 1

θ
. (6.73)
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Hence,
f (x)
F(x) = 1

r(x)E(bx)
,

d
dx lnF(x) = 1

r(x)E(bx)
,

F(x) = C1e
∫ x
y=0

1
r(y)E(by )

dy
,

F(x) = P0e
∫ x
y=0

1
r(y)E(by )

dy
, x ≥ 0,

f (x) = P0
r(x)E(bx)

e
∫ x
y=0

1
r(y)E(by )

dy
, x > 0.

(6.74)

In (6.74) F(0) = P0 and F(∞) = 1.

Example 6.5 As a mild check on (6.74) let r(x) ≡ 1, x > 0, A(x) = e−λx, x ≥ 0,
inter-demand time =

dis
Expλ (i.e., θ = λ), corresponding to an M/M/1 queue (i.e., age

in G/M/1 specialized to M/M/1).
In M/M/1 the relevant quantities are: F(x) = 1 − λ

μ
e−(μ−λ)x, x ≥ 0; f (x) =

λP0e−(μ−λ)x, x > 0; P0 = 1 − λ/μ. Then

E(bx) = F(x)

f (x)
= 1 − λ

μ
e−(μ−λ)x

λP0e−(μ−λ)x
.

In (6.74), using F(0) = P0,

∫ x

y=0

1

r(y)E(by)
dy =

∫ x

y=0

1

E(by)
dy =

∫ x

y=0

f (y)

F(y)
dy = ln

(
F(x)

F(0)

)
,

F(x) = P0e
∫ x
y=0

1
r(y)E(by )

dy = P0e
ln
(

F(x)
F(0)

)
= P0

F(x)

F(0)

= 1 − λ

μ
e−(μ−λ)x, x ≥ 0.

6.7.5 k/G/M Dam

Let the influx rate be r(x) = k, x > 0, k > 0, and assume the output sizes are =
dis

Expλ.

Thus A(x) = e−λx, x > 0, λ > 0 (see Fig. 6.10). Since the inter-output times when
W (t) > 0 are =

dis
Expμ, the sojourn time ax =

dis
a0 (nonempty period), and E (ax) =

(1 − P0) / (θP0), x > 0. From (6.68)

f (x) = E(a0)θP0

r(x)E(ax)
e− ∫ x

y=0
1

r(y)E(ay )
dy = θP0

k
e− θP0

k(1−P0)
x
, x > 0. (6.75)

From (6.70)
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P0 = 1

1 + θ
k

∫∞
x=0 e

− ∫ x
y=0

dy
kE(a0) dx

= μ − λk

μ − λk + θ
= 1

1 + θ/ (μ − λk)
, (6.76)

where the term (μ − λk) / (μ − λk + θ) in (6.76) is derived in formula (6.79) in
Sect. 6.7.7 below.

6.7.6 E(Nonempty Period)

Assume a nonempty (aka non-empty) period a0 starts at time τ0. Let τ1 < τ2 < · · · ,
be the times of successive outputs within a0, that occur after τ0. Let τ ∗

1 = τ1 and

τ ∗
n+1 = min{τi > τ ∗

n |0 < W (τi) < W (τ ∗
n )}, n = 1, 2, . . . .

The ordinates {W (τ ∗
n )}n=1,2,... are strictly descending ladder points (Fig. 6.10). (See

Example (d), p. 280 in [73]; Fig. 1, p. 192, and pp. 390–394 in [74])). Let I∗ be the
initial influx amount, i.e., up to the first output (decrement) at τ1 (I∗ = W (τ−

1 )). Let
NI∗ denote the number of descending ladder points during a0. Since output sizes
are =

dis
Expλ, the memoryless property implies these ladder points are distributed as

Poisson “arrivals” in a length I∗, where E(I∗) = E(τ1 − τ0) · k = k/μ. If the output
at τ1 should empty the dam, then a0 = τ1 − τ0 = I∗/k. In general,

a0 = I∗

k
+

NI∗∑
i=1

a0,i, (6.77)

Time

0
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Expθ
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Fig. 6.10 Sample path for r(·)/G/M dam with r(x) ≡ k, A(x) = e−λx. Shows
I∗ = k(τ1 − τ0), and descending ladder points at τ ∗

1 , . . . , τ ∗
4 . The indicated ladder

point ordinates are equivalent to four Poisson arrivals (rate λ) within length I∗
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where the a0,is are i.i.d. r.v.s =
dis

a0, independent ofNI∗ (see Fig. 6.10 and Sect. 3.4.12).

From (6.77)

E(a0) = E(I∗)
k

+ E(NI∗) · E(a0)

= 1

μ
+ λE(I∗) · E(a0)

= 1

μ
+ λ

k

μ
· E(a0),

E(a0) =
1
μ

1 − λk
μ

= 1

μ − λk
. (6.78)

6.7.7 Probability of Emptiness and PDF of Content

We compute {P0, f (x)}x>0. Since E(empty period) = E(b0) = 1/θ, from (6.78)

Po = E(b0)

E(b0) + E(a0)
=

1
θ

1
θ

+ 1
μ−λk

= μ − λk

μ − λk + θ
. (6.79)

Substituting for P0 into (6.75) gives

f (x) = θ(μ − λk)

k(μ − λk + θ)
e− (μ−λk)

k x, x > 0. (6.80)

6.8 〈S,S〉 Inventory with Product Decay

Consider a continuous review 〈s, S〉 inventory system with reorder point s ≥ 0,
and order-up-to level S > s. Assume that demands for stock occur at a Poisson
rate λ. The demand quantities, Di, i = 1, 2, . . ., are i.i.d. random variables with
common cdf B(x), and B(x) = 1 −B(x), x ≥ 0. Denote the stock on hand process by
{I(t)}t≥0. Assume the stock decays at rate dI(t)/dt = −r(I(t)) < 0 when the stock
is at level I(t) ∈ (s, S]. The ordering policy is as follows. If the stock either decays

http://dx.doi.org/10.1007/978-3-319-50332-5_3
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S

s

SP

0

Time 

I(t) Replenishment cycles

0t

Level x

1t

Fig. 6.11 Sample path {I(t)}t≥0 in 〈s, S〉 inventory with general deacy

continuously to level s, or jumps downward to, or below level s due to a demand,
then an order is placed and received immediately, replenishing the stock up to level
S. All SP upward jumps end at level S. The regular state space is (s, S] since all
probability is concentrated on (s, S]. The wide-sense state space is (−∞, S], which
accounts for SP downward jumps ending below s, and immediately jumping up to
end at S (double jumps). The latter upward SP jumps correspond to replenishments
(see Figs. 6.11 and 2.2 and Example 2.2). In order to focus on the LC analysis, we
assume there is no lead time or backlogging. These extensions, as well as others, can
be incorporated into the analysis (e.g., [4, 31]).

Let f (x), s < x ≤ S, and F(x), x ≤ S, denote, respectively, the steady-state pdf
and cdf of I(t) as t → ∞. Assume each order size =

dis
Expμ.

6.8.1 PDF of Inventory with Constant Decay Rate k

To focus on the LC solution technique, we let the rate of decay be r(x) := k > 0,
x ∈ (s, S], and assume demand sizes are =

dis
Expμ. We derive an integral equation for

f (x), x ∈ (s, S] in the following section. (The decay rate is generalized to r(x) = kx
in [36].)

This 〈s, S〉 model is a special case of the generalized M/G/r(·) dam in Sect. 6.6,
with demand rate λd ≡ λ, the rate of sample-path downward jumps. The cdf of the
demand sizes is Bd(x) ≡ B(x) = 1 − e−μx, x > 0. The upward jump rate due to

http://dx.doi.org/10.1007/978-3-319-50332-5_2
http://dx.doi.org/10.1007/978-3-319-50332-5_2
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exogenous factors is λu ≡ 0. In this standard 〈s, S〉 model all upward jumps are due
to replenishments (prescribed, i.e., policy jumps). (The decay rate is generalized to
r(x) = kx in [36].)

6.8.2 Equation and Solution for PDF of Inventory

We develop an integral equation for f (x), x ∈ (s, S]. Consider a sample path of
{I(t)}t≥0 (similar to Fig. 6.11 with slope = −k). Fix level x ∈ (s, S). The rate at
which the SP decays into level x ∈ (s, S) from above (due to left-continuous strict
downcrossings of x) is

lim
t→∞

E
(Dc

t (x)
)

t
= r(x)f (x) = kf (x).

(We use the terms “rate” and “expected rate” synonymously when they are equal
a.s.). The SP decay rate into level s is

lim
t→∞

E
(Dc

t (s)
)

t
= r(s+)f (s+) ≡ r(s)f (s) = kf (s).

The rate at which the SP jump-downcrosses level x ∈ [s, S) due to demands is

lim
t→∞

E
(
Dj

t(x)
)

t
= λ

∫ S

y=x
B(y − xf (y)dy = λ

∫ S

y=x
e−μ(y−x)f (y)dy

(jumps start at y ∈ (x, S) and are greater than y− x). The total SP downcrossing rate
of level x ∈ (s, S] is

lim
t→∞

E
(
Dc

t (x)
)

t
+ lim

t→∞

E
(
Dj

t(x)
)

t
= r(x)f (x) + λ

∫ S

y=x
B(y − xf (y)dy

= kf (x) + λ

∫ S

y=x
e−μ(y−x)f (y)dy, x ∈ (s, S] .

The total “downcrossing” rate of the reorder point s is

lim
t→∞

E(Dt(s))

t
= r(s)f (s) + λ

∫ S

y=s
B(y − s)f (y)dy

= kf (s) + λ

∫ S

y=s
e−μ(y−s)f (y)dy,
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where we have counted a left-continuous hit of level s from above as a downcrossing
of s.

The SP total downcrossing rate of level s is equal to the SP egress rate out of
the order-up-to level S below (related to right limit tangent below in Fig. 2.15 in
Chap. 2). This equality is due to the ordering policy, which replenishes stock on hand
to level S with each left continuous hit, or jump downcrossing, of level s. (There is a
one-to-one correspondence between SP egresses from S below, and downcrossings
of level s.) Rate balance into and out of state {S} results in the equality

r(s)f (s) + λ
∫ S
y=s B(y − s)f (y)dy = r(S)f (S),

kf (s) + λ
∫ S
y=s e

−μ(y−s)f (y)dy = kf (S),
(6.81)

where r(S) := r(S−) and f (S) := f (S−).
A crucial simplifying feature of this model is: the total SP upcrossing rate of every

level x ∈ (s, S] is equal to the total downcrossing rate of level s (replenishment rate).
Applying Eq. (6.81), and rate balance across level x, yields an integral equation for
f (x)

r(x)f (x) + λ

∫ S

y=x
B(y − x)f (y)dy = r(s)f (s) + λ

∫ S

y=s
B(y − s)f (y)dy

= r(S)f (S), x ∈ (s, S], (6.82)

or, since r(x) ≡ k,

kf (x) + λ

∫ S

y=x
e−μ(y−x)f (y)dy = kf (s) + λ

∫ S

y=s
e−μ(y−s)f (y)dy

= kf (S), x ∈ (s, S]. (6.83)

The state space has no atoms, i.e., there is no state in which the SP spends a
positive time. The probability distribution of stock on hand is concentrated on (s, S].
The normalizing condition is ∫ S

x=s
f (x)dx = 1. (6.84)

6.8.3 Solution of Integral Equation (6.83)

Taking d/dx in (6.83) gives

kf ′(x) + μ
[
kf (S) − kf (x)

]− λf (x) = 0. (6.85)

In (6.85), using the second equality in Eq. (6.83) we replace the term
μλ
∫ S
y=x e

−μ(y−x)f (y)dy by μ
[
kf (S) − kf (x)

]
. The term −λf (x) results from taking

http://dx.doi.org/10.1007/978-3-319-50332-5_2
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the derivative under the integral sign. Simplifying (6.85) gives the differential equa-
tion

f ′(x) −
(

μ + λ

k

)
f (x) = −μf (S). (6.86)

Multiplying both sides of (6.86) by the integrating factor e−(μ+ λ
k )x, integrating with

respect to x, and simplifying gives

f (x) = μf (S)

μ + λ
k

+ Ce−(μ+ λ
k )x, (6.87)

where C is a constant. Setting x = S in (6.87) yields

f (S) = μ + λ
k

λ
k

· Ce−(μ+ λ
k )S;

which substituted back into (6.87) gives

f (x) = μk

λ
· Ce−(μ+ λ

k )S + Ce−(μ+ λ
k )x, s < x ≤ S. (6.88)

Applying the normalizing condition (6.84) leads to

μk
λ

· Ce−(μ+ λ
k )S(S − s) + C e

−(μ+ λ
k )S−e

−(μ+ λ
k )s

μ+ λ
k

= 1,

or 1

C μk
λ e

−(μ+ λ
k )S

= (S − s) + λ
μk

1−e
−(μ+ λ

k )(S−s)

μ+ λ
k

.

Factoring (6.88) results in

f (x) = C
μk

λ
e−(μ+ λ

k )S
(

1 + λ

μk
e−(μ+ λ

k )(S−x)

)
, s < x ≤ S.

Letting A := C μk
λ
e−(μ+ λ

k )S gives

f (x) = A

(
1 + λ

μk
e−(μ+ λ

k )(S−x)

)
, s < x ≤ S, (6.89)

wherein (applying (6.84)),

A =
[
(S − s) + λ

μk
(
μ + λ

k

) (1 − e−(μ+ λ
k )(S−s)

)]−1

.
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Fig. 6.12 PDF f (x) in 〈s, S〉 inventory with decay rate k. λ = 2,μ = 0.10, k = 1,

S = 2.5, s = 1. Note that f (x) = 0

{
x < 1,

x > 2.5

In (6.89) f (x) is convex and increasing on (s, S) (i.e., f ′(x) > 0, f ′′(x) > 0).
This property agrees with intuition which suggests that the stock resides a large
proportion of time at high levels closer to S and a smaller proportion of time near
s, for every k > 0. This accumulation of inventory near S is a consequence of the
re-order policy, which instantaneously replenishes the stock up to level S at each
replenishment instant since there is no lead time. (See the numerical example in
Sect. 6.8.8 and Figs. 6.12 and 6.13.)

6.8.4 Sojourns Above and Below Level x

Let ax := sojourn time above x, and bx := sojourn time at or below x, x ∈ (s, S], in
{I(t)}t≥0. Every instant t ≥ 0 such that I(t) = S is a regenerative point of {I(t)}t≥0.
The regenerative property holds whether replenishments up to S are due to SP smooth
decays into level s from above, or due to SP jumps that end at or below level s as
a result of a demand. For example, consider Fig. 6.11. At time points like t1 the SP
makes a left-continuous hit of level s from above, and jumps upward to level S. The
Poisson arrival process for demands ensures that the excess arrival time until the next
demand is =

dis
Expλ (memoryless property).

Time Between Successive Hits of Level S
The times between successive instants when I(t) = S, form a renewal process. Let
dS := inter-level-S time. From (6.83), the total SP downcrossing rate of level s is
identical to the
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Fig. 6.13 CDF F(x) in 〈s, S〉 inventory with decay rate k. λ = 2,μ = 0.10, k = 1,

S = 2.5, s = 1

replenishment rate = kf (s) + λ

∫ S

y=s
e−μ(y−s)f (y)dy = kf (S).

The value of f (S) is obtained from (6.89). Thus, with A as in (6.89),

E(dS) = 1

kf (S)
= μ

A(kμ + λ)
, (6.90)

E(ax)
The proportion of time the SP spends above level x is 1 − F(x), which is equal to
E(ax)
E(dS)

= E(ax)kf (S) (by the renewal reward theorem). Thus

E(ax) = 1 − F(x)

kf (S)
= μ(1 − F(x))

A(kμ + λ)
, (6.91)

where F(x) =
∫ x
y=s f (y)dy is obtained from (6.89).

E(bx)
Similarly,

E(bx) = F(x)

kf (S)
= μF(x)

A(kμ + λ)
. (6.92)

We can also obtain E(bx) using (6.91) and

E(ax) + E(bx) = E(dS) = 1

kf (S)
.
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A check on E(ax), E(bx) when x = s, using F(s) = 0, 1 − F(s) = 1, and (6.90), is

E(as) = 1 − F(s)

kf (S)
= 1

kf (S)
= μ

A(kμ + λ)
= E(dS),

the expected replenishment cycle, as intuitively expected. Also E(bs) = F(s)/kf (S)
= 0, which agrees with the SP spending zero time below level s. (State-space jumps,
including jumps that end below s, occur not in Time because they are perpendicular
to the time axis. See Remark 2.2 in Sect. 2.3).

6.8.5 Replenishments Due to Two Types of Signal

The replenishment rate (total ordering) is the SP total downcrossing rate of level s,
which is the right side of (6.83), namely kf (S) = A(kμ + λ)/μ (A as in (6.89)).

Replenishments are made up to level S whenever one of two types of signals
occurs. A type-c signal denotes an SP left continuous decay into level s from above
(time point t1 in Fig. 6.11). A type-j signal denotes an SP downward jump that ends
at or below s, due to a demand (time point t0 in Fig. 6.11). (We use the term ‘type- k
order’ to mean an order is due to a type-k signal, k = c, j.) An order cycle (same as
replenishment cycle) is the time between two successive instants when an order is
received, namely, dS . Due to Poisson arrivals of demands, the sequence

{
dS,i
}
i=1,2,...

with dS,i =
dis

dS , is a renewal process. An order initiating dS is either type-c or type-j.

Let Pc := P(an order is type-c), Pj := P(an order is type-j). Then Pc + Pj = 1.
We now determinePc andPj. The counting process {Dc

t (s)}t≥0 is a renewal process
due to Poisson arrivals of demand. Since there is exactly 1 type-c or exactly 1 type-j
order in an ordering cycle,

E(number of type-c orders in dS) = 1 · Pc + 0 · Pj = Pc,

E(number of type-j orders in dS) = 0 · Pc + 1 · Pj = Pj.

By the renewal reward theorem,

E(number of type-c orders in dS)

E(dS)
= lim

t→∞
E(Dc

t (s))

t
= r(s)f (s)

=⇒ Pc

E(dS)
= lim

t→∞
E(Dc

t (s))

t
= r(s)f (s).

Since E(dS) = 1/ (r(S)f (S)),

Pc = r(s)f (s) · E(dS) = r(s)f (s)

r(S)f (S)
. (6.93)

Intuitively, in (6.93) the numerator is the rate of type-c orders; the denominator is
the total rate of orders.

http://dx.doi.org/10.1007/978-3-319-50332-5_2


382 6 Dams and Inventories

Also, {Dj
t(s)},≥0 is a renewal process (due to Poisson arrivals of demands). There-

fore

E(number of type-j orders in dS)

E(dS)
= 1 · Pj + 0 · Pc

E(dS)

= Pj

E(dS)
= lim

t→∞
E(Dj

t(s))

t
,

and (see Sect. 6.6),

Pj = lim
t→∞

E(Dj
t(s))

t
E(dS) = λ

∫ S
y=s B(y − s)f (y)dy

r(S)f (S)
. (6.94)

Intuitively, in (6.94) the numerator is the rate of type-j orders; the denominator is the
total rate of orders.

If r(x) ≡ k, x ∈ (s, S], and the demand sizes are =
dis

Expμ, then

Pc = kf (s)

kf (S)
= f (s)

f (S)
,Pj = λ

∫ S
y=s e

−μ(y−s)f (y)dy

kf (S)
.

implying, with A as in (6.89),

Pc = kμ + λe−( k
λ +μ)(S−s)

kμ + λ
, (6.95)

Pj =
μλA

∫ S
y=s e

−μ(y−s)

(
1 + λe

−( λ
k +μ)(S−y)

kμ

)
dy

kμ + λ
. (6.96)

6.8.6 Expected Order Size

Denote the replenishment order by R. If an order is type-c then R = S− s. If an order
is type-j then R = S − s + rs where rs := excess demand below s. If the demand
sizes are =

dis
Expμ then rs =

dis
Expμ (by memoryless property). Since Pc + Pj = 1, the

expected order size is

E(R) = (S − s)Pc +
(
S − s + 1

μ

)
Pj = S − s + Pj

1

μ
, (6.97)

where Pj is given in (6.96).
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6.8.7 Cost Rate

Since there is no backlogging or lead-time costs in the 〈s, S〉 model considered here,
the cost function accounts only for costs of setup of placing orders, and for holding
inventory. Let C := total average cost rate, Cs := setup cost per type-c order, Cj, :=
setup cost per type-j order. Let CH be the holding cost per unit per unit time. Then

C = Cs · (type-c ordering rate)

+ Cj · (type-j ordering rate) + CH
∫ S

x=s
xf (x)dx

= Cskf (s) + Cj
∫ S

x=s
e−(x−s)μf (x)dx + CH

∫ S

x=s
xf (x)dx, (6.98)

where f (x) is given by (6.89).

6.8.8 Numerical Example

In 〈s, S〉 with r(x) ≡ k and all demand sizes =
dis

Expμ, assume λ = 2, μ = 0.10,

k = 1, S = 2.5, s = 1. Calculations giveA = 0.094200 in (6.89). The pdf of inventory
is

f (x) = 0.094200 + 1.88400e(−5.250+2.10x), 1 < x ≤ 2.5,

f (1) = 0.1749, f (2.5) = 1.9782.

SP

S

s

Time

I(t)

Level x

0

Fig. 6.14 Sample path of {I(t)}t≥0 in 〈s, S〉 inventory with no decay. The SP stays
at a level for a time =

dis
Expλ
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The cdf of inventory is

F(x) = −0.132645 + 0.094200x + 0.897144e(−5.25+2.1x), 1 < x ≤ 2.5,

F(1) = 0, F(2.5) = 1.0.

Functions f (x) and F(x) are plotted in Figs. 6.12 and 6.13, which demonstrate
convexity and the probability massed towards level S.

6.9 〈S,S〉 Inventory with No Product Decay

Consider an 〈s, S〉 model as in Sect. 6.8, having demand sizes =
dis

Expμ and no decay

of inventory. Thus r(x) ≡ 0. Once the stock on hand enters a level in (s, S], it remains
at that level for a time =

dis
Expλ, until the next demand instant (see Figs. 2.6 and 6.14

above). The state space has an atom at level S (positive probability). Every state
{x} ∈ {y|y ∈ (s, S)} is continuous (not an atom), because the probability of entering
and remaining in such {x} for a positive time is 0, due to continuous demand sizes.

Let �S = P({I(t)}t≥0 is at level S) in the steady state. Equating the SP down- and
upcrossing rates of level x ∈ (s, S) yields an integral equation for f (x),

λ�Se
−μ(S−x) + λ

∫ S

y=x
e−μ(y−x)f (y)dy

= λ�Se
−μ(S−s) + λ

∫ S

y=s
e−μ(y−s)f (y)dy = λ�S, (6.99)

λ�Se
−μ(S−x) + λ

∫ S

y=x
e−μ(y−x)f (y)dy = λ�S, s < x < S. (6.100)

The first equality in Eq. (6.99) indicates that the upcrossing rate of every x ∈ (s, S)
is equal to the downcrossing rate of level s.

Equation (6.100) employs the second equality in (6.99), which expresses the fact
SP rate into {S} = SP rate out of {S}. The normalizing condition is

�S +
∫ S

x=s
f (x)dx = 1. (6.101)

6.9.1 PDF of Inventory

Some algebra using (6.100) and (6.101), shows that {�S, f (x)}x∈(s,S) is given by

http://dx.doi.org/10.1007/978-3-319-50332-5_2
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�S = 1

1 + μ(S − s)
, f (x) = μ

1 + μ(S − s)
, x ∈ (s, S). (6.102)

That is, f (x) is uniformly distributed on state-space interval (s, S), and there is an
atom at S. In (6.102), if μ < 1 then �S > f (x), x ∈ (s, S)̇ ; if μ > 1 then �S < f (x),
x ∈ (s, S)̇. If μ = 1 then �S = f (x), x ∈ (s, S)̇.

6.9.2 Sojourn Times Above and Below a Level

The rate of replenishments up to S is the total SP downcrossing rate of level s, namely

λ�Se
−μ(S−s) + λ

∫ S

y=s
e−μ(y−s)f (y)dy = λ�S,

since all replenishments are due to type-j orders that include the excess s. Let dS :=
time between two successive replenishments up to level S (same as an ordering cycle).
Then

E (dS) = 1

λ�Se−μ(S−s) + λ
∫ S
y=s e

−μ(y−s)f (y)dy
= 1

λ�S
. (6.103)

Fix level x ∈ (s, S]. From the theory of regenerative processes (specifically the
renewal reward theorem)

E(ax)

E (dS)
= 1 − F(x),

E(bx)

E (dS)
= F(x), x ∈ [s, S] ,

E(ax) = (1 − F(x))E (dS) = 1 − F(x)

λ�S
, (6.104)

E(bx) = F(x)E (dS) = F(x)

λ�S
, (6.105)

where

F(x) =
∫ x

y=s
f (y)dy = μ(x − s)

1 + μ(S − s)
, s < x ≤ S.

The law of total probability gives

F(S) = μ(S − s)

1 + μ(S − s)
+ �S = μ(S − s)

1 + μ(S − s)
+ 1

1 + μ(S − s)
= 1.
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6.9.3 Ordering Characteristics

Ordering Rate
The total ordering rate is the right hand side of (6.100), i.e., λ�S = λ/ (1 + μ(S − s)).

Expected Order Size
All orders are type-j, signalled by demands ending at or below s. Thus Pc = 0 and
Pj = 1 (see Sect. 6.8.5 and 6.8.6). Hence the expected order size is

E(R) = S − s + 1

μ
. (6.106)

Expected Number of Demands in an Ordering Cycle
Let NdS := number of demands in an ordering cycle dS . By the renewal reward
theorem,

E(NdS )

E(dS)
= λ,

E(NdS ) = λE(dS) = λ

λ�S
= 1

�S
= 1 + μ(S − s). (6.107)

An alternative derivation of (6.107) using stopping times, is of interest. First,

NdS = min

{
n|

n∑
i=1

Di > S − s

}
, (6.108)

implying NdS is a stopping time for the sequence {Di}i=1,2,.... Also

dS =
NdS∑
i=1

Ti,

where Ti ≡
dis
T =

dis
Expλ.NdS is also a stopping time for the sequence {Ti}i=1.2.... because

there is a 1–1 correspondence between {Ti}i=1.2.... and {Di}i=1,2,.... Thus

E(dS) = E(NdS ) · E(T),

and

E(NdS ) = E(dS)

E(T)
=

1
λ�S

1
λ

= 1

�S
= 1 + μ(S − s), (6.109)

corroborating (6.107).
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6.9.4 Cost Rate

Let CO, CH denote the setup cost per order and holding cost per order per unit time,
respectively. The total average cost rate is

C = CO · (ordering rate) + CH
∫ S+

x=s
xf (x)dx.

The ordering rate is λ�S = λ/ (1 + μ(S − s)). The average stock on hand is

∫ S+

x=s
xf (x)dx = S�S +

∫ S

x=s

μx

1 + μ(S − s)
dx

= S

1 + μ(S − s)
+ μ(S2 − s2)

2(1 + μ(S − s))

= 2S + μ(S2 − s2)

2(1 + μ(S − s))
.

Thus

C = λ

1 + μ(S − s)
· CO + 2S + μ(S2 − s2)

2(1 + μ(S − s))
· CH . (6.110)

Remark 6.11 In the standard 〈s, S〉 with no decay, suppose the inter-demand times
form a renewal process (not necessarily a Poisson process). Then the results will
be the same as in this section, except for the arrival-point mixed pdf denoted{
�S,ι, fι(x)

}
x∈(s,S)

, because PASTA will not apply. The integral equation for the pdf
fι(x) would be the same as (6.100), where λ represents the renewal rate of the demand
process. The arrival rate λ cancels out of the equation. Thus the formulas for �S,ι

and fι(x), x ∈ (s, S) in (6.102) are independent of λ. The underlying reason for this
property is that all orders are type-j at the ends (and starts) of inter-demand times.
When the SP jumps up to level S, the time until the next demand is a full inter-arrival
time. Hence

{
dS,i
}

is a renewal process, where dS,i ≡
dis

dS .

Remark 6.12 For exposition, we have applied LC to only two basic 〈s, S〉 inventory
systems. We emphasize that LC equally applies to a vast array of other inventory
systems as well, e.g., 〈r, nQ〉, variations of EOQ models, models with lead time
and backlogging, production-inventory models of various complexity, models with
a variety of state-dependent control policies (e.g., [3, 4]).



Chapter 7
Multi-dimensional Models

7.1 Introduction

In many stochastic models the system state is defined by n real-valued ran-
dom variables at time t ≥ 0, where n ∈ {2, 3, . . .}. Thus, the state space
S is a subset of n-dimensional Euclidean space, denoted as R

n. (Note that
n-dimensional may be abbreviated n-D.) To determine the statistical behav-
ior of the system at a transient time t , or as t → ∞, we must derive the
time-t , or limiting (as t → ∞), joint pdf or cdf of the state r.v.s. Here, we use
LC to analyze a particular inventory system whose state has two continuous
real-valued, non-negative random variables; thus, S ⊆ R

2.

7.2 Models with State Space S a Subset of R2

Suppose S ⊆ R
2, where R2 = {(x, y) |x ∈ R, y ∈ R}, and R is the set of real

numbers. We assume the time axis is T = [0, ∞).

Notation 7.1 We denote an n-dimensional stochastic model as type-nc,d if
c state variables aremixed (i.e., having continuous components and possibly
some atoms), and d state variables are discrete (atoms), where c + d = n.

Example 7.1 Consider the system point process {W (t), M(t)}t≥0 in the
general M/M/c queue (Sects. 4.3–4.5). Random variable W (t) is the waiting
time at time t , which is continuous on (0, ∞) with an atom at 0 (i.e.,mixed).
Random variable M(t) is the system configuration, which is discrete, with
values in a set M. Assume M(t) := number of other servers occupied at
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the start-of-service instant of a time-t arrival. Then, the system state would
consist of two random variables (t ≥ 0). In the standard M/M/c, the system
point process is two-dimensional, described as type-21,1 (1 continuous, 1
discrete variable). The state space is S ⊆ R × M (× := cross product).
Similar remarks apply if M(t) is a vector of d discrete r.v.s.; then the process
would be type-(1 + d)1,d .

Remark 7.1 If the state of a model with two continuous r.v.s and system
configuration having a single random variable M(t) ∈ M, the state space
is S ⊆ R

2 × M. The model is type-32,1. Analogous descriptions apply to
models with states consisting of c continuous r.v.s, c = 3, 4,…, and system
configuration having a single random variable. The model would be type-
(c+ 1)c,1, the state space would be S ⊆ R

c × M.

In the other chapters of this monograph, LC is used to analyze type-11,0,
type-10,1, or type-21,1 queues, inventories, dams, renewal processes, counter
models, etc. LC techniques can be applied to analyze type-22,0 models with
state space S ⊆ R

2, or type-32,1 models with S ⊆ R
2 × M, etc. Similar

techniques also apply to type-(n + d)n,d models with S ⊆ R
n (d = 0) or

S ⊆ R
n × M, n = 3, 4….

Here we focus on two variants of a type-22,0 model with S ⊆ R
2. The

idea is to fix a point (x, y) ∈ S, and select a region Rx,y ⊆ S having a
boundary ∂Rx,y which is expressible as a function φ (x, y). That is, ∂Rx,y
may be a level set φ (x, y) = constant. Alternatively, ∂Rx,y may be defined
as the union of sets (paths in R

2) which describe a “curve” in S; we call
such a piece-wise connected path a two-dimensional level. If such a level is
specified (as in Sect. 7.2.2 below), we obtain SP rates across it, expressed
in terms of the joint pdf of the continuous (or mixed) state variables, using
familiar LC techniques applied previously in this monograph. Specifically,
we use the principle of rate balance across the level to formulate integral
equations for the steady-state joint pdf of the state variables. The integral
equations are solved using analytic, simulation or numerical methods.

We will illustrate the LC technique by modelling a two-product inventory
system in which the products share the same limited total storage space in
a warehouse (Sect. 7.3 below). Before discussing the two-product inventory
model, we briefly review some properties of a rectangle (same as interval)
in R

2.
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7.2.1 Rectangle in R
2

Let [x1, y1], [x2, y2], xi < yi , i = 1, 2, denote two finite closed intervals in
R. A closed rectangle (aka interval) in R

2 is the cross product

[x1, y1] × [x2, y2] = {(α, β) |α ∈ [x1, y1], β ∈ [x2, y2]} .

Similar definitions apply to open intervals, partially open intervals, etc. For
an arbitrary finite interval in R, there are two choices for each end point. The
end point either belongs to the 1-dimensional interval associated with the
edge, or it does not. Since a rectangle in R

2 has 4 edges and 4 vertices, there
are 24 = 16 possible combinations of open and closed edges (Fig. 7.1).

We can determine the count of various types of edges by considering
whether vertices are “filled in”. (see Fig. 7.1.) Column 1 portrays 0 vertices
filled-in (1 way)—all 4 edges are open. In column 2, 1 vertex is filled-in (4
ways), 2 edges are half-open and 2 edges are open. In column 3, 2 vertices are
filled-in (

(4
2

) = 6 ways), giving 2 distinct cases: case 1—the filled-in vertices
are adjacent, there are, 1 closed edge, 2 half-open edges, 1 open edge (4
ways); case 2—the filled-in vertices are diagonal, all 4 edges are half-open
(2 ways). In column 4, 3 vertices are filled in (4 ways), 2 edges are closed,
2 edges are half open. In column 5, all 4 vertices are filled in (1 way), all 4
edges are closed.

1 4 6

2

4

4 1

Fig. 7.1 Rectangles in 2-dimensional space. Shows the number of combinations of
open, half-open, and closed edges for each number of filled-in vertices, 0, . . . , 4;
e.g., column 3 shows 2 vertices filled-in: adjacent (4 ways), diagonally (2 ways). The
total number of combinations is 16
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7.2.2 Two-Dimensional Levels

In many models of Operations Research and related fields, there are two non-
negative state variables with mixed pdfs, and the states are restricted to the
non-negative quadrant of R

2, i.e.,

S = {(x, y) |x ≥ 0, y ≥ 0} .

The LC analysis uses an arbitrary 2-D (two-dimensional) rectangleRx,y ⊆ S
with a fixed corner (x, y) ∈ S (x, y > 0), as a “test” region with respect to
SP entrance and exit rates, where

Rx,y
a,b = (a, x) × (b, y), 0 < a < x, 0 < b < y.

Rectangle Rx,y
a,b is an open set. (Since the state r.v.s have continuous compo-

nents, the analysis generally leads to identical results for joint pdfs, whether
choosing an open or closed test rectangle. Care must be taken in some models
if the joint pdf takes different forms on subsets of S that are half open, e.g.,
if one of the variables is the waiting time in an M/D/1 queue (see formulas
(3.192) and (3.193) in Sect. 3.10.3).

A Level as a Boundary of the Test 2-D Rectangle

Denote the ‘north-east’ boundary of Rx,y
a,b as �(x,y)

(a,b) , so that

�(x,y)

(a,b) ≡ {(x, β) |b < β < y} ∪ {(α, y) |a < α < x} .

The boundary �(x,y)

(a,b) is the union of the east and north edges of Rx,y shaped
like the letter ‘L’ rotated 180◦ to look like ‘�’ (see Fig. 7.2, in which a = b =
0). The set T×�(x,y)

(a,b) is ‘called’ a ‘level-�(x,y)

(a,b) contour in T×S’, equivalently
a ‘2 -D level in T × S’, or simply a ‘level in S’.

The Time Axis and a 2-D Level

The time axis is T = {t ∈ [0, ∞)}. The level T × �(x,y)

(a,b) contour in T × S
is the union of two perpendicular planar strips having width x − a, y − b,
extending to infinity along the T -axis, in the 3-D (3-dimensional) space T ×
S. Pictorially, T × �(x,y)

(a,b) contour is a surface resembling an “edge guard”
(or edge protector in carpentry), extending to infinity in the direction of
T . Figure 7.2 plots a T × �(x,y)

(a,b) contour in the 3-D time-state space when
a = b = 0.

http://dx.doi.org/10.1007/978-3-319-50332-5_3
http://dx.doi.org/10.1007/978-3-319-50332-5_3
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Tim
e t

X(t)

Y(t)

(x,y)

Fig. 7.2 Assume {X (t), Y (t)} , t ≥ 0 is a 2(2,0)-dimensional process with
(X (t), Y (t)) ∈ R2 restricted to the non-negative quadrant. The level set �(x,y)

(0,0) ≡
{(x,β) |0 < β < y} ∪ {(α, y) |0 < α < x} is shown over time, and also projected
on the (X (t), Y (t)) plane. Cross product T × �(x,y)

(0,0) is a surface in 3-dimensional
Euclidian space

The Role of Levels in the LC Analysis

Assume system stability holds. Denote the limiting joint pdf of the continuous
r.v.s by f (x, y), x ≥ 0, y ≥ 0. We compute SP transition rates across level
�(x,y)

(a,b) in terms of values { f (α, β)|a crossing of �(x,y)

(a,b) is possible starting from
(α, β)}. These transition rates are determined using the probability laws, and
any prescribed laws, governing the model dynamics. Rate balance across
level �(x,y)

(a,b) yields one or more integral equations for f (x, y).

7.3 Two Products Sharing Limited Storage

The model we analyze here is an inventory system with two products that
share a common limited storage facility having total capacity Q. Assume
that product 1 is governed by an 〈s, S〉-like ordering policy, and product 2 by
an EOQ-like ordering policy. Let {I1(t), I2(t)}t≥0 denote the stock on hand
at time t of products 1 and 2 respectively. We assume that I1(t), I2(t) are
continuous r.v.s, therefore type-22,0. Suppose that the parameters are such
that the joint process {I1(t), I2(t)}t≥0 is stable.

Denote the steady-state joint cdf of I1(t), I2(t) as t → ∞ by

F(x, y) = lim
t→∞ P(I1(t) ≤ x, I2(t) ≤ y), (x, y) ∈ S,
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having joint pdf f (x, y) = ∂2 F(x, y)/∂x∂y, wherever the underlying partial
derivatives exist.

We will analyze two elementary versions of this model, using LC. We
assume no lead times, no backlogging, and no product decay, to further focus
on the LC technique. There are many plausible variations on the state space S
and on the ordering policies. For elucidation, we analyze the model when the
state space S is relatively simple, and the ordering policies are well known.

The units of the two products are assumed to be the same as the units of Q.
For example, suppose Q is measured in cubic meters (m3). If the products’
units are not the same, we convert them to m3. Product 1 may consist of
2-m (length) × 5-cm (outer diameter) plastic pipes which can be cut into
continuously variable lengths. Product 2 may be 0.5-in. thick 8-ft × 4-ft (8′
by 4′) plywood sheets, which can be cut into continuously variable rectangles
in the 8′ by 4′ sheet. We would convert all volumes to m3.

An example where the product units are the same as that of Q, is where the
products are two different agricultural grains sharing a single storage space,
such that they can be retrieved separately to satisfy demands. We will not
address the accompanying “packing” problems here. We treat the inventory
problem only, and assume that a model with continuous state variables is
appropriate.

7.4 Two Products Sharing Storage: Model 1

7.4.1 Policies for the Products

Product 1

Product 1 follows a modified 〈s, S〉 policy with no decay (see Sect. 6.9 above).
Assume there is a Poisson demand rate λ > 0 per unit time and the demand
sizes are =

dis
Expμ. Its stock on hand remains constant until the next demand

for it occurs.
If a demand for product 1 at instant t−0 causes the stock-on-hand of product

1 to jump downward below a fixed level s, 0 ≤ s < Q, an order is placed
for product 1, and is filled immediately. The amount received satisfies any
shortage caused by the demand and replenishes the stock up to the available
space Q − I2(t

−
0 ) at instant t0.

Product 2

Product 2 follows a modified EOQ policy (see, e.g., p. 210ff in [114]). There
is a constant demand rate equal to k > 0 units per unit time independent of
the amount of stock on hand of product 2.

http://dx.doi.org/10.1007/978-3-319-50332-5_6
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If the stock on hand of product 2 hits level 0 from above at t−0 an order is
placed and received immediately. The order replenishes the stock of product
2 up to the available space Q − I1(t

−
0 ) at t0.

7.4.2 State Space S

The regular state space Sr is a finite right-angled triangle with vertices at
(s, 0), (Q, 0) and (s, Q − s) (Fig. 7.3). We assume s ≥ 0. The state space in
the wide sense is

S = Sr ∪ {(α, β) |α < s, 0 ≤ β ≤ Q − s|} ,

which appends an infinite rectangular region to the left of Sr . We use S since
the SP jumps into the infinite rectangular area

{(α, β) |α < s, 0 ≤ β ≤ Q − s|}
when an order for product 1 occurs (see Sect. 2.3.1 regarding a wide-sense
state space).

(s,0) (Q,0)

(s,Q-s)

(x,y)

α β Q+ =

α

β

1
( )I t

2
( )I t

Fig. 7.3 State space S in inventory model with two products sharing limited stor-
age of capacity Q. Shows level �(x,y)

(s,0) . Indicates two trapezoidal regions of S from

which SP can traverse �(x,y)

(s,0) due to product demands. S includes infinite rectangle
{(α,β) |α < s, 0 ≤ β ≤ Q − s|} appended to Sr on the left

http://dx.doi.org/10.1007/978-3-319-50332-5_2
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Remark 7.2 There will always be a positive amount of each product on
hand, except possibly for an initial finite time period. For, suppose at t = 0
the state is (I1(0), I2(0)) = (Q, 0) (all space is used for product 1, and no
product 2 is present). The state will remain (Q, 0) until a demand for product
1 of some size D1 < Q − s, occurs for the first time. A storage space of size
Q − D1 will become available at that instant.

The number of product-1 demands until such a D1 occurs is geometri-
cally distributed. That is, product 1 may have successive demands of size
> Q − s before a demand of size D1 occurs. The probability of “failure”
= e−μ(Q−s); the probability of “success” = (1 − e−μ(Q−s)). The expected
number of demands until obtaining D1 < Q − s is 1/(1 − e−μ(Q−s)). The
time between demands has mean 1/λ. Thus, the expected time until a size
D1 demand occurs is 1/

(
λ(1 − e−μ(Q−s))

)
.

We assume that if a product-1 demand of size D1 occurs, then an order for
product 2 of size D1 is placed and received immediately to fill the space. The
resulting state becomes (Q − D1, D1). From that instant on, the ordering
policies preclude the system ever returning to the state (Q, 0), due to the
continuity of the demand sizes of product 1. Thus state (Q, 0) is not recurrent.
Therefore (Q, 0) is not an atom (has probability 0).

7.4.3 Sample Path

Figure 7.4 shows a sample path of {I1(t), I2(t)}t≥0, containing vertical line
segments corresponding to the decay of Product-2 with slope k. The vertical
segments are traced in planes parallel to the (t, I2(t))-plane, on time inter-
vals =

dis
Expλ (=

dis
interarrival time between product-1 demands). The slope-k

segments appear as vertical lines in the cross-section depicted, which is per-
pendicular to the time axis in Fig. 7.4. At the lower end points of these line
segments, the SP jumps leftward due to product-1 demands, to planes closer
to the (t, I2(t))-plane, unless it jumps past the reorder plane α = s. The left-
ward jumps occur in planes parallel to the (t, I1(t)) plane with sizes =

dis
Expμ.

If a leftward jump crosses the plane α = s, the SP jumps immediately right-
ward (double jumps), to the order-up-to plane α + β = Q, corresponding to
a product-1 replenishment up to the available space.

If the SP makes a continuous slope-k hit from above of level 0, it jumps
immediately upward (double jumps) parallel to the (t, I2(t)) plane, the plane
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(s,0) (Q,0)

(s,Q-s)

(x,y)

α β Q+ =

α

β

1
( )I t

2
( )I t

SP

Order placed
 for product 1

Order
placed for
product 2

SP start

Fig. 7.4 Sample path projected onto (I1(t), I2(t)) plane in Model 1 of inventory
with two products sharing total space Q. The vertical line segments are projections
of a line of slope k relative to the (t, I2(t)) plane. The horizontal line segments are
projections of horizontal line segments relative to the (t, I1(t)) plane

Time t

1
I (t)

Q

1

λ
=

mean
=

1
µ

mean SP

product-1
order

product-1
order

s

level x

Fig. 7.5 Possible sample path in Model 1 of two-product inventory with limited
storage, projected onto the (t, I1(t)) plane. Shows perspective of SP motion for
product 1

α + β = Q, corresponding to a product-2 replenishment up to the available
space.

Perspectives of possible sample paths projected onto the (t, I1(t)) -plane
and (t, I2(t))-plane are given in Figs. 7.5 and 7.6, respectively.
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Time t

2
( )I t

Q-s

SP

product-2
order

product-2
order

0

level y

Fig. 7.6 Possible sample path in Model 1 of two-product inventory with limited
storage, projected onto the (t, I2(t)) plane. Shows perspective of SP motion for
product 2. I2(t) ≤ Q − s because product 1 ordering policy implies I1(t) ≥ s

7.4.4 Integral Equation for Steady-State Joint PDF

Fix (x, y) ∈ S, x > s, y > 0. Consider the 2-D level �(x,y)

(s,0) (Fig. 7.4). The

rate at which the SP crosses �(x,y)

(s,0) leftward (from the right) is

λ

∫ y

β=0

∫ Q−β

α=x
e−μ(α−x) f (α, β)dαdβ,

since all SP leftward crossings are due to jumps corresponding to demands
for product 1, having demand rate λ. A jump starting at α > x causes
the SP to cross the vertical edge of level �(x,y)

(s,0) with probability e−μ(α−x).

Jumps that cross level �(x,y)

(s,0) leftward must originate in the trapezoidal region
{((α, β)) |x < α < Q − β, 0 < β < y}.

The rate at which the SP downcrosses level �(x,y)

(s,0) is

k
∫ x

α=s
f (α, y)dα,

since the demand for product 2 is constant at rate k and the SP downcrossing
rate of a point (α, y) is k f (α, y) (see Corollary 6.2). That the SP down-
crossing rate is k f (α, y) at (α, y), can be proved by a slight modification of
Theorem 1.1 in Chap. 1, such that the SP declines at an arbitrary slope k > 0.

Thus, the total SP crossing rate of level �(x,y)

(s,0) leftward and downward
(from above) is

http://dx.doi.org/10.1007/978-3-319-50332-5_6
http://dx.doi.org/10.1007/978-3-319-50332-5_1
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λ

∫ y

β=0

∫ Q−β

α=x
e−μ(α−x) f (α, β)dαdβ + k

∫ x

α=s
f (α, y)dα. (7.1)

Similarly the SP crossing rate of level �(x,y)

(s,0) rightward (from the left) and
upward (from below) is

λ

∫ y

β=0

∫ Q−β

α=s
e−μ(α−s) f (α, β)dαdβ + k

∫ x

α=s
f (α, 0)dα, (7.2)

by applying the ordering policies for product 1 and product 2. The first term
in (7.2) is due to horizontal SP jumps across plane-(s, 0) from the right due
to product-1 demands, each of which double-jumps (rebounds) to the right,
ending at the plane {(α, β) |α + β = Q}. The second term in (7.2) is due to
SP continuous hits of level 0 from above signalling an instantaneous double
jump vertically upward (rebound) to the plane {(α, β) |α + β = Q}.

Rate balance across level �(x,y)

(s,0) equates (7.1) and (7.2), giving the integral
equation for f (x, y), 0 < x + y < Q.

λ
∫ y
β=0

∫ Q−β
α=x e−μ(α−x) f (α, β)dαdβ + k

∫ x
α=s f (α, y)dα

= λ
∫ y
β=0

∫ Q−β
α=s e−μ(α−s) f (α, β)dαdβ + k

∫ x
α=s f (α, 0)dα.

(7.3)

Form of Solution of (7.3)

Taking ∂/∂y once and ∂/∂x twice on both sides of (7.3) leads to a second
order PDE (partial differential equation) for f (x, y)

∂2

∂x∂y f (x, y) − μ ∂
∂y f (x, y) − λ

k
∂
∂x f (x, y) = 0,

s < x < Q − y, 0 < y < Q − s.
(7.4)

Applying separation of variables for PDEs to (7.4), let f (x, y) = g(x)h(y)

(e.g., pp. 422–428 in [10]). Then (7.4) reduces to

g′(x)

g(x)
= μh′(y)

h′(y) − λ
k h(y)

:= σ,

where the derivatives are taken with respect to the corresponding variables
and σ is a constant to be determined. Thus

d ln g(x)

dx
= σ,

d ln h(y)

dy
= λσ

k(σ − μ)
,
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with solutions
g(x) = Aeσx , h(y) = Be

λσ
k(σ−μ)

y
, (7.5)

where A, B are constants. We next evaluate the constant σ.

Value of Constant σ

We utilize a boundary condition to evaluate σ. Consider a point (x, Q − x)

on the north-east boundary {(α, β) |α + β = Q} of S.
In steady state, the SP total rate into (x, Q − x) from the left and from

below, is

λ

∫ x

α=s
e−μ(α−s) f (α, Q − x)dα + k f (x, 0),

where the first term is due to product-1 demands that signal product-1 replen-
ishment orders up to the available space, when product 2 is at level Q − x ;
and the second term is the rate of product 2 demands that signal product 2
replenishment orders up to the available space when product 1 is at level x .

The SP rate out of (x, Q − x) leftward and downward, is

λ f (x, Q − x) + k f (x, Q − x),

where the first term is due to product-1 demands when the state is (x, Q − x)

and the second term is the SP rate out of (x, Q − x) due to the constant
demand rate k for product 2.

Equating the SP rates into and out of line (x, Q − x) gives

λ

∫ x

α=s
e−μ(α−s) f (α, Q − x)dα + k f (x, 0)

= λ f (x, Q − x) + k f (x, Q − x).
(7.6)

From (7.5), substituting for g(·), h(·) in (7.6), simplifying and letting x ↓ s
leads to

σ = k ln(1 + λ
k )

k ln(1 + λ
k ) + λ(Q − s)

, (7.7)

provided σ �= μ. (The value σ �= μ; otherwise h(y) would be infinite for
all y.)

7.4.5 Solution for Joint PDF of {I1(t), I2(t)}t→∞

From (7.5), the steady-state joint pdf of inventory is
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f (x, y) = Aeσx · Be
λσ

k(σ−μ)
y = ceσx+ λσ

k(σ−μ)
y ,

where constant c := AB, and the constant σ is given in (7.7). The value of c
is obtained from the normalizing condition

∫ Q−s

y=0

∫ Q−y

x=s
f (x, y)dxdy =

∫ Q−s

y=0

∫ Q−y

x=s
ceσx+ λσ

k(σ−μ)
y = 1,

implying c = 1
∫ Q−s

y=0

∫ Q−y
x=s eσx+ λσ

k(σ−μ)
y

.
(7.8)

Example 7.2 Consider Model 1 with arbitrary parameter values

Q = 5, s = 1, μ = 1, λ = 1.5, k = 2.5.

Then
f (x, y) = ceσx + 0.6σ

σ−1 y

and from (7.7) σ = 0.1638. From (7.8) c = 0.0971. Thus (Fig. 7.7)

f (x, y) = 0.0971e0.1638x−0.1175y, 1 < x < 5 − y, 0 < y < 4.

The marginal pdf of product 1 is f1(x) = ∫ Q−x
y=0 f (x, y)dy or

f1(x) = 0.8266(e0.16376x − e0.2813x−0.5875))

(Figure 7.8). The marginal pdf of product 2 is f2(y) = ∫ Q−y
x=s f (x, y)dy or

f2(y) = −0.5931(e0.1638−0.1175y + e0.8188−0.2813y)

(Figure 7.9).

Fig. 7.7 Joint pdf
f (x .y), s < x
< Q − y, 0 < y < Q −s
in model 1 of two
product inventory with
limited storage: example
with Q = 5, s = 1,
μ = 1, λ = 1.5, k = 2.5
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x

1 (x)f

Fig. 7.8 Marginal pdf f1(x), s < x < Q for product 1 in Model 1 of inventory with
two products sharing limited storage: example with Q = 5, s = 1, μ = 1, λ = 1.5,

k = 2.5

y

2 (y)f

Fig. 7.9 Marginal pdf f2(y), 0 < y < Q − s for product 2 in Model 1 of inventory
with two products sharing limited storage: example with Q = 5, s = 1, μ = 1,
λ = 1.5, k = 2.5
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Let {I1, I2} := limt→∞ {I1(t), I2(t)}t≥0 denote the limiting state variables
for products 1 and 2. The expected values and variances of I1 and I2 are
respectively

E(I1) = 2.5392, E(I2) = 1.1617,

V ar(I1) = 0.9791, V ar(I2) = 0.7851.

The covariance is Cov(I1, I2)=−0.4457. The correlation coefficient between
I1 and I2 is

ρI1,I2 = Cov(I1, I2)√
V ar(I1)

√
V ar(I2)

= −0.5084.

Intuitively, we expect ρI1,I2 to be negative. That is, if there is a high stock
on hand of product i , then there is generally a low stock on hand of product
3 − i , i = 1, 2, and vice versa, since I1 + I2 = Q.

7.5 Two Products Sharing Storage: Model 2

We study a variant (Model 2) of the two-product inventory model in which
the products share storage space (see Sect. 7.4.1). This variant has a type-22,0
state with an atom. Model 2 places finite limits on the current amounts of
each product in storage, so that the total amount in storage at any instant is
≤ Q. The state space S is such that the derived joint pdf of stock on hand
stimulates one’s intuition about space-sharing inventory systems, and serves
also as a mild check on the (following) method of analysis.

7.5.1 Model 2 Description

Suppose the finite amount of each product on hand is restricted to being ≤
capacity C (:= Q

2 ). The total amount of stock on hand never exceeds 2C
(= Q). The “regular” state space is the (C − s) × C rectangle

Sr = {(α, β) |s < α ≤ C, 0 < β ≤ C} ,

in the positive quadrant in Fig. 7.10. The “wide-sense” state space (see
Sect. 2.3.1) is

S = Sr ∪ {(α, β) | − ∞ < α < s, 0 < β < C} ,

http://dx.doi.org/10.1007/978-3-319-50332-5_2
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Fig. 7.10 State space S
for Model 2, with atom
along right edge
{(α,β) |α = C,

0 < β < C}. Shows
possible sample path
projected onto
(I1(t), I2(t)) plane. Also
shows level �(x,y)

(s,0)

(C,0)

(s,C)

(s,0)

(C,C)

(Q,0)

(s,Q-s)

1
( )I t

2
( )I t

(x,y)

start

SP

the set union of Sr and the infinite rectangle depicted to the left of Sr .The
ordering policies for products 1 and 2 are the same as in Model 1 (see
Sect. 7.4.1). In Model 2, product 1 can have C units in storage for a pos-
itive time period =

dis
Expλ, which ends with a demand having size =

dis
Expμ.

Product 2 can have C units in storage only for an instant (at a product-2
replenishment instant), since its demand rate is continuously k (see Figs. 7.6
and 7.10). In Model 2 the boundary {(C, β) |0 < β < C} is an atomwith pos-
itive probability, due to the 〈s, S〉 policy governing product-1 (see Figs. 7.5
and 7.10).

Denote the steady-state joint pdf of {I1(t), I2(t)}t≥0 by

f (x, y), {(x, y) |s < x < C, 0 < y ≤ C} ,

and denote the pdf along edge {(C, β) |0 < β < C} by �C (y), 0 < y ≤ C .
The normalizing condition is

∫ C

y=0

∫ C

x=s
f (x, y)dxdy +

∫ C

y=0
�C(y)dy = 1. (7.9)

7.5.2 Integral Equation for Joint PDF of Inventory

Fix (x, y) ∈ S, s < x < C , 0 < y < C (Fig. 7.10). Reasoning as in
Sect. 7.4.4 in Model 1, the SP leftward rate (from the right) and downward
rate (from above) across the 2-D level �(x,y)

(s,0) is
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λ

∫ y

β=0

∫ C

α=x
e−μ(α−x) f (α, β)dαdβ

+ λ

∫ y

β=0
e−μ(C−x)�C (β)dβ + k

∫ x

α=s
f (α, y)dα.

The SP total rate across level �(x,y)

(s,0) rightward (from the left) and upward
(from below), is

λ

∫ y

β=0

∫ C

α=s
e−μ(α−s) f (α, β)dαdβ

+ λ

∫ y

β=0
e−μ(C−s)�C(β)dβ + k

∫ x

α=s
f (α, 0)dα.

Rate balance of exits and entries of Sr across 2-D level �(x,y)

(s,0) yields the
integral equation

λ
∫ y
β=0

∫ C
α=x e−μ(α−x) f (α, β)dαdβ

+λ
∫ y
β=0 e−μ(C−x)�C (β)dβ + k

∫ x
α=s f (α, y)dα

= λ
∫ y
β=0

∫ C
α=s e−μ(α−s) f (α, β)dαdβ

+λ
∫ y
β=0 e−μ(C−s)�C(β)dβ + k

∫ x
α=s f (α, 0)dα.

(7.10)

In (7.10) the sum of the first two right-side terms satisfies

λ
∫ y
β=0

∫ C
α=s e−μ(α−s) f (α, β)dαdβ + λ

∫ y
β=0 e−μ(C−s)�C(β)dβ

= λ
∫ y
β=0 �C (β)dβ,

(7.11)

since the SP total leftward crossing rate of the 〈s, S〉 re-order point boundary
{(s, β)|0 < β < y}, is equal to the SP leftward jump rate out of atomic
boundary {(C, β) |0 < β < y} due to product-1 demands. Thus (7.10) sim-
plifies to

λ
∫ y
β=0

∫ C
α=x e−μ(α−x) f (α, β)dαdβ

+λ
∫ y
β=0 e−μ(C−x)�C (β)dβ + k

∫ x
α=s f (α, y)dα

= λ
∫ y
β=0 �C(β)dβ + k

∫ x
α=s f (α, 0)dα, s < x < C, 0 < y ≤ C.

(7.12)
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7.5.3 Solution of Integral Equation

Taking ∂/∂y once and ∂/∂x twice in (7.12) leads to the second order PDE

∂2

∂x∂y f (x, y) − μ ∂
∂y f (x, y) − λ

k
∂
∂x f (x, y) = 0,

s < x < C, 0 < y ≤ C.

Applying the separation of variables technique for PDEs (as in Sect. 7.4.4)
yields the solution

f (x, y) = Aeσx · Be
λσ

k(σ−μ)
y = ABeσx+ λσ

k(σ−μ)
y , (7.13)

where the constant σ is to be determined.
Taking ∂/∂y in (7.11) gives

�C(y)(1 − e−μ(C−s)) =
∫ C

α=s
e−μ(α−s) f (α, y)dα, 0 < y ≤ C. (7.14)

Solution for Constant σ

Consider the rectangular edge {(α, C) , s < α < C} ∈ S. The SP downcross-
ing of the edge is k

∫ C
α=s f (α, C)dα due to the constant demand rate k of

product 2. A demand for product 1 will not move the SP out of this edge. The
SP upcrossing rate of the edge is k

∫ C
α=s f (α, 0)dα due to replenishments of

product 2 when it becomes depleted to 0. Rate balance across this edge gives

k
∫ C

α=s
f (α, C)dα = k

∫ C

α=s
f (α, 0)dα. (7.15)

Substitute from (7.13) into (7.15) and cancel k and AB from both sides.
If σ = 0 then

∫ C
α=s eσαda = C − s > 0. If σ �= 0 then

∫ C
α=s eσαda =

eσC−eσs

σ �= 0. Thus we may also cancel
∫ C
α=s eσαda from both sides. This

leads to the equation for σ

e
λσ

k(σ−μ)
C = 1. (7.16)

Solving (7.16) for σ gives the value

σ = 0. (7.17)

Solution for AB and Other Constants

From (7.13) and (7.17)
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f (x, y) = AB, s < x < C, 0 < y ≤ C.

Substituting into (7.14) gives

�C(y)(1 − e−μ(C−s)) =
∫ C

α=s
e−μ(α−s) ABdα,

or �C (y) = AB

μ
, 0 < y ≤ C.

The normalizing condition (7.9) gives

AB

(∫ C

y=0

∫ C

x=s
dxdy + 1

μ

∫ C

y=0
dy

)
= 1.

Hence
AB = μ

C(1 + μ(C − s))
. (7.18)

From (7.18)

f (x, y) = μ

C(1 + μ(C − s))
, s < x < C, 0 < y ≤ C, (7.19)

and

�C (y) = 1

C(1 + μ(C − s))
, 0 < y ≤ C. (7.20)

Let �C = ∫ C
y=0 �C (y)dy.

From (7.20)

�C = 1

(1 + μ(C − s))
. (7.21)

7.5.4 Marginal PDFs of Stock on Hand

From (7.19) the marginal pdf for product 1 in the interval s < x < C is

f1(x) =
∫ C

y=0
f (x, y)dy

= μ

(1 + μ(C − s))
, s < x < C. (7.22)
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The complete mixed marginal pdf for product 1 is

{ f1(x); �C } =
{

μ

(1 + μ(C − s))
, s < x < C; 1

(1 + μ(C − s))

}
,

where
∫ C

x=s f1(x)dx + �C = 1.
From (7.19) and (7.20) the marginal pdf for product 2 is

f2(y) =
∫ C

x=s
f (x, y)dx + �C(y)

= μ(C − s)

C(1 + μ(C − s))
+ 1

C(1 + μ(C − s))

= 1 + μ(C − s)

C(1 + μ(C − s))
= 1

C
, 0 < y ≤ C. (7.23)

Formula (7.22) is identical to (6.102) with the order-up-to level S replaced
by C . Intuitively, this result holds because the ordering policy for product 1
is 〈s, S〉 with no decay, and the state space S is rectangular.

Similarly, (7.23) is uniform on (0, C], which is a well-known result for
the stationary distribution in a standard EOQ model.

The motion of the SP in T × S is affected by orders of both product
types. Nevertheless the stock on hand of products 1 and 2 in steady state are
statistically independent, corroborated by the relationships between the joint
pdf and marginal pdfs, namely

f (x, y) = f1(x) · f2(y), s < x < C, 0 < y ≤ C,

�C(y) = �C · f2C), 0 < y ≤ C.
(7.24)

Remark 7.3 Model 2 serves as a mild check on the LC method for analyzing
type-22,0 models. Intuitively we expect statistical independence of the stock
on hand of the two products. Indeed, the marginal pdfs turn out as expected
for such independence. The stock on hand of each product is independent of
the stock on hand of the companion product.

7.5.5 Summary

In this chapter we have used LC to analyze two variants of a model in which
two products share the same total storage space. There are many different
ordering policies, different types of constraints, and modified state spaces

http://dx.doi.org/10.1007/978-3-319-50332-5_6
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possible for such variants. The model variants would have unique correspond-
ing steady-state joint and marginal pdfs of stock on hand for the products.

We can analyze a vast array of type-22,0 models by applying LC. These
include various types of inventory, production-inventory, queuing-network,
and natural-science models. A similar remark applies to type-nn,0 models,
with n = 3, 4,…We can also extend the analysis to type-nc,d models where
c + d = n and both c > 0, d > 0.



Chapter 8
Embedded Level Crossing Method

Much of this chapter is based on [15]. Section 8.4, however, was written by
the author for the first edition of this monograph. The ELC (embedded level
crossing) method, along with the continuous LC method used in Chaps. 1–7
and later in the monograph, often get results faster than with Lindley recur-
sions (see Sect. 1.2).

8.1 Dams and Queues

Consider a system modelled by {W (t)}t≥0, a continuous-parameter process
with state space S = [0, ∞). (The state space can be extended to S ⊆ R

n in
more general models.) Let {τn}n=1,2,... be an infinite set of embedded time
points such that

0 ≤ τ1 < τ2 < · · · < τn < τn+1 < · · · .

Let {Wn}n=1,2,... be the embedded discrete-parameter process, where W (τ−
n )

≡ Wn and W (τn) ≡ Wn + Sn, n = 1, 2,... . Assume W (t) is monotone in the
interval [τn, τn+1), and let

dW (t)

dt
= −r(W (t)), t ∈ [τn, τn+1), n = 1, 2, ...,

where r(x) ≥ 0. Denote the cdf ofSn,n = 1, 2,..., byB(x), x ≥ 0, withB(0) =
0, and pdf b(x) = dB(x)/dx, x > 0, wherever the derivative exists. Denote

© Springer International Publishing AG 2017
P.H. Brill, Level Crossing Methods in Stochastic Models,
International Series in Operations Research & Management Science 250,
DOI 10.1007/978-3-319-50332-5_8

411

http://dx.doi.org/10.1007/978-3-319-50332-5_1
http://dx.doi.org/10.1007/978-3-319-50332-5_7
http://dx.doi.org/10.1007/978-3-319-50332-5_1


412 8 Embedded Level Crossing Method

the cdf of Wn byFn(x), x ≥ 0, with pdf dFn(x)/dx = fn(x), wherever it exists.

8.1.1 Embedded Downcrossings and Upcrossings

Definition 8.1 An embedded downcrossing of state-space level x occurs
during the closed interval [τn, τn+1] if Wn > x ≥ Wn+1.

An embedded upcrossing of level x occurs during [τn, τn+1] if Wn ≤ x <

Wn+1.

Fix level x ∈ S. Definition 8.1 classifies the set of intervals

{[τn, τn+1]}, n = 1, 2,...

into three mutually exclusive and exhaustive subsets with respect to level x
(see Fig. 8.1):

1. intervals that contain an embedded downcrossing,
2. intervals that contain an embedded upcrossing,
3. intervals that contain no embedded level crossing.

nτ 1n +τ

x
nW

1nW +

(1) Embedded downcrossing (2) Embedded upcrossing

x

(3) No embedded crossing (4) No embedded crossing

x

nW

1nW +

nτ 1n +τ

nτ nτ1n +τ 1n +τ

nW

nW 1nW +

1nW +x

Fig. 8.1 Embedded level crossings and non-crossings during the time interval
[τn, τn+1]
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8.1.2 Rate Balance Across a State-Space Level

Consider the time interval [0, τn], n ≥ 2 and a fixed level x ∈ S. Let Dn(x),
Un(x) denote respectively the number of embedded down- and upcrossings
of level x during [0, τn]. Assume that a typical sample path has an infinite
number of embedded time points τn, n = 1, 2,.... with probability 1. The
principle of rate balance across level x is

limn→∞ Dn(x)
n = limn→∞ Un(x)

n (a.s.),

limn→∞ E(Dn(x))
n = limn→∞ E(Un(x))

n .
(8.1)

8.1.3 Method of Analysis

If {W (t)}t≥0 is stable, the steady-state probability distribution of W (t) as
t → ∞ and of Wn as n → ∞, exist. Let f (x) = limn→∞ fn(x), F(x) =
limn→∞ Fn(x), x ∈ S. In the following sections, we shall derive an integral
equation for f (x) and F(x) by using only:

1. the concept of embedded level crossings,
2. the principle of rate balance,
3. properties of the model,
4. knowledge of the efflux function r(x), x ≥ 0.

8.2 GI/G/r(·) Dam

Assume inputs to the dam occur in a renewal process with inter-input times
having common cdf A(·). The model description is the same as for the
M/G/r(·) dam in Sect. 6.2.1, except for the general renewal input stream here.

The embedded process {Wn}n=1,2,... is a Markov chain, since

Wn+1 = max{Wn + Sn − �n, 0}
where Sn is the input amount at instant τn and �n is the change in content
during the time interval [τn, τn+1).

Define G(x) as the anti-derivative of 1
r(x) for r(x) > 0. Then G(x) is a

continuous increasing function of x, since dG(x)/dx = 1/r(x) is > 0. The
time for the content to decline from state-space level v to level u > 0, is (see
Sect. 6.2.4)

http://dx.doi.org/10.1007/978-3-319-50332-5_6
http://dx.doi.org/10.1007/978-3-319-50332-5_6
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∫ v

u

1

r(x)
dx = G(v) − G(u).

A necessary and sufficient condition for the content of the dam to return
to level 0 is: for every v > 0,

lim
u↓0

∫ v

x=u

1

r(x)
dx = lim

u↓0
[G(v) − G(u)] = G(v) − lim

u↓0
G(u) < ∞ (8.2)

(see Sect. 6.2.5). For example, in a pharmacokinetic model (Sect. 11.6) with
“first order” kinetics, r(x) = kx, x > 0. In theory the drug concentration never
returns to level 0. In practice, the drug may be entirely removed from the body
after some finite time.

8.2.1 Embedded Downcrossing Rate

Proposition 8.1 The probability of an embedded downcrossing of level x
occurring in [τn, τn+1] is

dn(x) =
∫ ∞

y=0

∫ γ(x,y)

α=x
B(γ(x, y) − α)dFn(α)dA(y)

=
∫ ∞

α=x

∫ ∞

y=η(α,x)
B(γ(x, y) − α)dA(y)dFn(α), n = 1, 2, ... , (8.3)

where γ(x, y) = G−1(G(x) + y), and η(α, x) = G(α) − G(x).

Proof An embedded downcrossing occurs in [τn, τn+1] ⇐⇒ Wn > x and
the time for W (t) to descend from level Wn + Sn to level x is ≤ (τn+1 −
τn) ⇐⇒

∫ Wn+Sn

z=x

1

r(z)
dz = G(Wn + Sn) − G(x) ≤ τn+1 − τn. (8.4)

Conditioning on τn − τn+1 = y, (8.4) is equivalent to

G(Wn + Sn) − G(x) ≤ y,

G(Wn + Sn) ≤ G(x) + y. (8.5)

Note that G(·) and its inverse G−1(·) are both continuous and increasing
functions. Taking the inverse G−1 on both sides of (8.5) gives

http://dx.doi.org/10.1007/978-3-319-50332-5_6
http://dx.doi.org/10.1007/978-3-319-50332-5_11
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Sn ≤ G−1(G(x) + y) − Wn = γ(x, y) − Wn.

Conditioning on Wn = α, gives

P(embedded downcrossing in [τn,τn+1]|τn − τn+1 = y)

=
∫ γ(x,y)

α=x
B(γ(x, y) − α)dFn(α).

We obtain the unconditional probability of an embedded downcrossing of x
during [τn, τn+1] by integrating with respect to the inter-input time y having
distribution A(y). This yields dn(x) given in (8.3). �


Let

δn(x) =
{

1 if there is an embedded downcrossing of x in [τn, τn+1],
0 if there is no embedded downcrossing of x in [τn, τn+1].

Then E(δn(x)) = dn(x). The number of embedded downcrossings of level x
in [0, τn+1] is

Dn(x) =
n∑

i=1

δi(x).

Thus

E(Dn(x)) =
n∑

i=1

di(x).

The long-run expected embedded downcrossing rate of level x is

lim
n→∞

E(Dn(x))

n
= lim

n→∞
1

n

n∑
i=1

di(x).

From (8.3), since limn→∞ Fn(x) ≡ F(x), then limn→∞ dn(x) = d(x), where

d(x) =
∫ ∞

α=x

∫ ∞

y=η(α,x)
B(γ(x, y) − α)dA(y)dF(α).

Also,

lim
n→∞

1

n

n∑
i=1

di(x) = lim
n→∞ dn(x) = d(x)
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implies the expected embedded level downcrossing rate of level x is

lim
n→∞

E(Dn(x))

n
=

∫ ∞

α=x

∫ ∞

y=η(α,x)
B(γ(x, y) − α)dA(y)dF(α). (8.6)

8.2.2 Embedded Upcrossing Rate

Proposition 8.2 The probability of an embedded upcrossing of level x occur-
ring in [τn, τn+1] is

un(x) =
∫ ∞

y=0

∫ x

α=0
B(γ(x, y) − α)dFn(α)dA(y)

=
∫ x

α=0

∫ ∞

y=0
B(γ(x, y) − α)dA(y)dFn(α), n = 1, 2, ... . (8.7)

Proof An embedded upcrossing of level x occurs in [τn, τn+1] ⇐⇒ Wn ≤
x, Wn + Sn > x, and the time for W (t) to descend from level Wn + Sn to level
x exceeds τn+1 − τn

⇐⇒ ∫ Wn+Sn
z=x

1
r(z)dz = G(Wn + Sn) − G(x) > τn+1 − τn

⇐⇒ Sn > G−1(G(x) + y) − Wn = γ(x, y) − Wn,

where we have conditioned on τn − τn+1 = y. Therefore

P(embedded upcrossing in [τn,τn+1]|τn − τn+1 = y)

=
∫ x

α=0
B(γ(x, y) − α)dFn(α),

where B(z) = 1 − B(z), z ≥ 0. Therefore, the unconditional probability of
an embedded upcrossing of x in [τn,τn+1] is given by (8.7). �


As in the derivation of (8.4), it follows that the long-run expected embedded
upcrossing rate of level x is

lim
n→∞

E(Un(x))

n
=

∫ x

α=0

∫ ∞

y=0
B(γ(x, y) − α)dA(y)dF(α). (8.8)
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8.2.3 Integral Equation for Steady-State PDF of Content

Applying (8.1), rate balance across level x, to formulas (8.6) and (8.8) gives
an integral equation for f (x) and F(x), namely,

∫ ∞

α=x

∫ ∞

y=η(α,x)
B(γ(x, y) − α)dA(y)dF(α)

−
∫ x

α=0

∫ ∞

y=0
B(γ(x, y) − α)dA(y)dF(α) = 0, x ≥ 0. (8.9)

CDF Form of Integral Equation
In the second term of (8.9) write B(·) = 1 − B(·) and apply F(x) = ∫ x

α=0
dF(α). This yields a cdf form with F(x) on the left side explicitly,

F(x) = ∫ x
α=0

∫ ∞
y=0 B(γ(x, y) − α)dA(y)dF(α)

+ ∫ ∞
α=x

∫ ∞
y=η(α,x) B(γ(x, y) − α)dA(y)dF(α), x ≥ 0.

(8.10)

PDF Form of Integral Equation
Differentiation of (8.10) with respect to x > 0, gives a pdf form with f (x)
explicitly on the left side,

f (x) = ∫ x
α=0

∫ ∞
y=0 �(x, y) · b(γ(x, y) − α)dA(y)dF(α)

+ ∫ ∞
α=x

∫ ∞
y=η(α,x) �(x, y) · b(γ(x, y) − α)dA(y)dF(α), x > 0,

(8.11)
where �(x, y) = ∂γ(x, y)/∂x = r(γ(x, y))/r(x).

Probability of Zero Content
Letting x ↓ 0 in (8.10) gives

F(0) =
∫ ∞
α=0+

∫ ∞
y=η(α,0)

B(γ(0, y) − α)dA(y)dF(α)∫ ∞
y=0 B(γ(0, y))dA(y)

. (8.12)
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The normalizing condition is

F(0) +
∫ ∞

α=0
f (α)dα = 1 (8.13)

If condition (8.2) does not hold, then F(0) = 0 (recall that f (0) ≡ f (0+)).

Solution Method
The solution method in the following sections will be to obtain the functional
form of f (x) and F(x) using (8.10) or (8.11), and applying the boundary
conditions (8.12) and (8.13) to specify f (x), F(x), x ≥ 0.

8.2.4 M/G/r(·) Dam

In this model, A(y) = 1 − e−λy, y ≥ 0. Note that

∂ (γ(x, y))

∂y
= ∂(G−1(G(x) + y))

∂y
= r(γ(x, y)) = r(G−1(G(x) + y)).

Integrating (8.11) by parts, using the parts

λe−λy

r(y)
and r(γ(x, y)) · b(γ(x, y) − α)dy,

simplifying and substituting from (8.10), results in

r(x)f (x) = λ

∫ x

α=0
B(x − α)dF(α), x > 0. (8.14)

Equation (8.14) is identical to the integral equation (6.21) for the steady-state
pdf of content in the M/G/r(·) dam (derived using “continuous” LC).

Remark 8.1 In Eq. (8.14) f (x) = limn→∞ fn(x) since (8.14) has been derived
using embedded LC. In Chap. 6, Eq. (6.21), f (x) = limt→∞ ft(x) is the
time-average steady-state pdf of content. The fact that limn→∞ fn(x) and
limt→∞ ft(x) satisfy the same integral equation, demonstrates that the con-
tent of an M/G/r(·) dam satisfies the PASTA principle that Poisson arrivals
“see” time averages (see [145]). Here we have derived PASTA for the M/G/r(·)
dam by using continuous and embedded LC concepts only.

http://dx.doi.org/10.1007/978-3-319-50332-5_6
http://dx.doi.org/10.1007/978-3-319-50332-5_6
http://dx.doi.org/10.1007/978-3-319-50332-5_6
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8.3 GI/G/1 Queue

The GI/G/1 queue is closely related to the Gi/G/r(·) dam (see Table 8.1). For

the virtual wait of the GI/G/1 queue r(x) =
{

1, x > 0,

0, x = 0.
The anti-derivative of 1/r(x), x > 0, is

G(x) =
∫

1

r(x)
dx =

∫
1 · dx = x.

Thus,

γ(x, y) = G−1(G(x) + y)) = G−1(x + y)) = x + y

η(α, x) = G(α) − G(x) = α − x,

�(x, y) = r(γ(x, y))

r(x)
= r(x + y)

1
= 1

1
= 1.

In the GI/G/1 queue, Eqs. (8.10), (8.11) and (8.13) reduce respectively to

F(x) = ∫ x
α=0

∫ ∞
y=0 B(x + y − α)dA(y)dF(α)

+ ∫ ∞
α=x

∫ ∞
y=α−x B(x + y − α)dA(y)dF(α), x ≥ 0,

(8.15)

f (x) = ∫ x
α=0

∫ ∞
y=0 b(x + y − α)dA(y)dF(α)

+ ∫ ∞
α=x

∫ ∞
y=α−x b(x + y − α)dA(y)dF(α), x > 0,

(8.16)

F(0) =
∫ ∞
α=0+

∫ ∞
y=α B(y − α)dA(y)dF(α)∫ ∞
y=0 B(y))dA(y)

. (8.17)

Table 8.1 GI/G/r(.) dam versus GI/G/1queue

GI/G/r(·) Dam Gi/G/1 Queue

Input instant τ−
n Customer arrival instant τ−

n

Input amount at τ−
n Service time (jump size) Sn

Content at τ−
n Customer wait Wn in queue at τ−

n

Content at instant τn Virtual wait W (τn) = Wn + Sn
Content at time t ≥ 0 Virtual wait W (t) at time t ≥ 0

r(x) > 0, x > 0; r(0) = 0 r(x) = 1, x > 0; r(0) = 0

Distribution of content Distribution of waiting time
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The normalizing condition is

F(0) +
∫ ∞

α=0
f (α)dα = 1. (8.18)

8.3.1 Applications of Embedded LC

Some single-server queueing models can be analyzed using embedded LC,
by applying Eqs. (8.15)–(8.18). Other models are analyzed by deriving inte-
gral equations for the pdf of the state variables from first principles using
embedded LC. The next four sections illustrate some applications.

8.3.2 M/G/1 Queue

The M/G/1 queue is a special case of the M/G/r(·) dam, with r(x) = 1, x > 0,
and A(y) = 1 − e−λy, y ≥ 0. Substituting directly into Eq. (8.14) or into
(8.16) followed by some algebra yields

f (x) = λ

∫ x

α=0
B(x − α)dF(α)

= λP0B(x) + λ

∫ x

α=0
B(x − α)f (α)dα, x > 0, (8.19)

which is identical to Eqs. (3.34) in Sect. 3.2.10. Remark 8.1 above applies
also to this queueing model.

8.3.3 GI/M/1 Queue

The GI/M/1 queue is a special case of the GI/G/1 queue with

B(x) = 1 − e−μx, x ≥ 0, b(x) = μe−μx = μ − μB(x), x > 0.

Substituting b(x) = μ − μB(x) into (8.16), simplifying and combining with
(8.15), gives the integral equation

f (x) = μ

∫ ∞

y=x
A(y − x)f (y)dy, x > 0, (8.20)

http://dx.doi.org/10.1007/978-3-319-50332-5_3
http://dx.doi.org/10.1007/978-3-319-50332-5_3
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Table 8.2 Interchanged roles of terms in integral equations for M/G/1 and G/M/1

Equation (8.19) for M/G/1 Equation (8.20) for G/M/1

λ μ

x is upper bound of integral x is lower bound of integral

B(x − y) A(y − x)

P0 appears explicitly P0 does not appear explicitly

which is identical to Eq. (5.7) in Sect. 5.1.3.

Duality of M/G/1 and GI/M/1 Queues
Upon comparing integral equations (8.19) and (8.20) it is evident that they

are duals, in the sense that the roles of certain terms are interchanged (see
Table 8.2). The significance of this “duality” is that we analyze the M/G/1
queue via LC using the virtual wait process. On the other hand, we are led
to analyzing the G/M/1 queue via LC using the extended “age” process (see
Sect. 5.1.1 and [15]).

Remark 8.1 applies also to GI/M/1, provided we analyze the extended age
process, for which departures from the system occur in a Poisson process at
rate μ conditional on the server being occupied. This implies that in (8.20),
f (x) on the left side (equal to time-average pdf of virtual wait) is the same
function as f (y) in the integrand on the right side (pdf of system time at
departure instants).

Solution for Steady-State PDF of Wait in GI/M/1
The pdf of wait has the form f (x) = Ke−γx, x > 0 (see formula (5.11) in

Sect. 5.1.5). Substituting Ke−γx into (8.20) yields the equation for γ

∫ ∞

z=0
A(z)e−γzdz = 1

μ
,

or
1

γ
− 1

γ
A∗(γ) = 1

μ
, (8.21)

where A∗(·) is the Laplace-Stieltjes transform of A(·) defined by

A∗(s) =
∫ ∞

y=0
e−sya(y)dy, s ≥ 0,

and a(y) = dA(y)/dy, assuming the inter-arrival times are continuous r.v.s.
We obtain an expression for P0 = F(0) upon substituting B(y) = 1 − e−μy

and f (α) = Ke−γα in (8.17), i.e.,

http://dx.doi.org/10.1007/978-3-319-50332-5_5
http://dx.doi.org/10.1007/978-3-319-50332-5_5
http://dx.doi.org/10.1007/978-3-319-50332-5_5
http://dx.doi.org/10.1007/978-3-319-50332-5_5
http://dx.doi.org/10.1007/978-3-319-50332-5_5
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F(0) = [A∗(μ)]−1
[
γ − μ + μA∗(γ) − γA∗(μ)

γ(γ − μ)

]
· K . (8.22)

From (8.21)
μ − μA∗(γ) = γ,

which substituted into (8.22) leads directly to

F(0) = K

μ − γ
. (8.23)

The normalizing condition (8.18) gives

K

μ − γ
+ K

γ
= 1.

Then (8.23) implies

F(0) = γ

μ
. (8.24)

Formula (8.24) is important becauseF(0) = P0,ι in (5.31) which was derived
using “continuous” or “time-average” LC. (This provides further evidence
of the overall logical validity of the LC methodology.)

Check with M/M/1 Queue
It is instructive to check the result for the M/M/1 queue. Consider M/M/1

with arrival rate λ and service rate μ. Then A∗(s) = λ
λ+s . From (8.21) γ =

μ − λ, which substituted into (8.22), gives F(0) = P0 = K
λ . Applying the

normalizing condition F(0) + ∫ ∞
y=0 f (y)dy = 1, gives

K

λ
+ K

∫ ∞

y=0
e−(μ−λ)ydy = 1,

K = λ(1 − λ

μ
).

Thus

P0 = K

λ
= 1 − λ

μ
, �

f (x) = λP0e
−(μ−λ)x, x > 0, �

which checks with the M/M/1 solution given in (3.112) and (3.113) in
Sect. 3.5.1.

http://dx.doi.org/10.1007/978-3-319-50332-5_5
http://dx.doi.org/10.1007/978-3-319-50332-5_3
http://dx.doi.org/10.1007/978-3-319-50332-5_3
http://dx.doi.org/10.1007/978-3-319-50332-5_3
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8.3.4 Erlk,λ/M/1 Queue

Assume the common pdf of the inter-arrival times is a(·) := pdf of Erlk,λ.

For integers k = 1, 2, ..., a(y) = e−λy (λy)k−1

(k−1)! λ, y > 0. Let A(·) denote the
cdf corresponding to a(·) (see Example 3.2 in Sect. 3.3). The LST of A(·) is

A∗(γ) =
(

λ
λ+γ

)k
, which substituted into Eq. (8.21) gives an equation for γ,

1

γ
− 1

γ

(
λ

λ + γ

)k

= 1

μ
, k = 1, 2, ... . (8.25)

We seek a unique positive solution of (8.25) for γ. Assume that λ, μ > 0 and
λ < kμ (stability condition for G/M/1 is a < μ, where a = k/λ = arrival
rate). Then Eq. (8.25) has exactly one real positive root for γ (see [15]). If k
is odd, all other roots are complex. If k is even, one other root is negative real
and all other roots are complex. Thus the solution for γ is unique. Denote it
by γk .

To solve for K ≡ ηk we first substitute γk into (8.22) and use (8.25) to
obtain

F(0) = ηk

μ − γk
.

(We use ηk instead of Kk in this section only, for notational contrast.) Then
apply the normalizing condition (8.18) to obtain

ηk = γk (μ − γk )

μ
= γk

(
1 − γk

μ

)
.

The steady-state pdf of wait is then given by

P0 = ηk

μ − γk
= γk

μ
,

f (x) = ηke
−γk x = γk

(
1 − γk

μ

)
e−γk x, x > 0.

Remark 8.2 The solution of Eq. (8.25) can be readily obtained numerically
for any specified values of λ, μ, k.

http://dx.doi.org/10.1007/978-3-319-50332-5_3
http://dx.doi.org/10.1007/978-3-319-50332-5_3
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8.3.5 D/M/1 Queue

Assume the common inter-arrival time is D > 0. Then A∗(s) = e−sD, s > 0.

Let the steady-state pdf of wait be f (x) = Ke−γx, x > 0. SubstitutingA∗(γ) =
e−γD into (8.21) gives the equation

μe−γD + γ − μ = 0

for γ, whose solution we call γD . From (8.22)

F(0) = K

μ − γD

.

Let KD := K . Substituting into (8.18) gives

KD

μ − γD

+ KD

γD

= 1,

KD = γD

(
1 − γD

μ

)
.

The steady-state pdf of wait is

P0 = KD

μ − γD

,

f (x) = KDe
−γD ·x, x > 0.

8.4 M/G/1: Wait Related Reneging/Balking

We revisit the M/G1 queue with balking/reneging in Sect. 3.13, in which
customers can balk from joining the system upon arrival, or renege from the
waiting line, depending on the required wait and staying resolve. Here, we
apply the embedded LC method to analyze the system. Assume the staying
function is R(y) = P(arrival stays for service|required wait = y). We show
that embedded LC will verify that the pdf f (x), x > 0, on the left and right
sides of Eq. (3.207) are the same functions. This is important because on
the left side f (x) = limt→∞ ft(x) (a time-average pdf ). On the right side
f (y) = limn→∞ fι,n(x) := fι(y) (an arrival-point pdf ), andP0 = P0,ι (arrival
point probability of a zero wait). We now use embedded LC to derive an
integral equation for fι(x), x > 0, and show that it is identical to Eq. (3.207).

http://dx.doi.org/10.1007/978-3-319-50332-5_3
http://dx.doi.org/10.1007/978-3-319-50332-5_3
http://dx.doi.org/10.1007/978-3-319-50332-5_3
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8.4.1 Embedded Level Crossing Probabilities

The limiting probability of an SP embedded upcrossing of level x is

u =
∫ x

y=0−

∫ ∞

z=0
B(x − y + z)R(y)fι(y)λe

−λzdzdy, (8.26)

where the lower limit y = 0− means that the term B(x + z)P0,ι for the atom
{0}, is included in the evaluation of u. The right side of (8.26) holds because
an embedded upcrossing of x occurs iff 0 ≤ Wn = y < x, the arrival at τn
stays for service (probability R(y)), and given that the time to the next arrival
is z, the service time exceeds x − y + z.

The limiting probability of an SP embedded downcrossing of level x con-
sists of two terms,

d =
∫ ∞

y=x

∫ ∞

z=y−x
B(x − y + z)R(y)fι(y)λe

−λzdzdy

+
∫ ∞

y=x

∫ ∞

z=y−x
R(y)fι(y)λe

−λzdzdy. (8.27)

The first term on the right of (8.27) is similar to (8.26), except that an SP jump
starts at a level y > x and the service time must be less than x − y + z for an
embedded downcrossing to occur. The second term is due to arrivals that do
not stay for service (balk at joining the system or renege from the waiting line);
arrivals renege with probability R(y) = 1 − R(y). We can assume that an SP
“jump” is of size 0 (probability R(y)) when a reneger arrives; equivalently
there is no SP jump when a balker arrives. In this case the SP makes an
embedded downcrossing of level x provided the next inter-arrival time is z >

y − x. The second term in (8.27) simplifies to
∫ ∞
y=x R(y)fι(y)e−λ(y−x)dy.

Since B(x) ≡ 1 − B(x), x ≥ 0, Eq. (8.26) can be written as

u =
∫ x

y=0−
R(y)fι(y)dy −

∫ x

y=0−

∫ ∞

z=0
B(x − y + z)R(y)fι(y)λe

−λzdzdy

(8.28)

8.4.2 Steady-State PDF of Wait of Stayers

Applying embedded rate balance across level x, we set u = d. This yields,
from Eqs. (8.27) and (8.28), the integral equation



426 8 Embedded Level Crossing Method

∫ x

y=0−
R(y)f (y)dy =

∫ x

y=0−

∫ ∞

z=0
B(x − y + z)R(y)f (y)λe−λzdzdy

+
∫ ∞

y=x

∫ ∞

z=y−x
B(x − y + z)R(y)f (y)λe−λzdzdy

+
∫ ∞

y=x

∫ ∞

z=y−x
R(y)f (y)λe−λzdzdy. (8.29)

We take d/dx on both sides of (8.29), which involves differentiation under
the integral sign. Some algebra, including cancellation of terms and using
R(y) + R(y) = 1, gives

fι(x) =
∫ x

y=0−

∫ ∞

z=0
b(x − y + z)R(y)fι(y)λe

−λzdzdy

+
∫ ∞

y=x

∫ ∞

z=y−x
b(x − y + z)R(y)fι(y)λe

−λzdzdy

+ λ

∫ ∞

y=x

∫ ∞

z=y−x
R(y)fι(y)λe

−λzdzdy. (8.30)

Integrating each of the inner integrals
∫ ∞

z=0
b(x − y + z)λe−λzdz and

∫ ∞

z=y−x
b(x − y + z)λe−λzdz

in (8.30) by parts, using the parts λe−λz and b(x − y + z), leads to the integral
equation (assuming B(0) = 0)

fι(x) = −λ
∫ x
y=0− R(y)fι(y)B(x − y)dy

+λ
∫ x
y=0−

∫ ∞
z=0 B(x − y + z)R(y)fι(y)λe−λzdzdy

+λ
∫ ∞
y=x

∫ ∞
z=y−x B(x − y + z)R(y)fι(y)λe−λzdzdy

+λ
∫ ∞
y=x

∫ ∞
z=y−x R(y)fι(y)λe−λzdzdy.

(8.31)

From (8.29) the sum of the last three terms on the right of (8.31) is

λ

∫ x

y=0−
R(y)f (y)dy.

Hence
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fι(x) = λ

∫ x

y=0−
R(y)fι(y)dy − λ

∫ x

y=0−
R(y)fι(y)B(x − y)dy,

fι(x) = λ

∫ x

y=0−
B(x − y)R(y)fι(y)dy. (8.32)

Equation (8.32) is identical to (3.207). Hence, in (3.207), the time-average pdf
of stayers (left side) is equal to the arrival-point pdf of stayers (which occurs
in the integral on right side). The derivation of (3.207) using “continuous-
time” LC is far simpler than the derivation of (8.32). Nevertheless, the embed-
ded LC method is very useful in this case, and elsewhere. It helps to confirm
that “continuous” LC works in the wait-time dependent reneging/balking
model. The embedded LC method can often be applied to determine whether
the time-average and arrival-point pdfs are equal. The embedded LC method
is inherently very intuitive, and has additional applications as well.

http://dx.doi.org/10.1007/978-3-319-50332-5_3
http://dx.doi.org/10.1007/978-3-319-50332-5_3
http://dx.doi.org/10.1007/978-3-319-50332-5_3


Chapter 9
Level Crossing Estimation

9.1 Introduction

This chapter describes a basic level crossing estimation method (LCE)
for steady-state (i.e.,limiting) probability distributions in queues, storage
processes and related stochastic models. LCE is also called: level crossing
computation, system point estimation (or computation). LCE is related to
non-parametric density estimation methods (e.g., [133]). In standard density
estimation the data is assumed to be a random sample from an unknown pdf.
The data is used to construct histograms, naive density estimators, kernel-
density estimators, etc., for the unknown pdf, utilizing associated smoothing
techniques. (LCE for transient distributions is discussed briefly in Example
3.1 in Sect. 3.2.8 in Chap. 3.)

In LCE, for estimating steady-state distributions, we obtain the data from a
single simulated sample path of the stochastic process of interest over a long
simulated time t . We compute estimates of the pdf of the state variable from
the appropriate sample-path level-crossing time averages, or related averages.
The estimators used in LCE can be combined with smoothing techniques to
improve the estimates (e.g., [93, 94, 98]).

9.1.1 Main Steps of Level Crossing Estimation

The basic LCE procedure described here for steady-state distributions, has
three main steps:

1. Simulate a single sample path of the process over a long simulated time
period, say [0, t], where t is “large”.

© Springer International Publishing AG 2017
P.H. Brill, Level Crossing Methods in Stochastic Models,
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2. Using the simulated sample path, compute point estimates of the pdf
and cdf of the state variable, in terms of level-crossing time averages
calculated on a state-space partition with “small” fixed norm � (defined
in Definition 9.1 in Sect. 9.4.1 below); or on a natural state-space partition
obtained from the peaks and troughs of the simulated sample path (see
Fig. 9.1). Also, compute point estimators of moments and expected values
of measurable functions of the state variable.

3. Obtain confidence intervals for the pdf, cdf, moments and expected values
of measurable functions.

Remark 9.1 Step 2 above may also include a sensitivity analysis of the
estimates. We may vary the simulated total time t , and/or the state-space
partition norm size � (see Definition 9.1 in Sect. 9.4.1 below), to ensure that
estimates remain within preassigned tolerances.

In addition to the three main steps above, we also characterize the steady-
state pdf and cdf according to continuity, boundedness, convexity, differen-
tiability, etc., by utilizing the sample-path properties on [0, t]. For example,
in Mλ/G/1 and in G/Mμ/1 queues, the steady-state pdfs of wait are bounded
by λ and μ respectively (see Proposition 3.7 in Sect. 3.4.22, and Proposition
5.8 in Sect. 5.1.16).

The author has carried out numerous LCE computational experiments
using the procedure described here, as well as other LCE procedures using
BASIC computer software (e.g., [17, 26, 27, 44]). These experiments
detected accurately, such pdf properties as: discontinuities, intervals of
convexity or concavity, etc., in benchmark models, where the pdf prop-
erties are known analytically. For example, the M/Discrete/1 queue may
serve as a benchmark. Proposition 3.11 in Sect. 3.11.1 specifies continu-
ity/discontinuity properties of the pdf of wait. We can also apply LCE to
estimate the pdf of wait in variants of M/Discrete/1 queues with state depen-
dencies, etc., in which analytical results are either tedious to obtain, or are
not otherwise available.

9.2 Theoretical Basis for LC Estimation

LCE is based on level crossing theorems. Consider M/G/1. Theorem 1.1 in
Chap. 1 implies that virtual-wait sample-path level-crossing time averages
converge to the steady-state pdf of wait (a.s.) as time t → ∞ (Sect. 9.2.2).
This implies that time averages computed from a simulated sample path over
a long simulated time t , should approximate the pdf accurately for all state-
space values up to the maximum state-space level attained during [0, t], say
χt . Thus, the state-space interval [0, χt ] will contain an increasing measure

http://dx.doi.org/10.1007/978-3-319-50332-5_3
http://dx.doi.org/10.1007/978-3-319-50332-5_3
http://dx.doi.org/10.1007/978-3-319-50332-5_5
http://dx.doi.org/10.1007/978-3-319-50332-5_5
http://dx.doi.org/10.1007/978-3-319-50332-5_3
http://dx.doi.org/10.1007/978-3-319-50332-5_3
http://dx.doi.org/10.1007/978-3-319-50332-5_1
http://dx.doi.org/10.1007/978-3-319-50332-5_1
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of the total probability as t increases (Sect. 9.2.5). The measure will grow to
1 as t → ∞.

Remark 9.2 The LCE method described here is one of several LC estima-
tion methods developed by the author. For example, a version of LCE for
estimating transient distributions of state variables is based on Theorem
3.2 in Sect. 3.2.4 and Theorem 3.3 in Sect. 3.2.5, and earlier related theorems
(e.g., see Remark 3.7 in Sect. 3.2.8 above). Talks on this technique were pre-
sented by the author at several conferences, e.g., P.H. Brill (1982), System
Point Monte Carlo Simulation of Time Dependent Probability Distributions
of Waiting Times in Queues, TIMS/ORSA National Meeting, Chicago, April.

9.2.1 Boundedness of Steady-State PDF

A bound on the steady-state pdf of the virtual wait f (x) in Mλ /G/1 queues is
given in Proposition 3.7, Sect. 3.4.22, and on the steady-statearrival-point pdf
of wait fι(x) in G/Mμ/1 queues in Proposition 5.8, Sect. 5.1.16. In Mλ/G/1,
f (x) < λ, x > 0. In G/Mμ/1, fι(x) < μ, x > 0. Recall that Dt (x) and Ut (x)
are the numbers of SP down- and upcrossings of level x during (0, t], respec-
tively. Boundedness implies that for a typical sample path in Mλ/G/1,

f (x) = lim
t→∞

Dt (x)

t
< λ, x ≥ 0.

In G/Mμ/1,

fι(x) = lim
t→∞

Ut (x)

t
< μ, x > 0.

Similarly, we can develop bounds on f (x) for other models, e.g., M/M/c,
G/M/c, etc. In Mλ/G/r(·) dams, boundedness follows from integral equation
(6.21) in Sect. 6.2.11 for the steady-state pdf of content f (x). Therein, if the
efflux rate satisfies r(x) > m > 0, x > 0, then f (x) < λ/m, x > 0, because∫ x
y=0 B(x − y)dF(y) < 1, x > 0.

9.2.2 Role of Level Crossing Theorems in LCE

Consider the virtual wait {W (t)}t≥0 in the Mλ/G/1 queue. (See sample paths in
Fig. 3.5, Sect. 3.3.2, and in Fig. 9.1 below.) Let F(x), x ≥ 0, f (x), x > 0, be
the steady-state cdf and pdf of wait respectively. Let P0 := F(0). Theorem 1.1
in Chap. 1 asserts

http://dx.doi.org/
http://dx.doi.org/
http://dx.doi.org/
http://dx.doi.org/
http://dx.doi.org/
http://dx.doi.org/
http://dx.doi.org/10.1007/978-3-319-50332-5_3
http://dx.doi.org/10.1007/978-3-319-50332-5_3
http://dx.doi.org/10.1007/978-3-319-50332-5_5
http://dx.doi.org/10.1007/978-3-319-50332-5_5
http://dx.doi.org/10.1007/978-3-319-50332-5_6
http://dx.doi.org/10.1007/978-3-319-50332-5_6
http://dx.doi.org/10.1007/978-3-319-50332-5_3
http://dx.doi.org/10.1007/978-3-319-50332-5_3
http://dx.doi.org/10.1007/978-3-319-50332-5_1
http://dx.doi.org/10.1007/978-3-319-50332-5_1
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lim
t→∞

Dt (x)

t
= f (x), x ≥ 0, lim

t→∞
Dt (0)

t
= f (0) = λP0 (a.s.)

(recall that f (0):= f (0+), for notational convenience). Given ε > 0, for each
x > 0 there exists tx,ε such that

t > tx,ε =⇒
∣
∣
∣
∣
Dt (x)

t
− f (x)

∣
∣
∣
∣ < ε f (x) (a.s.), (9.1)

since f (x) is bounded, i.e., 0 < f (x) < λ < ∞, x > 0 (see Sect. 9.2.1).
Also, since limt→∞ Dt (0)/t = λP0, there exists t0,ε such that

t > t0,ε =⇒
∣
∣
∣
∣
Dt (0)

λt
− P0

∣
∣
∣
∣ < εP0. (9.2)

Choose an arbitrary “small” δ, 0 < δ << 1. Let Wq := steady-state queue
wait having pdf f (x). Define zδ > 0 by P(Wq > zδ) = δ. Then δ is the
probability of the right tail of f (x), namely (zδ, ∞). Thus

1 − F(zδ) =
∫ ∞

y=zδ
f (y)dy = δ. (9.3)

Suppose we could determine (finite) t∗δ = maxx {tx,ε|x ∈ [0, zδ)}, where
tx,ε, x > 0 is defined in (9.1) and t0,ε is defined in (9.2). Then t > t∗δ implies

∣
∣
∣Dt (x)

t − f (x)
∣
∣
∣ < ε f (x) for all x ∈ (0, zδ)(a.s.),

and
∣
∣
∣Dt (0)

λt − P0

∣
∣
∣ < εP0 (a.s.).

(9.4)

Using the normalizing condition P0 + ∫ ∞
x=0 f (x)dx = 1, gives

P0 +
∫ zδ

x=0
f (x)dx = 1 −

∫ ∞

x=zδ
f (x)dx = 1 − δ > 0. (9.5)

Summing over all x ∈ [0, ∞) in (9.4) and using (9.5), shows that t > t∗δ
implies

∣
∣
∣Dt (0)

λt − P0

∣
∣
∣ + ∫ zδ

x=0

∣
∣
∣Dt (x)

t − f (x)
∣
∣
∣ dx < εP0 + ε

∫ zδ
x=0 f (x)dx

= ε(1 − δ) < ε(a.s.).
(9.6)

Let
{
P̂0, f̂ (x)

}
x>0 denote the estimate of {P0, f (x)}x>0. We assume that

a sample path over a fixed simulated time interval [0, t] is used to compute
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{
P̂0, f̂ (x)

}
x>0. (We omit subscript “t” in the symbols P̂0 and f̂ (x), in order

to distinguish P̂0, f̂ (x) from estimators “P̂0,t , f̂t (x)” for the transient pdf of
wait, which we use outside this monograph.)

Assume we use the “natural” estimator based on the peaks and troughs of
the sample path, viz., P̂0 = Dt (0)

λt , f̂ (x) = Dt (x)
t , t > t∗δ . Then (9.6) implies that

the total absolute error of
{
P̂0, f̂ (x)

}
x>0 in estimating {P0, f (x)}x∈(0,zδ) is

less than ε.
Since the simulated sample path over the finite time period (0, t∗δ ) is

bounded above, we assume the estimate f̂ (x)= 0, x > zδ. Then t > t∗δ implies
the total absolute error in f̂ (x), x > zδ, is equal to δ, i.e.,

t > t∗δ =⇒
∫ ∞

x=zδ

∣
∣ f̂ (x) − f (x)

∣
∣ dx =

∫ ∞

x=zδ
f (x)dx = δ, (a.s.). (9.7)

Suppose we could simulate a sample path over a sufficiently large time inter-
val (0, t), t > t∗δ . Statements (9.6) and (9.7) imply the total absolute error
would be

∣
∣P̂0 − P0

∣
∣ + ∫ ∞

x=0

∣
∣ f̂ (x) − f (x)

∣
∣ dx

=
∣
∣
∣Dt (0)

λt − P0

∣
∣
∣ + ∫ ∞

x=0

∣
∣
∣Dt (x)

t − f (x)
∣
∣
∣ dx < ε + δ, (a.s.).

(9.8)

In practice we can choose ε and δ arbitrarily small. Then we can simulate
a sample path over a long simulated time t > t∗δ and ensure that the total
absolute error of

{
P̂0, f̂ (x)

}
x>0 in estimating {P0, f (x)}x>0 is arbitrarily

small. This procedure would amount to computation of the entire true pdf
{P0, f (x)}x>0 within a preassigned tolerance. The total error on [0, zδ) is
< ε. The total error on (zδ, ∞) is ≤ δ.

9.2.3 Natural Partition of State Space

We illustrate a natural partition of the state space with an example.

Example 9.1 Consider a sample path of the virtual wait {W (t)}t≥0 in
an M/G/1 queue (Fig. 9.1). The state space is S = [0, ∞). For fixed x ∈
S, {Dt (x)}t≥0 is a counting process and a renewal process (due to Poison
arrivals). For fixed t > 0, Dt (x) is a step function on S. The step-function
jumps occur at the peaks {Wn + Sn}n=1,2,... and troughs {Wn}n=1,2,..., where
Wn is an actual wait in queue, and Sn is a service time. In Fig. 9.1 level W (0)

is a peak and level W (t) is a trough. We merge the peaks and troughs to
form a natural state-space partition
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W(t)

Time

Busy Period

0x

Idle Period

Peak

Peak

Peak

Trough

Trough

Trough

t
Simulated
 time

1x

Maximum value
 in [0,t]

2x

15x
14x

Fig. 9.1 Sample path of virtual wait {W (t)}t≥0 in M/G/1. Shows peaks
{Wn + Sn}n=1,2,...; troughs {Wn}n=1,2,...; state-space partition 0 = x0 < x1 <

x2 · · · < x15 in time interval (0, t); maximum sample-path x15 value attained in [0, t]

{xi }i=0,1,2,... = W (0) ∪ {Wn}n=1,2,... ∪ {Wn + Sn}n=1,2,... ∪ W (t),

arranged in ascending order of magnitude in S, namely,

0 = x0 < x1 < · · · < xM(t) < ∞,

where M(t) is the number of subintervals of partition {xi }i=0,1,2,.... . The first
partition point x0 corresponds to all troughs of W (0) ∪ {Wn}n=1,2,... ∪ W (t)
such that the ordinate is 0. The second partition point is

x1 = min
n

{
W (0) ∪ {Wn} ∪ {Wn + Sn} ∪ W (t)� {Wn = 0}}

That is, minn {·} excludes the troughs corresponding to x0 (= 0). The j th par-
tition point x j is obtained recursively, excluding those troughs and/or peaks
corresponding to

{
x0, x1, ..., x j−1

}
. M(t) satisfies the inequality M(t) ≤

2Na(t), where Na(t) is the number of customer arrivals during [0, t]. In
Fig. 9.1, Na(t) = 8, M(t) = 15.

9.2.4 Step Function for Downcrossings on a Partition

Similarly as in Example 9.1, we fix the interval [0, t] prior to the simulation
of the sample path. Observing Fig. 9.1, shows that the number of down-
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crossings in [0, t] is the same for every x in a state-space subinterval of the
partition [xi , xi+1), i = 0, 1, ..., M(t) − 1. Let Dt (x) := number of down-
crossings during [0, t] of level x ∈ [0, M(t)]. Then

Dt (x) = di , for all x ∈ [xi , xi+1), i = 0, 1, ..., M(t) − 1,

where di ≥ 0 is a constant. Thus

Dt (x)

t
= di

t
, x ∈ [xi , xi+1), i = 0, 1, ..., M(t)

is a step function of x ∈ [
0, xM(t)

]
.

Suppose we can determine t∗δ as in (9.4). From (9.8)

t > t∗δ =⇒
∣
∣
∣
∣
d0

λt
− P0

∣
∣
∣
∣ +

M(t)∑

i=0

∫ xi+1

x=xi

∣
∣
∣
∣
di
t

− f (x)

∣
∣
∣
∣ dx < ε + δ, (a.s.).

(9.9)
In Fig. 9.1,

d0 = 2, d1 = 1, d2 = 2, d3 = 3, ..., d14 = 1, d15 = 0.

The recursion (9.10) below may simplify computation of {di }0=M(t)−1 in
a computer program.

di+1 =
{
di + 1 if xi+1 is a trough,
di − 1 if xi+1 is a peak, i = 0, ..., M(t) − 1,

(9.10)

Since Dt (x) = 0, for xM(t) ≤ x < ∞, we may write dM(t)+1 = 0.
The sub-interval lengths of the partition are

xi+1 − xi , i = 0, ..., M(t) − 1.

These lengths vary in a natural way (variable bin sizes), because they depend
on the probability laws governing the simulation of the sample path.

9.2.5 Ladder Points and LCE Estimates

For {W (t)}t≥0, let χt := maximum sample-path level in S attained during
[0, t]. For fixed t > 0, χt = xM(t), the highest finite point of the partition
{xi }i=0,...,M(t). As t increases {χt }t≥0 is a non-decreasing step function with



436 9 Level Crossing Estimation

the inter-jump time at level x distributed as bx , the sojourn time of {W (t)}t≥0
below level x (see Fig. 9.1). A sample path of {χt }t≥0 is a non-decreasing
right-continuous step function with upward jumps =

dis
excess over level x

of the service-time jump that ends sojourn bx . Let τl,n, n = 1, 2,..., denote
the embedded arrival instants when ladder points occur (subscript ‘l’ stands
for ‘ladder point’). Since χτ ,n−1 = χτ−

l,n
, dχt/dt = 0, τl,n−1 < t < τl,n , n =

0, 1, 2,..., where τl,0 ≡ 0. The increase in {χt }t≥0 at ladder-point instant τl,n
equals χτl,n − χτ−

l,n
= excess service time above level χτ−

ln
.

Random variables χτl,n , n = 1, 2, ..., are ordinates of the strict ascending
ladder points

{(
τl,n, χτl,n

)}
n=1,2,...

of the virtual wait process {W (s)}s≥0. The

points
(
τl,n, χτl,n

) ∈ T × S, n = 1, 2, ..., are analogous to the strict ascending
ladder points for a random walk (see Fig. 1, p. 192, and pp. 390–394, in [74]).
The LCE estimate of the pdf of wait f (x), x ≥ χt , is f̂ (x) = 0, since χt =
xM(t). The number of strict ascending ladder points

{(
τl,n, χτl,n

)}
n=1,2,...

in
time interval [0, t] form a counting process (as t increases). If the sample-
path jump sizes are =

dis
Expμ, all excess jumps over a level are =

dis
Expμ by

the memoryless property. Then the nth ascending ladder point is =
dis

Erl(n, μ)

(see Example 3.2 in Sect. 3.3 for the pdf of Erl(n, μ)). (We mention ladder
points here because of their importance in the overall LCE method, and
their connection with random walk. We shall not discuss them further in this
introduction to LCE.)

9.3 Computer Program for LCE

LCE can be used to obtain extremely accurate estimates of steady-state or
transient pdfs, of state variables. This section focuses on estimating the
steady-state pdf’ of {W (t)}t≥0. For a fixed t > 0, we simulate a sample path
of the virtual wait over a simulated time interval [0, t]. We countDt (x), x > 0
:= number of SP downcrossings of every state-space level x ∈ S during [0, t].
This is easier than it may seem at first glance, due to the step-function structure
of Dt (x), x > 0, for any fixed t > 0.

9.3.1 Designs for a Computer Program

The associated computer program for the LCE estimates of {P0, f (x)}x>0
can utilize different logical designs. We discuss two feasible program designs

http://dx.doi.org/10.1007/978-3-319-50332-5_3
http://dx.doi.org/10.1007/978-3-319-50332-5_3
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for the LCE computer program, which specify the state-space partition to be
used.

State-Space Partition with a Variable Subinterval Size
One design is based directly on the discussion in Sect. 9.2, using the natural
partition {xi }i=0,..,M(t) having variable sub-interval sizes �i = xi+1 − xi .
The �i s occur naturally as part of the simulated sample path (see Fig. 9.1).

Embedded processes {Wn}n=1,2,... (troughs) and {Wn + Sn}n=1,2,... (peaks)
are Markov processes. Thus, in a sample path the union {Wn} ∪ {Wn + Sn}, n
= 1, 2,..., of troughs and peaks, is everywhere dense in S = [0, ∞) as t → ∞
(a.s.). That is, the entire state space will be ‘almost’ completely covered
eventually by the ordinates of the peaks and troughs.

An advantage of this design is that it takes every sample-path peak and
trough during [0, t] into consideration. In theory, any computed estimator
using the natural partition will utilize all the information available in the
sample path.

A possible disadvantage of this design is from a programming point of
view. The points in {xi }i=0,..,M(t) become more dense as the sample path is
generated over time. The �is in the regions of higher probability, will become
extremely small as simulated time t increases. The partition {xi }i=0,..,M(t) will
contain on the order of 2Na(t) distinct points, where Na(t) is the number of
‘arrivals’ in (0, t) (each arrival produces 1 trough and 1 peak of the sample
path). If t is large, Na(t) will be large. Many �i s will become less than a
practical resolution size required for the estimation of the pdf of wait.

State-Space Partition with a Fixed Subinterval Length
A second design starts {xi }i=0,..,M(t) with x0 = 0 and a fixed partition norm
length �. Thus xi = xi−1 + �, i = 1, .... The computer program updates
the count of SP downcrossings of each state-space level xi , i = 0, ..., M(t),
as the sample path evolves over the time interval [0, t]. We compute the
maximum peak χs during [0, s] as we generate the sample path over time
s ∈ [0, t]. The state-space partition {xi }i=0,..,M(t) covers the state-space inter-
val [0, χt ]. Generally the time intervals between successive ladder points of
{W (s)}0<s<t increase, because the sojourn times bx below level x , increase
as x increases. That is, generally τl,n+1 − τl,n > τl,n − τl,n−1, after some
integer n ∈ {1, 2, ...}. Estimates of {P0, f (x)}x≥0 computed using a fixed-�
partition, very closely approximate estimates using a natural partition with
variable �i s, for most practical purposes. Moreover, the fixed-� design is
easy to program.
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9.4 LCE for the M/G/1 Queue

This section describes LCE for the steady-state pdf of wait and related quan-
tities for M/G/1 queues. A numerical example using this method is given
in the next section. Let {W (t)}t≥0 denote the virtual wait. Without loss of
generality assume W (0) = 0. The state space is S = [0, ∞). Let the arrival
rate be λ. Let Sn, n = 1, 2,... denote the service times, which may be state
dependent. Assume the parameters are such that the queue is stable, e.g.,
λE(S) < 1. Assume W (t) →

dis
W as t → ∞ (weak convergence). Denote

the cdf and pdf of W by F(x), x ≥ 0, and {P0, f (x)}x>0 respectively. Here
P0 = F(0) > 0 and f (x) = dF(x)/dx wherever the derivative exists. Denote
the nth moment of W by mn = ∫ ∞

x=0 x
n f (x)dx , n = 1, 2,.... Let ψ(W ) denote

an arbitrary measurable function of W .
We use a computer program based on the fixed-norm size design (fixed �)

of Sect. 9.3.1 to compute the estimates. Definition 9.1 below in 9.4.2 incor-
porates minor modifications of the “basic” estimators, that retain theoretical
consistency, and are suitable in practice.

9.4.1 Quantities Computed from a Sample Path

Fix finite time t > 0. Consider a simulated sample path {W (s)}0≤s≤t . The
SP is the leading point of a sample path when thought of as evolving over
time (Sect. 2.3 in Chap. 2).

Definition 9.1

Dt (x) number of SP downcrossings of level x, x ≥ 0 during [0, t],
χt max{W (s)|0 ≤ s ≤ t},
� norm of preassigned uniform partition on S,

ν max{n|n� ≤ χt , n = 0, 1, 2, ...},
x j x j = j�, j = 0, ..., ν + 1; xν+2 ≡ ∞,

{x j } preassigned uniform partition on [0, (ν + 1) �] with norm �,

J j interval J j = [x j , x j+1), j = 0, 1, ..., ν,
d j Dt (x j ), j = 0, ..., ν + 1,

At At = 1
t

(
d0
λ + �

∑ν
j=0 d j

)
= 1

t

(
Dt (0)

λ + �
∑ν

j=0 Dt (x j )
)
.

Remark 9.3 Definition 9.1 retains the argument “t” for Dt (x), χt and At .
Both ν and d j also depend on t . We omit subscript t : for ν to simplify
notation since ν often appears as a subscript or index; for d j for computer-
programming purposes. The quantities �, x j and J j are defined in the state

http://dx.doi.org/10.1007/978-3-319-50332-5_2
http://dx.doi.org/10.1007/978-3-319-50332-5_2
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space, and are generally independent of t . (We may vary t and � jointly
in various runs of the program for a sensitivity analysis in order to study
accuracy of the estimates.) The term At is such that At > 0, t > τ1 (τ1 =
first customer arrival instant).

Remark 9.4 Note the inequality xν = ν · � ≤ χt < (ν + 1)�= xν+1. Also,
for every x ≥ xν+1, Dt (x) = 0, implying dν+1 ≡ 0.

Proposition 9.1
lim
t→∞
�↓0

At = 1 (a.s.). (9.11)

Proof We sketch a proof of (9.11) in three steps.
(1) P0 + ∫ ∞

x=0 f (x)dx = 1 (normalizing condition).
(2) For the first term of At we have

lim
t→∞

d0

tλ
= lim

t→∞
Dt (0)

tλ
= f (0)

λ
= λP0

λ
= P0 (a.s.). (9.12)

(3) For the second term of At , first we assume the virtual wait W (t) ≤ K ,
t > 0, for some upper bound K > 0. (For example, Variants 1 and 2 of M/G/1
with boundedW (t) ≤ K are discussed in Sect. 3.16 in Chap. 3.) Then χt ≤ K
for all t > 0. Also ν ≤ [ K

�

]
where [z] denotes the greatest integer ≤ z, z ∈ R.

Thus ν is finite and positive for all values of t . Moreover,

limt→∞
�↓0

(
�

∑ν
j=0

Dt (x j )
t

)
= lim�↓0

(
limt→∞

(∑ν
j=0

Dt (x j )
t �

))

= lim�↓0

(∑ν
j=0

(
limt→∞

Dt (x j )
t

)
�

)

= lim�↓0

(∑υ
j=0 f (x j )�

)

= ∫ K
x=0 f (x)dx(a.s.),

(9.13)
since limt→∞ Dt (x j )/t = f (x j ) (a.s.) by Theorem 1.1 in Chap. 1. In the
last equality of (9.13), the expression

∑υ
j=0 f (x j )� is a Riemann sum. It

converges to the definite integral
∫ K
x=0 f (x)dx as � ↓ 0, since K − � <

xν ≤ K .
The result (9.13) holds for every K > 0. If K → ∞, then

lim
t→∞
�↓0

⎛

⎝�

ν∑

j=0

Dt (x j )

t

⎞

⎠ =
∫ ∞

x=0
f (x)dx (a.s.). (9.14)

http://dx.doi.org/10.1007/978-3-319-50332-5_3
http://dx.doi.org/10.1007/978-3-319-50332-5_3
http://dx.doi.org/10.1007/978-3-319-50332-5_1
http://dx.doi.org/10.1007/978-3-319-50332-5_1
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Thus, Eq. (9.11) follows from (9.12), (9.13) and the normalizing
condition. �

9.4.2 Point Estimators

For fixed t > 0 let

f̂ (x), x > 0, F̂(x), x ≥ 0, P̂0, m̂n, n = 1, 2, ..., Ê(ψ(W )),

denote point estimators of the corresponding quantities under the circum-
flexes, specified in Definition 9.2 below. Assume a “small” norm � is given
(� = “bin size”).

Definition 9.2 For each fixed t > 0, the point estimators are (see Definition
9.1 above):

1. f̂ (x) ≡ d j
t At

= Dt (x j )
t At

, x ∈ J j , j = 0, ..., ν,

2. P̂0 = d0
λt At

= Dt (0)
λt At

,

3. F̂(x) = P̂0 + �
∑ j−1

i=0 f̂ (xi ) + (x − x j ) f̂ (x j ), x ∈ J j , j = 0, ..., ν,
4. m̂n = �

∑ν
i=0 x

n
i f̂ (xi ),

5. Ê(ψ(W )) = ψ(0)P̂0 + �
∑ν

i=0 ψ(xi ) f̂ (xi ).

Estimator of the Laplace-Stieltjes Transform of Wait
In Definition 9.2, set ψ(W ) = e−sW , s > 0. Then E(ψ(W )) is the Laplace-
Stieltjes transform (LST) of W , namely

E(e−sW ) =
∫ ∞

x=0
e−sxdF(x)dx .

The estimator of E(e−sW ) is

Ê(e−sW ) = P̂0 + �

ν∑

i=0

e−sxi f̂ (xi ), s > 0.

We can compute Ê(e−sW ), s = 0, h, 2h,..., where h is a small positive con-
stant, and plot Ê(e−sW ) versus s. Then we can substitute Ê(e−sW ) for the
LST in formulas where it appears.
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The value of � may be adjusted after a computer run, to increase accuracy
or investigate an estimator’s convergence rate with respect to �.

Remark 9.5 In Definition 9.2 the quantities under the symbol “̂ ” omit the
argument t , to distinguish them from estimators of transient distributions.
(The latter estimators are not included in this monograph, but are discussed
briefly in Remark 9.2 in Sect. 9.2 above and related cited remarks therein.)
The quantities also omit the argument � for notational simplicity.

Remark 9.6 For fixed t > 0, f̂ (x) is a step function of x ∈ ∪ν+1
j=0 J j having

constant values on the intervals {J j } j=0,...,ν+1. The term At is anormalizing
constantwhich guarantees that F̂(x)= 1, x ≥ xν+1, for any t > 0. Also, f̂ (x)
= 0, x ∈ Jν+1.

Consistency of Estimators

Definition 9.3 An estimator ϕ̂t of the quantity φ is said to be consistent if
limt→∞ P (ϕ̂t = φ) = 1; ϕ̂t is strongly consistent if P (limt→∞ ϕ̂t = φ) =
1 – equivalently limt→∞ ϕ̂t = φ (a.s.). (See, e.g., p. 322ff in [107]; p. 132ff
in [9], for discussions on consistency of estimators.)

Strong consistency implies limt→∞ ϕ̂t = φ for every simulated (typical)
sample path of {W (s)}s∈(0,t), if t is “large”. This is because every possible
sample path is a “point” in the background sample space of the process
{W (s)}s∈(0,∞). Thus any simulated sample path will give the same accurate
estimates. The estimators

f̂ (x), x > 0, F̂(x), x ≥ 0, P̂0, m̂n, n = 1, 2, ..., Ê (ψ(W ))

in Definition 9.2 are strongly consistent, which is proved in the following
proposition by using level crossing theorems discussed in Sect. 9.2.2.

Proposition 9.2

1. (a). For each x j , f̂ (x j ) is strongly consistent.
(b). For each fixed x �= x j lim�↓0 f̂ (x) is strongly consistent.

2. (a). For each fixed t > 0, 0 ≤ P̂0 ≤ 1.
(b). P̂0 is strongly consistent.

3. (a). For each fixed t > 0, 0 ≤ F̂(x) ≤ 1, x ≥ 0, and F̂(∞) = 1.
(b). For each fixed x ≥ 0, lim�↓0 F̂(x) is strongly consistent.

4. lim�↓0 m̂n is strongly consistent, n = 1, 2, ....
5. lim�↓0 Ê(ψ(W )) is strongly consistent.
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Proof 1(a). By formula (9.11), since limt→∞ At = 1,

lim
t→∞ f̂ (x j ) = lim

t→∞
d j

t At
= lim

t→∞
Dt (x j )

t At
=
a.s.

f (x j )

limt→∞ At
= f (x j ).

1(b). Fix t > 0. Fix x ∈ S. Let δ > 0 be given. We can make the fixed
norm size � arbitrarily small. There exists � > 0 and x j in the fixed
norm partition such that 0 < x − x j < �. Also we have x − x j < � =⇒∣
∣ f (x) − f (x j )

∣
∣ < δ, since f (·) is defined to be right continuous. Note that

f̂ (x) ≡ f̂ (x j ). Now let t > tx jε, such that t > tx jε =⇒ ∣
∣ f̂ (x j ) − f (x j )

∣
∣ <

ε. (Such tx jε exists by 1(a).) Hence for � sufficiently small and t > tx jε,

∣
∣ f (x) − f̂ (x)

∣
∣ = ∣

∣ f (x) − f̂ (x j )
∣
∣ = ∣

∣ f (x) − f (x j ) + f (x j ) − f̂ (x j )
∣
∣

≤ ∣
∣ f (x) − f (x j )

∣
∣ + ∣

∣ f (x j ) − f̂ (x j )
∣
∣ < δ + ε.

As t → ∞,
∣
∣ f (x j ) − f̂ (x j )

∣
∣ ↓ 0. Thus

∣
∣ f (x) − f̂ (x)

∣
∣ < δ, implying that

limt→∞
(
lim�↓0 f̂ (x)

) = f (x) (a.s.).
2(a). For fixed t > 0, Dt (0) ≥ 0. Hence

0 ≤ Dt (0)

λt At
= P̂0 =

Dt (0)
λt(

Dt (0)
λt + �

∑ν
j=0

Dt (x j )
t

) ≤ 1.

2(b). For a stable queue, state {0} is positive recurrent. Hence

lim
t→∞ P̂0 = lim

t→∞
Dt (0)

λt At
= f (0)

λ limt→∞ At
= λP0

λ · 1
= P0 (a.s.).

3(a). This follows because the denominators of P̂0 and f̂ (x j ), j = 1, ..., υ
contain the normalizing factor At = P̂0 + �

∑ν
j=0 f̂ (x j ), which exceeds or

equals the value of the total numerator.

3(b). This follows because limt→∞ P̂0 = P0. Also,

lim
t→∞

⎛

⎝lim
�↓0

⎛

⎝�

j−1∑

i=0

f̂ (xi ) + (x − x j ) f̂ (x j )

⎞

⎠

⎞

⎠

= lim
�↓0

⎛

⎝ lim
t→∞

⎛

⎝�

j−1∑

i=0

f̂ (xi ) + (x − x j ) f̂ (x j )

⎞

⎠

⎞

⎠
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= lim
�↓0

⎛

⎝�

j−1∑

i=0

f (xi ) + (x − x j ) f (x j )

⎞

⎠,

since for fixed �, the values of the partition points
{
x j

}
are fixed (thus

interchange of limits permitted). Hence

lim
t→∞

(

lim
�↓0

F̂(x)

)

= P0 +
∫ x

y=0
f (x)dx = F(x) (a.s.).

4, 5. These follow using similar reasoning as in the proof of 3(b). �

Remark 9.7 In the estimation procedure of this section, we must make two
important preset choices: (1) the value of simulated time t ; (2) the value of
�. Since t is finite and � > 0, the estimators in Proposition 9.2 are approxi-
mately consistent. We consider the partition norm � to be sufficiently “small”
if the following holds. We repeat the estimation procedure with a smaller �,
say �

10 or �
100 , etc., and several repetitions leave the estimates within a preas-

signed tolerance.
Similarly, we consider t to be sufficiently “large” if repeating the pro-

cedure with a larger t , say 10t or 100t , etc., leaves the estimates within a
preassigned tolerance (compare with the Cauchy condition for convergence
of series—see, e.g., p. 390 in [137]). The joint choice of (t, �) poses an
interesting exercise. Experimentation may be informative. A discussion is
given in [24]. Computational experimentation has shown that the estimation
procedure is robust over a wide range of (t, �) values. With the advent of fast
computer processors, fast random access memories, fast storage drives, etc.,
a sensitivity analysis can be carried out very efficiently. Computer speeds
will increase in the future. Sensitivity analyses of the estimates with respect
to (t, �) will become ever more efficient.

9.4.3 Statistical Properties and Confidence Limits

For an arbitrary sample pathW (s), 0 ≤ s ≤ t , define the following quantities.

dx time between successive SP downcrossings of level x ,
Var(dx ) variance of dx ,√
Var(dx ) standard deviation of dx ,

bx time SP is in state-space interval [0, x] during dx = sojourn
time at or below level x ,
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A((W (·))n) area under the sample path of (W (s))n during a busy cycle of
{W (s)}0≤s≤t ,

λP0 long-run rate at which arrivals initiate busy periods.

Asymptotic Normality of Estimators The following proposition describes
the asymptotic normality of the estimators. Let N (0, 1) denote a standard
normal random variate with mean 0 and variance 1. Let Var(Z) denote the
variance of a generic random variable Z .

Proposition 9.3 1. For every x j , j = 0, ..., ν

f̂ (x j ) − f (x j )

Var(dx j ) ((t At )
−1 ( f (x j ))3)

1
2

→ N (0, 1) as t → ∞.

2.
P̂0 − P0

Var(d0) ((t At )
−1 λ (P0)

3)
1
2

→ N (0, 1) as t → ∞.

3. If � is small then for every x ≥ 0 approximately

F̂(x) − F(x)
(
(t At )−1Var(bx − b0) f (x)

) 1
2

→ N (0, 1) as t → ∞.

4. If � is small then approximately

m̂n − mn

(t−1Var(A((W (·))n))λP0)
1
2

→ N (0, 1) as t → ∞.

Proof The proofs of statements 1–4 follow from the asymptotic normality
of the number of renewals in the time interval (0, t) as t → ∞, for renewal
processes (also known as the central limit theorem for renewal processes).
(See pp. 36–42, especially p. 40, in [66]; p. 438 in [125].). This proposition
is also discussed in Sect. 6 of [24]. �

Confidence Intervals for Estimators
Assume t is large and define z α

2
by P(N (0, 1) > z α

2
) = α

2 . The following
100(1 − α)% confidence limits apply.
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1. f (x j ): f̂ (x j ) ± z α
2

· V̂ ar(dx j ) · (
(t At )

−1 f̂ (x j )3
) 1

2 ,

2. P0: P̂0 ± z α
2

· V̂ ar(d0) ·
(
(t At )

−1λ
(
P̂0

)3
) 1

2
,

3. F(x): F̂(x) ± z α
2

·
(
(t At )

−1V̂ ar(bx − b0) f̂ (x j )
) 1

2
,

4. mn: m̂n ± z α
2

·
(
t−1V̂ ar(A((W (·))n))λP̂0

) 1
2
.

Proof The proofs are based on Proposition 9.3. �

9.5 LCE Example: M/M/1 with Reneging

Consider an Mλ/Mμ/1 queue in which customers can renege from the waiting
line at any time. Otherwise customers wait and stay for complete service. (See
Sects. 3.13, 3.13.5 and Eqs. (3.211), (3.212) in Chap. 3.) We compute LCE
estimates of the steady-state pdf, cdf and mean wait of stayers and compare
them with the analytical solutions for the same quantities.

Let us assume customers who wait less than 1 time unit stay (“reach”
the server) and get complete service; and customers required to wait ≥ 1
time unit to reach the server, renege from the waiting line before reaching the
server, or balk at their arrival time (being informed by the system manager the
approximate required wait until service starts). In the notation of Sect. 3.13
the staying function R(x), x ≥ 0, has the same form as in Fig. 3.26, i.e.,

R(x) =
{

1, 0 ≤ x < 1,

0, x ≥ 1.
(9.15)

The arrival rate λ and service rate μ may be arbitrary positive numbers since
the queue is stable for all values of λ, μ (see Theorem 3.8 in Sect. 4.12.9).
We arbitrarily set λ = 1, μ = 5.

9.5.1 Analytical Solution

We obtain the analytical solution for the pdf of the wait of stayers
{P0, f (x)}x>0 from the model equations

http://dx.doi.org/10.1007/978-3-319-50332-5_3
http://dx.doi.org/10.1007/978-3-319-50332-5_3
http://dx.doi.org/10.1007/978-3-319-50332-5_3
http://dx.doi.org/10.1007/978-3-319-50332-5_3
http://dx.doi.org/10.1007/978-3-319-50332-5_3
http://dx.doi.org/10.1007/978-3-319-50332-5_3
http://dx.doi.org/10.1007/978-3-319-50332-5_3
http://dx.doi.org/10.1007/978-3-319-50332-5_3
http://dx.doi.org/10.1007/978-3-319-50332-5_4
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f (x) =
⎧
⎨

⎩

λP0e−μx + λ
∫ x
y=0 e

−μ(x−y) f (y)dy, 0 < x < 1,

λP0e−μx + λ
∫ 1
y=0 e

−μ(x−y) f (y)dy, x ≥ 1.
(9.16)

We briefly explain the second equation in (9.16). When x ≥ 1 the pdf f (x) is
positive due to those arrivals who stay for service (required wait < 1), whose
service time jumps cause {W (t)}t≥0 to upcross level 1. The solution of (9.16)
is

f (x) =
{

λP0e−(μ−λ))x , 0 < x < 1,

λP0eλe−μx , 1 ≤ x < ∞.
(9.17)

We substitute (9.17) into the normalizing condition P0 + ∫ ∞
x=0 f (x)dx = 1,

yielding

P0 = 1

1 + λ
μ−λ(1 − e−(μ−λ)) + λ

μe
−(μ−λ)

. (9.18)

Interestingly, formulas (9.16), (9.17) and (9.18) are identical to those in
display (3.255) with B(x) = e−μx and K = 1, and in (3.258) with k = 1,
in Sect. 3.16.6, in Chap. 3. Thus Variant 3 of M/G/1 with a threshold on the
workload at level 1 is mathematically connected to the renege/balk M/G/1
queue due to the staying function R(y) = 1 · I [0.k)(y) + 0 · I [k,∞) (y), where
I A(·) is the characteristic function of set A. The two differently conceived
queueing models express the same idea! (Fig. 3.35 in Chap. 3 shows a valid
sample path of {W (t)}t≥0, in both models.)

Substituting λ = 1, μ = 5 in (9.18) and (9.17) results in (see Fig. 9.3)

P0 = 0.8006, (9.19)

f (x) =
{

0.8006 · e−4.0x , 0 < x < 1,

2.1763 · e−5.0x , 1 ≤ x < ∞.
(9.20)

From (9.20) the derivative is

f ′(x) =
{ −3.2024 · e−4.0x , 0 < x < 1,

−10.8815 · e−5.0x , 1 ≤ x < ∞.

The pdf f (x) is continuous at x = 1. The derivative f ′(x) is discontinuous at
x = 1. Thus f ′(1−) = −0.058654, f ′(1) = −0.073319. The pdf is bounded
above by the arrival rate λ, i.e.,

max
x≥0

f (x) = f (0) = 0.8006 < 1 = λ.

http://dx.doi.org/10.1007/978-3-319-50332-5_3
http://dx.doi.org/10.1007/978-3-319-50332-5_3
http://dx.doi.org/10.1007/978-3-319-50332-5_3
http://dx.doi.org/10.1007/978-3-319-50332-5_3
http://dx.doi.org/10.1007/978-3-319-50332-5_3
http://dx.doi.org/10.1007/978-3-319-50332-5_3
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9.5.2 LCE Estimates of PDF and CDF of Wait of Stayers

We present the LCE estimates of f (x), F(x) and P0 in Table 9.1, using
t = 3000, � = 0.1 in the computer program. See also Figs. 9.2 and 9.3.

9.5.3 LCE Estimates of Mean of Wait of Stayers and P0

From (9.20), E(Wq) ≡ ∫ ∞
x=0 x f (x)dx ≡ m1 = 0.049, where Wq denotes the

required wait of stayers before service. Simulation of 10 independent sample
paths using t = 3000, � = 0.1, resulted in the sample-average point estimate

Table 9.1 Comparison of LCE estimates with analytic values in renege/balk M/M/1
queue

LC Estimation using t = 3000,� = 0.1

Estimated values Analytical Values

P̂0 = 0.7995 P0 = .800587

x f̂ (x) F̂(x) f (x) F(x)

0.1 .7995 .7995 .8006 .8006

0.2 .5265 .8652 .5366 .8666

0.3 .2447 .9395 .2411 .9403

0.4 .1602 .9591 .1616 .9603

0.5 .1142 .9734 1083 .9736

0.6 .0729 .9828 .0726 .9826

0.7 .0484 .9809 .0487 .9886

0.8 .0317 .9929 .0326 .9926

0.9 .0208 .9955 .0219 .9953

1.0 .0147 .9973 .0147 .9971

1.1 .0092 .9984 .0089 .9982

1.2 .0058 .9992 .0054 .9989

1.3 .0031 .9996 .0033 .9993

1.4 .0010 .9998 .0020 .9996

1.5 .0007 .9999 .0012 .9998

1.6 .0003 1.000 .0007 .9999

1.7 .0000 1.000 .0004 .9999
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ˆ (x)f

x

Fig. 9.2 Point estimate f̂ (x) of f (x) based on Table 9.1, in Mλ/Mμ/1 queue with
reneging or balking at service: λ = 1.0, μ = 5.0. Compare with Fig. 9.3

f(x )

x

Fig. 9.3 Analytical solution for f (x) in Mλ/Mμ/1 queue with reneging or balking
at service: λ = 1, μ = 5. See formulas (9.15), (9.17), (9.20). f (x) is continuous at
x = 1. f ′(x) is discontinuous at x = 1
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m̂1 = 0.0489. A 95% confidence interval for m1 is obtained using t9,0.025 ·
sm̂1 where t9,0.025 is the upper 2.5% point of the Student “t” distribution with
9 degrees of freedom (Student “t” because 10 is a small sample size) and
sm̂1 is the sample standard deviation of m̂1. The value of t9,0.025 · sm̂1 turned
out to be 0.0013. Thus a 95% confidence interval is m1 = m̂1 ± t9,0.025 ·
sm̂1 or m1 = 0.0489 ± 0.0013, which covers the true mean wait. Similarly a

95% confidence interval for P0 is P0 = P̂0 ± t9,0.025·sP̂0
or P0 = 0.7996 ±

0.0025, which covers the true value of P0.

9.5.4 Discussion of Numerical Example

The probability that an arbitrary arrival stays and receives full service is

qS = P0 +
∫ ∞

x=0
R(x) f (x)dx = P0 +

∫ 1

x=0
f (x)dx

= 0.8006 +
∫ 1

x=0
0.8006e−4.0xdx = 0.9971.

For the particular choice λ =1, μ = 5, and R(·) = I · I[0,1) + 0 · I [1,∞), in
this example, nearly all customers stay, i.e., wait and get full service. Only
(1 − qS) · 100% = 0.29% either renege or balk at their arrival instant. The
reason is that the service rate μ is very fast relative to the arrival rate λ. The
vast majority of arrivals (99.71%) are required to wait less than one time unit,
and therefore stay for a full service.

The expected busy period is

E (B) = 1 − P0

λP0
= 0.24906.

The expected idle period is E (I) = 1
λ = 1. The proportion of time the server

is idle is E(I)/(E(I) + E(B)) = 0.8006 = P0. Different values of λ, μ would
of course, give quite different results.

9.6 Brief Discussion of LCE

LCE is useful for confirming theoretical results derived by various methods
of analysis. LCE can be used to investigate the pdf of a state variable in a new
model where the model equations are difficult to formulate, or if formulated,
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are analytically intractable. It is an alternative approach for estimating pdfs,
cdfs, moments, and expected values of functions of state variables (e.g.,
Laplace transforms) in stochastic models.

LCE for steady-state distributions has several advantages. It uses a single
simulated sample path of the underlying process of interest. It requires the
analyst to be sufficiently familiar with the model dynamics to construct a
sample path using a computer program. It may help to uncover and explain
subtleties about the pdf and cdf of the state variable, which enhance intu-
ition and understanding about the model. It may help to discover unexpected
properties about the pdf of the state variable, or connections with apparently
unrelated models.

LCE can be incorporated into a hybrid technique combining partially-
known analytical solutions and statistical estimation. For example, in a single-
server queue, the theoretical values of P0 (probability of a zero wait) and E(B)

(expected busy period) may be known in terms of the model parameters. On
the other hand, equations for the pdf of wait f (x), x > 0, may be analytically
intractable. It may be possible to utilize the theoretical values of P0 and E(B)

in the LCE computer program, to estimate f (x), x > 0.
LCE methods similar to that described here for M/G/1, have been applied

to M/G/r(·) dams including cases where G is deterministic or discrete [27];
and to more complex models such as M/Ga,b/1 bulk-service queues [44].
The LCE technique is applicable in a vast array of other stochastic models
as well. The basis of all such applications stems from the ‘limt→∞ Dt (x)/t
= f (x)’ part of Theorem 1.1 in Chap. 1, and its extensions in multi-server
queues and dams, etc.

We may classify the LCE method as an estimation method, or a computa-
tional method. With sensible values of the simulated time t and state-space
partition norm size �, the technique gives almost-analytical values for the
distribution of the state variable and related values, in many benchmark com-
putational experiments already carried out.

http://dx.doi.org/10.1007/978-3-319-50332-5_1
http://dx.doi.org/10.1007/978-3-319-50332-5_1


Chapter 10
Renewal Theory Using LC

In this chapter, Sect. 10.1 gives an LC analysis of a replacement model, which
is structured using two interconnected renewal processes. We derive effi-
ciently, via sample paths and LC, the limiting pdfs of the excess life , the
age, and the total life, of both renewal processes. Section 10.2 gives an LC
analysis of a classical renewal problem with a barrier. Section 10.3 uses LC
to derive the finite time-t probability distributions of the excess, age and total
life, of a renewal process.

10.1 Replacement Model via Renewal Theory

We first describe a replacement model, which is a variant of the GI/G/r(·) dam.
(see Sect. 6.2 for a related M/G/r(·) dam.) Sects. 10.1.3 and 10.1.4 derive the
steady-state (limiting) pdfs of the excess, age and total life of two connected,
renewal processes in the model.

10.1.1 The Model

Let {X (t)}t≥0 denote a continuous-time continuous-state stochastic process
having upward jumps of i.i.d. sizes Xn > 0, all starting at level 0, at times τ−

n ,
where 0 = τ0 < τ1 · · · < τn < · · · , such that X (τn) = Xn, n = 0, 1, 2, . . .
Let the state space be S = [0,∞). Figure 10.1 shows a sample path of
{X (t)}t≥0 (we use X (t) to denote both the state variable and a sample path, for

© Springer International Publishing AG 2017
P.H. Brill, Level Crossing Methods in Stochastic Models,
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0

Level x

( )Xγ t ( )Xδ t ( )Xβ t

Fig. 10.1 Sample path of excess life γX (t), age δX (t), total life βX (t). Also shows
a state-space level x

economy of notation). Assume d X (t)/dt = −r(X (t)), t ∈ [τn, τn+1), n =
0, 1, . . ., where r(x) > 0, x > 0. Thus X (t) is a piecewise, decreasing
deterministic function between jumps. Assume that for all v > 0,

lim
u↓0

∫ v

y=u

1

r(y)
dy < ∞, (10.1)

which guarantees that a sample path X (t), t ≥ 0, starting from any level
v > 0, returns to level 0 in a finite time. The process {X (t)}t≥0 is a variant of
the GI/G/r(·) dam subject to inputs {Xn}n=0,1,.... occurring at all instants τn
when the dam becomes empty, and at no other time points. This mechanism
can be thought of as that of a replacement model. New inputs replace the
immediately preceding used-up inputs. Thus {X (t)}t≥0 is never at level 0 for
a positive duration, and τn, n = 1, 2, . . ., are replacement times.

Denote the inter-replacement times by {Zn}n=0,1,.... The random variables
Zn and Xn are related by

Zn =
∫ Xn

y=0

1

r(y)
dy, n = 0, 1, . . . . (10.2)

From (10.2), Zn is the time required for {X (t)}t≥0 to descend from level Xn
to level 0. The Zn , n = 0, 1, are i.i.d. because Xn , n = 0, 1, are i.i.d.
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10.1.2 Renewal Processes {Zn}n=0,1,... and {Xn}n=0,1,...

{Zn}n=0,1,... is in one-to-one correspondence with {Xn}n=0,1,..., and with
the piecewise deterministic continuous efflux rate r(X (t)), τn < τn+1, n =
0, 1, . . ..

Let Xn =
dis

X and Zn =
dis

Z , n = 0, 1, . . .

Example 10.1 Consider a newly-installed battery at τ0 with initial electrical
charge X0 ≡

dis
X , to power a device. Assume that the charge declines at a rate

that depends on the present charge. That is, d X (t)/dt = −r(X (t)) < 0, t ∈
[τ0, τ1). Suppose the battery’s charge dissipates non-uniformly and descends
to 0 after a time τ1 = Z0 ≡

dis
Z . The battery is immediately replaced by a

new fully-charged one. This procedure is repeated as batteries wear out, at
times τn, n = 2, 3, . . .. Thus Zn ≡

dis
Z , and Xn ≡

dis
X, n = 0, 1, 2, . . ., and

Z =
∫ X

y=0

1

r(y)
dy, (10.3)

is the inter-replacement time (see formula (6.4) in Sect. 6.2.4). The dimension
of Z is [T ime]. The dimension of X is [Coulombs]. The function r (X (t))
has dimension [Coulomb][T ime]−1.

10.1.3 The Renewal Process {Xn}n=0,1,...

Let γX (t) := excess life of content at instant t ≥ 0. The process {γX (t)}t≥0
has the same sample path as {X (t)}t≥0 , since we assume that all input jumps
start at level 0. Then d(γX (t))/dt = −r(γX (t)). Let δX (t) := age of the content
at instant t ≥ 0, i.e., amount of content used up at instant t , from the last
renewed amount prior to t . Then d (δX (t)) /dt = +r(δX (t)). Let βX (t) :=
total life (span) of the latest renewed amount of content at t (Fig. 10.1). (In
Example 10.1, γX (t)), δX (t), βX (t) are respectively, the remaining charge,
the charge used up, and the total charge, of the battery in use at time t .)

In the sample paths of the processes {γ(t)}t≥0, {δ(t)}t≥0, {β(t)}t≥0 all
upward jumps start at level 0 and are =

dis
X . All downward jumps start at a

random level X and end at level 0.

http://dx.doi.org/10.1007/978-3-319-50332-5_6
http://dx.doi.org/10.1007/978-3-319-50332-5_6
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Limiting Distributions in {Xn}n=0,1,... Using LC
We derive the limiting pdfs fγX (x), fδX (x), fβX (x), x > 0, of r.v.s γX (t),
δX (t),βX (t), as t → ∞, assuming E(X) < ∞, which is the condition for
their existence. Consider sample paths of {γX (t)}, {δX (t)}, {βX (t)}, t ≥ 0
(Fig. 10.1).

Let FX (x), fX (x),μX be the cdf, pdf and expected value respectively of
r.v. X. Let F X (x) = 1 − FX (x), x ≥ 0.

Limiting PDF of Excess Life in {Xn}n=0,1,...
Consider a sample path of {γ(t)}t≥0. The long-run SP expected downcrossing
rate of level x > 0, is

lim
t→∞

E(Dt (x))

t
= r(x) fγX (x). (10.4)

(as in Corollary 6.2 in Sect. 6.2.8).
The long-run SP expected upcrossing rate of level x is

lim
t→∞

E(Ut (x))

t
= 1

E(Z)
· F X (x), (10.5)

since the expected time between upward jumps starting from level 0 is
E(Z)(= E(τn+1 − τn), n = 0, 1, . . .), and F X (x) = P(SP jump start-
ing at level 0 is > x). In (10.3), substituting from (10.2), and conditioning
on X = x gives

E(Z) =
∫ ∞

x=0

(∫ x

y=0

1

r(y)
dy

)
fX (x)dx =

∫ ∞

y=0

∫ ∞

x=y

1

r(y)
fX (x)dxdy

=
∫ ∞

y=0

1

r(y)

(∫ ∞

x=y
fX (x)dx

)
dy =

∫ ∞

y=0

F X (y)

r(y)
dy. (10.6)

Equating (10.4) and (10.5) by the principle of rate balance across level x ,
and using (10.6), yields the equation

r(x) fγX (x) = F X (x)

E(Z)
= F X (x)∫ ∞

y=0
FX (y)
r(y) dy

, (10.7)

fγX (x) = F X (x)

r(x)
∫ ∞

y=0
F X (y)
r(y) dy

. (10.8)

The dimension of fγX (x) is [content]−1 (= [Coulomb]−1 in Example 10.1)).

http://dx.doi.org/10.1007/978-3-319-50332-5_6
http://dx.doi.org/10.1007/978-3-319-50332-5_6
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Limiting PDF of Excess Life in {Xn}n=0,1,... when r(x) ≡ 1
If the efflux rate r(x) ≡ 1, formula (10.8) reduces to

fγX (x) = F X (x)∫ ∞
y=0 FX (y)dy

= F X (x)

μX
, (10.9)

since
∫ ∞

y=0 F X (y)dy = E(X) = μX . (γX represents the limiting excess life
of content, having pdf fγX (x).) Formula (10.9) is exactly the same as the
well-known limiting pdf of the excess life in a “standard” renewal process.
However, here the dimension of fγX (x) is [content]−1 instead of [T ime]−1.

Limiting PDF of Age in {Xn}n=0,1,...
For the age process {δX (t)}t≥0, the long-run SP expected upcrossing rate of
level x > 0 is

lim
t→∞

E(Ut (x))

t
= +r(x) fδX (x), (10.10)

(see Corollary 6.2 in Sect. 6.2.8). The long-run SP expected downcrossing
rate of level x is

lim
t→∞

E(Dt (x))

t
= 1

E(Z)

∫ ∞

y=x
fX (y)dy = F X (x)

E(Z)
, (10.11)

because (1) downward jumps occur at rate 1/E(Z), (2) in order for the SP to
downcross level x by a jump at some τ−

n , the upward jump at τn−1 starting
from level 0 must have been such that Xn−1 > x . Moreover, Xn−1 at τn−1 is
also equal to the downward jump size at τ−

n (see Fig. 10.1).
Equating (10.10) and ( 10.15) (rate balance across level x), gives

r(x) fδX (x) = F X (x)

E(Z)
= F X (x)∫ ∞

y=0
F X (y)
r(y) dy

;

fδX (x) = F X (x)

r(x)
∫ ∞

y=0
F X (y)
r(y) dy

. (10.12)

Comparing (10.8) with (10.12) shows that fδX (x) = fγX (x). The dimension
of fδX (x) is [content]−1.

Limiting PDF of Age in {Xn}n=0,1,... when r(x) ≡ 1
If r(x) ≡ 1, we obtain similarly as in (10.9), the limiting pdf

fδX (x) = F X (x)

μX
. (10.13)

http://dx.doi.org/10.1007/978-3-319-50332-5_6
http://dx.doi.org/10.1007/978-3-319-50332-5_6
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The dimension of fδX (x) is [content]−1. It is well known that for an
ordinary renewal process, the limiting distributions of the excess life and
age are identical. In the variant of a GI/G/r(·) dam possessing the renewal
structure outlined here, these distributions are also identical with respect to
the content, even when the efflux rate has a general form r(x), x > 0. That
is, formulas (10.8) and (10.12) are identical.

Limiting PDF of Total Life in {Xn}n=0,1,...
For the process {βX (t)}t≥0, the long-run SP expected downcrossing rate of
level x > 0, is

lim
t→∞

E(Dt (x))

t
=

∫ ∞

y=x

(
1∫ y

u=0
1

r(u)du

)
fβX (y)dy, (10.14)

where we have conditioned on βX (t) = y > x . In (10.14), 1/
∫ y

u=0
1

r(u)du, the
reciprocal of the expected sojourn time of {βX (t)}t≥0 at level y > x , is equal
to the downward jump rate across level x starting from level y (Fig. 10.1). At
the end of a level-y (y > x) sojourn time, the SP jumps downward to level
0, and downcrosses every state-space level in (0, y), including level x .

The SP long-run (expected) upcrossing rate of level x is

lim
t→∞

E(Ut (x))

t
= F X (x)

E(Z)
= 1

E(Z)

∫ ∞

y=x
fX (y)dy, (10.15)

since the expected time between SP upward jumps out of level 0 is E(Z), and
the probability that such an SP jump exceeds level x is F X (x). The SP makes
a double jump in opposite directions at each renewal instant of the sequence
{Zn}n=0,1,.... One jump is downward ending at level 0; the “opposite jump”
is upward starting at level 0.

Equating (10.14) and (10.15) (rate balance across level x), results in the
integral equation for fβX (·),

∫ ∞

y=x

1(∫ y
u=0

1
r(u)du

) fβX (y)dy = FX (x)

E(Z)
. (10.16)

In (10.16), taking d/dx on both sides yields

− 1(∫ x
u=0

1
r(u)du

) fβX (x) = − fX (x)

E(Z)
.
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Hence

fβX (x) =
(∫ x

y=0
1

r(y)dy
)

fX (x)

E(Z)
=

(∫ x
y=0

1
r(y)dy

)
fX (x)

∫ ∞
y=0

F(y)
r(y) dy

. (10.17)

The dimension of fβX (x) is [content]−1.

Limiting PDF of Total Life in {Xn}n=0,1,... when r(x) ≡ 1
If r(x) ≡ 1, then Zn = Xn and E(Zn) = E(Xn) = μX in magnitude. (However,
their dimensions differ; since [Xn] = [contentunit] and [Zn] = [T ime].)
Formula (10.17) reduces to the well-known limiting pdf of total life (span)
for an ordinary renewal process,

fβX (x) = x fX (x)

E(Z)
= x fX (x)

μX
, (10.18)

except that the dimension of fβX (x) is [content]−1 instead of [T ime]−1. That
is, in the variant of the GI/G/r(·) dam described here, the “life” is measured
in ‘content’ units.

Remark 10.1 The foregoing variant of GI/G/r(·) exhibits the phenomenon
of SP multiple jumps at the same (renewal) instant. Recall that SP jumps in
the state space do not occur in Time. (See Examples 2.2, 2.3 in Sect. 2.3,
regarding SP multiple jumps.)

Example 10.2 Suppose r(x) = kx , x > 0, where k > 0 is a constant. Then
the inequality (10.1) does not hold because sample paths decay as a negative
exponential function (see Sect. 6.4). The SP returns to every level x > 0,
however small. Let us choose a small level ε > 0 to indicate that it is time
for a new replenishment of content. Thus, whenever the content hits level ε
from above, it increases by an amount =

dis
X . We consider two cases.

Case 1: All replenishments start at level 0.
Whenever the content decays to level ε, a new replenishment starts at level 0.
(We assume that the added amount is greater than ε; otherwise it is discarded.)
Many systems are of this type. For example, heat and smoke alarms make a
beep and/or show a red light, when the charge in the alarm’s battery decays to
a certain level. This signals that the battery needs replacing. In Example 10.1,
this corresponds to replacing a battery with a new one when the preceding
charge decreases to ε Coulombs.

http://dx.doi.org/10.1007/978-3-319-50332-5_2
http://dx.doi.org/10.1007/978-3-319-50332-5_2
http://dx.doi.org/10.1007/978-3-319-50332-5_2
http://dx.doi.org/10.1007/978-3-319-50332-5_6
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Case 2: All replenishments start at level ε > 0
For each positive v > ε, the time to decay to level ε is

∫ v

y=ε

1

kx
dx = 1

k
ln

v

ε
< ∞,

meaning the content returns to level ε in a finite time from any level ε + X .
In this case, {Xn}n=0,1,... is a delayed renewal process, where the first inter-
renewal time is X0 =

dis
X − ε, because all future inputs (replenishments)

will start at level ε. The inter-renewal amounts X1, X2, . . . are =
dis

X . In the

renewal process {Xn}n=0,1,..., the support of X0 equals the support of X minus
ε, because the remaining inputs start at level ε. This model structure is similar
to that in the example in Sect. 10.3.8. We will not continue the analysis here;
the limiting and time-t distributions of the quantities of interest can be derived
from the reasoning given below in Sect. 10.3.8. This model would apply to
cases where it is important to maintain the concentration of a solute in a
solution above a certain level (say ε). Examples include: pharmacokinetics
(see Sect. 11.6); consumer response to nonuniform advertisements (see [40]);
and many others.

10.1.4 The Renewal Process {Zn}n=0,1,...

Limiting Excess Life, Age, Total Life in {Zn}n=0,1,...
Let γZ (t), δZ (t), βZ (t) denote the excess life, age, and total life respectively,
at a fixed time t > 0.

Define G(x) :=
∫ x

y=0
1

r(y)dy := time for {X (t)}t≥0 to decay from level
x > 0 to level 0. Then G(x) is an increasing differentiable function of
x (since dG(x)/dx = 1/r(x)), which implies the inverse G−1(x) of G(x)
exists, and

d

dx
G−1(x) = 1

d
dx G(x)

= 1
1

r(x)

= r(x), x > 0

(see, e.g., pp. 206–207 in [137], and other Calculus texts). Thus G−1(x) is
also an increasing (differentiable) function of x . Moreover, G−1(x) is that
level in the Time-state space T × �0,∞) from which a descent to level 0
takes time period x , as G(G−1(x)) = x . We now derive the pdfs of γZ , δZ , βZ

from the results for the pdfs of γX , δX , βX , respectively, given in Sect. 10.1.3.

http://dx.doi.org/10.1007/978-3-319-50332-5_11
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Limiting PDF of Excess Life γZ in {Zn}n=0,1,...
The relation between Zn and X (t) implies

γZ ≤ x iff γX ≤ G−1(x)).

(see Fig. 10.1). Hence

FγZ
(x) = FγX

(G−1(x)). (10.19)

Taking d/dx on both sides of (10.19) and substituting from (10.8) gives

fγZ
(x) = fγX (G−1(x)) · d

dx
G−1(x) = fγX (G−1(x)) · r(x)

= r(x) · F X (G−1(x))

r(G−1(x))
∫ ∞

y=0
F X (y)
r(y) dy

. (10.20)

The dimension of fγZ
(x) is [T ime]−1.

If r(y) ≡ 1, then G(x) = G−1(x) = x and

fγZ
(x) = F X (x)/

∫ ∞

y=0
F X (y)dy = F X (x)/μX = fγX (x).

The dimension of fγZ
(x) is [T ime]−1, whereas the dimension of fγX (x) is

[content]−1.

Limiting PDF of Age δZ in {Zn}n=0,1,...
In a similar manner as for the excess life, the age satisfies

δZ ≤ x iff δX ≤ G−1(x).

Thus, FδZ
(x) = FδX

(G−1(x)). Taking d
dx then yields

fδZ (x) = r(x)F X (G−1(x))

r(G−1(x))
∫ ∞

y=0
F X (y)
r(y) dy

. (10.21)

Thus fδZ (x) = fγZ
(x), x > 0. The dimension of fδZ (x) is [T ime]−1.

If r(y) ≡ 1 then G(x) = G−1(x) = x , and

fδZ
(x) = F X (x)/

∫ ∞

y=0
F X (y)dy = fδX (x).
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The dimension of fδZ
(x) is [T ime]−1, whereas the dimension of fδX (x) is

[content]−1.

Limiting PDF of Total Life βZ in {Zn}n=0,1,...}
Since βZ ≤ x iff βX ≤ G−1(x) then we obtain similarly as for fδZ

(x) and
fγX (x) above,

fβZ (x) = fβX (G−1(x)) · d

dx
G−1(x) = fβX (G−1(x)) · r(x).

From (10.17) we get

fβZ (x) =
r(x) ·

(∫ x
y=0

1
r(y)dy

)
fX (G−1(x))

∫ ∞
y=0

F X (y)
r(y) dy

. (10.22)

The dimension of fβZ
(x) is [T ime]−1 whereas the dimension of fβX (x) is

[content]−1. If r(x) ≡ 1 then

fβZ (x) = x fX (x)∫ ∞
y=0 F X (y)dy

= x fX (x)

μX
,

having dimension [T ime]−1.

10.1.5 Limiting PDFs in Ordinary Renewal Process

We now give the steady-state pdfs of excess, age and total life for the ordinary
(i.e., standard) renewal process as a special case of those for the replacement
model above. In the ordinary renewal process, we have Xn = Zn , n = 0, 1, 2,...,
since r(X (t)) ≡ 1 (see Fig. 10.2). The dimensions of Xn and Zn are the same,
usually [T ime]. The pdfs of the excess, age and total life, i.e., fγZ (x), fδZ (x),
fβZ (x), x > 0, are the same as formulas (10.9), (10.13), (10.18) respectively,
and all have dimension [T ime]−1.

Direct Derivation of Limiting PDFs fγZ (x), fδZ (x), fβZ (x)
We can derive these limiting pdfs very simply and directly in the ordi-
nary renewal process. For example, to get fγZ (x), X > 0, we examine
the sample path of γZ (t), t ≥ 0, in Fig. 10.2. The downcrossing rate of
level x is fγZ (x); the upcrossing rate of level x is F Z (x)/E(Z). Rate bal-
ance gives fγZ (x) = F Z (x)/E(Z). Similarly, examining the sample path of
δZ (t), t ≥ 0, gives fδZ (x) = F Z (x)/E(Z), x > 0. To derive fβZ (x), x > 0,
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Fig. 10.2 Sample paths of excess γZ (t), age δZ (t) and total life βZ (t), t ≥ 0, in the
ordinary (standard) renewal process

examine the sample path of βZ (t), t ≥ 0. The downcrossing rate of level x
is

∫ ∞
y=x (1/y) fβZ (y)dy and the upcrossing rate of level x is F Z (x)/E(Z).

Rate balance gives
∫ ∞

y=x (1/y) fβZ (y)dy = F Z (x)/E(Z). Taking d/dx of
both sides yields fβZ (x) = x fZ (x)/E(Z).

Remark 10.2 The LC derivations of the limiting pdfs of excess life, age and
total life, at time t as t → ∞, are relatively easy in the replacement model,
and are much simpler for the ordinary (standard) renewal process.

Remark 10.3 All the derivations in Sect. 10.1 are based directly on the au-
thor’s unpublished notes of June 18–July 26, 1992 [28]. These notes were
motivated by a talk on the ordinary renewal process by van Harn and Steu-
tel (see Partial Bibliography below) at the 21st Conference on Stochastic
Processes and their Applications at York University, Toronto, June 15–19,
1992. Their presented work differs completely from LC conceptually. Results
for the ordinary renewal process using LC were published independently
in Katayama (2002) (see Partial Bibliography).

10.2 A Renewal Problem with Barrier

Consider a renewal process {Zn}n=1,2...., where Zn =
dis

U(0,1) := uniform

random variable on (0, 1) (Fig. 10.3). Let NK denote the number of renewals
required to first exceed a barrier K > 0. In this section we derive the expected
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Fig. 10.3 Renewal process {Zn}n=1,2... showing renewals. N (t) is the number of
renewals within (0, t). N1 = N (1)+1 is number of renewals required to first exceed
barrier K = 1. N1 is a stopping time for the sequence {Zn}n=1,2,... where Zn =

dis
U(0,1)

value E(NK ), K = 1, 2, 3, . . ., and related quantities. It is well known that
E(N1) = e, the base of natural logarithms (see Problem 5, p. 485 in [125]).
Usually, it is shown that E(N1) = e by a standard renewal argument, i.e.,
conditioning on the first renewal distance s (Fig. 10.3), deriving a renewal
equation, and solving it. However, the general formula for E(NK ), K = 2, 3,
... is not well known.

Here we derive E(N1) by an alternative method, which also applies to
derive E(NK ), K = 2, 3, .... The idea is to embed statistically indepen-
dent replicas of the one-dimensional renewal process {Zn}n=1,2,.... into the
cycles of a regenerative process such that the time axis of the embedded
processes is perpendicular to the time axis of the regenerative process. Thus,
the one-dimensional process {Zn}n=1,2,.... becomes transformed into an in-
finite sequence of statistically independent copies of {Zn}n=1,2,..., in a two-
dimensional construct having two different perpendicular time axes. One time
axis is for the regenerative process; the other is for {Zn}n=1,2,.... The type of
construction in this alternative method, facilitates finding the expected num-
ber of renewals required to exceed a barrier or threshold, in other (seemingly
unrelated) stochastic models as well.

10.2.1 Method for E(NK ) Using a Regenerative Process

We construct a continuous-time continuous-state positive recurrent regener-
ative process
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{X (t)}t≥0, X (0) = 0,

which embeds statistically independent reproductions of {Zn}n=1,2,... in
all cycles of {X (t)}t≥0 (Fig. 10.4). A sample path of {X (t)}t≥0 is a non-
decreasing step function, which makes SP upward jumps of size =

dis
U(0,1) at

an arbitrary Poisson rate λ. (We select λ = 1, for convenience.) The upward
jumps are denoted by

bn := Zn: ≡
dis

U(0,1), n = 1, 2, . . . .

(We replace symbol Zn by bn for generality beyond the threshold K = 1,
and because of applicability to other models. See [33]).

Define random variable NK by

NK = min{n|
n∑

i=1

bi > K }, K = 1, 2, . . . ; (10.23)

thus NK is a stopping time for the sequence {bn}n=1,2,....
Let random variable a =

dis
Expλ = Exp1, implying E(a) = 1.

Define random variable c by

c =
NK∑
i=1

ai , where each ai =
dis

a, (10.24)

and the ai s are i.i.d. r.v.s.
Let {cn}n=1,2,... be a renewal process where cn ≡

dis
c; the cns are i.i.d.

Then {cn}n=1,2,... are “compound” cycles of a regenerative process with sub-
components {ai }n=1,2,.... Since there is a one-to-one correspondence between
an and bn , n = 1, 2, . . ., the random variable NK is also a stopping time for
the sequence {ai }n=1,2,.... Taking the expected value in (10.24) yields

E(c) = E(NK )E(α) = E(NK ), (10.25)

by Wald’s equation (e.g., see Exercises 13–24, p. 486–489 in [125]).
Just after each instant when a sample path of {X (t)}t≥0 upcrosses level K ,

the SP jumps downward (rebounds) immediately to level 0, and the process
{X (t)}t≥0 restarts. Our construction guarantees that the limiting distribution
of X (t) exists as t → ∞ (see [132]). Random variable NK equals the num-
ber of SP jumps required for {X (t)}t≥0 to first exceed level K . A simple,
but key observation, is that NK is equal to the number of sub-intervals with
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lengths =
dis

a, comprising a cycle c. The state space of {X (t)}t≥0 is

S = [0, K + 1), because the excess of the jumps that exceed level K is less
than 1 (due to jump sizes =

dis
U(0,1)).

Relation to 〈s, S〉 Inventory with No Decay
Other stochastic models have a related structure. For example, the 〈s, S〉
inventory with no decay in Sect. 6.9 is the “flip” (like �) of the {X (t)}t≥0
process, where K := S − s, and the jump sizes are distributed as Expμ. In
the 〈s, S〉 model E (NK ) (= E(NS−s)) is the expected number of demands
in an ordering cycle.

10.2.2 Derivation of E(N1)

Let the limiting mixed pdf of {X (t)}t≥0 as t → ∞, be {π1, f0(x)}0<x<1.
Consider a sample path of {X (t)}t≥0; fix level x ∈ (0, 1) (Fig. 10.4). SP
upcrossings of level x are due to jumps =

dis
U(0,1) starting at level 0, or starting

at some level y ∈ (0, x). Thus, the SP upcrossing rate of level x is

1 · π1 · P(b > x) + 1 ·
∫ x

y=0
P(b > x − y) · f0(y)dy

where b ≡
dis

U(0,1), and upward jumps occur at rate 1/E(a) = λ = 1. This

leads to the equation

0

1

SP

1c 2c 3c 4c
1a 2a 3a 1a 2a 3a 1a 2a 1a 2a 3a 4a 5a

1b
1b 1b

1b

2b
2b

2b

2b

3b 3b

3b
4b

5b

Time

X(t)

x

Fig. 10.4 Sample path of {X (t)}t≥0, in renewal problem to determine E(N1) when
renewal times are =

dis
U(0,1)

http://dx.doi.org/10.1007/978-3-319-50332-5_6
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1 · π0.1 · P(b > x) + 1 ·
∫ x

y=0
P(b > x − y) · f0(y)dy = π1, x ∈ (0, 1) ,

(10.26)

explained as follows. On the right side of (10.26), π1 is the downcrossing
rate of level x because the rate of SP downward jumps is the same as the rate
of SP entrances into state {0} from above (also called here ‘downcrossings’
of level 0). From the principle of set balance, this entrance rate is equal to
the exit rate of {0}, namely λπ1 = 1 · π1 = π1.

The SP downcrossing rate of every level x ∈ [0, 1) is equal to the total
upcrossing rate of level 1. The SP rebounds into level 0 immediately after it
upcrosses level 1. (The SP makes a double jump. Compare with the 〈s, S〉
inventory with no decay in Example 2.3 in Sect. 2.3; see also Sect. 2.3.) In
the inventory model, whenever the stock on hand jumps below the reorder
point s, it is replenished immediately up to level S.

Letting x = 1 in equation (10.26) gives

π1 · P(b > 1) +
∫ 1

y=0
P(b > 1 − y) · f0(y)dy = π1. (10.27)

Since b =
dis

U(0,1), we substitute P(b > x) = 1 − x , 0 < x < 1, into

(10.26), resulting in

π0,0(1 − x) +
∫ x

y=0
(1 − x + y) f (y)dy = π0,0, 0 < x < 1. (10.28)

Taking d/dx twice in (10.28), and solving the resulting ordinary differen-
tial equation gives

f (x) = π1ex , 0 < x < 1, (10.29)

which we substitute into the normalizing condition π0 + ∫ 1
x=0 f (x)dx = 1,

giving

π1 = 1

e
. (10.30)

The renewal rate of {cn}n=1,2,... is 1/E(c) = SP entrance (or exit) rate of
{0} = π1. Thus E(c) = 1/π1. From (10.25) and (10.30),

E(N1) = E(c) · E(a) = 1

π1
· 1 = e = 2.71828. (10.31)

http://dx.doi.org/10.1007/978-3-319-50332-5_2
http://dx.doi.org/10.1007/978-3-319-50332-5_2
http://dx.doi.org/10.1007/978-3-319-50332-5_2
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We have derived E(N1) in detail using the compound-cycle regenerative
process structure, to fix ideas. The following values of E(NK ), K = 2, 3, . . .,
in this Section are not well known.

10.2.3 Derivation of E(N2)

Let π2 := limt→∞ P(X (t) = 0). Let the steady-state PDF of {X (t)}t≥0 be

f (x) = f0(x)I (0,1](x) + f1(x)I [1,2)(x), x ∈ (0, 2) ,

where I A(x) = 1 if x ∈ A, and I A(x) = 0 if x /∈ A (the characteristic function
of set A).

Consider a sample path of {X (t)}t≥0 (Fig. 10.5), where the state space is
S = [0, 3). Balancing SP up- and downcrossing rates of x ∈ (0, 1), as in the
case K = 1, gives

π2(1 − x) +
∫ x

y=0
(1 − x + y) f0(y)dy = π2, x ∈ (0, 1). (10.32)

0
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1
( )f x

0
( )f x

Fig. 10.5 Sample path of {X (t)}t≥0 for renewal problem, with state space S = [0, 3).
Facilitates solution for E(N2)
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Fix x ∈ [1, 2) (see Fig. 10.5). Balancing SP up- and downcrossing rates of
x , gives

∫ 1

y=x−1
(1 − x + y) f0(y)dy +

∫ x

y=1
(1 − x + y) f1(y)dy = π2, x ∈ [1, 2) .

(10.33)
In (10.33), the first integral is the upcrossing rate of level x due to jumps
starting in (0, 1). The lower limit is y = x − 1 because an SP jump can
upcross level x ∈ (1, 2) only if it starts in interval (x − 1, 1), which is a
subset of [0, 1). The second integral is the upcrossing rate of level x due to
jumps starting in [1, x).

Taking d/dx in (10.33) gives

−
∫ 1

y=x−1
f0(y)dy − 0 −

∫ x

y=1
f1(y)dy + f1(x) = 0, x ∈ [1, 2). (10.34)

Substituting π2ey from (10.29), for f0(y) in (10.34) with π1 replaced by
π2, and letting x ↓ 1 yields

f1(1
+) = π2 (e − 1) = π2e − π2 = f0(1

−) − π2.

which shows that f (x) has a discontinuity at x = 1 of size π2. (In f0(x), π2
replaces π1 because at this stage we are solving for E(N2)). Taking d/dx in
(10.34) gives

f ′
1(x) − f1(x) = − f0(x − 1) = −π2e(x−1),

d

dx
(e−x f1(x)) = −π2e−1,

f1(x) = −π2e−1xex + Cex , x ∈ [1, 2), (10.35)

where C is a constant, evaluated by letting x ↓ 1 in (10.35), resulting in

f1(1
+) = −π2 + Ce = π2e − π2,

and C = π2.

Substituting C = π2 into (10.35) gives

f1(x) = π2
(−e−1x + 1

)
ex , x ∈ [1, 2).

Thus we obtain
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f0(x) = π2ex , x ∈ (0, 1) ,

f1(x) = π2(1 − e−1x)ex , x ∈ [1, 2. (10.36)

From (10.36) we check the discontinuity at x = 1,

f1(1
+) = π2e − π2 = f0(1

−) − π2,

Fig. 10.6 shows that the discontinuity stays in place at x = 1 for K = 2, 3, . . .,
but with the sizes πK , K = 2, 3, . . . respectively.

The normalizing condition is

π2 +
∫ 1

x=0
f0(x)dx +

∫ 2

x=1
f (x)dx = 1. (10.37)

Substituting from (10.36) into (10.37) gives

π2 = 1

−e + e2. . (10.38)

From (10.25),

E(N2) = E(c)E(a) = 1

π2
· 1 = −e + e2 = 4.67077. (10.39)

10.2.4 Derivation of E(N3)

We now explore further the pattern of E(NK ), K = 1, 2,.... For deriving
E(N3), the state space is S = [0, 4). Let π3 := limt→∞ P(X (t) = 0). Let the
steady state pdf of {X (t)}t≥0 be

f (x) = f0(x)I (0,1](x) + f1(x)I [1,2)(x) + f2(x)I [2,3)(x), x ∈ (0, 3),

(plotted as f (x)/π3 in Fig. 10.6 since π3 is a factor of each f j (x), j =
0, 1, 2—see (10.43) below). We now balance SP up- and downcrossing rates
across arbitrary levels x ∈ (0, 1); x ∈ [1, 2); x ∈ [2, 3), which gives respec-
tively, integral equations

π3(1 − x) +
∫ x

y=0
(1 − x + y) f0(y)dy = π3, (10.40)
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3

( )f x

π

Fig. 10.6 Plot of f (x)/π3, x ∈ (0, 3).E(N3) = 1/π3 = 1 + ∫ 3
0 f (x)dx = 1+∑2

j=0

∫ j+1

j
f j (x)dx . The only discontinuity of f (x) is at x = 1, of size = π3; f (x)

is continuous for all x ∈ (1, 3)

∫ 1

y=x−1
(1 − x + y) f0(y)dy +

∫ x

y=1
(1 − x + y) f1(y)dy = π3, (10.41)

∫ 2

y=x−1
(1 − x + y) f1(y)dy +

∫ x

y=2
(1 − x + y) f2(y)dy = π3. (10.42)

Solving integral equations (10.40), (10.41) in a similar manner as for K =
1, 2 above, gives

f0(x) =π3ex , x ∈ (0, 1) ,

f1(x) =π3(1 − e−1x)ex , x ∈ [0, 1,

f2(x) =1

2
π3(−2xe−2 + e−2x2 − 2xe−1 + 2)ex , x ∈ [2, 3). (10.43)

The normalizing condition is

π3 +
∫ 1

x=0
f0(x)dx +

∫ 2

x=1
f1(x)dx +

∫ 3

x=2
f2(x)dx = 1, (10.44)
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yielding

π3 = 1
1
2 e − 2e2 + e3

.

Substituting from (10.43) into (10.44) gives

E(N3) = 1

π3
= 1

2
e − 2e2 + e3 = 6.66656563. (10.45)

The form of f (x) is reminiscent of the pdf of wait in the M/D/1 queue in
Fig. 3.18 in Sect. 3.10.2. In both models, the pdf has a discontinuity at exactly
one point: at x = 1 in the present renewal problem, and at x = D in the M/D/1
queue.

10.2.5 Derivation of E(NK ) f for General K

Repeating the foregoing procedure for several more values of K with the aid
of mathematical software (e.g., Maple) gives, for x ∈ [3, 4)

f3(x) = π4

(
1 − e−1x − 3

2
e−3x − e−2x + 1

2
e−2x2

−1

6
e−3x3 + e−3x2ex

)
,

and for x ∈ [4, 5)

f4(x) = π5

(
1 + 1

24
e−4x4 − 1

2
e−4x3 + 2e−4x2 − e−2x − 3

2
e−3x

−8

3
e−4x − 1

6
e−3x3 + e−3x2 + 1

2
e−2x2 + e−1x

)
ex .

Applying the normalizing conditions for K = 4 and 5 respectively then results
in

E(N4) = 1

π4
= −1

6
e + 2e2 − 3e3 + e4,

E(N5) = 1

π5
= 1

24
e − 4

3
e2 + 9

2
e3 − 4e4 + e5.

The author hypothesized that E(NK ) is the sum of powers of e, e2 , …, ek ,
with coefficients given in the series

http://dx.doi.org/10.1007/978-3-319-50332-5_3
http://dx.doi.org/10.1007/978-3-319-50332-5_3
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1

πK
= E(NK ) =

K∑
j=1

(− j)K−i

(K − j)!e
j , K = 1, 2, . . . . (10.46)

This can be verified by mathematical induction, carried out by first deriving
the formulas for f j (x), j = 0, . . . , K , in the same way as for those in (10.43).
Then we obtain (10.46) in a similar manner as for the derivation of (10.45).

10.2.6 Asymptotic Formula for E(NK ) as K → ∞

We now show that in (10.46),

E(NK ) ≈ 2K + 2/3,

i.e.,

lim
K→∞

E(NK )

2K + 2
3

= 1. (10.47)

For example, using (10.47) with the “large” number K = 20, we immediately
have the approximation E(N20) ≈ 2(20) + 2/3 = 40.6667. The analytical
value up to the same number of decimals using (10.46) is also 40.6667, whose
accuracy depends on the number of digits carried, and on the computational
algorithm used.

Remarkably, from the analytical values of E(N2) and E(N3) given in
(10.39) and (10.45), the approximation (10.47) is very accurate for K =
2, 3, . . .. Even for K = 1, the “asymptotic” approximation 2K + 2

3 = 2.6666,
which is within 1.90% of e = 2.71828.

Derivation of Asymptotic Formula (10.47)
Let γ denote the excess life at an arbitrary point x ∈ S, as x → ∞. Then
fγ(y) = 1

μ (1 − B(y)), y > 0, where B(y) is the common cdf of the inter-
renewal time, having mean μ (formula (10.9) above; see also Example 7.24,
p. 453 in [125]. Here, the inter-renewal times are =

dis
U(0,1). Thus B(y) =

y, 0 < y < 1, μ = 1/2, and

E(γ) = 1

μ

∫ ∞

y=0
y · fγ(y)dy = 2

∫ 1

y=0
y (1 − y) dy = 1

3
. (10.48)

Let γK denote the excess life at K ; if K is large then E(γK ) ≈ 1
3 . If K is

finite then

http://dx.doi.org/10.1007/978-3-319-50332-5_7
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K + γK =
NK∑
j=1

Z j , (10.49)

where the Z j s are i.i.d. ≡
dis

U(0,1), and NK is a stopping time for
{

Z j
}

j=1,2,....

Taking expected values in (10.49) yields

K + E(γK ) = E(NK ) · 1

2
,

implying E(NK ) = 2K + 2 · E(γK ).

If K is large, E(γK ) ≈ E(γ); substituting from (10.48) gives

E(NK ) ≈ 2K + 2

3
,

which is equivalent to formula (10.47). Also, if α > 0 is a “large” real number
then E(Nα) ≈ 2α + 2

3 , where Nα is the number of renewals required to first
exceed α.

10.2.7 Number of Renewals Within an Arbitrary Interval

Let N (α,β) denote the number of renewals within an interval (α,β) ⊆
(0, K ), during a single cycle cn , n ∈ {1, 2, . . .}, of {X (t)}t≥0. Without loss
of generality, X (0) = 0, and we stop after NK subintervals of {an}n=1,2,....
Then

N (0, K ) = NK − 1, and E(N (0, K )) = E(NK ) − 1.

Thus the values of E(N1); E(N2); E(N3) lead to the expected number of
renewals within intervals (0, 1); (0, 2), (0, 3), (1, 2); (2, 3), as follows:

E(N (0, 1)) = E(N1) − 1 = e − 1 ≈ 1.7183,

E(N (0, 2)) = E(N2) − 1 = −e + e2 − 1 ≈ 3.6708,

E(N (0, 3)) = E(N3) − 1 = 1

2
e − 2e2 + e3 − 1 ≈ 5.6666,

E(N (1, 2)) = E(N (0, 2)) − E(N (0, 1)) = E(N2) − E(N1) ≈ 1.9525,

E(N (2, 3)) = E(N (0, 3)) − E(N (0, 2)) = E(N3) − E(N2) ≈ 1.9958.
(10.50)

For large K ,
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E(N (K , K + 1) = E(0, K + 1) − E(0, K ) = E(NK+1) − E(NK ) ≈ 2.0.

In (10.50), the values of E(N (1, 2)), E(N (2, 3)) are already within 2.38%
and 1.40% of the limiting value 2.0, respectively.

If 0 < α < β < 1, where α and β are arbitrary real numbers then E(Nα) =
eα, and E(Nβ) = eβ , obtained similarly as in the solution for E(N1). Hence,
E(N (0,α)) = eα −1, E(N (0,β)) = eβ −1, implying the expected number
of renewals within (α,β) is

E(N (α,β)) = E(Nβ) − E(Nα) = eβ − eα, 0 < α < β < 1. (10.51)

In particular,

E

(
N

(
2

3
, 1

))
= e − e

2
3 ≈ 0.77055,

E

(
N

(
1

3
,

2

3

))
= e

2
3 − e

1
3 ≈ 0.55212,

E

(
N

(
0,

1

3

))
= e

1
3 − e0 ≈ 0.39561.

Thus, approximately 44.84% of the renewals occur in the top third, 32.13% in
the middle third and 23.02% in the bottom third, of interval (0, 1), indicating
renewal instants tend to accumulate in the top portion of (0, 1). For a possible
intuitive explanation of this phenomenon, fix the length of a “sliding interval”
Ih using |Ih|= h, 0 < h < 1. As we slide Ih steadily from position (0, h) to
position (1−h, 1), the expected number of renewals in Ih increases steadily.

We can extend the analysis to determine the expected number of renewals
within an arbitrary interval (α,β), 0 ≤ α < β < ∞.

10.2.8 Discussion

We can apply the compound-cycle regenerative process model of this section,
to an arbitrary renewal process {bn}n=1,2,..., where bn is a non-lattice positive
r.v. The analysis can also be extended to models where −∞ < bn < ∞,
so that {bn}n=1,2,... is not a renewal process, but the cycles {cn}n=1,2,... and
subintervals {an}n=1,2,... are inter-renewal times of renewal processes.

Possible applications are to problems where it is required to determine the
expected number of events until a stopping criterion is satisfied. Examples
are the number of: customers served in a busy period of a queue; demands
in an ordering cycle of an inventory system; inputs until overflow of a dam;
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shocks until failure of a machine part; claims until ruin in an actuarial model;
doses of a prescription drug until an overdose occurs; advertisements until a
favorable consumer response occurs for a product.

10.3 The Time-t PDFs of a Renewal Process

We now apply LC to obtain the pdfs of the excess life, age and total life at an
arbitrary finite time t > 0, based on concepts in [34]. The time-t probability
distributions have been analyzed classically in [66, 99, 123, 135], and in
many other studies.

Consider an ordinary renewal process {Zn}n=1,2,... with continuous inter-
arrival times Zn =

dis
Z having cdf B(·), pdf b(·), ccdf (the complementary cdf)

B̄(·)= 1−B(·), and support (0,U), U > 0. We transform the one-dimensional
process {Zn}n=1,2,...into a regenerative process {X (s)}s≥0 having state space
[0,∞) with upward jumps =

dis
Z occurring at an arbitrary Poisson rate, and

with regenerative epochs at instants of level-t exceedance (see the first sub-
section of Sect. 10.2; Sect. 10.2.1; Figs. 10.3 and 10.4). The limiting pdf of
{X (s)}s≥0 as s → ∞, exists (see, e.g., [132]), and is concentrated on the
state-space interval [0, t). Knowledge of this limiting pdf leads directly to
the finite time-t distributions of {Zn}n=1,2,....

10.3.1 Structure of Regenerative Process {X (s)}s≥0

The process {X (s)}s≥0 is built up from i.i.d. replicas of {Zn}n=1,2,... and
an independent Poisson process of arbitrary rate λ (λ := 1 for simplicity).
Let X (0) = 0. Sample paths of {X (s)}s≥0 make upward jumps at Poisson
rate 1, with inter-jump times ai =

dis
a and E(a) ≡ 1. The jumps originate

in state-space subset [0, t) and are in one-to-one correspondence with the
horizontal intervals {ai }i=1,2,...(see Fig. 10.7). When a jump upcrosses level t
the SP immediately jumps downward to level 0 (double jumps—see Example
2.2 in Sect. 2.3 and subsequent material therein). At that instant {X (s)}s≥0
restarts (Fig. 10.7). (Fig. 10.8 depicts the regenerative process when Zn ≡

dis
U(0,1), and t ∈ (1, 2).)

Let
{
π(t), f (t)(x)

}
0<x<t be the limiting mixed pdf of {X (s)}s≥0 as s →

∞, where π(t) = lims→∞ P(X (s) = 0). Then
{
π(t), f (t)(x)

}
0<x<t is a time-

average pdf since upward jumps occur at a Poisson rate, implying the arrival-

http://dx.doi.org/10.1007/978-3-319-50332-5_2
http://dx.doi.org/10.1007/978-3-319-50332-5_2
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Fig. 10.7 Sample path of regenerative process {X (s)}s≥0. Indicates embedded re-
newal process {Zn}n=1,2,,..., the fixed time t , cycles c1, c2, . . ., interarrival times
between upward jumps ai =

dis
Exp1, a fixed state-space level x , SP motion
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Fig. 10.8 Sample path of {X (s)}s≥0, where Zn ≡
dis

U(0,1) and t ∈ (1, 2). In each

cycle having at least j upward jumps Z j =
dis

U(0,1), but the Z j ’s in different cycles

have different sizes. (See Fig. 10.4.)
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point pdf is the same as the time-average pdf (e.g., [145]). A rate-balance
equation for

{
π(t), f (t)(x)

}
0<x<t is

lim
s→∞

U j
s (x)

s
= lim

s→∞
D j

s (x)

s
, x ∈ [0, t). (10.52)

Substituting the formulas for the rates in (10.52) gives

π(t) B̄(x) +
∫ x

0
B(x − y) f (t)(y)dy = π(t), x ∈ [0, t), (10.53)

which is to be solved with the normalizing condition

π(t) +
∫ t

0
f (t)(y)dy = 1. (10.54)

10.3.2 Solution of Equation for
{
π(t), f (t)(x)

}
0<x<t

The study [34] shows that the solution of (10.53) and (10.54) is

f (t)(x) = M ′(x)
M(t) + 1

, 0 < x < t, (10.55)

π(t) = 1

M(t) + 1
, (10.56)

where

M(x) =
∞∑

n=1

B∗n(x); M ′(x) =
∞∑

n=1

b∗n(x), x ∈ (0, t], (10.57)

and B∗n(x), b∗n(x) are the n-fold convolutions of B(·) and b(·), respectively.
M(x) is the renewal function for {Zn}n=1,2,...; M(x) = E( number of renewals
up to time x)—see pp. 167–169 in [99]. (Step 1 in Sect. 10.3.8 has a more
detailed derivation of

{
π(t), f (t)(x)

}
0<x<t in a particular modified renewal

process.) From (10.56)

1

π(t)
= M(t) + 1 = E(number of renewals required to exceed x).

(10.58)
Formula (10.58) connects M(t) to 1/π1 in formula (10.31) when K = 1 in
Sect. 10.2.2 (and also to 1/πK when K = 2, 3, . . ., in Sects. 10.2.3–10.2.5).



10.3 The Time-t PDFs of a Renewal Process 477

10.3.3 Time-t Probability Distributions of {Zn}n=1,2,...

We look separately at the two cases: t ≤ U , and t > U , where (0,U) is the
support of the inter-renewal pdf b(·). (See Sect. 4, pp. 191–195, in [34]).

10.3.4 PDF of Excess Life γt

Case t ≤ U
If t ≤ U then U is finite or infinite. Integral equation (10.59) below for
the ccdf Fγt (x) equates two different upcrossing rates of level t + x (see
Sect. 3.16.5 for similar reasoning in an M/G/1 queue with bounded virtual
wait). For 0 < x < U ,

π(t)Fγt (x) = π(t)B(t + x) +
∫ t

y=(t+x−U,0)+
B(t + x − y) f (t)(y)dy,

(10.59)

Fγt (x) = B(t + x) +
∫ t

y=(t+x−U,0)+
B(t + x − y)

f (t)(y)

π(t)
dy.

(10.60)

where (t + x − U, 0)+ := max(t + x − U, 0).
Taking d/dx in (10.60) gives, since B(t + x − (t + x − U )) = B(U ) = 0,

fγt (x) = b(t + x) +
∫ t

y=(t+x−U,0)+
b(t + x − y)

f (t)(y)

π(t)
dy, 0 < x < U .

(10.61)
From (10.61) we obtain

fγt (x) =
{

b(t + x) + ∫ t
y=0 b(t + x − y) f (t)(y)

π(t) dy, 0 < x < U − t ,∫ t
y=t+x−U b(t + x − y) f (t)(y)

π(t) dy,U − t < x < U .
(10.62)

If U = ∞, only the first formula in (10.62) applies; if U < ∞, both formulas
in (10.62) apply.

Remark 10.4 If t < U < ∞ then fγt (x) has a jump discontinuity at x =
U−t of magnitude fγt

(
(U − t)+

)− fγt

(
(U − t)−

)
= −b(U−). This follows

by letting x ↓ (U − t) in the second formula of (10.62), and x ↑ (U − t) in
the first formula of (10.62), and subtracting.

http://dx.doi.org/10.1007/978-3-319-50332-5_3
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Case t > U
If t > U , then U must be finite; assume t ∈ [NU, (N + 1)U ) for some
integer N ≥ 1. Upward jumps starting below t + x −U , cannot upcross level
t + x . Thus, an equation analogous to (10.60) is

Fγt (x) =
∫ t

y=t+x−U
B(t + x − y)

f (t)(y)

π(t)
dy, 0 < x < U. (10.63)

Taking d/dx in (10.63) and noting that B(U ) = 0, gives

fγt (x) =
∫ t

y=t+x−U
b(t + x − y)

f (t)(y)

π(t)
dy, 0 < x < U . (10.64)

From (10.64), with

f (t)n (y) := f (t)(y) · I (nU,(n+1))U (y), y > 0, n = 0, . . . , N ,

we get

fγt (x) =

⎧⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎩

∫ NU
y=t+x−U b(t + x − y)

f (t)N−1(y)

π(t) dy

+ ∫ t
y=N U b(t + x − y)

f (t)N (y)
π(t) dy, 0 < x < (N + 1)U − t,

∫ t
y=t+x−U b(t + x − y)

f (t)N (y)
π(t) dy, (N + 1)U − t < x < U .

10.3.5 PDF of {X (s)}s≥0 Just Before a Jump Over t

Let X (t)
J B := ordinate of {X (s)}s≥0 just before the jump that first exceeds level

t . Denote its mixed pdf by
{
π
(t)
J B, f (t)J B(x)

}
0<x<t

where π
(t)
J B = P(X (t)

J B = 0).

(X (t)
J B is an important random variable in various stochastic models, such as

actuarial ruin models – see, e.g., [79] and [54].) We now state the results for{
π
(t)
J B, f (t)J B(x)

}
0<x<t

. (For detailed derivations see [34].)

Case t ≤ U
Considering a sample path of {X (s)}s≥0 (Fig. 10.7), and applying Bayes’
rule, leads to
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f (t)J B(x) = B(t − x)
f (t)(x)

π(t)
, 0 < x < t . (10.65)

π
(t)
J B = B(t). (10.66)

Case t > U

f (t)J B(x) =

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

B(t − x)
f (t)N−1(x)

π(t)
, t − U ≤ x < NU ,

B(t − x)
f (t)N (x)

π(t)
, NU ≤ x < t .

(10.67)

Random variable X (t)
J B is related to the age δt .

10.3.6 PDF of Age δt

We get the mixed pdf
{
πδt , fδt (x)

}
0<x<t using (10.65)–(10.67). Since δt =

t − X (t)
J B , πδt = P(δt = t) = P(X (t)

J B = 0) = π
(t)
J B , and fδt (x) = f (t)J B(t − x),

0 < x < t .

Case t ≤ U
Using (10.65) and (10.66) yields

πδt = B(t), fδt (x) = B(x)
f (t)(t − x)

π(t)
, 0 < x < t . (10.68)

Case t > U
Probability πδt = 0 since t > U . Using (10.67) and applying fδt (x) = f (t)J B(t −
x), yields

fδt (x) =

⎧⎪⎪⎪⎨
⎪⎪⎪⎩

B(x) f (t)N (t − x)

π(t)
, 0 < x < t − N U,

B(x) f (t)N−1(t − x)

π(t)
, t − N U < x < U .

(10.69)

10.3.7 PDF of Total life βt

The total life is βt := γt + δt . Hence P(βt = x)dx = P(γt = x − δt )dx ,
x > δt .
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Case t ≤ U

fβt (x |δt = y)dx = P(Z = x |Z > y)dx = P(Z = x)dx

P(Z > y)
= b(x)dx

B(y)
.

Unconditioning fβt (x |δt = y) with respect to fδt (y), and substituting for
fδt (y) from (10.68), gives

fβt (x) =
∫ x

y=0

b(x)

B(y)
fδt (y)dy =

∫ x

y=0

b(x)

B(y)
B(y)

f (t)(t − y)

π(t)
dy

= b(x)
∫ x

y=0

f (t)(t − y)

π(t)
dy, 0 < x < t . (10.70)

Similar reasoning yields

fβt (x) = b(x)

B(t)
πδt + b(x)

∫ t

y=0

f (t)(t − y)

π(t)
dy

= b(x)

(
1 +

∫ t

y=0

f (t)(t − y)

π(t)
dy

)
, t < x < U . (10.71)

Formulas (10.70) and (10.71) imply fβt (x) has a jump discontinuity at
x = t of magnitude

fβt (t
+) − fβt (t

−) = b(t). (10.72)

If U = ∞ then limt→∞ b(t) = 0 in (10.72).

Check on limt→∞ fβt (x)
Formula (10.70) gives the known result limt→∞ fβt (x) = xb(x)/E(Z), x >

0, since (10.55) and (10.56) imply f (t)(t − y)/π(t) = M ′(t − y), and (10.70)
gives

fβt (x) = b(x)
∫ x

y=0
M ′(t − y)dy = b(x) (M(t) − M(t − x)) , 0 < x < t .

Applying Blackwell’s theorem (p. 191 in [99]) implies

lim
t→∞ (M(t) − M(t − x)) = x

E(Z)
, x > 0 =⇒ lim

t→∞ fβt (x) = xb(x)

E(Z)
, x > 0.
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Case t > U
Expressing fβt (x) in terms of fβt (x |δt = y) and substituting for fδt (y) from
(10.69) yields

fβt (x) = b(x)
∫ x

y=0

f (t)N (t − y)

π(t)
dy, 0 < x < t − N U . (10.73)

Reasoning as for (10.73) and using also (10.69), yields

fβt (x) = b(x)

(∫ t−NU

y=0

f (t)N (t − y)

π(t)
dy +

∫ x

y=t−NU

f (t)N−1(t − y)

π(t)
dy

)
,

t − N U < x < U .
(10.74)

10.3.8 Example—A Modified Renewal Process

Consider a modified renewal process {Zn}n=1,2,... where Z1 =
dis

U(0,1) and

Zn =
dis

Expμ, n = 2, 3, . . . This is also called a delayed renewal process

(see pp. 197–199 in [99]; pp. 27–29 in [66]). Thus B0(x) := P(Z1 > x) =
1 − x, x ∈ (0, 1), and B1(x) := P(Zn > x) = e−μx , x ∈ (0,∞). We now
derive fγt (·), fδt (·) and fβt (·), for the case t ∈ (0, 1). The support of Z1
is (0,U0), where U0 = 1, and that of Zn, n = 2, 3, . . ., is (0,U1), where
U1 = ∞. Therefore, this example deals with the case 0 < tU0 < U1, and
differs from the three examples in Sect. 5, pp. 195–200 in [34].

Step 1. Derive pdf
{
π
(t)
0 , f (t)(x)

}
x∈(0,t) for process

{X (s)}s≥0.

Since t ∈ (0, 1), equating up- and downcrossing rates of level x ∈ (0, t)
gives

π
(t)
0 (1 − x) +

∫ x

0
e−μ(x−y) f (t)(y)dy = π

(t)
0 , x ∈ (0, t) .

Taking d/dx results in

−π
(t)
0 − μ

(
π
(t)
0 − π

(t)
0 (1 − x)

)
+ f (t)(x) = 0,

f (t)(x) = π
(t)
0 (μx + 1), x ∈ (0, t) . (10.75)

The law of total probability (normalizing condition) (10.54) gives
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π
(t)
0 = 2

μt2 + 2t + 2
. (10.76)

Step 2. Derive fγt (z), z > 0, using (10.75) and (10.76)
Equating two different expressions for the upcrossing rate of level t + z gives

π
(t)
0 Fγt (z) = π

(t)
0 B0(t + z) + ∫ t

0 B1(t + z − y)π(t)
0 (μy + 1) dy

= π
(t)
0 (1 − t − z) + ∫ t

0 e−μ(t+z−y)π
(t)
0 (μy + 1) dy, z ∈ (0, 1 − t) ,

and
π
(t)
0 Fγt (z) = ∫ t

0 B1(t + z − y)π(t)
0 (μy + 1) dy

= ∫ t
0 e−μ(t+z−y)π

(t)
0 (μy + 1) dy, z ∈ (1 − t,∞) .

Thus

Fγt (z) = 1 − t − z +
∫ t

0
e−μ(t+z−y) (μy + 1) dy, z ∈ (0, 1 − t) ,

Fγt (z) =
∫ t

0
e−μ(t+z−y) (μy + 1) dy, z ∈ (1 − t,∞) ;

taking d/dz in both equations gives

fγt (z) = 1 + μ

∫ t

0
e−μ(t+z−y) (μy + 1) dy, z ∈ (0, 1 − t) ,

fγt (z) = μ

∫ t

0
e−μ(t+z−y) (μy + 1) dy, z ∈ (1 − t,∞) ,

implying, respectively,

fγt (z) = 1 + μte−μz, z ∈ (0, 1 − t) , (10.77)

fγt (z) = μte−μz, z ∈ (1 − t,∞) , (10.78)

which satisfies the normalizing condition

∫ t−1

0
fγt (z)dz +

∫ ∞

t−1
fγt (z)dz = 1.

The pdf fγt (z) has a discontinuity at z = 1 − t of size

fγt ((1 − t)+) − fγt ((1 − t)−) = −1 = −b0
(
U−

0

)
.

(See Remark 10.4 in Sect. 10.3.4 for a similar discontinuity in the ordinary
renewal process.)
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Step 3. Derive
{
πδt , fδt (x)

}
x∈(0,t) , t ∈ (0, 1) using (10.75) and (10.76)

Substituting
{
π
(t)
0 , f (t)(x)

}
x∈(0,t) from Step 1 above into (10.68) gives

πδt = B0(t) = 1 − t, (10.79)

fδt (x) = B1(x)
f (t)(t − x)

π(t)
= e−μx (μ (t − x) + 1) , x ∈ (0, t). (10.80)

The normalizing condition πδt + ∫ t
0 fδt (x)dx = 1 is readily checked.

Step 4. Derive fβt (x), x > 0, t ∈ (0, 1) using (10.75) and (10.76)
Using similar reasoning as for (10.70) in Sect. 10.3.7, we obtain

fβt (x) = b1(x)
∫ x

y=0

1

B(y)
B(y)

f (t)t − y)

π(t)
dy

= μe−μx
∫ x

y=0
(μ (t − y) + 1) dy

= μe−μx
[
(μt + 1) x − μ

x2

2

]
, x ∈ (0, t). (10.81)

Since Z1 =
dis

U(0,1) has support in (0, 1) (and substituting B0(t) = πδt from

(10.79)), we get

fβt (x) = b0(x)

B0(t)
πδt + b1(x)

∫ t

y=0

1

B(y)
B(y)

f (t)t − y)

π(t)
dy

= b0(x) + b1(x)
∫ t

y=0

1

B(y)
B(y)

f (t)t − y)

π(t)
dy, x ∈ (t, 1),

which differs from formula (10.71) for the ordinary renewal process. Thus

fβt (x) = b0(x) + e−μx
[
(μt + 1) t − μ

t2

2

]

= 1 + e−μx
[
(μt + 1) t − μ

t2

2

]
, x ∈ (t, 1). (10.82)

Subtracting (10.81) at t− from (10.82) at t+ gives fβt (t
+) − fβt (t

+) =
1 = b0(U

−
0 ). The magnitude of this jump discontinuity is similar to that

in formula (10.72) for the ordinary renewal process, but in this particular
delayed renewal process, only the support of Z1 contributes to the size of the
discontinuity.

Since jumps starting from level 0 cannot upcross level x = 1, we obtain
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fβt (x) = b1(x)
∫ t

y=0

1

B(y)
B(y)

f (t)t − y)

π(t)
dy

= e−μx
[
(μt + 1) t − μ

t2

2

]

= e−μx
[
(μt + 1) t − μ

t2

2

]
, x ∈ (1,∞). (10.83)

The formula for fβt (x), x > 0, satisfies the normalizing condition, since

∫ t

0
fβt (x)dx = t − 1

2
e−μtμt2 − e−μt t ,

∫ 1

t
fβt (x)dx +

∫ ∞

1
fβt (x)dx = 1 − t + 1

2
e−μtμt2 + e−μt t ,

implying
∫ ∞

0 fβt (x)dx = 1.



Chapter 11
ADDITIONAL APPLICATIONS of LC

This chapter applies SPLC to a variety of stochastic models in order to
illustrate the scope, applicability and flexibility of the methodology, and to
motivate additional new applications. Section 11.1 analyzes a variant of the
classical Cramér-Lundberg (C-L) risk process, based on Model 1, pp. 289–
302 in [54]. Section 11.2 gives a general technique for transient distribu-
tions in a stochastic process. Section 11.10 discusses the application of LC to
simple harmonic motion. The intervening sections analyze other potentially
motivational models.

11.1 Risk Model: Barrier and Reinvestment

Let {X(t)}t≥0 denote the risk reserve (also called the surplus) at time t ≥ 0
in a standard C-L (Cramér-Lundberg) risk model with initial reserve x0 >

0 (see, e.g., pp. 22–28 in [71]). Insurance claims occur in a Poisson process
with rate λ. Claim sizes are i.i.d. r.v.s {Zi}i=1,2,... with common cdf B(x),
x ≥ 0. Then

X(t) = x0 + c t −
N(t)∑

i=1

Zi, t ≥ 0, (11.1)

where c > 0 is the premium rate, and {N(t)}t≥0 is a Poisson process having
rate λ. Denote the time until ruin by

τ = inf{t > 0 | X(t) downcrosses level 0}. (11.2)
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11.1.1 Variant of the Cramér-Lundberg Model

Here, we consider a variant of the standard C-L model (characterized by
formula (11.1)), with the following properties. There is a constant barrier at
level M > x0, and a reinvestment strategy. Whenever {X(t)}t≥0 reaches the
barrier M, a portion of net gain M − x0 is transferred out immediately and
moved into alternative investments (e.g., a conservative investment portfolio).
Specifically, if X(t−) = M then X(t) = a, where a ∈ (x0, M). Every tM ∈ {t|
X(t−) = M} is a regenerative point of {X(t)}t≥0. At such tMs the capital
reserve jumps downward by the reinvestment amount M − a to level a (see
Fig. 11.1). Let k be the number of instants tM occurring in (0, t). The following
formulas characterize this variant.

X(t) = x0 + c t −∑N(t)
i=1 Zi − k(M − a), X(t) < M, t ∈ (0, τ )

X(t) = a if X(t−) = M, t ∈ (0, τ ) ,
(11.3)

where τ is the ruin time of {X(t)}t≥0.

X(t)

M

Time 

Claim 
amount

0

Time of ruinτ = τ

SP

X(t) Restarts
at level x 

Premium 
rate c 

0x1
f

0
f

1

0

x

a
2
f

1δDeficit

2τ
2δ

Fig. 11.1 Sample path of regenerative risk process {X(t)}t≥0; two “ruin” cycles;
barrier at M; initial reserve x0; reinvestment indicator level a; deficits at ruin δ1, δ2



11.1 Risk Model: Barrier and Reinvestment 487

11.1.2 Extending {X(t)} from [0, τ ) to [0,∞)

We create a regenerative process whose cycles are i.i.d. replicas of the process
{X(t)}t∈[0,τ ), as follows. At the ruin time τ , we restore the capital reserve to the
initial value x0, and restart the process {X(t)}t∈[0,τ ). We repeat this restoration
at each successive “ruin” instant. This procedure forms a regenerative process,
denoted by {X(t)}t≥0. Figure 11.1 shows the first two cycles of {X(t)}t≥0. The
regenerative process has the advantage of containing an infinite number of
i.i.d. ruin cycles, and enables us to analyze the ruin model using its properties.
The time points τ1, τ1 + τ2, τ1 + τ2 + τ3, ..., are regenerative points at which
the SP makes a double jump—one downward below level 0 causing a deficit
ending a ruin cycle, and one upward to level x0, starting the next cycle. Since
{X(t)}t≥0 is a regenerative process, its limiting pdf exists as t → ∞, which
we denote by f (x), x ∈ (0, M).

Expected Time of Ruin E(τ )

Consider the renewal process {τn}n=1,2,..., where each τn =
dis

τ . Let Nτ (t) :=
number of renewals (i.e., “ruins”) in (0, t). Let Dt(x) := number of SP down-
crossings of level x in (0, t) (Fig. 11.1). From the elementary renewal theorem
and LC theory.

lim
t→∞

E(Dt(x))

t
= λ

∫ M

x
B(y − x)f (y)dy, 0 ≤ x ≤ M,

lim
t→∞

E(Dt(0))

t
= lim

t→∞
Nτ (t)

t
=
a.s.

lim
t→∞

E(Nτ (t))

t
= 1

E(τ )
, (11.4)

where B(·) = 1 − B(·). In particular

1

E(τ )
= λ

∫ M

0
B(y)f (y)dy,

E(τ ) = 1

λ
∫M

0 B(y)f (y)dy
. (11.5)

Let Ut(x) := number of SP upcrossings of level x in (0, t). All upcrossings
of any level x ∈ (0, M) occur when the sample path is continuous, except
at the “ruin” instants, when upcrossings of level x are jumps over level x ∈
(0, x0). From LC theory and (11.5),
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lim
t→∞

E(Ut(x))

t
= cf (x), x0 ≤ x < M,

lim
t→∞

E(Ut(x))

t
= cf (x) + λ

∫ M

0
B(y)dF(y)

= cf (x) + 1

E(τ )
, 0 < x < x0.

11.1.3 CDF and PDF of the Deficit at Ruin

A random variable of interest in risk theory is the deficit at ruin, denoted by
δ, having cdf denoted by Fδ(y), and pdf fδ(y), y > 0 (Fig. 11.1). R.v. δ is
equal to the excess below level 0 of a downward jump due to a claim.

Theorem 11.1 The cdf and pdf of the deficit at ruin δ are given by

Fδ(x) = 1 − λE(τ )

∫ M

0
B(y + x)f (y)dy, x > 0, (11.6)

fδ(x) = λE(τ )

∫

[0,M]
b(y + x)dF(y), x > 0, (11.7)

where E(τ ) is given by (11.5) and b(y) = dB(y)/dy, y > 0, is the pdf of the
claim size.

Proof Fix level x < 0. By (11.5), 1/E(τ ) is the downcrossing rate of level 0.
The term 1−Fδ(|x|) is the probability that a downward jump that crosses level
0, also crosses level x, where |·| stands for absolute value. Thus (1/E(τ )) (1−
Fδ(|x|)) is the downcrossing rate of level x . Since downcrossings of level 0
are caused by claims only, we have the following equation for Fδ(|x|)

1

E(τ )
(1 − Fδ(|x|)) = λ

∫ M

0
B(y − x)f (y)dy, x < 0, (11.8)

which is equivalent to (11.6) (since x < 0). Taking d/dx on both sides of
(11.6) gives (11.7). �
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11.1.4 Analysis of the Risk Model

Let
f (x) := f0(x)I[0,x0)(x) + f1(x)I[x0,a)(x) + f2(x)I[a,M)(x),

where IA(x) = 1 if x ∈ A and IA(x) = 0 if x /∈ A.
Define f2(M) := f2(M−) for convenience; this does not affect any proba-

bility measures. By LC and rate balance across level x (see explanations after
(11.13) below), we obtain

cf2(x) = cf2(M
−) + λ

∫ M

x
B(y − x)f2(y) dy, a ≤ x < M,

(11.9)

cf1(x) = λ

∫ a

x
B(y − x)f1(y) dy + λ

∫ M

a
B(y − x)f2(y) dy, x0 ≤ x < a,

(11.10)

cf0(x) + 1

E(τ )
= λ

∫ x0

x
B(y − x)f0(y) dy + λ

∫ a

x0

B(y − x)f1(y) dy

+λ

∫ M

a
B(y − x)f2(y) dy, 0 < x < x0,

(11.11)

where

1

E(τ )
= λ

∫ x0

0
B(y)f0(y) dy + λ

∫ a

x0

B(y)f1(y) dy + λ

∫ M

a
B(y)f1(y) dy.

(11.12)
The normalizing condition is

∫ x0

0
f0(y) dy +

∫ a

x0

f1(y) dy +
∫ M

a
f2(y) dy = 1. (11.13)

Explanation of (11.9)–(11.11).
In (11.9), the left side is the upcrossing rate of level x (a < x < M). On the
right side, the first term is the downcrossing rate of level x, due to hits of
level M from below causing jumps downward to level a. The second term
is the downcrossing rate of level x due to claims occurring when the capital
reserve is in the interval (x, M). Equation (11.10) is explained similarly.

In (11.11), the left side is the upcrossing rate of level x (0 < x < x0). The
first term is the upcrossing rate at continuous points of the sample path. The
second term is the total downcrossing rate of level 0 , by (11.12), resulting in
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immediate upcrossings of level x (a double jump). The right side of (11.11)
is the downcrossing rate of x caused by claims when the SP is above x.

Rate balance across level x yields equations (11.9), (11.10) and (11.11).

Remark 11.1 Consider the hit and egress rates of level x0. We obtain the
following rate balance equation

c f0(x
−
0 ) + 1

E(τ )
= c f1(x0). (11.14)

In (11.14), the left side is the total hit rate of x0; the right side is the egress
rate out of x0 above (Fig. 11.1). The term cf0(x

−
0 ) is the hit rate of level x0

from below at continuous sample-path points. Since downward jumps ending
below level 0 cause ruin and immediate jumps up to level x0, 1/E(τ ) is also
the hit rate of level x0 from below. Finally, on the right side, cf1(x0) is the
egress rate out of level x0 above.

From (11.14), f (x) has a jump discontinuity at x0, given by

f1(x0) − f0(x
−
0 ) = 1

cE(τ )
. (11.15)

Similar reasoning for level a gives

f2(a) − f1(a
−) = f2(M) (11.16)

(The derivations of (11.15) and (11.16) are examples of how LC can lead to
analytical properties of the pdf in an intuitive manner. These formulas also
serve as a check on integral equations (11.9)–(11.11).)

11.1.5 Solution of Model with Exponential Claim Sizes

We now solve (11.9)–(11.11) and (11.13) for f0(x), f1(x) and f2(x) when the
claim sizes are =

dis
Expμ, to illustrate the solution technique. Thus, e−μ(·) is

substituted for B(·) in (11.9)–(11.11).

General Case c �= λ
μ

Taking d/dx on both sides of (11.9)–(11.11) and solving the resulting differ-
ential equations for f2(·), f1(·) and f0(·) yields
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⎧
⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

f0(x) = A′
10 + B′

10e(μ− λ
c )x, 0 ≤ x < x0,

f1(x) = A′
11e(μ− λ

c )x, x0 ≤ x < a,

f2(x) = f2(a)
μ−

(
λ
c

)
e−(μ− λ

c )(M−x)

μ−
(

λ
c

)
e−(μ− λ

c )(M−a)
, a ≤ x < M.

(11.17)

where A′
10, B′

10, A′
11 are constants.

Substituting f2(·), f1(·) and f0(·) into (11.9)–(11.11) and (11.13) yields
⎧
⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎩

A′
10 = (

C′
11

)−1
λμex0μ

(
e

λ
c M+aμ − e

λ
c a+Mμ

)
,

B′
10 = −A′

10,

A′
11 = (

C′
11

)−1
(

λ
c

) (
e

λ
c M+aμ − e

λ
c a+Mμ

) (
λe

λ
c x0 − cμex0μ

)

f2(a) = (
C′

11

)−1
cea(μ− λ

c )
(

λ
c e

λ
c x0 − μex0μ

) (
λ
c e

λ
c M+aμ − μe

λ
c a+Mμ

)
,

(11.18)
where

C′
11 = (a − M) cμe(M+a)μ

(
λ

c
e

λ
c x0 − μex0μ

)

+λ(1 + x0μ)ex0μ
(

e
λ
c M+aμ − e

λ
c a+Mμ

)
.

The expected time of ruin is, from (11.12),

E(τ ) = C′
11λ

−1(λ − cμ)−1e−x0μ
(

e
λ
c M+aμ − e

λ
c a+Mμ

)−1
. (11.19)

Expected Number of Claims Before Ruin
Let N be the number of claims before ruin. From E(τ ) given in (11.19) we
obtain

E(N) = λE(τ ) = C′
11(λ − cμ)−1e−x0μ

(
e

λ
c M+aμ − e

λ
c a+Mμ

)−1
. (11.20)

Special Case c = λ
μ

By a similar analysis, we can show that when c = λ/μ

⎧
⎨

⎩

f0(x) = B′′
10x, 0 ≤ x < x0,

f1(x) = A′′
11, x0 ≤ x < a,

f2(x) = A′′
12 + B′′

12x, a ≤ x < M,

(11.21)
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where

B′′
10 = 2μ2 (C′′

11

)−1
, A′′

11 = 2μ (1 + x0μ) C′′−1
11 ,

B′′
12 =

(
1

a − M

)
A′′

11, A′′
12 = −

(
M + 1

μ

)
B′′

12 (11.22)

and C′′
11 = 2 − x2

0μ
2 + μ (a + M) (1 + x0μ).

The expected time of ruin is

E(τ ) =
(

1

2λ

)
C′′

11. (11.23)

Expected Capital Transferred Out Before Ruin
Let NM be the number of hits of level M and let CAP be the capital transferred
out, before ruin. We give a method to derive E(CAP), since each illustrates
useful intuitive notions.
E(CAP) Using the renewal reward theorem we get

E(NM)

E(τ )
= lim

t→∞
E(Ut(M))

t
= cf2(M)

=⇒ E(NM) = cE(τ )f2(M). (11.24)

When c �= λ/μ, substituting f2(M) and E(τ ) from (11.17) and (11.19) into
(11.24) yields

E(CAP) = (M − a) E(NM) = (M − a)
( c

λ

)
⎛

⎜⎝

(
λ
c

)
e

(
λ
c −μ

)
x0 − μ

e

(
λ
c −μ

)
M − e

(
λ
c −μ

)
a

⎞

⎟⎠ .

(11.25)
When c = λ/μ, E(τ ) is given by (11.23), and f2(M) is obtained from (11.21).
Then it can be shown that

E(CAP) = x0 + 1

μ
. (11.26)

Note that when c = λ/μ, the expected capital transferred out for alternative
investments before ruin is independent of the barrier M.

For additional analytical details, numerical examples, and applications of
LC to other risk models, see [54].
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11.2 A Technique for Transient Distributions

This section outlines a technique for deriving transient distributions of
continuous-parameter processes with a continuous or discrete state space,
denoted as {X(t)}t≥0. The technique is based on the general version of
Theorem B (Theorem 4.1 in Sect. 4.2.1). We repeat here formulas (4.1)
and (4.2) of Theorem B for easy reference, i.e.,

E(It(A)) = E(Ot(A)) + Pt(A) − P0(A), t ≥ 0, (11.27)

∂

∂t
E(It(A)) = ∂

∂t
E(Ot(A)) + ∂

∂t
Pt(A), t > 0, (11.28)

where It(A) is the number of SP entrances, and Ot(A) is the number of SP
exits, of state-space set A during [0, t]. Let the parameter set be T = [0, ∞).

Remark 11.2 If the limiting distribution of {X(t)}t≥0 exists, it is obtained
by taking the limit of the derived transient distribution as t → ∞.

11.2.1 State-Space Set with Variable Boundary

State Space S ⊆ R

In formulas (11.27) and (11.28) assume set A depends on a continuous vari-
able x and define A := Ax, x ∈ S, where x is a state-space level, e.g., T × {x}
(a line in the T-S coordinate system parallel to the time axis). For fixed x,
replace formulas (11.27) and (11.28) by

E(It(Ax)) = E(Ot(Ax)) + Pt(Ax) − P0(Ax), (11.29)

∂

∂t
E(It(Ax)) = ∂

∂t
E(Ot(Ax)) + ∂

∂t
Pt(Ax). (11.30)

Assume the following mixed partial derivatives exist and are equal, i.e.,

∂2

∂x∂t
E(Ot(Ax)) = ∂2

∂t∂x
E(Ot(Ax)),

∂2

∂x∂t
Pt(Ax) = ∂2

∂t∂x
Pt(Ax).

Taking ∂/∂x in (11.30) we obtain

∂2

∂x∂t
E(It(Ax)) = ∂2

∂t∂x
E(Ot(Ax)) + ∂2

∂t∂x
Pt(Ax). (11.31)

http://dx.doi.org/10.1007/978-3-319-50332-5_4
http://dx.doi.org/10.1007/978-3-319-50332-5_4
http://dx.doi.org/10.1007/978-3-319-50332-5_4
http://dx.doi.org/10.1007/978-3-319-50332-5_4
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State Space S ⊆ R
n

Let {X(t)}t≥0 denote a continuous-time process with n-dimensional
state space S ⊆ R

n. The state space may be continuous or discrete. Let
vector x = (x1, ..., xn), and let state-space set Ax = ∩n

i=1(−∞, xi] ⊆ S. Then
Pt(Ax) = Ft(x) = Ft(x1, ..., xn) is the joint cdf of the n state variables at time
t ≥ 0.

From the general formula (11.29) the joint cdf is given by

Ft(x) = E(It(Ax)) − E(Ot(Ax)) + F0(x)

where F0(x) =

{
1 if X(0) ∈ Ax,

0 if X(0) /∈ Ax
.

Provided the derivatives exist, we obtain

∂Ft(x)

∂xi
= ∂

∂xi
[E(It(Ax)) − E(Ot(Ax))] , i = 1, ..., n,

∂nFt(x)

∂x1 · · · ∂xn
= ∂n

∂x1 · · · ∂xn
[E(It(Ax)) − E(Ot(Ax))] ,

∂Ft(x)

∂t
= ∂

∂t
[E(It(Ax)) − E(Ot(Ax))] .

If ∂E(It(Ax))
∂t and ∂E(Ot(Ax))

∂t can be expressed as functions of Ft(x) or ft(x),
then we may be able to derive an integro-differential equation for Ft(x) or
ft(x).

If n = 1 the state space is one-dimensional, and Ax = (−∞, x]. Thus

ft(x) = ∂

∂x
[E(It((−∞, x])) − E(Ot((−∞, x]))]

where ft(x) := transient pdf of X(t).

LC Computation
The expressions in this Section can aid in estimating or computing the tran-
sient cdf and pdf of a continuous-parameter n-dimensional process using
LCE (level crossing estimation or computation) for transient distributions.
We will not expound on this transient LCE technique further in this mono-
graph. LCE for transient distributions is discussed briefly in Remark 3.7 and
Example 3.1 in Sect. 3.2.8, and briefly mentioned in Remark 9.2 in Sect. 9.2.

http://dx.doi.org/10.1007/978-3-319-50332-5_3
http://dx.doi.org/10.1007/978-3-319-50332-5_3
http://dx.doi.org/10.1007/978-3-319-50332-5_3
http://dx.doi.org/10.1007/978-3-319-50332-5_9
http://dx.doi.org/10.1007/978-3-319-50332-5_9
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11.3 Discrete-Parameter Processes

Let {Xn}n=0,1,2,... denote a discrete-parameter process taking values in a state
space S, which may be discrete or continuous. Let A, B, C be (measurable)
subsets of S. Let Pn(A) = P(Xn ∈ A), and Pm,n(B, C) = P(Xm ∈ B, Xn ∈ C).

Definition 11.1 (a) The SP exits set A at time n if Xn ∈ A and Xn+1 /∈ A.
(b) The SP enters set A at time n if Xn−1 /∈ A and Xn ∈ A . (c) In(A)) :=
number of SP entrances into A during [0, n]. (d) On(A) := number of SP
exits out of A during [0, n].

We now state a theorem for discrete-time processes which is analogous to
Theorem B (see formulas (11.29) and (11.30)).

Theorem 11.2 Let {Xn}n=0,1,2,... be a discrete-time process with state space
S. Let A ⊆ S.

E(In(A)) = E(On(A)) + Pn(A) − P0(A), (11.32)

where P0(A) =
{

1 if X0 ∈ A,

0 if X0 /∈ A
.

Proof The proof is similar to that of Theorem 4.1 in Sect. 4.2.1 of Chap. 4,
upon replacing t by n. �

11.3.1 Application to Markov Chains

Let {Xn}n=0,1,... be a Markov chain with the discrete state space S. For example,
let S = {0, ±1, ±2, ...}. Let the set A := j ∈ S. Then

E(In(j)) =
∑

i �=j

n−1∑

m=0

Pm
i Pij, and E(On(j)) =

∑

i �=j

n∑

m=0

Pm
j Pji,

where Pij is the one-step transition probability from i to j and Pm
j ≡ Pm(A) =

Pm(j). Substituting into (11.32) gives

Pn
j =

∑

i �=j

n−1∑

m=0

Pm
i Pij −

∑

i �=j

n∑

m=0

Pm
j Pji + P0

j . (11.33)

http://dx.doi.org/10.1007/978-3-319-50332-5_4
http://dx.doi.org/10.1007/978-3-319-50332-5_4
http://dx.doi.org/10.1007/978-3-319-50332-5_4
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Assume the following limiting probabilities exist:

lim
n→∞ Pn

i,j = lim
n→∞ Pn

jj = lim
n→∞ Pn

j ≡ πj,

where Pn
i,j is the n-step transition probability from i to j. That is, the Markov

chain is positive recurrent and aperiodic, and
∑

j∈S πj = 1. Dividing both
sides of (11.33) by n and letting n → ∞ yields

limn→∞
Pn

j
n = ∑

i �=j

(
limn→∞ 1

n

∑n−1
m=0 Pm

i

)
Pi,j

−∑
i �=j

(
limn→∞ 1

n

∑n
m=0 Pm

j

)
Pj,i + limn→∞

P0
j

n ,

0 = ∑
i �=j πiPi,j −∑

i �=j πjPj,i + 0,∑
i �=j πjPj,i = ∑

i �=j πiPi,j,

πj(1 − Pj,j) = ∑
i �=j πiPi,j,

πj = ∑
i∈S πiPi,j, j ∈ S.

Thus we have derived the classical equations for the limiting probabilities{
πj
}

j∈S by using an LC method, namely

πj = ∑
i∈S πiPi,j, j ∈ S,

∑
j∈S πj = 1.

(11.34)

Remark 11.3 We have applied the discrete-time analog of Theorem B to a
standard Markov chain in order to demonstrate its applicability to discrete-
time discrete-state models. Theorem B emphasizes the system point aspect
of the SPLC method. SPLC utilizes SP entrance/exit rates of state-space sets.
(SP level crossings are special cases of SP entrances and exits.)

11.4 Semi-Markov Process

Consider a semi-Markov process (SMP) {X(t)}t≥0, with discrete state space
S (also called a Markov renewal process). (See, e.g., pp. 207–208 in [99]; pp.
457–460 in [125].) Let the sojourn time in state j ∈ S have a general distri-
bution with mean μj > 0. The type of distribution of the sojourn time may
differ from state to state; only the means are utilized in this analysis. At the
end of a sojourn in state i, say at instant τ−, assume P

(
X(t) = j|X(t−) = i

)
=

Pi,j, j �= i, j ∈ S. The matrix
∥∥Pi,j

∥∥ is a Markov matrix. Assume the Markov
chain with transition matrix

∥∥Pi,j
∥∥ is positive recurrent and aperiodic so that

the limiting probabilities πj, j ∈ S exist.
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Let Pj(t) := P(X(t) = j), t ≥ 0 and Pj := limt→∞ Pj(t), j ∈ S. We now
derive the probabilities Pj, j ∈ S, using LC.

Consider a sample path of {X(t)}t≥0. Let Tt(i) denote the total time spent
by the SP in state i during (0, t), and

Ii(X(s)) =
{

1 if X(s) = i, s ∈ [0, t] ,

0 if X(s) �= i, s ∈ [0, t]
.

Then E (Ii(X(s))) = Pi(s), and Tt(i) =
∫ t

s=0 Ii(X(s)ds, implying

E(Tt(i)) =
∫ t

s=0
E (Ii(X(s)) ds =

∫ t

s=0
Pi(s)ds. (11.35)

The expected number of SP exits from state i during (0, t) is E(Tt(i))/μi
since the mean of each sojourn time in i is μi. The expected number of SP
i → j transitions during (0, t) is E(Tt(i))/μiPi,j. The expected total number
of SP transitions into (entrances into) state j during (0, t) is

E(It(j)) =
∑

i �=j

E(Tt(i))

μi
Pi,j. (11.36)

Similarly, the expected number of SP exits out of j during (0, t) is

E(Ot(j)) = E(Tt(j))

μj
. (11.37)

Substituting from (11.36) and (11.37) into Theorem B, formula (11.27),
gives

∑

i �=j

E(Tt(i))

μi
Pi,j = E(Tt(j))

μj
+ Pj(t) − Pj(0). (11.38)

(We assume the interchange of summation and the limit operation is valid.
This applies if, e.g., S has a finite number of states.)

From (11.35), the long-run proportion of time the SP is in state i ∈ S is

lim
t→∞

E(Tt(i))

t
= Pi, i ∈ S.

Since 0 ≤ Pj(t) ≤ 1, t ≥ 0,

lim
t→∞

Pj(t)

t
= lim

t→∞
Pj(0)

t
= 0,
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Dividing both sides of (11.38) by t > 0 and letting t → ∞ gives

∑

i �=j

Pi

μi
Pij = Pj

μj
, j ∈ S (11.39)

Suppose
∑

j∈S
1
μj

Pj = K > 0; then
∑

j∈S

(
1

Kμj
Pj

)
= 1. Dividing both

sides of (11.39) by K and transposing terms gives the system of equations
for Pi, i ∈ S,

1
Kμj

Pj = ∑
i �=j

(
1

Kμj
Pi

)
Pij, j ∈ S

∑
j∈S

(
1

Kμj
Pj

)
= 1.

(11.40)

The system of equations (11.40) for
{
1/
(
Kμj

) · Pj
}

j∈S is identical to the

system of equations (11.34) for
{
πj
}

j∈S in Markov chains. Thus

1

Kμj
Pj = πj, j ∈ S,

Pj = (πjμj)K, j ∈ S, (11.41)

and K is obtained from the normalizing condition

∑

j∈S

Pj = K
∑

j∈S

πjμj = 1,

namely

K = 1∑
j∈S πjμj

, (11.42)

which substituted into (11.41) gives the well-known formula

Pj = πjμj∑
j∈S πjμj

, j ∈ S. (11.43)

The key steps in this LC derivation of (11.43) are: (1) obtain expressions
for the expected SP entrance and exit rates of each state; (2) apply formula
(11.27) of Theorem B; (3) divide by t and take limt→∞; (4) evaluate the
constant K by recognizing the role of the linear Markov-chain equations
(11.34) for

{
πj
}

j∈S.
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11.5 Non-homogeneous Pure Birth Processes

Consider the pure birth process {X(t)}t≥0, where X(t) denotes the population
at time t > 0. Let the initial population be X(0) = i, a non-negative integer.
Let the sequence of positive functions λk(t), k = i, i + 1,..., (i = 0, 1,...),
denote the birth rate at time t given that the population at t is k, with the
property

P(X(t + h) − X(t) = 1|X(t) = k) = λk(t)h + o(h),

P(X(t + h) − X(t) = 0|X(t) = k) = 1 − λk(t)h + o(h),

where h > 0. Define Pn(t) := P(X(t) = n).
We now derive an expression for Pn(t), t > 0, n = i, i + 1, ..., using

Theorem B, i.e., formulas (11.27) and (11.28).
The expected number of SP entrances into state i during (0, t) is E(It(i))

= 0, since X(0) = i, and X (t), t > 0, never visits state i once it increases from
i to i + 1 . On the other hand the expected number of SP exits out of state i
during (0, t) is E(Ot(i)) =

∫ t
s=0 λs(i)Pi(s)ds, since an SP i → i +1 transition

can occur at any instant s ∈ (0, t). Note that Pi(0) = 1. Substituting E(It(i)),
E(Ot(i)) and Pi(0) into (11.27), we obtain

0 =
∫ t

s=0
λi(s)Pi(s)ds + Pi(t) − 1. (11.44)

Differentiating (11.44) with respect to t gives

d

dt
Pi(t) + λi(t)Pi(t) = 0

having solution, since Pi(0) = 1,

Pi(t) = e−mi(t), t ≥ 0, (11.45)

where

mi(t) =
∫ t

s=0
λi(s)ds.

For an arbitrary state j > i,

E(It(j)) =
∫ t

s=0
λj−1(s)Pj−1(s)ds, (11.46)

E(Ot(j)) =
∫ t

s=0
λj(s)Pj(s)ds. (11.47)



500 11 ADDITIONAL APPLICATIONS of LC

Substituting from (11.46) and (11.47) into (11.27) gives

∫ t

s=0
λj−1(s)Pj−1(s)ds =

∫ t

s=0
λj(s)Pj(s)ds + Pj(t) − 0. (11.48)

Taking d/dt on both sides of (11.48) yields

d

dt
Pj(t) + λj(t)Pj(t) = λj−1(t)Pj−1(t),

with solution

Pj(t) = e−mj(t)
∫ t

s=0
emj(s)λj−1(s)Pj−1(s)ds, t ≥ 0. (11.49)

Formula (11.49) provides a recursive solution expressing Pj(t) in terms of
Pj−1(t) , j = i + 1,...., and Pi(0) = 1.

11.5.1 Non-homogeneous Poisson Process

The non-homogeneous Poisson process is a special case of the pure birth
process (see, e.g., pp. 339–345 in [125]). Assume X(0) = 0, λj(t) ≡ λ(t)
independent of the state j, so that m(t) = ∫ t

s=0 λ(s)ds. Setting i = 0 in (11.45)
gives P0(t) = e−m(t). From (11.49) we obtain (by induction) the well-known
formula

Pn(t) = e−m(t) (m(t))n

n! , n = 0, 1, 2, ... . (11.50)

Formula (11.50) is the pmf (probability mass function) of a Poisson distri-
bution with mean m(t). Then Pn(t), n = 0, 1,..., for the standard Poisson
process are obtained from (11.50) by setting λ(t) ≡ λ, so that m(t) ≡ λt.

11.5.2 Yule Process

The Yule process is a special case of the pure birth process, where the birth
rate (growth rate) is directly proportional to the current population size, but
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independent of time t. Assume X(0) = 1 and λi(t) = iλ, t ≥ 0 , i = 1, 2,....
Then P1(t) = e−λt (= probability of no births during (0, t)). Using (11.49) and
mathematical induction, we obtain the well-known geometric distribution for
the Yule process

Pn(t) = (1 − e−λt)n−1e−λt, n = 1, 2,.... (11.51)

Let Pk,(i)(t) := P(i independent Yule processes with the same parameter
λ yield a total of k ≥ i individuals at time t > 0). Assume each process
starts in state 1 at time 0. Since Pn(t) in (11.51) is a geometric distribution,
we obtain the convolution of i i.i.d. geometric distributions as the negative
binomial distribution

Pk,(i)(t) =
(

k − 1

i − 1

)
e−λti(1 − e−λt)k−i, k = i, i + 1,.... (11.52)

(see, e.g., p. 164ff in [73]). Formulas (11.51) and (11.52 ) can be derived in
several different ways (e.g., pp. 122–123 in [99]; pp. 383–384 in [125]). We
now outline a direct proof of (11.52) using LC.

We derive similarly as for (11.49),

Pi,(k)(t) = (k + 1)λe−kλt
∫ t

s=0
ekλsPi,(k−1)(s)ds + Cke−kλt, k ≥ i, (11.53)

where Ck =

{
1 if k = i,
0 if k > i

. Since P(no births in (0, t)) = P(Expiλ > t) we have

Pi,(i)(t) = e−iλt. (11.54)

Thus (11.52) holds for k = i. From (11.54) and (11.53) with k = i + 1, we
obtain

Pi,(i+1)(t) = ie−iλt
(

1 − e−λt
)

=
(

i + 1 − 1

i − 1

)
e−iλt

(
1 − e−λt

)
. (11.55)

Therefore (11.52) holds for k = i + 1.
Assume (11.52) holds for an arbitrary integer k > i. We then show using

(11.53) that (11.52) holds for k + 1. Hence it holds for all k = i, i + 1,..., by
the principle of mathematical induction.
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11.6 Pharmacokinetic Model

This Section outlines an LC approach to multiple dosing in pharmacokinetics,
by briefly discussing a simplified one-compartment model. We assume bolus
dosing, i.e., a full dose of a drug is absorbed into the blood stream immediately
at each dosing instant. Also, inter-dose times are =

dis
Expλ. Thus doses occur

in a Poisson process at rate λ. This assumption may be valid outside of a
controlled environment. Statistical tests have shown that many patients take
certain medications over time in a Poisson process [47].

We assume first-order kinetics. That is, the concentration of the drug in
the blood stream decays at a rate which is proportional to the concentration.
This is equivalent to a plot of the concentration over time having a negative
exponential shape between doses (similar to Fig. 11.2 below).

11.6.1 Model Description

Let {W (t)}t≥0, denote the drug concentration at time t. Let the dosing times
be {τn}, τn < τn+1, n = 0, 1, 2,…The rate of concentration decay due to
drug elimination is

dW (t)

dt
= −kW (t), τn ≤ t < τn+1, n = 0, 1, 2, . . ., (11.56)

Level x

Concentration
 mg/ml

Time

0

Fig. 11.2 Sample path of drug concentration {W (t)}t≥0 in one-compartment model
with bolus dosing and first-order kinetics
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where k > 0. The dimension of the concentration W (t) is [W (t)] =
[ Mass

V olume

]
;

of decay rate is
[

dW (t)
dt

]
=
[ Mass

V olume

] · [Time−1
]
; of the constant k is [k] =

[Time]−1.
Let {P0, f (x)}x>0, denote the steady-state pdf of concentration. Then P0 =

0 due to the negative exponential shape of the decay graph between doses (see
Sects. 6.2.4, 6.2.5 and 6.4 in Chap. 6). In theory, the concentration of the drug
never vanishes. In practice, it goes to 0 or is negligible. (We are not discussing
the treatment effects of multiple dosing; only the concentration dynamics.)
Table 11.1 below indicates the close relationship between the M/G/r(·) Dam
and the Pharmacokinetic model.

11.6.2 Dose Amounts Exponentially Distributed

We first analyze a model which assumes exponentially distributed dose sizes.
This assumption may be valid if the amount of each dose absorbed is affected
randomly by the dosing environment (e.g., acidity, presence of enzymes,
interaction with other medications, etc.). Another instance could occur when
eye drops are instilled by a patient, say approximately every 6 h. Often, the
sizes of the individual drops may vary considerably, due to using a hand-
squeezed medicine dropper. The location on the cornea of the instillation
may vary from dose to dose, possibly affecting absorption. This could create
random increases in concentration with the successive doses during a dosing
regime. Similar remarks apply to fast-acting sprays, such as nitrolingual pump
sprays, or to nasal sprays (Also, for certain medications it may be feasible
to study the effect of using random dose sizes as an exponential random
variable inherently in a prescription, in order to test whether it will decrease
the long-run variance of concentration.).

Table 11.1 M/G/r(·) Dam versus Pharmakokinetic model

M/G/r(·) Dam Pharmacokinetic Model

Input instant Bolus dose instant

Input amount (jump size) Dose amount (jump size)

Content W (t), t ≥ 0 Concentration W (t), t ≥ 0

Sample-path slope −r(x), x > 0 Sample-path slope −r(x), x > 0

CDF/PDF of content CDF/PDF of concentration

Mean content Average drug concentration

Variance of content Variance of concentration

http://dx.doi.org/10.1007/978-3-319-50332-5_6
http://dx.doi.org/10.1007/978-3-319-50332-5_6
http://dx.doi.org/10.1007/978-3-319-50332-5_6
http://dx.doi.org/10.1007/978-3-319-50332-5_6
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Let us assume the bolus dose amounts are randomly distributed as Expμ.
Since P0 = 0 the LC balance equation for the pdf of concentration is

kxf (x) = λ

∫ x

y=0
e−μ(x−y)f (y)dy. (11.57)

Equation (11.57) has the solution

f (x) = 1

�
(

λ
k

)(μx)(
λ
k −1)e−μxμ, x > 0. (11.58)

where � (·) is the Gamma function (see Sect. 6.4, formulas (6.48) and (6.49)).
Let W denote the steady-state concentration of W (t) as t → ∞, having the
pdf in (11.58). The first and second moments of W are

E(W ) = λ

kμ
, E(W 2) = λ

kμ2

(
λ

k
+ 1

)
.

The variance of W is

V ar(X) = E(W 2) − (E(W ))2 = λ

kμ2 .

We can find the probability that the W is between two threshold limits, say
α < β, using

P(α < W < β) =
∫ β

x=α

1

�
(

λ
k

)μ(μx)(
λ
k −1)e−μxdx. (11.59)

The information in (11.59) can be useful when multiple dosing continues for a
long time, e.g., when administering the blood thinner coumadin (warfarin). If
the concentration is <α coumadin is not effective for the intended treatment.
If the concentration is >β the blood becomes too thin. The interval (α, β) is
thought of as the therapeutic range (see Fig. 11.2).

The type of analysis outlined briefly here can be extended to various phar-
macokinetic models of varying complexity.

11.6.3 Dose Amounts Deterministic

We next suppose the dose amounts are all of size D > 0 units (e.g., mil-
ligrams). This model is equivalent to an M/D/r(·) dam (see, e.g., Sect. 6.2).

http://dx.doi.org/10.1007/978-3-319-50332-5_6
http://dx.doi.org/10.1007/978-3-319-50332-5_6
http://dx.doi.org/10.1007/978-3-319-50332-5_6
http://dx.doi.org/10.1007/978-3-319-50332-5_6
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Equation for Stationary CDF and PDF of Concentration
Consider a sample path of {W (t)}t≥0 (similar to Fig. 11.2 with all jump
amounts equal to D). Fix level x > 0. The SP downcrossing rate of level
x > 0 is kxf (x). The SP upcrossing rate of x is equal to λF(x) − λF(x − D)

where F(x) =
∫ x

y=0 f (y)dy. (see Sect. 3.10). The principle of rate balance
across level x gives an equation for the pdf f (x) and cdf F(x) of W , namely

kxf (x) = λF(x) − λF(x − D), x > 0. (11.60)

Due to jumps of size D we derive f (x) and F(x) on successive non-
overlapping intervals of length D. Denote the pdf and cdf of W as f0(x),
F0(x), x ∈ (0, D], and as fn(x), Fn(x), x ∈ [nD, (n + 1)D), n = 1, 2,...

In differential equation (11.60) for F(·) (since f (x) = F ′(x)), observe that
F(x − D) = 0 for x ∈ (0, D). Thus

kxf0(x) = λF0(x), x ∈ (0, D),

implying
F ′

0(x)

F0(x)
= d

dx
ln F0(x) = λ

kx
, x ∈ (0, D)

with solution
F0(x) = Ax

λ
k , x ∈ (0, D), (11.61)

where A is a constant to be determined. For x ∈ [D, 2D), substituting from
(11.61) into equation (11.60) gives

kxf1(x) = λF1(x) − λF0 (x − D) ,

f1(x) = λ

kx
F1(x) − λ

kx
A (x − D)

λ
κ ,

F ′
1(x) − λ

kx
F1(x) = − λ

kx
A (x − D)

λ
κ , x ∈ [D, 2D). (11.62)

To solve the differential equation (11.62) multiply both sides by the integrat-

ing factor e− ∫ x
D

λ
ku du and apply continuity of the CDF at level D, i.e., F1(D+)

= F(D−), to obtain

F ′
1(x)e

− ∫ x
D

λ
ku du − λ

kx
F1(x)e

− ∫ x
D

λ
ku du = − λ

kx
A (x − D)

λ
κ e− ∫ x

D
λ
ku du,

d

dx
F1(x)e

− ∫ x
D

λ
ku du = − λ

kx
A (x − D)

λ
κ e− ∫ x

D
λ
ku du,

F1(x) = −e+ λ
k ln(x/D)

∫ x

D

λ

ky
A (y − D)

λ
κ e− λ

k ln(y/D)dy + C1e+ λ
k ln(x/D),

http://dx.doi.org/10.1007/978-3-319-50332-5_3
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where C1 is a constant. Setting x = D in the last equality gives F1(D) = C1 =

AD
λ
k = F0(D−), from (11.61) since ln (1) = 0 , which leads to

F1(x) = Ax
λ
k

[
−λD

k

∫ x

D

( y

D
− 1

) λ
κ
( y

D

)−
(

λ
k +1

)

dy + 1

]
, x ∈ [D, 2D),

(11.63)
where A is defined in (11.61). Setting x = D in (11.63), checks with F1(D+)

= AD
λ
k = F0(D−).

The solution for Fn(x), x ∈ [nD, (n + 1)D), n = 2, 3,..., can be
obtained by a similar recursive procedure and mathematical induction. We
now give the induction step. Suppose we know Fn(x), x ∈ [nD, (n + 1) D).
For x ∈ [(n + 1) D, (n + 2) D), letting the integrating factor be �(x) :=

e− λ
k

∫ x
(n+1)D

1
u du, we get

F ′
n+1(x)�(x) − λ

kx
Fn+1(x)�(x) = − λ

kx
Fn(x − D)�(x),

d

dx
Fn+1(x)�(x) = − λ

kx
Fn(x − D)�(x),

Fn+1(x)

(
x

(n + 1) D

)− λ
k = −λ

k

∫ x

(n+1)D

1

y
Fn(y − D)

(
y

(n + 1) D

)− λ
k

+Cn+1,

Fn+1(x) = −λ

k

(
x

(n + 1) D

)+ λ
k
∫ x

(n+1)D

1

y

(
y

(n + 1) D

)− λ
k

Fn(y − D)dy

+Cn+1

(
x

(n + 1) D

)+ λ
k

.

Letting x = (n + 1) D gives Cn+1 = Fn+1((n + 1) D) = Fn((n + 1) D−)

which is known on the assumption we know Fn(x), x ∈ [nD, (n + 1) D).
Moreover, Cn+1 will be in terms of the factor A. Thus, in principle, we
can derive Fn(x), n = 0, 1, 2,…, in terms of A. The constant A can then
be determined (or closely approximated) using the normalizing condition
F(∞) = 1. Once F(x) is obtained, we can determine f (x) by substituting into
(11.60) (as in Sect. 3.10).

http://dx.doi.org/10.1007/978-3-319-50332-5_3
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11.6.4 Using LCE to Compute f (x)

As an alternative to the foregoing analytical solution, we can solve for f (x)
using LCE (LC Estimation) via a typical simulated sample path of {W (s)}s≥0
over a long time t > 0, to estimate the pdf f (x) for x ∈ (0, xM(t)) where xM(t)
is the maximum state-space partition level (see Sects. 9.3.1 and 9.6).

Remark 11.4 We mention that it is possible to apply Theorem B to compute
the time-dependent pdf and cdf of concentration (see formulas (11.27)–
(11.30) in Sect. 11.2). Knowledge of transient distributions may be useful in
multiple dosing regimes where it is important to estimate the concentration
after a short dosing period, or to manage dosing quantities.

Remark 11.5 Some related stochastic models have characteristics in com-
mon with the pharmacokinetic model. One group of such models involves
consumer response (CR) to non-uniform advertisements, which have been
analyzed along similar lines using LC (see, e.g., [40]).

11.7 Counter Models

For a description of a classical example of a counter model see pp. 128–131
in [99]. In this section we analyze the transient total output of type-1 and
type-2 counters, using LC.

11.7.1 Type-2 Counter

We first analyze a type-2 counter. Electrical pulses arrive in a Poisson process
at rate λ. Each arriving pulse is followed immediately by a fixed locked period
of length D > 0, during which new arrivals cannot be detected by the counter.
However, if a new arrival occurs at a time t while the counter is locked, then the
locked period is extended to time t + D. Thus the locked periods “telescope”
to form a ‘total locked period’ denoted by L, implying L ≥ D. Arrivals can
be detected only when the counter is unlocked or free. Let us assume that the
counter is free at time t = 0 (see Fig. 11.3).

Let the amplitudes of the pulses be ≡
dis

X, having cdf B(y), y > 0. Let ηi(t),

t ≥ τi, denote the output at time t due to the detected pulse Xi occurring at
τi. Assume that ηi(t) dissipates at rate

http://dx.doi.org/10.1007/978-3-319-50332-5_9
http://dx.doi.org/10.1007/978-3-319-50332-5_9
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1X 2X 3X

L L L

tη

Time  t

λExp

Level x

1τ 2τ 3τ
0 λExpλExp

Fig. 11.3 Sample path of total output ηt for type-2 counter model. Total locked
periods are each =

dis
L ≥ D. Arrivals during locked periods are not detected, but

extend it by D. Pulses arrive at Poisson rate λ

dηi(t)

dt
= −k · ηi(t), t > τi, (11.64)

where the constant k > 0 is the same for all i = 1, 2,....
Let ηt denote the total output at time t, due to all registered (detected)

pulses that arrive during (0, t) (see Fig. 11.3). If the number of detected pulses
in (0, t) is n, then

ηt =
n∑

i=1

ηi(t), τn ≤ t < tn+1, n = 1, 2, . . . , (11.65)

From (11.65)

d

dt
ηt = −k

n∑

i=1

ηi(t) = −kηt, τn ≤ t < tn+1, n = 1, 2,.... (11.66)

Denote the cdf and pdf of ηt respectively by Ft(x) and ft(x) (= d
dt Ft(x), x > 0,

wherever the derivative exists).
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11.7.2 Sample Path of Total Output ηt

A sample path of the process {ηt}t≥0 consists of segments that decay expo-
nentially with decay constant k, between the τis, which are instants when
arrivals are detected (Fig. 11.3). That is,

ηt =
n∑

i=1

Xie
−k(t−τi), τn ≤ t < tn+1, n = 1, 2, . . . (11.67)

Note that a sample path cannot descend to level 0 due to exponential decay.

Probability that the Counter Is Free at Time t
Let p(t) := P(counter is free to detect a new arriving pulse at time t ≥ 0).
Then

p(t) =
{

e−λt, 0 < t < D,

e−λD, t ≥ D.
(11.68)

The reason for (11.68) is that for 0 < t < D, the counter is free at t iff there
is no arrival in (0, t), which has probability e−λt . For t ≥ D, the counter is
free at time t iff there has not been an arrival during the interval (t − D, t).
The probability of this event is e−λD, by the memoryless property of Expλ

(see, e.g., pp. 179–181 in [99]).

11.7.3 Integro-differential Equation for PDF of Output

Consider level x > 0 in the state space, and state-space set Ax := (0, x].
Similarly as in the theorems on down- and upcrossings of level x in Sect. 6.2.8,
and also in Theorem 6.3 in Sect. 6.2.9, we infer that for SP entrances into set
Ax (all entrances are downcrossings of level x)

∂

∂t
E(It(Ax)) = ∂

∂t
E(Dt(x)) = kxft(x), t > 0. (11.69)

For SP exits out of Ax (all exits are upcrossings of level x), using (11.68),

∂
∂t E(Ut(x)) = ∂

∂t E(Ot(Ax))

=
{

λe−λt · ∫ x
y=0 B(x − y)ft(y)dy, x > 0, 0 < t < D,

λe−λD · ∫ x
y=0 B(x − y)ft(y)dy, x > 0, t ≥ D.

(11.70)

Substituting (11.69) and (11.70) into Theorem B (i.e., Theorem 4.1 in
Sect. 4.2.1) , and noting that ∂

∂t Ft(x) = − ∂
∂t (1 − Ft(x)), we get the integro-

http://dx.doi.org/10.1007/978-3-319-50332-5_6
http://dx.doi.org/10.1007/978-3-319-50332-5_6
http://dx.doi.org/10.1007/978-3-319-50332-5_6
http://dx.doi.org/10.1007/978-3-319-50332-5_4
http://dx.doi.org/10.1007/978-3-319-50332-5_4
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differential equations for the pdf ft(x),

kxft(x) = λe−λt ·
∫ x

y=0
B(x − y)ft(y)dy − ∂

∂t
(1 − Ft(x)),

x > 0, 0 < t < D, (11.71)

kxft(x) = λe−λD ·
∫ x

y=0
B(x − y)ft(y)dy − ∂

∂t
(1 − Ft(x)),

x > 0, t ≥ D, (11.72)

where the arrival rate is λ, and a time-t arrival is registered at time t iff the
counter is unlocked (free).

11.7.4 Expected Value of Total Output

We obtain the expected value of ηt by integrating both sides of (11.71) and
(11.72) with respect to x ∈ (0, ∞). In (11.71) and (11.72), we assume that
∂
∂t Ft(x) is continuous with respect to t > 0, which is required to apply the-
orems on interchanging the operations

∫∞
x=0 and ∂

∂t (see, e.g., the dominated
convergence theorem, Fubini’s theorem, and related comments on p. 274 in
[116]; p. 111 in [74]; p. 269 in [127]; p.273 in [6]).

Upon integrating (11.71) with respect to x, for t on (0, D) we obtain

kE(ηt) = λe−λtE(X) − ∂

∂t
E(ηt),

∂

∂t
ektE(ηt) = λe(k−λ)tE(X),

E(ηt) = λe−λtE(X)

k − λ
+ Ae−kt, 0 < t < D, (A constant),

E(ηt) = λE(X)

k − λ

(
e−λt − e−kt

)
, 0 < t < D, (11.73)

since E(η0) = 0 by assumption.
Integrating (11.72) with respect to x, for t on (D, ∞) we obtain
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kE(ηt) = λe−λDE(X) − ∂

∂t
E(ηt),

∂

∂t
ektE(ηt) = λe−λDE(X)ekt,

E(ηt) = λe−λDE(X)

k
+ Ae−kt, t ≥ D, (11.74)

where the constant A is given by

A = λE(X)

(
e−(λ−k)D − 1

k − λ
− e−(λ−k)D

k

)
.

To evaluate A, we have used continuity of ηt at t = D, i.e., ηD− = ηD (see
Fig. 11.3), which implies continuity of E(ηt) at t = D (a.s.). Thus, from
(11.73),

E(ηD) = λE(X)

k − λ

(
e−λD − e−kD

)
.

If t → ∞, then (11.74) reduces to

lim
t→∞ E(ηt) = λe−λDE(X)

k
.

If D = 0, then A = −λE(X)
k . We then obtain E(ηt) = λE(X)

k

(
1 − e−kt

)
and

limt→∞ E(ηt) = λE(X)
k , as on p. 131 in [99].

11.7.5 Type-1 Counter

A type-1 counter differs from the type-2 counter analyzed in Sect. 11.7.1,
only in the locking mechanism (see, e.g., pp. 177–179 in [99]). In a type-1
counter, only registered (detected) arrivals when the counter is free, generate
locked periods. Arrivals when the counter is locked, do not effect the locked
period. Thus every locked period has length D > 0. Aside from the locking
mechanism, we generally use the same notation and assumptions for type-1
and type-2 counters. Thus equations (11.64)–(11.67) hold for type-1 counters.
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11.7.6 Sample Path of Total Output

A sample path of the total-output process {ηt}t≥0 consists of segments that
decay exponentially with decay constant k, between successive detection
times τn, n =1, 2,... (Fig. 11.4).

Probability that the Counter Is Free at Time t
The probability that the counter is free to register a newly arriving pulse at
time t is given by the following recursion ([91]).

p1(t) = e−λt, 0 < t < D,

p2(t) = e−λ(t−D)p1(D) + (λ(t − D)) e−λ(t−D)

1! , D ≤ t < 2D,

· · ·
pn(t) =

n−1∑

j=1

(λ(t − (n − 1)D))j−1 · e−λ(t−(n−1)D)

(j − 1)! pn−j((n − j)D)

+ (λ(t − (n − 1)D))n−1 e−λ(t−(n−1)D)

(n − 1)! ,

(n − 1) D ≤ t < nD, n = 1, 2, ... , (11.75)

where
∑0

j=1 ≡ 0.

1X 2X 3X 4X

D D D D

tη

Time  t

λExp λExp λExp

Level x

1τ 2τ 3τ 4τ
0

Fig. 11.4 Sample path of total output ηt for type-1 counter model. Locked periods
are each = D. Undetected arrivals do not effect a locked period. Pulses arrive at
Poisson rate λ
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Remark 11.6 The successive time intervals (free, locked) with mean lengths
1/λ and D, respectively, form an alternating renewal process (see time axis in
Fig. 11.4). Let p(t) = P(the counter is free at time t), t ≥ 0. Then limt→∞ p(t)
= (1/λ) / (1/λ + D) (a known result for alternating renewal processes–e.g.,
pp. 84–86 in [66]). Hence we have proved using probability arguments that

lim
n→∞ pn(nD) =

1
λ

1
λ + D

,

where {pn(nD)}n=1,2,... is the series obtained by substituting t = nD in (11.75).
Another way of stating the limiting time-t result is: for every α ∈ [0, 1], the
same limit holds for any convex combination of the time points (n−1)D and
nD, i.e.,

lim
n→∞ pn(α(n − 1)D + (1 − α)nD) =

1
λ

1
λ + D

.

11.7.7 Integro-differential Equation for PDF of Output

Consider level x > 0 in the state space; and state-space set Ax = (0, x]. We
can show as in Sect. 6.2.9, that for SP entrances into set Ax,

∂

∂t
E(It(Ax)) = ∂

∂t
E(Dt(x)) = kxft(x), t > 0. (11.76)

For SP exits out of Ax,

∂

∂t
E(Ot(Ax)) = ∂

∂t
E(Ut(x)) = λpn(t) ·

∫ x

y=0
B(x − y)ft(y)dy,

(n − 1) D ≤ t < nD, n = 1, 2, .... (11.77)

In (11.77), the factor pn(t) occurs because an arrival is registered if it arrives
when the counter is free.

Substituting (11.76) and (11.77) into Theorem B (Theorem 4.1 in
Sect. 4.2.1) , we get an integro-differential equation for the pdf ft(x),

http://dx.doi.org/10.1007/978-3-319-50332-5_6
http://dx.doi.org/10.1007/978-3-319-50332-5_4
http://dx.doi.org/10.1007/978-3-319-50332-5_4
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kxft(x) = λpn(t) ·
∫ x

y=0
B(x − y)ft(y)dy + ∂

∂t
Ft(x), x > 0,

kxft(x) = λpn(t) ·
∫ x

y=0
B(x − y)ft(y)dy − ∂

∂t
(1 − Ft(x)), x > 0,

(n − 1) D ≤ t < nD, n = 1, 2, ... . (11.78)

11.7.8 Expected Value of Total Output

We obtain the expected value of ηt by dividing both sides by k and then
integrating both sides of (11.78) for x ∈ (0, ∞), yielding

E(ηt) = λE(X)

k − λ

(
e−λt − e−kt

)
, 0 < t < D (11.79)

in the same manner as for (11.73). Similarly, we can obtain E(ηt), nD ≤ t <

(n + 1) D, n = 1, 2,.... (We do not carry out the latter computation here.)

Remark 11.7 If the locked period has value D = 0, then pn(t) = 1, n =
1, 2, ... . Then every arrival is registered. We then obtain the known result
E(ηt) = λE(X)

k

(
1 − e−kt

)
, t > 0 (e.g., p. 131 in [99]).

When D = 0, if t → ∞, then (11.79) reduces to limt→∞ E(ηt) = λE(X)
k .

Remark 11.8 When there is no locked time (D = 0), the foregoing type-1
and type-2 counter models coincide with an M/G/r(·) dam with efflux rate
proportional to content. Thus, results for a dam with r(x) = kx, x > 0, can be
derived as a special case of either counter model. (See Sect. 6.4 for a related
analysis in the M/M/r(·) dam where r(x) = kx.)

11.8 Dam with Alternating Influx and Efflux

Consider a dam in which the content alternates between random periods
of continuous influx and continuous efflux, when nonempty. We arbitrarily
classify periods of emptiness as being parts of periods of efflux, for notational
convenience. Periods of influx (inflow) are =

dis
Expλ1 and periods of efflux

(outflow) are =
dis

Expλ2 . Let W (t) ≥ 0 denote the content of the dam at

time t ≥ 0. Assume that during an influx period, the rate of increase of
content is dW (t)/dt = q(W (t)), where q(x) > 0, x > 0. Assume that during
an efflux period, the rate of decrease of content is dW (t)/dt = −r(W (t)),

http://dx.doi.org/10.1007/978-3-319-50332-5_6
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W(t)

Time

1λExp
2λExp

0

SP
slope q(x) slope -r(x)

Level   x

1λExp
2λExp

2λExp

Fig. 11.5 Sample path of dam with alternating periods of continuous influx and
efflux. Slope at level x: during influx is d

dt W (t) = q(x); during efflux is −r(x). Slope
at level 0 is d

dt W (t) = 0. Influx times are =
dis

Expλ1 , efflux and empty times are =
dis

Expλ2 (memoryless property)

where r(x) > 0 , x > 0. In addition, we assume that r(0+) > 0, i.e., there
exists m > 0 such that limx↓0 r(x) = m, which guarantees that the dam will
reach emptiness. Whenever the dam is empty (i.e., W (t) = 0), dW (t)/dt
= 0. (By contrast, in the model of a dam in Sect. 6.4, where r(0+) = 0 so
that emptiness is never achieved theoretically. This is also the case in the
pharmaceutical kinetics model in Sect. 11.6.1.). By the memoryless property
of Expλ2 , sojourns at level 0 are also distributed as Expλ2 (see Fig. 11.5). The
empty period is analogous to an idle period in an M/G/1 queue, or empty
period in an M/G/r(·) dam (Sect. 6.2). The efflux rate r(x) is similar to that of
the M/G/r(·) dam. We also assume, in the present model, that the influx rate
is q(x) > 0, x ≥ 0, so that q(0+) = q(0) > 0.

11.8.1 Analysis of the Dam Using Method of Sheets

Consider the stochastic process {W (t), M(t)}t≥0 where W (t) denotes the
content at instant t, and the system configuration is M(t) ∈ M = {0, 1, 2}.
The state space is S = [0, ∞) × M. (See Sects. 4.4–4.5 for discussions on
system configuration.) The meaning of M(t) is given in the following table.

http://dx.doi.org/10.1007/978-3-319-50332-5_6
http://dx.doi.org/10.1007/978-3-319-50332-5_6
http://dx.doi.org/10.1007/978-3-319-50332-5_4
http://dx.doi.org/10.1007/978-3-319-50332-5_4
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W(t)

0

slope  q(x)

Level x

Time

0

slope -r(x) SP

Sheet 1

Sheet 2W(t)

Level x

( , )x ∞

( , )x ∞

Line

2λExp
2λExp

2λExp
2λExp

2λExp

1λExp
1λExp

1λExp
1λExp

Fig. 11.6 Sample path of dam with continuous influx and efflux, showing line 0
and 2 sheets (pages). Sheet 1 ↔ M(t) = 1, influx phase. Sheet 2 ↔ M(t) = 2,

efflux phase. Line 0 ↔ W (t) = 0, empty phase, bottom of Sheet 2. Also indicates
composite states 〈(x,∞), i〉, i = 1, 2

M(t) Meaning
0 Empty period.

1 Influx phase: content is increasing.

2 Efflux phase: content is decreasing or at level 0.

A sample path of {W (t), M(t)}t≥0 evolves over two sheets (i.e., pages) cor-
responding to system configurations 1 and 2, and on one line corresponding
to an empty period (W (t) = 0) (Fig. 11.6).

11.8.2 Steady-State PDF of Content

Denote the ‘partial cdfs’ of content by

Fi(x) = lim
t→∞ P(W (t) ≤ x, M(t) = i), x > 0, i = 1, 2.

Denote the steady-state ‘partial’ pdf of content by

fi(x) = d

dx
Fi(x), i = 1, 2, x > 0,

wherever the derivative exists.
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The total pdf of content (marginal pdf) is

f (x) = f1(x) + f2(x), x > 0. (11.80)

Let P0 = limt→∞ P(W (t) = 0). We shall derive: fi(x), i = 1, 2; f (x); P0;
F(x) = P0 + ∫ x

y=0 f (y)dy, in terms of the input parameters λ1, λ2, q(·), r(·).
The steady-state probability that the dam is in the influx phase (i = 1) or
efflux phase (i = 2) is Fi(∞) = ∫∞

x=0− fi(x)dx, i = 1, 2.

11.8.3 Equations for PDFs

Consider composite state ((x, ∞), 1) , x > 0, on sheet 1. The SP rate out of
((x, ∞), 1) is λ1

∫∞
y=x f1(y)dy, since the end of an influx period signals an

instantaneous SP page 1 → page 2 transition from ((x, ∞), 1) to ((x, ∞), 2)

at the same level.
The SP rate into ((x, ∞), 1) is

q(x)f1(x) + λ2

∫ ∞

y=x
f2(y)dy,

since: (1) the SP upcrosses level x on sheet 1 at rate q(x)f1(x); (2) the SP
enters ((x, ∞), 1) from ((x, ∞), 2) (page 2 → page 1 transition) at the same
level (the rate at which efflux periods end when the SP is in ((x, ∞), 2) is
λ2). Set balance, namely

SP rate out of ((x, ∞), 1) = SP rate into ((x, ∞), 1) ,

gives an integral equation relating f1(x) and f2(x),

λ1

∫ ∞

y=x
f1(y)dy = q(x)f1(x) + λ2

∫ ∞

y=x
f2(y)dy. (11.81)

Similarly, balancing SP rates out of, and into ((x, ∞), 2) , x > 0, on sheet 2
yields the integral equation

λ2

∫ ∞

y=x
f2(y)dy + r(x)f2(x) = λ1

∫ ∞

y=x
f1(y)dy. (11.82)

In (11.82), the left and right sides are the SP exit and entrance rates respec-
tively, of ((x, ∞), 2).
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Addition of (11.81) and (11.82) yields

q(x) · f1(x) = r(x) · f2(x). (11.83)

There is an easy alternative derivation of (11.83), which follows by viewing
the sample-path via the “cover”. That is, we project the segments of the sam-
ple path from sheets 1 and 2 (pages 1 and 2) onto a single t-W (t) coordinate
system (Fig. 11.5). Then we apply SP rate balance across level x:

total upcrossing rate = total downcrossing rate,

which translates to formula (11.83).
Using (11.83), we substitute f2(x) = (q(x)/r(x)) f1(x) into (11.81), and take

d/dx in (11.81). Then we solve the resulting differential equation, applying
the initial condition

r(0+)f2(0) = λ2P0 = q(0+)f1(0).

These operations result in the formula

f1(x) = λ2P0

q(x)
· e

−
(
λ1
∫ x

y=0
1

q(y) dy−λ2
∫ x

y=0
1

r(y) dy
)

, x > 0. (11.84)

Since f2(x) = (q(x)/r(x)) f1(x), we have

f2(x) = λ2P0

r(x)
· e

−
(
λ1
∫ x

y=0
1

q(y) dy−λ2
∫ x

y=0
1

r(y) dy
)

, x > 0. (11.85)

Since f (x) = f1(x) + f2(x), adding (11.84) and (11.85) gives

f (x) = λ2

(
1

q(x)
+ 1

r(x)

)
P0 · e

−
(
λ1
∫ x

y=0
1

q(y) dy−λ2
∫ x

y=0
1

r(y) dy
)

, x > 0,

= λ2
q(x) + r(x)

q(x)r(x)
· P0 · e

−
(
λ1
∫ x

y=0
1

q(y) dy−λ2
∫ x

y=0
1

r(y) dy
)

, x > 0.

(11.86)

The normalizing condition is

P0 +
∫ ∞

x=0
f (x)dx = 1. (11.87)

From (11.86) and (11.87)
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P0 = 1

1 + λ2
∫∞

x=0

(
q(x)+r(x)
q(x)r(x) · e

−
(
λ1
∫ x

y=0
1

q(y) dy−λ2
∫ x

y=0
1

r(y) dy
))

dx

. (11.88)

Remark 11.9 Formulas (11.84)–(11.88) are asymmetric with respect to λ1
and λ2, because empty periods are distributed as Expλ2 (classified as part of
efflux phase).

Remark 11.10 The model can be generalized in various ways. There may
be several different important state-space levels at which there is no change
in content (no influx or efflux), other than at level 0. Such levels may be
due to a control policy or due to natural phenomena. There would then be
more than one atom in the state space. Also, the influx and efflux periods
may have more general distributions. The content may be bounded above,
resulting in an atom. Some of these variants are easy to analyze; others are
more complex. We do not treat such variants here.

Stability Condition
A necessary condition for the pdf to exist is f (∞) = 0. Thus, the exponent(
λ1
∫ x

y=0
1

q(y)dy − λ2
∫ x

y=0
1

r(y)dy
)

in (11.86) and (11.88) must be positive for

all ẋ > 0. That is

λ2

∫ x

y=0

1

r(y)
dy < λ1

∫ x

y=0

1

q(y)
dy,

λ1

∫ x

y=0

1

q(y)
dy − λ2

∫ x

y=0

1

r(y)
dy > 0, for all x > 0. (11.89)

Remark 11.11 In (11.89), if q(y) = r(y), y > 0, then the stability condition
reduces to 1/λ1 < 1/λ2 or E(nonempty period) < E(empty period). If q(y)
= q and r(y) = r, y > 0, then 1/λ1 < (r/q) (1/λ2) or E( nonempty period)

< (r/q) E(empty period). Additionally, If r/q < 1 then E(nonempty period)

< E(empty period).

11.8.4 Numerical Example

Let λ1 = 1, λ2 = 2, q(x) = √
x, r(x) = 3

√
x, x > 0. Substituting into

(11.89) gives, for x > 0,

λ1

∫ x

y=0

1

q(y)
dy − λ2

∫ x

y=0

1

r(y)
dy = 2

√
x

(
λ1 − λ2

3

)
= 2

√
x

(
1 − 2

3

)
> 0,
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f (x )

x

Fig. 11.7 Steady-state pdf f (x) = 8
27

√
x
e− 2

3

√
x, x > 0, in continuous dam with

alternating influx/efflux periods: λ1 = 1, λ2 = 2, q(x) = √
x, r(x) = 3

√
x

implying stability, and the steady-state pdf f (x) exists. From (11.86), we
obtain

f (x) = 8

3
√

x
P0 · e− 2

3
√

x, x > 0. (11.90)

From the normalizing condition (11.87),

P0 = 1

1 + ∫∞
x=0

8
3
√

x
e− 2

3
√

xdx
= 1

9
= 0.111111. (11.91)

Thus

f (x) = 8

27
√

x
e− 2

3
√

x, x > 0. (11.92)

From (11.91) and (11.92), the cdf is (see Figs. 11.7, 11.8),

F(x) = P0 +
∫ x

y=0
f (y)dy = 1 − 8

9
e− 2

3
√

x. (11.93)
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F (x)

0P

x

Fig. 11.8 Steady-state cdf F(x) = 1 − 8
9 e− 2

3

√
x, x > 0, P0 = 0.1111, in continuous

dam with alternating influx/efflux periods: λ1 = 1, λ2 = 2, q(x) = √
x, r(x) = 3

√
x

Proportion of Time in Influx and Efflux Phases
From (11.83) and (11.80) we obtain

f1(x) = 2

9
√

x
e− 2

3
√

x, x > 0,

f2(x) = 2

27
√

x
e− 2

3
√

x, x > 0.

Hence the proportions of time the dam is in the influx, efflux phase respec-
tively are

F1(∞) =
∫ ∞

x=0

2

9
√

x
e− 2

3
√

xdx = 0.666667,

F2(∞) − P0 =
∫ ∞

x=0

2

27
√

x
e− 2

3
√

xdx = 0.222222.

These values are also the steady-state probabilities of the dam being in these
phases at an arbitrary time point. A check on the normalizing condition is

P0 + F1(∞) + F2(∞) = 0.111111 + 0.666667 + 0.222222 = 1.
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11.9 Estimation of Laplace Transforms

We very briefly discuss a procedure for estimating the LST (Laplace-Stieltjes
transform) of the state variable of a stochastic model. We shall use the virtual
wait in a GI/G/1 queue as an example.

Suppose we want to estimate the LST of the steady-state pdf of the virtual
wait in a GI/G/1 queue. Let the steady-state cdf of the virtual wait be F(x),
x ≥ 0, having pdf f (x), x > 0, and let P0 = F(0). The LST of the mixed pdf
{P0, f (x)}x>0 is (see Sect. 3.4.4 in Chap. 3)

F∗(s) =
∫ ∞

x=0
e−sxdF(x), s > 0. (11.94)

11.9.1 Probabilistic Interpretation of LST

The probabilistic interpretation of the LST is as follows (see p. 264 and pp.
267–269 in [104]; and various papers, e.g., [41]). In formula (11.94), the right
side is the probability that an independent “catastrophe random variable” =

dis
Exps is greater than the virtual wait having cdf F(x), x ≥ 0.

11.9.2 Estimation of LST

In order to estimate F∗(s), we simulate a sample path of the virtual wait
{W (u)}u≥0, over a long period of simulated time (0, t). Next, we generate a
sample path of a renewal process {C(u)}u≥0 with inter-renewal times equal to
the catastrophe r.v., and overlay it on the same time-state coordinate system
(see Fig. 11.9). Fix s > 0. The SP jump sizes and inter-renewal times in
the sample path of {C(u)}u≥0, are i.i.d. r.v.s =

dis
Exps. This is because the

process {C(u)}u≥0 represents the excess life γ at time u (see Sect. 10.1.5 and
Fig. 10.2). The steady-state pdf of the excess life is fγ(x) = se−sx, x > 0.

Now we observe the sample paths of {W (u)}u≥0 and {C(u)}u≥0 on the
fixed time interval (0, t). We compute the sum, Ts =

∑
i Tsi, of all time

intervals such that C(u) > W (u), u ∈ (0, t) (Fig. 11.9). An estimate of F∗(s)
is then F̂∗(s) = Ts/t, which is the proportion of time such that C(u) > W (u),
u ∈ (0, t). The probabilistic interpretation of the LST strongly suggests that
Ts/t is an appropriate estimate of F∗(s).

http://dx.doi.org/10.1007/978-3-319-50332-5_3
http://dx.doi.org/10.1007/978-3-319-50332-5_3
http://dx.doi.org/10.1007/978-3-319-50332-5_10
http://dx.doi.org/10.1007/978-3-319-50332-5_10
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W(u) ( )C u

1sT 2sT 3sT

Time   u

t6sT

Fig. 11.9 Sample paths of virtual wait {W (u)}u≥0 and renewal process with inter-
arrival time =

dis
Exps, the catastrophe r.v., {C(u)}u≥0 . Ts = Ts1 + Ts2 + · · · + Ts6.

In order to estimate F∗(s), s > 0, we repeat the simulation procedure
using different values of s > 0. For example, we may choose a partition of N
uniformly-spaced values for s ∈ (0, t), such as s = �, 2�, 3�, ..., N�, where
N is a large positive integer and � is a small positive number. (Different
spacing for the partition may improve the estimates, e.g., if F(·) is known to
have certain properties such as a long tail.) This procedure results in a set of
estimates F̂∗(n�) = Tn�/t, n = 1, ..., N . (From (11.94), F̂∗(0) = 1, which
is the normalizing condition.)

Finally, we can plot the points
(
0, F̂∗(0)

) = (0, 1) and
(
n�, F̂∗(n�)

)
, n = 1, ..., N ,

on a two-dimensional
(
s, F̂∗(s)

)
coordinate system. The {n�}n=1,...,N grid is

on the horizontal axis; the corresponding F̂∗(n�) terms are ordinates along
vertical lines parallel to the F̂∗(s)-axis.

The plot will be a discrete estimate of the LST of the pdf of the virtual
wait. It may be improved by smoothing techniques. In order to obtain an
estimate of the pdf of the virtual wait from it, use numerical inversion of{
F̂∗(n�)

}
n=1,...,N (see, e.g., pp. 349–355 in [104]).
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11.10 Simple Harmonic Motion

We analyze an elementary model of deterministic simple harmonic motion,
using LC.

Consider a particle moving according to simple harmonic motion (SHM)
(see, e.g., p. 133 in [10]; pp. 216–217 in [119]). Let X(t) denote the position
of the particle at instant t ≥ 0, and X(0) = 0. Let the state space be the
interval S = [−1, +1]. In this version of the standard SHM model there is
only one sample path, namely,

X(t) = sin(t), t ≥ 0.

We wish to determine the stationary pdf f (x) and cdf F(x) of X(t) when
the particle is observed at an arbitrary time point, as t → ∞.

Consider the sample path X(t), t ≥ 0 (Fig. 11.10). The slope of the sample
path at level x is

r(x) == d

dt
sin t|t=sin−1 x = cos

(
sin−1 x

) =
√

1 − x2, x ∈ [−1, +1] .

(11.95)

T im e   t

L e v e l   x

X (t)

Fig. 11.10 Sample path of simple harmonic motion X(t) = sin t. State space is
S = [−1,+1]. Shows level x in S
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Consider levels x, x + h ∈ S, where h > 0 is small. The time required for the
SP to ascend from level x to level x + h is

∫ x+h

y=x

1

r(y)
dy =

∫ x+h

y=x

1√
1 − y2

dy. (11.96)

The symmetries of the sample path imply that the time required for the SP
to descend from level x + h to level x is also given by (11.96).

Applying (11.96), we see that the long-run proportion of time the SP spends
in state-space interval (x, x + h) in a cycle of length 2π time units is

2

2π

∫ x+h

y=x

1√
1 − y2

dy = F(x + h) − F(x). (11.97)

Formula (11.97) leads to

1

π
h

1√
1 − (x∗)2

= F(x + h) − F(x) (11.98)

where x∗ ∈ (x, x + h), by the definition of F(x) as the long-run proportion
of time the process is in state-space interval [−1, x]. Dividing both sides of
(11.98) by h and letting h ↓ 0, yields

f (x) = 1

π
√

1 − x2
, x ∈ [−1, +1] . (11.99)

The stationary pdf f (x) in (11.99) is interesting and suggests intuitive
insights (Fig. 11.11). Note that limx↓−1 f (x) = limx↑+1 f (x) = ∞. Also,
minx∈S f (x) = 1

π , at x = 0. The pdf f (x) is symmetric about x = 0, and
is convex.

From (11.99), the cdf is

F(x) =
∫ x

y=−1
f (y)dy, = 1

π

(
sin−1(x) − sin−1(−1)

)

= 1

π
sin−1(x) + 1

2
, x ∈ [−1, +1]. (11.100)

11.10.1 Inferences Based on PDF and CDF

From (11.95), the speed of the particle is r(x) =
√

1 − x2, implying r(±1)

= 0 and r(0) = 1, the maximum speed. Hence, at an arbitrary time point in
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f ( x )

x

Fig. 11.11 Stationary pdf f (x) = 1
π
√

1−x2 , x ∈ [−1,+1], for particle moving in
simple harmonic motion, X(t) = sin t, t ≥ 0

x

F(x)

Fig. 11.12 Stationary cdf F(x) = 1
π

sin−1(x)+ 1
2 , x ∈ [−1,+1], for particle moving

in simple harmonic motion, X(t) = sin t, t ≥ 0

the long run, it is much more likely to find the particle close to one of the
boundaries of S (x = ±1), rather than close to the center of S (its range of
motion). This fact suggests that the particle spends a much greater proportion
of time near the boundaries x = ±1 than near the center x = 0 (Fig. 11.12).

From computations using formula (11.100), the proportion of time the SP
(particle) spends in the central interval [−0.5, +0.5] is equal to F(0.5) −
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F(−0.5) = 0.333. The proportion of time the particle spends in the outer
regions [−1.0, −0.5] ∪ [0.5, 1.0], is equal to 2 · (F(1.0) − F(0.5)) = 0.667.

The “median” symmetric outer intervals of S with respect to the time spent by
the particle, is A0.5 ≡ [−1.0, −0.707] ∪ [0.707, 1.0], i.e., P(particle ∈ A0.5)

= 0.5. This indicates that it is equally likely to find the particle in two bands
of equal width 0.293 touching the edges ±1.0 (total width 0.586), as it is to
find it in a central interval of width 1.414 about 0. Arbitrary observations on
operating pendulum clocks, readily corroborate these theoretical computa-
tions.

Remark 11.12 The type of LC analysis in this section, may be extended to
analyze random trigonometric functions (e.g., like A sin (θt)+B cos(θt), t ≥
0, where A, B are random variables and θ is a constant). Extensions may
also be applicable in some models of physics, and in the analysis of roots of
equations.
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Symbols
St , 194
TB , 250
�(x,y)(a,b) , 393〈s, S〉, 23
N

+, 63
R, 190
R

n , 390
B, 105
=
dis
, 52

ax , 302
bx , 302
dx , 350
n-D, 389
R(·), 152
Ca,t , 191
C(t), 193
Erlk,μ, 66
Expμ, 53
LC, 1
Poiμ, 66
SP, 66
SPLC, 66
Type-nc,d , 409
M/U(0,c)/1, 71

A
Actuarial ruin model in insurance, see

Risk model
Age

alternative equation for pdf
in G/M/1 queue, 290

extended
in r(·)/G/M, 367
and virtual wait in G/M/1, 286,
287
in G/M/1, 24
in G/M/c, 317, 323

in renewal process
finite time-t pdf, 479

limiting pdf
in renewal process in replace-
ment model, 451, 455, 459
in standard renewal process,
455

of customer
in M/M/c with bounded system
time, 284

Alternating renewal process, 8, 9, 83,
172, 513

of sojourns ax & bx in M/M/1, 106
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Alternation
of exirs & entrances in time, 12, 35

Alternative integral equation, see
integral equation, alternative
form via LC

Atom, 5, 42
2-dimensional, 403, 404
in 〈s, S〉 no decay, 384, 385
definition, 36
in extended age process, 290
in M/D/1, 133
in M/Discrete/1, 140
in variants of a dam with alternat-
ing influx & efflux, 519

is a discrete state, 37

B
Basic level crossing theorem

for M/G/1, 13, 17, 29
derivation, 14
steps to derive integral equation
for pdf of wait, 17

Bessel function
modified of first kind in cdf &

pdf of M/M/1 busy period, 105
Blocking time

as [c − 1, c] busy period
in Mλ/Mcμ−λ/c/c, 251

as busy period
in Mλ/Mμ−λ/1/1, 110

Border state, 196
in generalized M/M/c, 197
in M/M/2 0-waits get special ser-
vice, 259

in M/M/c 0-waits get special ser-
vice , 253

in SP process, 207, 212, 213
in standard M/M/c, 238

Boundary
2-D, 392, 404, 405

inmultidimensionalmodel, 390
as border state between 0-wait and
+ve-wait states, 197

condition to get

f (x), F(x) in embedded LC
models, 418
constantσ in 2-D inventory, 400

crossing by SP, 31
into or out of a set, 30

of a state-space set, 28
of state-space interval to derive
integral equs for limiting pdf in
M/M/c , 233

pass-by by SP, 32
state–discrete, 16
states in M/M/c 0-waits get

special service, 252
Boundedness

of staying function
in M/M/c with reneging, 273

of steady-state pdf, 100, 241, 311,
312, 431

Busy cycle
expected value, 82, 91
in M/G/1, 64, 81
in M/M/1, 106
in renewal reward theorem, 81
number of crossings of level in,
107

Busy period
[c − 1, c] in M/M/c, 244
as blocking time

in Mλ/Mμ−λ/1/1, 110
expected value, 104, 120, 130, 142,
159, 172
in M/G/1, 82

in G/M/1, 297
events in, 305–307, 311

in G/M/c
& pdf of wait geometrically,
320

in M/G/1, 82
number served in k-busy
period, 109
alternative partition into sub-
busy periods, 85–87, 179
number served in, 89, 109
structure & pdf of wait, 179
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in M/G/1 0-waits get special ser-
vice
structure, 114

in M/G/1 with priorities
structure, 164

in M/M/1
& cdf/pdf of wait, 105

C
Classical approach

for basic integral equation, 7, 8
Complement

R(y) of staying function R(y), 273
of state-space set A ⊂ S, 28

Concentration
of drug in pharmacokinetics, 24,
414, 502

of solute in a solution, 458
Consumer response model, 338, 507
Content, 340

in M/G/r(·) dam
general description, 24
time to decrease from a level to
a lower level, 340

in M/M/r(·) dam
efflux varies directly with
content, 356

efflux rate, 338
[dimension], 338

hazard rate
of pdf in r(·)/G/M dam, 371

in dam with alternating influx &
efflux, 514

in M/G/r(·) dam
general description, 24

in pharmacokinetics, 507
in replacement model, 453
return to level 0, 349, 414
steady-state pdf, 348

alternative equation, 349
transient analysis, 346

in r(·)/G/M dam, 368
Continuous

crossing of state-space level, 32

state in state space, 37
Cost rate

in 〈s, S〉 with decay, 383
in 〈s, S〉 with no product

decay, 387
Countability

of no. of transitions, 34
of sojourns

within a discrete state, 37
Counter model

type-1, 511
type-2, 507

Cover
in M/M/c

sample path, 202
Crossing

of a level
& transient cdf in M/G/1, 54
continuous type, 32
jump type, 32
number in a busy cycle, 107

of boundary of set by sample path,
30

D
Dam

GI/G/r(·), 452
M/G/r(·), 337

analysis via embed. LC, 418
efflux rate of content, 338
generalization, 362
transient analysis, 340

M/M/r(·), 354
with r (x) = kx , 356

r(·)/G/M, 367
with constant influx rate, 372

alternating influx & efflux, 514
GI/G/r(·), 413

Dimension (unit)
of cdf, 7
of efflux rate

in M/G/r(·) dam, 338
of pdf, 7
of rate, 7
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of transient pdf of content
in M/G/r(·) dam, 346

Discrete state, see Atom
Dissection of state space

into sheets and lines, 230
Double jump

by SP
in 〈s, S〉 no decay, 26
in 〈s, S〉 with decay, 26

Downcrossing
& transient pdf of wait

in M/G/1, 55
in M/M/c, 215

by sample path
in M/G/r(·) dam, 341

in embedded LC, 412
in M/D/1, 134, 135
in M/Discrete/1, 145
in M/G1

wait-no. depend. service, 128
intuitively, 11
of a level by sample path, 30
of a level by the SP, 31
of level D in sample path

of M/D/1 queue, 42
rate

& limit pdf of wait in M/M/c,
216
& pdf of system time, 79
& pdf of wait in basic LC theo-
rem, 15
in age in G/M/1, 289
in alternative eq. in G/M/1, 290
in basic LC theorem, 13
in M/G/1 with priorities, 162,
165
of a level & pdf of wait, 12

Duality
of extended age & virtual wait

in G/M/1, 287
of M/G/1 & G/M/1, 421

E
Efflux rate

in M/G/r(·), 338
constant

in M/G/r(·), 353, 356
in dams, 337
proportional to content

in M/M/r(·) dam, 356
Egress

from a discrete state, 42
from a level by sample path, 38
from a state-space level &

right (time) neighborhood, 38
Embedded

downcrossing of a level, 412
probability of, 414

LC method
& PASTA principle, 418
& continuous LC method in
G/M/1, 296
to derive integral eq. for pdf in
G/G/r(·), 417
in dams & queues, 411

Markov chain technique
in M/G/1 0-waits get special
service, 113

upcrossing of a level, 412
probability of, 416

Entrance
of a set by sample path, 30
of a set by SP, 31
of a set in a discrete

parameter process, 495
of a set is exit

of set complement, 42
Excess

below level x < 0
in G/M/1, 302

demand below level s
in 〈s, S〉 inventory, 383

jump over level x , 11, 52, 94
in M/Erl2,μ/1 queue, 96
in M/G/r(·) dam, 352
in M/M/1 0-waits get special
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service, 116
in M/G/1, 116, 117
in M/G/1 multi-Poisson inputs,
124
in M/M/c, 242

below level 0
in G/M/1, 308
is deficit at ruin in risk model,
488
is idle period in G/M/1, 294

demand below level 0
in r(·)/G/M dam, 368

in renewal process
time-t pdf, 477

inter-arrival time in M/G/1 , 89
jump over level K

in M/G/1 with bounded work-
load, 178

limiting service time
in M/G/1, 77

of service time
in M/G/1 0-waits get special
service, 180

Excess life
limiting pdf in renewal process

in replacement model, 451, 459
limiting pdf of renewal process

in replacement model, 455
Existence

of partial derivative ∂
∂t E(Dt (x))

for transient analysis, 50
of partial derivative ∂

∂t E(Ut (x))
for transient analysis, 52

of limiting pdfs
in renewal theory, 454

of steady state
in M/Erlk.μ/1, 67
in M/G/1, 58

Exit
of a set

by sample path, 30
by the SP, 31
in discrete parameter process,
495

is entrance of set complement,
42

Expμ, 53
Extended age, see Age, extended
Exterior

of a state-space set, 28
tangent to a state-space set, 30

H
Hazard rate

of pdf of content
in M/G/r(·), 351
in r(·)/G/M dam, 371

of pdf of wait
and E(ax ), 98
in M/G/1, 93, 94, 96
intuitive meaning, 98

Hit
of barrier M in risk model, 489
of level ε > 0 in GI/G/r(·)

dam with r(x) = kx , 457
rate of initial level x0

in risk model, 490
left limit type, 47
of a discrete state (atom), 42
of a level by sample path, 38
of a state-space level & left

neighborhood in time, 38
of designated level in

general M/G/r(·) dam, 362
Hybrid technique, 450

for probabilities of phases cover-
ing level x by a jump
in an Erl2,μ queue, 97

I
Initial

influx to r(x)/G/M dam
with r(x) = k, 373

input in replacement model, 453
reserve in risk model, 485
state in pure birtrh process, 499

Initial condition
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at state-space level 0, 67, 518
at time 0, 54, 58, 221, 343, 345

Integral equation, see Inventory;
Renewal theory; Renewal prob-
llem; Queue

2-dimensional using LC
in 2-product inventory, 398, 404

alternative form via LC
in G/M/1 , 312
in G/M/c , 320
in M/D/1, 135
in M/Duscrete/1 , 142
in M/G/1, 68, 74, 100

dimensional (unit) equality
of terms, 7

via embedded LC
in G/G/r(·), 417

via LC
in M/G/1, 16

via Lindley recursion
in M/G/1, 5, 8

Integro-differential equation
of Takács in M/G/1, 62
for transient pdf in generalized
M/M/c, 223, 227

for transient pdf of content
in M/G/r(·), 346

for transient pdf of wait
in M/G/1, 62

Inter-crossing time
dx in M/M/1, 106

Inter-downcrossing time
& sojourn times

in M/M/c, 245
events during, 98
of a state-space level

in M/G/r(·), 350
in M/G/1, 50, 91
in M/M/1, 106

Inter start-of-service depart time
& TB in Mλ/Mcμ−λ/c/c, 250
in G/M/c, 318
in M/Mi /c with reneging, 275
in M/M/2/(μ0,μ1) , (0, (0,∞)),
259, 270

definition, 194
in generalized M/M/c , 194
in M/M/c, 240
in SP process, 213

Interior
of a state-space set, 28
tangent to a set, 30

Inventory
〈s, S〉 decay, 20, 26, 374
〈s, S〉 no decay, 21, 26, 384
2-dimensional, 393, 394, 403
〈s, S〉 constant decay rate, 375

J
Joint pdf

in 2-D inventory, 400, 407
Jump

by sample path
number is countable, 22

crossing of state-space level, 32
discontinuity of pdf of wait

in M/Discrete/1, 141
in M/D/1 queue, 41

downward by SP
in extended age process, 286

multiple by SP
in GI/G/r(·) variant, 457

net
in 〈s, S〉 with decay, 23, 25

parallel
m → k in M/M/c, 202

prescribed
in 〈s, S〉 with decay, 23
in generalized M/G/r(·), 362

K
Key conjecture in M/G/1, 11

L
Laplace-Stieltjes transform

estimation via simulation, 522
of a function, 76
of a pdf, 6, 76
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probabilistic interp-
retation, 522

Laplace transform
of a function, 76
of a pdf, 77
probabilistic interp-

retation, 78, 81, 522
LC computation, see Level crossing

estimation
Level

inter-crossing time dx

in M/M/1, 106
as a boundary of a set, 38
crossing

& transient cdf of wait, 54
rate in M/G/1, 13

in 2-D model
2-dimensional type, 392
role of LC analysis, 393

in the state space, 29
set

in 2-D model, 390, 393
Level crossing estimation

asymptotic normality in, 444
computer program design, 436
confidence intervals, 444
example, 445
for limiting distributions, 429
for transient distributions, 346,
431, 494

in M/G/1, 438
ladder points, 435
main steps, 429
point estimators, 440
in M/Ga,b/1 bulk service, 450
in M/G/r(·), 450
sensitivity analysis, 430
state-space partition, 433
theoretical basis for, 430

Level crossing method
aka LC, SP, SPLC method, 1

Lindley recursion
for pdf of wait

in M/G/1, 3, 4, 112, 126
in complex M/M/c, 2, 3, 7, 8, 231

Local history
of sample-path segments on sheets
in method of pages, 202

M
Marketing science model

consumer response to repeated
ads, 363

Markov
chain LC analysis, 495
property

of SP process, 200, 210
renewal process

LC analysis, 496
role in origin of LC, 8

Method of pages, see Page
& metaphor for SP motion

in the state space, 202
& system history, 202
flexibilty to anayze

many complex models, 187
to analyze models with

complex state spaces, 45
Method of sheets, see Method of

pages
Monotonicity

in wide sense of
R(·) in M/G/1 reneging, 152
R(·) in M/Mi /c reneging, 273
counting processes It (A) &
Ot (A) in Theorem B, 188

Multi-dimensional model
& rectangle in R2, 391
denoted by type nc,d

notation defined, 389
wirh n ≥ 2 r.v.s in Rn , 389
with state space S ⊆ R

n

transient analysis, 494
Multiple inputs

Poisson arrivals
in M/G/1, 118
in M/G/1 priorites, 168

Multiple jump
by SP in 〈s, S〉 no decay, 26
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by SP in 〈s, S〉 with decay, 26
Multiplicative structure

of busy period
to get Beneš series, 179
in M/G/1 , 182
in M/G/1 & sub-busy periods,
85

N
Net jump

in 〈s, S〉 no decay
of size 0, 26

in 〈s, S〉 with decay, 26
Nonempty period

in k/G/M dam, 373
in dam with alternating

influx & efflux, 519
Non-homogeneous Poisson process

special case of pure
birth process, 500

Normalizing condition
law of total probability, 6

O
Order

rate
in 〈s, S〉 no decay, 386
in <s,S> with decay, 381

size
in 〈s, S〉 no decay, 386
in 〈s, S〉 with decay, 383

P
Page, see method of pages

& sample-path transitions, 201,
208–210, 216, 270
in SP process, 202

accessible from a level, 219
accessible from other page, 218
as subset of state space of SP
process, 200

geometrical analogy, 187

in metaphor for SP process, 202
in method of pages, 187
origin of term in LC, 203

Partition
of an integer

in M/{i D}/1 solution, 148
of state space

in M/G/r(·) efflux depends on
content, 338
in LCE into fixed subintervals,
437
in LCE into variable subinter-
vals, 433, 437
inM/G/1 wait-dep. service, 112
in M/M/c into lines & pages,
203

Pass-by
of boundary by SP, 32

PASTA, 6, 387
principle, 43, 288

shown via embedded LC in
M/G/1 reneging, 427
shown via embedded LC in
M/G/r(·), 418

Pharmacokinetic model, 502
dose of drug, 502
pdf of drug concentration, 504

Poiμ, 66
Poisson process

of jumps in regenerative process
for time-t r.v.s of renewal
process, 474

compound
in busy period structure of
M/G/1, 88

in derivation of pdf
of r.v. Erlk.μ , 66

Pollaczek-Khinchin formula
E(wait) in M/G/1, 75

Priorities
in M/G/1, 161
in M/M/c, 284

Prologue, see Level crossing method
for origin of LC method, 1
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Pure birth process
initial population i , 499

recusive solution for Pj (t) , 500

Q
Queue

Erlk /M/1, 423
Mλ/Erl2,μ/1, 96
M/{i D}/1 & M/Dn/1, 144
M/Dn/1, 139
M/Discrete/1, 139
M/Mi /c, 272
M/Mi /c with reneging, 272
M/U(0,c)/1, 69

pdf of wait, 70
D/M/1, 424
G/M/1, 285, 420
G/M/2, 328
G/M/c, 316
GI/G/1, 419
M/D/1, 132
M/G/1, 49, 420

0-waits special serv. Beneš
series, 180
Beneš series, 77, 180
bounded system time, 174
busy period, 82
busy period structure, 182
Laplace-Stieltjes transform of
pdf of wait, 76
multiple inputs, 118
number in system, 80
P-K formula, 75
reneging, 149, 425
server vacations, 170
transient, 49, 64
wait-dependent service, 111
wait-number dependent ser-
vice, 126
waiting time propertis, 75
with priorities, 161

M/M/1, 101, 422
reneging, 153, 445

M/M/1/1, 110

M/M/c, 187, 237
cover in sample path, 202
generalized, 190
transient analysis, 188

zero-waits get special service
in M/Erl2,μ/1, 96
in M/M(i)/2, 272
in G/M/1, 313
in M/G/1, 113, 116, 180, 182
in M/M/1, 115, 183
in M/M/2, 258
in M/M/c, 252

R
Rate

of efflux in M/G/r(·), 338
when r(x) = k > 0, 353

balance
across level x ∈ S, 16, 35
between state-space sets, see
Set balance
eqs. in complex models, 231
for hits and egresses, 40
in embedded LC method, 413

demand
in 〈s, S〉 no decay, 387

dimension (unit)
is [1/T ime], 7

hazard, of pdf
of content in M/G/r(·), 351
of wait in M/G/1, 96

order
in 〈s, S〉 no decay, 386
in 〈s, S〉 with decay, 381

Reneging
in M/Mi /c, 272
in M/G/1

using embedded LC, 424
in M/G1, 149
in M/M/1, 153, 159, 160, 445

Renewal problem with barrier, 461
asymptotic formula

for E(NK ), K → ∞, 471
derivation, 471
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no. of renewals in interval, 472
solution using LC, 462
stopping time for number of

renewals to pass barrier, 463
Renewal process

in replacement model, 453, 458
standard

limiting pdfs of excess, age,
total life, 460, 461

Renewal reward theorem
statement of, 81

Replacement model, 451
electric charge in, 453
pdfs of excess, age, total life

in {Xn}, 453
in {Zn}, 458

renewal processes
{Zn} & {Xn} in, 453

using 2 renewal processes, 451
Risk model

Cramér–Lundberg variant, 486
analysis of, 489
claims Expμ, 490

similar to r(·)/G/M dam, 367
barrier & reinvestment, 485
in actuarial science, 28, 36
no barrier, 36
pdf of deficit at ruin, 488

S
Sample path

definition, 21
downcrossing of a level, 30
egress from a level, 38
entrance of a set, 30
exit from a set, 30
hit of a level, 38
in 2-product inventory, 396
in SP process, 207
jump

in 〈s, S〉 with decay, 26
discontinuitiy, 21
net in 〈s, S〉 no decay, 25
total number is countable, 22

in M/G/r(·), 339
metaphor in SP process, 202
of excess, age, total life

in replacement model, 452
in ordinary renewal process,
461

of regenerative process
for time-t r.v.s in renewal
theory, 475
in risk model, 486

transition, 30
typical, 20
upcrossing of a level, 30

Semi-Markov process
LC analysis, 496
sample path, 497

Set
A ⊂ S (state space), 28
S as state space, 28
boundary ∂ A, 28
in T × R

2, 392
balance

for (x,∞) in 2-pagemodel, 517
between state-space sets, 35
for state-space set (x,∞), 16
for discrete states, 37
for exits & entrances, 35

boundary can be a
level x ∈ S, 38

exterior, 28
interior, 28
level

in 2-D model, 390
of possible outcomes of

an experiment, 20
product, 28
with variable boundary, 493

Sheet, see Page
Simple harmonic motion

LC analysis, 524
Sojourn

above a level
& pdf of wait in M/G/1, 95
in 〈s, S〉 no decay, 385
in 〈s, S〉 with decay, 380
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in Mλ/Erl2.μ/1, 96
in M/G/r(·), 350
in G/M/1 extended age, 302
in G/M/1 no. of events in, 304,
305, 307, 309
in M/G/1 virtual wait, 92

below a level
in 〈s, S〉 no decay, 385
in 〈s, S〉 with decay, 380
in M/G/1 virtual wait, 91

on a page
in G/M/c, 320

with respect to a level
in M/G/r(·), 350
in M/M/r(·), 359

within a discrete state
countability of, 37

SP, see System point
boundary crossing, 31
downcrossing of a level, 31
entrance of a set, 31
exit of a set, 31
process

geometry of state space, 198
is a Markov process, 200

upcrossing of a level, 31
SPLC, 1, see Level crossing method
Stability

M/G/r(·), 349
dam alternating influx & efflux,
519

Erlk,λ/M/1, 423
G/M/1, 296
G/M/c, 326
M/G/1, 84

0-wait special service, 113
multiple inputs, 119
priorities, 163
wait-no. dep. service, 129

M/M/1 reneging, 154
M/M/2 0-wait sp. service, 265
M/M/c reneging, 283

State
accessible in 1 step from other
state, 224

continuous or discrete, 37
discrete (atom), 37

State space
S ⊆ R, 28
S ⊆ R

2, 389
level, 29
partition

inM/G/1 wait-dep. service, 112
partition in LCE, 433, 437
wide sense, 27, 28, 43, 395

Staying function
in M/Mi /c reneging, 273
functional form, 152
in M/G/1 reneging, 150
in M/M/1 reneging

using LCE, 446
Stock on hand

2-D inventory limited storage
model 1, 393, 403
model 2, 403, 407, 408

in 〈s, S〉, 28
in 〈s, S〉 no decay, 384
in 〈s, S〉 with decay, 374
in production-inventory where

prod rate ∼ stock level, 367
Stopping time

for number served in ax ,
x < 0, in G/M/1, 308

for sequence {(Si − Ti )}
in M/G/1 busy period, 89

for no. of renewals to exceed
barrier in renewal problem, 463

for number of events
in ax in G/M/1, 304

for sequence of demands
in 〈s, S〉 no decay, 386

Sub-busy period
in M/G/1

Beneš series analyis, 180
with 2 priority types, 164

in M/G/1 busy period, 85
0-waits get special service, 114
begun by tagged arrivals, 86
service depends on wait, 114

Synthesis of state space



558 Index

from pages & lines onto the
cover in method of pages, 230

System configuration
& flexibility of LC method, 185
& start-of-service depart time, 194
defined in general M/M/c, 193
in system point process, 200

System history
global in method of pages, 202
local in method of pages, 202

System point, see SP
& SP method, 1
& SPLC method, 1
is leading point of sample path, 24
jump, 25
process, 198
transition, 31

System time, 78, 102
pdf & wait pdf, 72
pdf relation to wait pdf, 79

T
Tangent

of exterior type to a set, 30
of interior type to a set, 30

Theorem B
proof, 188
transient analysis, 187, 188, 346,
369, 493, 495–497, 509, 513

Time-average pdf, see PASTA
& arrival-point pdf, 151

using embedded LC, 151, 427
Total life

in renewal process
finite time-t pdf, 479
in replacement model limiting
pdf, 460
limiting pdf, 451

Transient analysis, see Theorem B
Transient cdf/pdf

using LC, 54–56, 60–62, 64, 188,
204, 205, 215, 223, 227, 340,
342, 346, 368, 493

Transition

m → k
in dam alt. influx/efflux, 517
in M/M/c, 217
parallel jump between pages,
202

by sample path, 30
by SP, 31
countability, 34
in & out of a set alternate, 35
no. in finite time interval, 33
types geometrically, 45–47

U
U(0,c), 69
Upcrossing

& transient pdf, 60
in embedded LC, 412
of a level by sample path, 30
of a level by SP, 31
rate

in basic LC theorem, 13, 14
in extended age in G/M/1, 289

V
Virtual wait

& alternating renewal proc., 9
& extended age

in G/M/1 queue, 286
& server workload

in generalized M/M/c, 191
sample paths in M/M/c, 191

definition, 9
sample path, 10, 11

W
Wald’s equation, 90, 304, 463
Wide sense

monotonicity of It (A) &
Ot (A) in Theoem B, 188

monotone function, 152
state space, 27, 43

in 2-product inventory, 395
Workload
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& virtual wait
in generalized M/M/c, 191
in M/G/1, 9
in M/M/c, 191
sample paths in M/M/c, 191

in M/G(Nq )/1, 130
bounded

in M/U(0,c)/1, 71, 72

in M/G/1 variants, 174
in M/M/1/1, 110

Y
Yule process

is special case of
pure birth process, 500
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