
123

Smart Innovation, Systems and Technologies 64

Jeng-Shyang Pan
Pei-Wei Tsai
Hsiang-Cheh Huang    Editors 

Advances in Intelligent 
Information Hiding and 
Multimedia Signal Processing
Proceeding of the Twelfth International Conference on 
Intelligent Information Hiding and Multimedia Signal 
Processing, November, 21–23, 2016, Kaohsiung, Taiwan, 
Volume 2



Smart Innovation, Systems and Technologies

Volume 64

Series editors

Robert James Howlett, KES International, Shoreham-by-sea, UK
e-mail: rjhowlett@kesinternational.org

Lakhmi C. Jain, University of Canberra, Canberra, Australia;
Bournemouth University, UK;
KES International, UK
e-mails: jainlc2002@yahoo.co.uk; Lakhmi.Jain@canberra.edu.au



About this Series

The Smart Innovation, Systems and Technologies book series encompasses the
topics of knowledge, intelligence, innovation and sustainability. The aim of the
series is to make available a platform for the publication of books on all aspects of
single and multi-disciplinary research on these themes in order to make the latest
results available in a readily-accessible form. Volumes on interdisciplinary
research combining two or more of these areas is particularly sought.

The series covers systems and paradigms that employ knowledge and
intelligence in a broad sense. Its scope is systems having embedded knowledge
and intelligence, which may be applied to the solution of world problems in
industry, the environment and the community. It also focusses on the
knowledge-transfer methodologies and innovation strategies employed to make
this happen effectively. The combination of intelligent systems tools and a broad
range of applications introduces a need for a synergy of disciplines from science,
technology, business and the humanities. The series will include conference
proceedings, edited collections, monographs, handbooks, reference books, and
other relevant types of book in areas of science and technology where smart
systems and technologies can offer innovative solutions.

High quality content is an essential feature for all book proposals accepted for the
series. It is expected that editors of all accepted volumes will ensure that
contributions are subjected to an appropriate level of reviewing process and adhere
to KES quality principles.

More information about this series at http://www.springer.com/series/8767



Jeng-Shyang Pan • Pei-Wei Tsai
Hsiang-Cheh Huang
Editors

Advances in Intelligent
Information Hiding
and Multimedia Signal
Processing
Proceeding of the Twelfth International
Conference on Intelligent Information Hiding
and Multimedia Signal Processing, November,
21–23, 2016, Kaohsiung, Taiwan, Volume 2

123



Editors
Jeng-Shyang Pan
Fujian Provincial Key Laboratory
of Big Data Mining and Applications

Fujian University of Technology
Fujian
China

Pei-Wei Tsai
Fujian University of Technology
Fujian
China

Hsiang-Cheh Huang
National University of Kaohsiung
Kaohsiung
Taiwan

ISSN 2190-3018 ISSN 2190-3026 (electronic)
Smart Innovation, Systems and Technologies
ISBN 978-3-319-50211-3 ISBN 978-3-319-50212-0 (eBook)
DOI 10.1007/978-3-319-50212-0

Library of Congress Control Number: 2016959174

© Springer International Publishing AG 2017
This work is subject to copyright. All rights are reserved by the Publisher, whether the whole or part
of the material is concerned, specifically the rights of translation, reprinting, reuse of illustrations,
recitation, broadcasting, reproduction on microfilms or in any other physical way, and transmission
or information storage and retrieval, electronic adaptation, computer software, or by similar or dissimilar
methodology now known or hereafter developed.
The use of general descriptive names, registered names, trademarks, service marks, etc. in this
publication does not imply, even in the absence of a specific statement, that such names are exempt from
the relevant protective laws and regulations and therefore free for general use.
The publisher, the authors and the editors are safe to assume that the advice and information in this
book are believed to be true and accurate at the date of publication. Neither the publisher nor the
authors or the editors give a warranty, express or implied, with respect to the material contained herein or
for any errors or omissions that may have been made.

Printed on acid-free paper

This Springer imprint is published by Springer Nature
The registered company is Springer International Publishing AG
The registered company address is: Gewerbestrasse 11, 6330 Cham, Switzerland



Preface

Welcome to the 12th International Conference on Intelligent Information Hiding
and Multimedia Signal Processing (IIH-MSP 2016) held in Kaohsiung, Taiwan on
November 21–23, 2016. IIH-MSP 2016 is hosted by National Kaohsiung
University of Applied Sciences and technically co‐sponsored by Tainan Chapter of
IEEE Signal Processing Society, Fujian University of Technology, Chaoyang
University of Technology, Taiwan Association for Web Intelligence Consortium,
Fujian Provincial Key Laboratory of Big Data Mining and Applications (Fujian
University of Technology), and Harbin Institute of Technology Shenzhen Graduate
School. It aims to bring together researchers, engineers, and policymakers to dis-
cuss the related techniques, to exchange research ideas, and to make friends.

We received a total of 268 papers and finally 84 papers are accepted after the
review process. Keynote speeches were kindly provided by Prof. Chin-Chen Chang
(Feng Chia University, Taiwan) on “Some Steganographic Methods for Delivering
Secret Messages Using Cover Media,” and Prof. Shyi-Ming Chen (National Taiwan
University of Science and Technology, Taiwan) on “Fuzzy Forecasting Based on
High-Order Fuzzy Time Series and Genetic Algorithms.” All the above speakers
are leading experts in related research area.

We would like to thank the authors for their tremendous contributions. We
would also express our sincere appreciation to the reviewers, Program Committee
members, and the Local Committee members for making this conference suc-
cessful. Finally, we would like to express special thanks for Tainan Chapter of
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IEEE Signal Processing Society, Fujian University of Technology, Chaoyang
University of Technology, National Kaohsiung University of Applied Sciences, and
Harbin Institute of Technology Shenzhen Graduate School for their generous
support in making IIH-MSP 2016 possible.

Fujian, China Jeng-Shyang Pan
Fujian, China Pei-Wei Tsai
Kaohsiung, Taiwan Hsiang-Cheh Huang
November 2016
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The election of Spectrum bands
in Hyper-spectral image classification

Yi Yu, Yi-Fan Li, Jun-Bao Li, Jeng-Shyang Pan�, and Wei-Min Zheng

Innovative Information Industry Research Center, Shenzhen Graduate School,
Harbin Institute of Technology, Shenzhen 518005, China

College of Information Science and Engineering, Fujian University of Technology,
Fuzhou 350118, China

Department of Automatic Test and Control, Harbin Institute of Technology, China
Institute of Information Engineering, University of Chinese Academy of Sciences,

China

Abstract. this paper present a framework for the pre-process of hyper-
spectral image classification, it seems to be proved an important and
well method in this kind of field. We construct a new calculating method
in preprocess which use for reference of digital image process, such us
morphology method and relations of position. Because of the data of the
spectrum bands of hyper-spectral has some degree of redundancy. Some
similar bands have the similar information or even same information, so
it would waste many counter resource. On the other hands, redundan-
cy means when you matching every model, you will easily addicted to
Hughes phenomenon. So bands electing before we use classification mod-
el begin to classify directly is very important. It not only can decrease
time-cost also improve the accuracy and degree of stability. Our experi-
ment proved our idea practice in real classification get a gorgeous effect,
it shows in different complex classification surroundings, our method also
perform great.

Keywords: spectrum bands election, hyper-spectral image classifica-
tion, SVM kernel classification model, pre-process in hyper-spectral, in-
tegration of image data by use morphology method and relations of po-
sition.

1 Introduction

Remote Sensing, RS is a kind of method that use every kinds of camera and
Optical imaging device, which can use satellite or other rockets take a hyper-
spectral camera taking a series kind of special digital image through reflect from
light spectrum bands which include almost every kinds of spectrum both visible
light and invisible light.
The introduction of election of spectrum bands in hyper-spectral image classi-
fication start a new important field for future developments in which spectrum

�
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bands information should be elected before put all of them into classifier. And
the neighbor information of every single pixel is also very valuable. We introduce
a new framework for the election of spectrum bands to choose those who have
the most typical data for most character, then use them to continue classify
experiments.

1) First and foremost, our method must recognize that to compare with taking
all spectrum bands in hyper-spectral image into classification, how to use its
morphological character seems much more significant.

2) Use different operator into different kinds of data. So I design two kinds of
operator and statistical method associated with them.

3) Finally, although use SVM model as the final classifier, but how choose a lot
of accuracy parameters composite an appropriate classifier need to have a
great time to design, include choose kernel function.

So this paper is organized as follows: Section 2 briefly reviews the recently pop-
ular and relevant hyper-spectral image process. Section 3 introduces the main
idea about how to elect spectrum bands in hyper-spectral image classification.
Section 4 depicts details and effect of Election process and calculating process.
Section 5 gives the experiment results on the public domain Indian Pines hyper-
spectral dataset, and compare with non-electing algorithm. Section 6 concludes
the paper.
Data: the public domain Indian Pines hyper-spectral dataset which has been
previously used in many different studies. This image was obtained from the
AVIRIS imaging spectrometer at Northern Indiana on June 12, 1992 from a
NASA ER2 flight at high altitude with ground pixel resolution of 17 meters.
The dataset comprises 145*145 pixels and 220 bands of sensor radiance without
atmospheric correction. It contains two thirds of agriculture (some of the crops
are in early stages of growth with low coverage), and one third of forest, two
highways, aril lane and some houses. Ground truth determines sixteen differ-
ent classes (not mutually exclusive). Water absorption bands (104-108, 150-163
and 220) were removed (Tadjudin and Landgrebe, 1998), obtaining a 200 band
spectrum at each pixel.

2 proposed approach modules

SVM algorithm is established on the statistic-learning theory, it is a new kind
of machine-learning algorithm. The advantage of SVM algorithm concentrates
on solving the linear inseparable problem. It solves the linear inseparable prob-
lem by calculating the inner-product operation in high dimensional space by
importing one special function named kernel function. Suppose the sample set
is (xi, yi) , x ∈ Rd, y ∈ {1,−1} i = 1, ..., n. is the number of classification. In a
d dimensional space, when we use SVM model to deal problem, first we must
use a non-linear mapping Φ : Rd → H,x → (x), mapping the data from original
space Rd into a high dimensional space H(named kernel space), by importing
kernel function K (xi, yi) , make SVM model can classify sample data through

4 Y. Yu et al.



a linear classified method in this high dimensional space. So SVM model also
called learning algorithm based on kernel function. We considered SVM model is
a linear-classification, only when we want to deal with problem among non-linear
classifications, we can map the low dimensional data into high dimensional data
and continue linear classify in high dimension space instead of problem of non-
linear classifications in original space. When we handle a non-linear classification
problem, SVM use kernel function K (xi, yi) , replace inner-product operation in
original space and then the optimal classification function in high dimensional
is:

f(x) = sgn

[
n∑

i=1

aiyik(xi, x) + b

]
; (1)

ai > 0 is Lagrange factor,b is threshold value.

Choose the kernel functions which meet the requirement of Mercer conditions
(whether the function is linear or nonlinear) kernel function can easily achieve
inner production in high dimensional space through the vector operation, there-
by avoid the directly difficult calculating in high space. Kernel function is called
kernel or reproducing kernel.
At present, the most kernel function mainly has following three categories:

(1) polynomial kernel function:

K(x, xi) = [(x ◦ xi) + 1]
q

(2)

(2) Gauss radial basis kernel function:

K(x, xi) = e

{
−‖x−xi‖

2δ2

}
(3)

(3) Sigmoid kernel function:

K(x, xi) = tanh(v(x ◦ xi) + c) (4)

v > 0, c < 0.

Fig.1. is the classification result of using hyper-plane by achieving polynomial
kernel classifiers in high-dimensions space. Example is assume the category of the
two concentric circular, just can be classified by using the second round curve.
But in the practical application of classifier is more complicated than this.
SVM Kernel classifier result preview:

3 process of spectrum bands election algorithm

Bands election is a very important process in Hyper-spectral image pretreatment
process. If we can elect some important bands or elect some bands which can
represent the result directly, and make the sample space more representative, we
will save a lot of time in next classify work.
The whole procedure of bands election is as Fig.2. :

The election of Spectrum bands in Hyper-spectral image ... 5



Fig. 1. Two concentric distribution data points(Left) classified easily through mapped
to high-dimensional space (right)

4 detail of spectrum bands election algorithm

Hyper-spectral image bands election focus on calculating two kind of guideline:
The first guideline is calculation of every direction of viscosity characteristic for
every image pieces. Assume a 5*5 calculating operator, according to the order
from top to bottom and from left to right slide every image piece. And obtain
the max viscosity characteristic as the final direction result. (Software is Mat-
lab2014, take the column order as the primary order). Operator in calculating
is as follows:⎛

⎜⎝
A(3,3)−A(1,1) A(3,3)−A(1,2) A(3,3)−A(1,3) A(3,3)−A(1,4) A(3,3)−A(1,5)
A(3,3)−A(2,1) A(3,3)−A(2,2) A(3,3)−A(2,3) A(3,3)−A(2,4) A(3,3)−A(2,5)
A(3,3)−A(3,1) A(3,3)−A(3,2) 10000 A(3,3)−A(3,4) A(3,3)−A(3,5)
A(3,3)−A(4,1) A(3,3)−A(4,2) A(3,3)−A(4,3) A(3,3)−A(4,4) A(3,3)−A(4,5)
A(3,3)−A(5,1) A(3,3)−A(5,2) A(3,3)−A(5,3) A(3,3)−A(5,4) A(3,3)−A(5,5)

⎞
⎟⎠ (5)

In the center 3*3 matrix is the direction of viscosity characteristic, and direction
is marked as 1-8.as Fig.3.
And after compute all the 25 pixels, obtain a new 5*5 matrix, and get the min-
imum gradient value and the minimum change of 8 directions from center 3*3
pixels as Fig.4.
Next, in order to judge the direction of position of gradient value whether it is in
a normal range. And compute the extend direction of position of gradient value
and whether they are all positive or all negative as Fig.5.
In the default condition, the scale of noisy data is much less than the normal
image data. So assume most data is normal, and the aim of algorithm is judge
whether the center pixel is a noisy point. According to the above two kind of
condition, the corresponding numerical position (according to the order of the
columns 2,4,6,8 and 2, 8) and the minimum gradient value are not in the same
position or same negative, then conclude the position of min tag is a noisy pixel.
Delete this pixel, next time when calculating gradient value, set a bigger value
(like 100000), repeat computing new minimum gradient value.
When all gradient value are deleted, means after next several computing find ev-
ery gradient values of position are all max value (100000). At this time, rebuild
again, electing the first change position as the direction or value record.

6 Y. Yu et al.



Fig. 2. The procedure of hyper-spectral images band selection

Fig. 3. Two matrixs of direction and its corresponding positions

Another guideline is calculation of every value of viscosity characteristic for every
image pieces, is calculating the difference of every direction of viscosity character-
istic through operator. Because if only record the direction information can not
represent the most similar direction, that is most impossible trend of changing
direction, most related place. When designing the direction of viscosity charac-
teristic, the final gradient value has been record.
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Fig. 4. two kind of operator of direction of gradient value in hyper-spectral image
bands election

Fig. 5. Two matrixs of direction and its direction of computing gradient

All above process is counting the new assessment criteria, after obtain the fi-
nal result, must continue calculating the relevancy of criteria. For the direction
criteria, because it is a numerical criteria (1-8), for every direction, they are on
equal terms instead of numerical relation. In order to ensure not be affected by
number. Here we need further processing. So we introduce a new pretreatment:

δ =2
∑
i,j

(abs(ri − rj) == 0) +
∑
i,j

(abs(ri − rj) == 1)

+
∑
i,j

(abs(ri − rj) == 7)

(6)

i �= j;
This formula set the weight of same direction to 2; set the weight separated by
a 45 degrees angle to 1. And set others to 0, because other direction is more
different than the original direction, and its contribution degree is 0 or negative.
After above calculating, must set correlation coefficient normalization range from
0 to 1. Here normalization method is put every row factor divide to factor in
main principal diagonal. Because self-relation is the most similar, so the result
of main principal diagonal is 1. And other factor is range from 0 to 1. And
then choose upper triangular matrix, and set principal diagonal to 0, because
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they are all symmetrical and we dont want to choose bands oneself into judge
criteria. Next get the whole matrix absolute value and sort them. Extract some
bigger value from them get correspondent abscissa, ordinate, that means which
two bands is most related, choose them out. The bands which most related will
develop into cluster (it will appear that most related bands have been selected
means some adjacent bands will also been selected, sounds like there exist a
group bands will be selected, generate a bands block). And then sort them as
ascend, send to next step.
As for numerical gradient value, we adopt normal normalize method standard
score also named Z-score then calculate correlation coefficient. The standard
score of a raw score x is:

Z = (x− μ)/δ (7)

Here μ is the mean of the population, δ is the standard deviation of the popu-
lation.
The absolute value of Z represents the distance between the raw score and the
population mean in units of the standard deviation. Z is negative when the raw
score is below the mean, positive when above.
And then calculate correlation coefficient. Here we adopt Pearson product-moment
correlation coefficient. It is widely used in the sciences as a measure of the degree
of linear dependence between two variables. Here is its formula and its character.

r =

∑n
i=1(xi − x̄)(yi − ȳ)√∑n

i=1(xi − x̄)2 ·∑n
i=1(yi − ȳ)2

(8)

After finished calculate all correlation coefficient from two parts will get two
kinds of numerical matrix. As the same processing, only keep the upper trian-
gular matrix and set the element of principal diagonal 0. Select some bigger
correlation coefficient, record their bands id and gradient-value, after sorting,
send to statistical calculation.
At last, design some bands cluster and their bands field. Select some part of
bands from bands cluster and let them represent the whole bands cluster. So we
can get a series bands both from direction of viscosity characteristic and value
of viscosity characteristic. Because of getting different result from many kinds of
hyper-spectral images, we must construct all images collaborative filtering. So
we must get intersection band elements as the final results from many different
images. And get all intersection from all final result as the final elected bands.
In order to test our idea, we adapt test directly, put an original into elect model,
and get final elected bands, delete all bands cluster, but leave other bands which
not construct a bands block for keep a great special sample space. Finally, we put
the elected bands image into SVM-kernel classification model, test its accuracy
rate and time cost.

5 result of experiment

Select 20 times bands elected and non-elected hyper-spectral as a same SVM-
kernel classification algorithms input and its accuracy rate and time cost table.
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Table 1. 20 times experiment non-elected hyper-spectral.

1 2 3 4 5 6 7 8 9 10

accuracy 0.7329 0.6658 0.6662 0.7499 0.7416 0.6692 0.7168 0.7356 0.6623 0.7736
time 6.9844 6.6557 7.0614 6.6947 6.8867 7.0768 7.3948 7.1917 6.8642 6.7598

11 12 13 14 15 16 17 18 19 20

accuracy 0.7275 0.7499 0.6850 0.7547 0.7770 0.7201 0.7314 0.7273 0.6885 0.6999
time 6.7063 7.1231 7.2725 6.8709 6.7529 6.7837 7.0426 6.8185 7.2252 6.5508

Table 2. 20 times experiment elected hyper-spectral.

1 2 3 4 5 6 7 8 9 10

accuracy 0.7387 0.725 0.6759 0.6976 0.7447 0.7138 0.7470 0.7202 0.7361 0.7485
time 5.9734 5.2412 5.8792 5.347 5.355 5.5321 5.5753 5.3516 5.5829 5.6704

11 12 13 14 15 16 17 18 19 20

accuracy 0.7361 0.7226 0.6468 0.7087 0.7212 0.7699 0.7145 0.6890 0.7449 0.6938
time 5.4165 5.5870 5.5217 5.4318 5.7021 5.3346 5.5144 5.3554 5.2956 5.4526

It is obviously find that in 200 bands, elected 15 bands, 136 intersection bands
(bands cluster), so only send 200-136+15=79 bands into algorithm.
At table 1. Non-elected hyper-spectral average accuracy : 0.7187; average calcu-
lating time: 6.9358; MSE of accuracy: 0.0359;MSE of calculating time: 0.2303.
At table 2. Elected hyper-spectral average accuracy : 0.7200; average calculating
time : 5.5060; MSE of accuracy : 0.0288; MSE of calculating time: 0.1914.
Because of above result, no matter in the field of accuracy or in the field of
time, even in the field of Stability of algorithm, the bands elected hyper-spectral
algorithm is better than before. From the result we also can conclude that there
exist a huge scale of redundant bands or information, and also some degree of
Hughes phenomenon of over-fitting, so electing bands during the pretreatment
is very necessary in the problem of classification of hyper-spectral.

References

1. Jun Li, Prashanth Reddy Marpu, Member, IEEE, Antonio Plaza, Senior Mem-
ber, IEEE, Jos M. Bioucas-Dias, Member, IEEE, and Jn Atli Benediktsson, Fellow,
IEEE: ”Generalized Composite Kernel Framework for Hyperspectral Image Classifi-
cation” In: IEEE TRANSACTIONS ON GEOSCIENCE AND REMOTE SENSING
VOL.51,NO 9 SEPTEMBER 2013, 0196-2892 (2013).

2. Vineet Kumar, Jurgen Hahn, Abdelhak M.Zoubir : ”BAND SELECTION FOR
HYPERSPECTRAL IMAGES BASED ON SELF-TUNING SPECTRAL CLUS-
TERING” In: EUSIPCO 2013 1569744031.

3. C.-C. Chang and C.-J. Lin, ”LIBSVM: A library for support vector machines”
ACM transactions on Intelligent Systems and Technology, vol.2 pp. 27:1-27:27, 2011,
Software available at http://www.csie.ntu.edu.tw/∼cjlin/libsvm.

4. This work is supported by Program for New Century Excellent Talents in University
under Grant No. NCET-13-0168,and National Science Foundation of China under
Grant No.61371178.

10 Y. Yu et al.



Evaluating a Virtual Collaborative Environment
for Interactive Distance Teaching and Learning:

A Case Study

Wen Qi

Donghua Univerity,
No.1882, Yan’an Road, Shanghai, 200051, China

design_wqi@sina.com

http://www.dhu.edu.cn

Abstract. This paper presents a case study of experimenting an in-
teractive collaborative environment for distance teaching and learning
activities. It begins with reviewing the existing multiple-users collabo-
rative environment including the Open Wonderland platform, and then
outlines the requirements of using a collaborative environment to assist
distance teaching and learning, and how these requirements could be
met with the Open Wonderland platform. We investigated the system
in our local network settings, with a particular emphasis on embedding
pedagogy content into of the system. We found that such environment
could allow students to have full support throughout their studies with a
tutor to guide, advise and offer direct comprehensive guidance. Finally,
we summarized the results from the formative and summative evalua-
tions, and presented the lessons learned that can guide future usage of
this immersive education space within Higher Education.

Keywords: Distance teaching and learning, virtual environment, Open
Wonderland, pedagogy

1 Introduction

Traditional learning and teaching activities in large part show the social charac-
teristics. The format of distance learning is an unique, but advanced way, which
allows a learner to study in his own time, at the places wherever he chooses read-
ing, watching or listening to material supplied, doing excises and assignments
with regular support from his tutors. The activities described in distance learn-
ing are quite different compared with traditional lecture-style study at normal
schools. Bring social interaction into normal distance learning activities among
students is desired in courses that are based on team projects because a high de-
gree of cooperation is required. The cooperation needed is challenging to achieve
among distance learners, therefore requires a particular tool or environment that
can assist the teaching and learning process. In this paper, we present our initial
exploration study on technical feasibility of using Open Wonderland as a col-
laborative environment for distance learning and teaching. The issues we aimed
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to address were about how we could enrich learning and teaching experiences
for distributed learners and teachers who want to exchange knowledge in the
academic setting of distance learning and teaching.

2 Related Work

Social interactions have been one of the key aspects studied in educational tech-
nology research. Some researchers have proposed the approaches of using asyn-
chronous applications including email and synchronous applications like instant
messaging; other suggested using more sophisticated approaches, for example,
interactive collaborative game environments (ICGE) in which learners can inter-
act with their teammates or teacher in a multiple-user set-up. The immediate
benefit of a 3D collaborative environment is that it allows learners to simul-
taneously observe the behaviors of their peers in the groupspace. Well-designed
collaborative environments allow seamless interaction between distributed users.
Below is a list of several research projects and systems in the area of a collabo-
rative environment for learning and teaching. These works have tried to find out
the potential factors that affect effective collaboration and the important issues
that may result from insufficient interaction and support among collaborators [1].
Prasolova-Frland investigated the mechanisms that can enhance social awareness
in educational environment [2], [3] and has concluded that classic cooperative
tools including ICQ and email are not sufficient technically, and the mechanism
provided by collaborative environment is a promising supplement to the existing
mechanisms. Bouras et al. [4], [5] described a robust environment that supports
collaborative education. Nevertheless, the limitation of such environment is that
editing VRML files is the only way to modify it whenever new contents need to
be introduced. A typical teacher may lack of such technical expertise. Further-
more the world cannot be changed while it is in use. Okada et al. introduced a
study on building an ICGE system for ecological education [6]. Although virtual
areas can be added at runtime, it is complex and time-consuming. Oliveira et
al. introduced collaborative learning into industrial training and e-commerce [7].
The environment allows video on demand without synchronization. Mansfield et
al. describe their Orbit system, which supports a groupspace model [8]. How-
ever, it is not an ICGE and data or metadata visualization is absent. The Orbit
system only allow access to data on the server.

3 The Open Wonderland

As an open-source toolkit, Open Wonderland is designed with client-server ar-
chitecture and embedded with a set of technologies for creating virtual- or
augmented-reality environments. The toolkit is built upon several software com-
ponents or middlewares that include the Project Darkstar multiplayer game
server, VoiceBridge for adding immersive audio and jMonkeyEngine (JME) to
generate graphical scene. There are also other libraries around JME, such as a
Collada loader, which enables users to import 3D objects or models on Google
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Fig. 1. The overall architecture of Open Wonderland

Warehouse. Additional objects and components (such as a camera device to
record audio and video stream from a client) in Project Wonderland make use of
other technologies, such as the Java Media Framework. Open Wonderland offers
a rich collection of ob-jects for building up environments, and supports shared
software applications, such as word processors, web browsers, and document-
presentation tools. For instance, one or several users can draw on a virtual white-
board and view PDF documents and presentations. Every user, represented by
an avatar, can communicate to others through the avatar in the same world
by means of a headset or microphone and speaker or by the use of a dedi-
cated chat window for text messages. The generated scene within Wonderland
can be viewed from a first-person or several third-person perspectives. Fig. 1
illustrates the overall architecture of Open Wonderland. It complies with the
Representational State transfer (REST) style of architecture. With the help of
Java WebStart, there is a Wonderland client running on every users PC. Java
Runtime Environment (JRE) should be available while using Java WebStart.
A web page becomes accessible when it is downloaded initiated by Java Web-
Start. The administration tasks can also be performed via the same link, which
includes selecting the initial environment, saving copy of the current environ-
ment and adding extra components. Components may be software libraries that
extend the core functionality of the system, for instance, a Video Camera. The
administrative facilities start and terminate several core modules remotely. The
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properties of those modules can also be changed. There is an online games en-
gine called Darkstar. Audio is possible in Open Wonderland by the Voice Bridge
via Voice over IP with various audio qualities. The Shared Application Server
makes the in-world sharing of X11 applications possible, such as Chrome and
Clipboard.

The original objective of developing the Wonderland platform by Sun Mi-
crosystems was to create a tool that enables cooperative working by the com-
panys employees [9]. As the consequence, the main advantages of this platform
can be summarized as:

– Real-time application sharing;
– Tight integration with business data;
– Deployment internally or externally;
– Scalability of Darkstar server: from very large to very small implementations;
– Open source and extensible: 100% pure Java;
– Spatial Audio: a core feature with extensive telephony integration.

Wonderland is often compared to the Second Life or OpenSim platform. It
is possible to customize and integrate the Wonderland platform into an organi-
zations own infrastructure. On the other hand, Second Life and OpenSim are
publicly online services that are accessible by lots of users. These users can make
use them to organize their lives. In particular, teaching institutions has already
used Second Life extensively to carry out online teaching (for details see [10]).
Although Second Life has become first choice in terms of assisting online teach-
ing and learning, it does have privacy and security issues around its use, for
example, when a participant takes part in an online session. Furthermore, it is
in doubt whether organizations have sufficient controls when they use Second
Life as part of their formal education infrastructure.

4 Experimental Design

As one of best universities that is focusing on fashion and costume design educa-
tion, our institute desires to offer students an unique, top-class distance learning
experience. We believe that online learning enables a student to study in his own
time, at home or wherever he prefers reading, watching or listening to material
supplied, doing course excises and assignments with direct support from his/her
tutors. The learning activities described are quite different compared with our
traditional lecture-style study for regular students. Therefore, we have particular
requirements on tools or environments that can assist such teaching and learning
process. Research conducted in this paper was built upon the hypothesis that
an interactive collaborative virtual space can support and facilitate these kinds
of teaching and learning activities. Our goal is to experiment the effectiveness
of a selected platform. We list major functional requirements while selecting an
experimental platform:

– Emphasis on formal and informal social in-teraction with improved commu-
nication
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– Strong feeling of social presence, enabling to exchange their opinions about
learning contents,

– Collaboration oriented, allowing active social interactions to build mutual
understanding, particularly before and after scheduled events,

– Share document easily without switching contexts,

– Extremely extensible,enabling to introduce any sort of new feathers into the
platform.

Fig. 2. The virtual auditorium

Since Open Wonderland has fulfilled most of our requirements, it has been
selected as the interactive collaborative game environment for this study. The
virtual classroom was realized using the Open Wonderland toolkit version 0.5.
The virtual world was constructed using a collection of 3D objects. Users can
launch the virtual class easily through hyper-links. The initial models for the
environment were created using Google SketchUp. These models were then ex-
ported into either Collada format as .dae files or Google Earth format as .kmz
files, both of which Open Wonderland is able to import. They were uploaded into
the main scene and positioned according to our design. Also applications planned
to be shared were placed in the virtual class scene to build up the context or
meet task requirements (for example, a web browser was used to access a cross-
word that was completed collaboratively by the students). Fig. 2 illustrates the
overview of our virtual auditorium. The world itself consists of a wide open space
surrounded by mountains and a representation of the auditorium building. The
auditorium contains a lecture presentation board, a note board, a sketch board,
standing seats, and etc. The auditorium environment also has surrounding sound
and allows application sharing. This representation of a virtual learning environ-
ment offers possibilities to build up various contexts in which social interactions
betweens participants are possible. There are a document reader, a note stick,
and a chat box as shown in Fig. 3. Teachers and students are able to pick up
a particular persona as desired by their educational tasks. Users can set their
preferred view perspectives (see Fig. 3).
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Fig. 3. The Auditorium components

One of the advantages of this environment is that a user can drag any content
(documents) located in his desktop into the auditorium world. These contens are
then treated as objects within the 3D Wonderland world. As long as an object is
Collada compliant, it can be imported and displayed within the auditorium. Such
feature is the functionality teachers needs to customize an auditorium world with
new objects. It meet the requirements discussed before. The Google SketchUp
3D warehouse is a publicly available and popular repository that contains thou-
sands of Collada content, which are freely accessible. Another advantage is that
the world we experimented is extensible that allows users and developers to de-
sign their own worlds and introduce new features into it in the form of software
components. The key achievement of this study was that we successfully de-
monstratde the feasibility of the Open Wonderland for collaborative interaction
in a social learning environment. The environment we exercised could augment
an existing distance education practice because it creates a sense of community
amongst students who are located remotely. Such scenario is common in a non-
traditional instructive higher education setting. In addition, the environment we
designed allows students to reach a tutor and receive his full support throughout
their studies. A tutor can supervise their learning activities and offer compre-
hensive opinions to their coursework. The tutor can lead group tutorials and
seminars at runtime within the virtual game environment.

5 Discussion

Schlosser and Anderson pointed out that distance learning can be equally ef-
fective as learning through face-to-face [11]. In essence, there is no difference
between good distance teaching pedagogy and good conventional teaching tech-
niques. Schlosser and Anderson listed several studies that clearly proved that
distance education was effective for education. However, from their points of
view, they emphasized distance teachers should offer an environment that al-
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lows structured note-taking, interactive study guides, and visuals. In another
survey, Threlkeld and Brzoska reviewed a number of studies and concluded that
the importance of the media itself to instruction was not the same as the other
factors, like the characteristics and objective of learners [12]. However, they
discovered it is very critical that various supports are available for a distance
learner, such as, the feedback from an instructor as well as direct access to li-
brary materials and other auxiliary resources. Indications from our studies are
that online learning environments should provide means for online note taking,
and online communication among students and teachers should be smooth. In
addition, hypermedia-based contents should be easily incorporated. With the
development of new technologies including interactive 3D collaborative environ-
ments, a pronounced shift has taken place in learning theories from behaviorism
to constructivism. With the deployment of new technology, students can improve
their thinking skills and develop their personal knowledge [13, 14] that can be
shared immediately with anyone around the world [14]. The new technologies
or features of Open Wonderland exercised in our study not only offer it’s users
with possibilities to break the bottleneck in conventional learning and teaching,
but, more importantly, to illustrate a new way of education. The Wonderland
platform as a tool urges educators to re-evaluate and rethink the existing educa-
tional models and eventually to establish innovative ones. Certainly, the platform
is still evolving and poses several constraints, such as lack of rich and fluent in-
teraction style and difficult deployment in network environment with a complex
firewall. The next step could be to put the virtual Wonderland in real pedagog-
ical environment with concrete learning activities to investigate the pitfall and
usability issues in details.

6 Conclusion

This paper presents a case study of exercising the Open Wonderland platform
as an interactive collaborative tool for distance teaching and learning activities.
The role of Open Wonderland in this study is to provide a test bed for eval-
uating its teaching and learning capabilities. We described our user experience
and especially focused on the social aspects of such system. We investigated how
we can support good practice of learning and teaching with the use of such 3D
gaming environments in education. We presented our findings on the technical
feasibility and pedagogical value of using 3D collaborative environments for dis-
tance teaching and learning. The issue we aimed to address is that there is a
need to improve the learning experiences and outcomes for students who are
located remotely at different places.
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Abstract. For the complex and changeable recording scene and lighting
condition, which makes images uneven in light and short of contrast ratio,
a linear transform image enhancement method based on HSV color space
transform is proposed to improve the image quality. In order to maintain
the image color invariant, firstly conversing the traditional RGB color
space to HSV color space, then analyzing the relationship of S and V
components between the HSV color space model and license plate colors,
calculating linear factor and in making use of the relationship between
the components, α and γ adjusting the coefficients, finally conversing the
HSV model parameters to RGB space. The experimental results show
that, compared with the bidirectional histogram equalization method
and the Retinex method, the proposed method can be effectively used
in the image enhancement for driving recorder, not only enhanced in
contrast and bright of the license plate region, and has the strong real-
time processing capability.

Keywords: Image enhancement; HSV color space; Linear transforma-
tion; Automobile data recorder

1 Introduction

With the improving of humans life, motor vehicle ownership geometric growth,
the popularization of cars is inevitable trend. Therefore, people gradually pay
more and more attention on intelligent transportation system, only make use
of information technology, sensor technology, data communication technology
and other technology effectively in traffic management systems, could truly the
increasingly serious traffic problems solve[1]. Currently, the automobile data
recorder has been widely used in the automotive industry, reducing traffic ac-
cidents as powerful evidence, even can be basis of traffic violation penalties, so
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as to achieve the purpose of correcting driving behavior. But due to light and
shooting scene of automobile data recorder is complicated, the image captured
exist light and dark uneven, insufficient contrast and other issues, so that unable
to extract license plate extraction or extract error.

The existing image enhancement techniques can be roughly divided into t-
wo major categories of the transform domain method and the spatial domain
method [3,17]. Frequency domain conversion is to transform the original image,
enhancing image in the transform domain, draw widespread attention in the
field of image enhancement due to excellent separation characteristics of signal
and noise, usually used in enhancement of image details and specific edge, such
as Retinex algorithm, but it is complicated so that processing rate slow, not
suitable for the dynamic testing system of image enhancement [1, 5-7]. The s-
patial domain method is directly to deal with the original image, this method
includes bidirectional histogram equalization, gray level transformation, unsharp
masking, etc. Although its processing rate is fast, but the noise will be ampli-
fied in processing, result in visual effect weakened and hue change. Bidirectional
histogram equalization is a fast and effective image enhancement method, but
the grayscale merger easy to cause the loss of image detail information and im-
age enhanced excessive, enhancement effect is poorer to low brightness contrast
image [8-10]. The adaptive filter is an effective method for enhancing edge and
details of image, which is usually used for some specific details or edges, generally
used only for certain types of image enhancements, such as fingerprint images,
poor universality[15,16]. Unsharp masking is a common enhancement method in
fault diagnosis, image adaptive enhancement method based on unsharp mask-
ing use the transformation function instead of traditional sharpen enhancement
coefficient, so as to realize adaptive image enhancement [11].

In order to further improve contrast and brightness of image taken by the
automobile data recorder under different background and the light intensity, this
paper proposes a linear transformation image enhancement based on HSV color
space transform method. To maintain constant image tone, make the traditional
RGB space conversion to HSV color space at first, and then analyses the rela-
tionship between the component S and V of the HSV color space model and the
license plate color. Then using the relationship between the various components
to calculate sum of the linear factor and adjust each component coefficients. Fi-
nally, make the HSV model parameters adjusted conversion to the RGB space.
In order to verify the performance of this image enhancement method, give the
experimental results of the method, the Bidirectional histogram equalization and
the Retinex algorithm, compare and analyze according to image enhancement
overexposed, underexposed image enhancement algorithms and processing times.
We can get a conclusion after analysis, the method can be effectively used in
the image captured by driving recorder enhancement, not only can enhance the
contrast and brightness of the license plate area, and processing speed rate than
bidirectional histogram equalization and Retinex algorithm.
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2 Linear transformation algorithm base on HSV color
space

2.1 HSV color space

HSV (Hue, Saturation, Value) and RGB (Red, Green, Blue) are different repre-
sentations of color space. RGB color model is a kind of color space for equipment,
the value of R, G, B and the three attribute of color are not directly linked. HSV,
the color model for visual perception, makes use of three basic properties of col-
or to represents color, where H represents hue, S for saturation, V represents
Brightness [12, 14]; Hue, the main acceptable color of the observer , is an at-
tribute of describing pure color; Saturation is a kind measure of the degree that
pure color is diluted by white light; Value is a subjective description , it embod-
ies the concept of a colorless intensity, and is a key parameter of describing color
feeling. HSV color space can be obtained by RGB conversion, the expression as
following, in which, Tmax is the maximum among R, G, B, Tmin is the minimum
[8].

V = Tmax (1)

S =

{
0, ifTmax = 0
Tmax−Tmin

Tmax
= 1− Tmin

Tmax
, otherwise

(2)

H
′
=

⎧⎪⎪⎨
⎪⎪⎩

60× G−B
Tmax−Tmin

, if (S �= 0) and (Tmax = R)

60×
(

B−R
Tmax−Tmin

+ 2
)
, if (S �= 0) and (Tmax = G)

60×
(

R−G
Tmax−Tmin

+ 4
)
, if (S �= 0) and (Tmax = B)

(3)

H =

{
H

′
, if H

′ � 0

H
′
+ 360, otherwise

(4)

The HSV color model corresponds to a conical subset of the cylindrical co-
ordinate system, as shown in figure 1.

2.2 Linear transformation algorithm based on HSV Space

According to the equation (1)-(4), RGB space of image could convert into HSV
space. In the HSV color space model, when the H component is fixed, HSV color
space model can be simplified into a triangle model which only containing the S
and V, as shown in figure 2.

Therefore, when the H component is fixed, the average saturation and bright-
ness component of the input image, which expressed as point P (Xi, Yi). While
the saturation and the brightness component of license plate, which can be ex-
pressed as Q (Xt, Yt). According to the HSV color space model defined, images
linear transformation only changes the image saturation and brightness, which
doesnt affect the hue. Therefore putting forward equation.
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Fig. 1. HSV color space model Fig. 2. S and V triangular model

Q (Xt, Yt) = α · P (Xi, Yi) + γ (5)

Wherein α and γ are linear transformation factor, α factor which represents
the original brightness and saturation direction to stretched or shortened, while γ
factor represents the increase or decrease in brightness. The linear transformation
model is shown in figure 3.

Fig. 3. Linear transformation model Fig. 4. Linear transformation of α factor

Because the saturation S is a proportional value, range from 0-255, it is ex-
pressed as a ratio that between the selected color purity and the largest color pu-
rity, only gray when S=0. As shown in figure 4, multiplying the point M (X1, Y1)
determined by the saturation and brightness and α will get the point N (X2, Y2),
due to a1

a1+b1
= a2

a2+b2
, thus the factor α has no changement to component S.

But we can observe the influence to brightness of image due to α.
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Factor γ indicates the increase or decrease in brightness, the image pixels in
V upward or downward shift. As shown in figure 5, add the point determined by
saturation and brightness and γ the factors, get the point N (X2, Y2). Because

a1

a1+b1
> a2

a2+b2
, thus we can get a conclusion that improve the brightness V will

sacrifice their saturation S.

Fig. 5. Linear transformation of γ Factor Fig. 6. Linear transformation deduction
model

According α and γ is a transformed result of linear transformation factor,
we can construct the linear transformation deduction model. As shown above
the figure 6, the triangle ABC and ADE are similar triangles, thus equation
Yt

Yi
= Xt

Xi
establish, the equation may be converted as Xi = Xi

Yt

Yi
. Multiply point

P (Xi, Yi) and α can get a point P
′
= α·P (Xi, Yi), and X2 can be represented as

X2 = αXi = Xt. According to HSV color space model, the V-direction represent
brightness value, so brightness of G point Vt = Yt, brightness of C point Vi = Yi.
S is the saturation ratio value, the saturation of point C is the same as the point
F as S1 = EF

EH , the saturation of G point is St =
EG
EH , thus the saturation ratio

of point F and the point G can be expressed as EF
EG = Si

St
, at the same time

it can represent as EF
EG = X1

Xt
=

Xi
Yt
Yi

αXi
.Therefore EF

EG = Si

St
=

Xi
Yt
Yi

αXi
equation is

established, and derivation of the formula (6).

α =
StVt

SiVi
(6)

According to the equation5can get γ = Q (Xt, Yt) − α · P (Xi, Yi), while
αXi = Xt, further simplify as formula (7).

γ = Vt − αVi (7)
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3 Experimental results and analysis

3.1 Image captured at evening enhancement effect comparison

As shown in figure 7which is the result of image captured by automobile data
recorder enhancement in the evening light. In figure7a, due to insufficient light
conditions, license plate almost drowned in the background, so that it is difficult
to locate the specific location of the license plate and license plate information
extraction. In figure 7b, although the image color lack fidelity after treatment,
but the partial details of the license plate has been significantly restored. In
figure 7c, the image has been restored well, which improved remarkably includ-
ing the license plate details. Figure 7d compared with figure 7c and 7b, image
enhancement effect of linear transformation algorithm based on the HSV color
space is not same as histogram equalization algorithm which cause color distor-
tion, while image enhancement effect of license plate area is same to another two
algorithms, can realize adjustment of the brightness and saturation.

(a) Original image (b) Histogram equalization processing

(c) Retinex processing (d) Our proposed method

Fig. 7. Image captured at evening enhancement effect
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3.2 Image captured at noon enhancement effect comparison

Such as figure 8 shows the enhancement results of image taken by automobile
data recorder in the midday light. In figure 8a, since noon shooting, outdoor
lit so that the captured image overexposed, in other word, the image was high
brightness, low contrast and the image information is difficult to distinguish,
such as license plates and so on. In figure 8b, although histogram equalization
can improve the contrast of the image to a certain extent, at the same time en-
hancing details also introduced a lot of noise, bring new problems for subsequent
processing. In figure 8b, we can see from the image, saturation and brightness to
get a better adjustment, and can enrich the license plate details effectively. Com-
pared the enhancement effect of figure 8b with figure 8d, it can be achieved with
less noise introduced, the part of license plate in figure 8d after image enhance-
ment contrast and brightness are similar to figure 8c, and the three methods are
able to get a better enhancement.

(a) Original image (b) Histogram equalization processing

(c) Retinex processing (d) Our proposed method

Fig. 8. Image captured at noon enhancement effect
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3.3 Image enhancement processing time comparison

As shown in table 1, we need 5ms to deal with an image consist of 24 bit, 96 dpi
resolution, 400 300 pixels by use of linear transformation image enhancement
algorithms based on the HSV color space. However we need 6ms to deal with
the same image based on the same hardware by use of histogram equalization,
and needs 33ms for the Retinex algorithm. Comparing the three kinds of image
enhancement algorithms, the processing time of the algorithm in this paper is
shortest, so as to further application in real-time processing system of automobile
data recorder.

�������time
method

Histogram equaliza-
tion processing

Retinex processing This paper process-
ing

Time 6ms 33ms 5ms

Table 1. Processing time

4 Conclusion

Aim to the low quality color images caused by complicated of automobile data
recorders shooting scene and uneven of light and dark, insufficient contrast and
other issues. According to the relationship between the component S and V of the
HSV color space model in the image captured by automobile data recorder and
the license plate color. Then using and of linear transformation factors to adjust
saturation and brightness of image processing required. The experimental results
show that, this method can be effectively used in the enhancement of image
captured by driving recorder, not only can enhance the contrast and brightness
of the license plate area, and processing speed fast than histogram equalization
and Retinex algorithm. The proposed algorithm shows the effectiveness both on
the enhancement and on the real-time processing capability, it can be applied to
the image when its target color is defined, but the linear transformation image
enhancement algorithm requires further discussion and study if the target color
of the image is changeable.
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Abstract. In this paper, we propose a technique for synthesizing photo-
realistic facial animation from a text based on hidden Markov model
(HMM) and deep neural network (DNN) with facial features for an in-
teractive agent implementation. In the proposed technique, we use Ani-
mation Unit (AU) as facial features that express the state of each part of
face and can be obtained by Kinect. We synthesize facial features from
any text using the same framework as the HMM-based speech synthesis.
Facial features are generated from HMM and are converted into inten-
sities of pixels using DNN. We investigate appropriate conditions for
training of HMM and DNN. Then, we perform an objective evaluation
to compare the proposed technique with a conventional technique based
on the principal component analysis (PCA).

Keywords: Photo-realistic facial animation, face image synthesis, hid-
den Markov model, deep neural network, Animation Unit

1 Introduction

In recent years, various studies are conducted about conversational agents using
speech recognition and speech synthesis technologies [9, 3, 2]. A conversational
agent usually understands user’s utterance and returns a reply using synthe-
sized voice, text information, or animation of the agent’s character. An agent
is typically an animated character, which often looks like animals or celebri-
ties caricatured like a character of comics; however, it is not common to use a
photo-realistic human image. Therefore, in this study, aiming at the realization
of a human-like conversational agent, we examine a technique to synthesize a
photo-realistic facial animation image.

Sako et al. [6] applied a speech synthesis technique based on hidden Markov
model (HMM) to image synthesis and proposed a technique for synthesizing a
lip-animation image from a text using a pixel-based approach. It does not have
to add information such as the position and form of the lips of training data
and the acquisition of training data is easy by using eigen lips model using the
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Target 
Speaker
Database

Train phase

Facial Features
Model 

Learning HSMM

Synthesis phase

Convert to Pixels

Face Image
Synthesize Parameters

Context Label

Facial FeaturesContext Label

Fig. 1: The block diagram of the proposed facial animation synthesis.

principal component analysis (PCA) for a brightness of pixels. This approach
has a problem that the synthesized image series become blurred because of data
smoothing at the time of learning. An advantage is that the synthesize lips
animation has smooth and natural motion by considering the dynamic features.
Anderson et al. [1] developed a face model with good quality of face and tooth
motion by expanding active appearance model (AAM), which is widely used as a
two-dimensional face model. They proposed a technique for synthesizing a facial
animation by using cluster adapting training (CAT) and HMM.

In this paper, we first overview the PCA-based facial animation synthesis
based on HMM as a previous study. We then propose a novel synthesis technique
using Animation Unit (AU) parameter which expresses the state of each part
of the face and is acquired in Kinect v2 as facial features. We compare the
performance of the conventional and proposed techniques.

2 Feature Representations for Photo-Realistic Face
Image

Figure 1 shows the block diagram of the proposed facial animation synthesis
system. This system synthesizes the facial animation from any texts. In the
training phase, We model the facial features phoneme by phoneme using HMM.
In the synthesis phase, we generate the features from trained HMM and any
texts, and convert them into the image sequence. In this section, we show the
details of the used facial features and this system.

2.1 PCA-Based Feature

As a method of expressing facial features using a low dimensional vector, eigen-
faces approach is known in the field of face recognition [8]. This method regards
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Table 1: Definition of Animation Unit parameter.
Number Parameter Number Parameter

AU 0 Jaw Open AU 9 Left cheek Puff
AU 1 Lip Pucker AU 10 Right cheek Puff
AU 2 Jaw Slide Right AU 11 Left eye Closed
AU 3 Lip Stretcher Right AU 12 Right eye Closed
AU 4 Lip Stretcher Left AU 13 Right eyebrow Lowerer
AU 5 Lip Corner Puller Left AU 14 Left eyebrow Lowerer
AU 6 Lip Corner Puller Right AU 15 Lower lip Depressor Left
AU 7 Lip Corner Depressor Left AU 16 Lower lip Depressor Right
AU 8 Lip Corner Depressor Right

the brightness values of a face image as a vector and represents the face im-
age by a linear combination of the eigenface vectors obtained by PCA. Utilizing
that the facial features are represented well by the limited number of eigenval-
ues in descending order, it is possible to reduce the number of dimensions by
using the weight coefficients of eigenface vector with large eigenvalues. In the
previous study [6], PCA is performed for the 176× 144-pixel lips image, and the
coefficients of the 32 eigenvectors are used as the features.

2.2 Animation Unit (AU) Parameter

AUs are 17 parameters that express the state of each part of the face that can
be acquired by Kinect v2. The AU parameters are robust against the motion of
the entire face because it focuses on each part of the face, and it can express the
motion of the part of the face more clearly than PCA coefficients. Table 1 shows
the states of AU parameters.

2.3 Modeling and Generation of Facial Features Using HMM

We use HMM for modeling and generation of facial features, which is the same as
HMM-based speech synthesis. In the HMM-based speech synthesis, it is known
that more smooth and natural speech can be synthesized by training context-
dependent model [10]; thus we also train the face image HMM as a context-
dependent one. In the training phase, we prepare the facial features and the
corresponding context-dependent labels. In this study, the labels are the same
as that for speech synthesis, which describes the information such as phoneme
environment and prosody. We need to divide the training facial feature sequence
phoneme by phoneme so that phoneme-based synthesis is available. The phoneme
segmentation is performed using forced alignment with speech features, i.e.,
MFCC. The features are PCA coefficients for the conventional method and the
AU parameters for the proposed method, respectively. The dynamic features are
used to generate a smooth trajectory of facial features.

In the synthesis phase, the input text is converted into the context-dependent
labels, and the facial feature sequence is generated from the context-dependent
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HMM corresponding to the labels using a parameter generation algorithm. Here,
there is a problem that the synthesized feature sequence from the HMM is over-
smoothed. In the speech synthesis field, it is known that more natural speech
features are synthesized by variance compensation considering the global vari-
ance [7]; so we also perform variance compensation in the conventional and pro-
posed methods using the global affine transformation [4]. We synthesize the face
image by converting the generated feature sequence into the image sequence. In
the conventional method, the PCA coefficients are converted into the brightness
values my multiplying the corresponding eigenvectors. In the proposed method,
the generated AU parameters are converted into the image sequence using a
neural network as described in Section 2.4.

2.4 Mapping from AU Parameters to Pixel Image Using DNN

In the proposed technique, an AU parameter sequence is generated using the
HMM and converted into a pixel-based image using the deep neural network
(DNN). In our previous study for face image conversion [5], we proposed two
methods to convert the AU parameters into the brightness values of the pixels.
The first one is the “two-step” method, which converts the AU parameters into
the PCA coefficients of the brightness values using a Neural Network (NN),
and then converts the PCA coefficients into the brightness value by multiplying
the eigenvectors. The second one converts the AU parameter into the brightness
value directly using a DNN. From the result of a subjective evaluation, the second
method was found to give higher quality face images. Therefore, we convert the
AU parameters into the brightness values using a DNN directly.

3 Experiments

3.1 Database

As a database of the color face images for the following experiments, we recorded
movie samples of a male speaker using Kinect v2, who uttered 103 sentences of
phonetically balanced sentences included in the ATR Japanese speech database.
The format of the image was 400 × 400-pixel brightness value sequences, along
with 17-dimensional AU parameters, their time stamps, and the audio data. We
used the built-in microphone array of the Kinect for recording the voice. The
speaker’s head was fixed so that the position of the face did not move. Since
the interval of the AU parameters is not stable, we interpolated the parameters
and brightness value using the cubic spline interpolation so that the frame rate
becomes 60 frame/s. Moreover, we resized the brightness value to 200×200 pixels
after trimming the peripheral face by using template matching. We used 48, 25
and 30 sentences out of the database as the training data set, the development
data set for determining optimum parameters of DNN, and the validation data
set, respectively.
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Table 2: Structure of DNN in experiments.
Input layer units 17 Activating function tanh
Output layer units 120000 Batch size 100

Hidden layers 1,2,3 Epochs 100
Hidden layer units 512, 1024, 2048 Dropout 0.5

Optimizer Adam

3.2 Relation between the amount of training data and the objective
quality

We first investigated the relation between the amount of data for training and
the quality of the generated data for both the HMM and DNN in the proposed
method. We calculated the root mean square error (RMSE) between the parame-
ters of the generated and the original data while changing the amount of training
data, and investigated how the error values changed. The AU parameters were
used for evaluation of the HMM and the brightness values for the DNN. In
the experiment of HMM, we changed the number of sentences for training. The
training sentences were chosen from the training data set randomly. We repeated
the experiment five times for each number of sentences, and the average of the
RMSE values was used. The facial feature vectors consisted of 17-dimensional
AU parameter, and their first and second temporal derivative dynamic features.
The facial model was 3-states left-to-right HSMM. Each state had a single Gaus-
sian distribution with a diagonal covariance matrix. The phoneme duration was
separately modeled. In the experiment of the DNN, we changed the number of
frames for training. The frames for training were chosen from the training data
set randomly. We also repeated the experiment five times and calculated the
average of RMSE. Table 2 shows the conditions of the DNN. We also chose the
optimum number of hidden layers from 1, 2 or 3 and the optimum number of
hidden units from the 512, 1024 or 2048. For other conditions, we used the same
setting in our previous study [5].

Figure 2 shows the results. From these results, we can confirm that the error
decreased with the increase of the amount of training data, and their values
become minimum at 44 sentences for the HMM and 2048 frames for the DNN.
The optimal number of hidden layers and hidden layer units was 3 and 512,
respectively; hence we used these settings in the next experiment.

3.3 Performance comparison between the conventional and
proposed techniques

We compared the synthesis performance of the facial animation images by the
conventional and the proposed techniques through the objective quality measure-
ment. The performance was measured according to the RMSE of the brightness
values of the original image samples and synthesized samples. To investigate the
influence of the variance compensation, we compared the following 4 conditions:
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Fig. 2: Objective distortions between the original and generated data, i.e., the AU
parameters for (a) HMM and the brightness values for (b) DNN, when changing
the amount of the training data.

Table 3: Comparison of objective distortions (RMSE) between conventional and
proposed techniques.

Technique Without variance compensation With variance compensation

Conventional 42.64 43.06

Proposed 41.69 41.80

conventional/proposed technique with/without the variance compensation. The
facial feature vectors in the conventional technique consisted of 100-dimensional
PCA coefficients, and its delta and delta-delta dynamic features. Other condi-
tions were the same as the proposed technique. The cumulative contribution
ratio of the 100-dimensional eigenvector was about 90%. The amount of training
data was 48 sentences for HMM and 4096 frames for DNN, respectively.

Table 3 shows the result. From the result, we see that the RMSE values of
the proposed techniques are smaller than those of the conventional techniques
with or without the variance compensation. It is also observed that the RMSE
increased when introducing the variance compensation, which might be caused
by emphasizing the error such as the positional shift of the face.

Figure 3 shows examples of the captured and synthesized image by the con-
ventional and proposed techniques with variance compensation. Fig. 3a shows the
mouth-open frames. From these images, we can see that the proposed technique
can reproduce the shape of the mouth better than the conventional technique.
Figure 3b shows the mouth-closed frames. These examples show that the conven-
tional technique and the proposed technique do not give much difference when
synthesizing the mouth-closed face. So we consider that most of the error shown
in Table 3 was derived from the mouth-open frames.
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(a) Mouth-open frames

(b) Mouth-closed frames

Fig. 3: Comparison of the captured and synthesized frames. From left: captured,
synthesized by the conventional technique, and the proposed technique.

4 Conclusions and future work

In this paper, we aim to realize a photo-realistic conversational agent. For this
purpose, we proposed a technique for synthesizing pixel-based facial animation
based on HMM and DNN with AU parameters. In the experiments, we inves-
tigated the relation between the quality of the generated parameters and the
amount of the training data for both HMM and DNN. We also carried out a
comparative experiment for the conventional and proposed techniques. The ex-
perimental results showed that the error of synthesized facial images by the
proposed technique was smaller than that by the conventional technique. Addi-
tionally, we investigated the influence of variance compensation, and it became
clear that the error increases by introducing the variance compensation. In the
future, we will carry out a subjective evaluation experiment in order to examine
the perceived quality of the synthesized facial animation. The other work to be
carried out is to reproduce various facial expressions such as emotional expres-
sions since the current work only focused on the reproduction of the whole face
and the mouth movement.
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Abstract. This paper proposes a novel silhouette imaging method for
smart electronic fence applications by using a ZigBee array. Particulary,
the received signal strength (RSS) measurements collected by the ZigBee
array is utilized to reconstruct the real-time attenuation images of a
vertical profile, and then synthesize the sequential silhouette images of
the target. These silhouette images provide a variety of valuable features,
such as height, shape, posture, and especially attenuation density for
intrusion detection, people management or other monitoring tasks. A
proof-of-concept system is built to validate the proposed method.

Keywords: Silhouette imaging, smart fence, ZigBee array, received sig-
nal strength, attenuation density.

1 Introduction

Smart electronic fences can play a key role in the field of intrusion detection,
intelligent monitoring and management, identity recognition, and so on. A va-
riety of technological means have been proposed for electronic fence monitoring
applications [1][2][3]. Among these means, the camera-based means are widely
studies [4]. Popularly, they first extract the target features, such as human face
or target shape, from high-resolution images, and then make a decision by pat-
tern recognition algorithms. Another common means are using active near-IR
sensors [1]. The state of IR sensor is change when an object is present in the
sensor’s field of view (FOV). It can be directly used for triggering the alarm.
However, such a way cannot provide the information to discriminate the types
of objects. To overcome this limitation, the novel concept of IR profile imaging
is introduced [5]. Specifically, the silhouette or profile images of humans, vehi-
cles and animals are created by collecting the state information of IR sensors.
In this paper, we explore the potential ability of using a ZigBee sensor array in
electronic fence monitoring applications.

Our methodology is to utilize the received signal strength (RSS) measure-
ments between many pairs of ZigBee nodes for producing the silhouette images
of objects (e.g. humans). The ZigBee nodes are installed on the fence, and trans-
mit the beacon sequentially. When an object passes through the fence, it may
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shadow, reflect, or diffract the radio frequency (RF) waves, thus resulting in the
change of RSS. By developing radio tomography algorithm, the RSS attenuation
image is reconstructed at each time step. Then the 3D silhouette image can be
obtained by synthesizing these sequential attenuation images.

Our research on silhouette imaging with ZigBee sensors is motivated by the
technique of radio tomographic imaging (RTI) [6][7]. It produces the RSS atten-
uation images of the monitored area caused by the presence of persons, and then
locate the persons from the images. This technique can be implemented with a
low-cost ZigBee network. More importantly, it relies on RF waves, and thus can
work in obstructed environments, which is preferable in practical applications.
Here, we extend the ability of RTI in capturing the object position to object
shape. Correspondingly, the 2D RTI is extended to 3D RTI.

In contrast to camera system that uses a dense focal-plane array, our silhou-
ette imaging system only needs a relatively sparse and low-cost ZigBee array.
Additionally, our system is able to see through obstructions and work in dark. As
compared to IR imaging system [5], our system has the following characteristics.
First, the FOV of ZigBee sensor with omnidirectional antenna is much wider
than that of IR sensor. In other words, the one-to-one transmitting/receiving
mode in IR array becomes many-to-many mode in ZigBee array. Many-to-many
mode can provide richer sensing information than one-to-one mode with a fixed
number of sensors. Second, the change of RSS measurement can be regarded as a
measure of how much an object blocks the line between transmitter and receiver.
It is more useful than the two-value IR outputs (i.e. ON and OFF) that only
indicate whether the obstruction is happen or not. Thus, our RSS-based imaging
method has the potential to detect multiple targets/obects that pass through
the fence simultaneously, which cannot be achieved by IR-based method. Third,
our method can offer 3D images for more reliable monitoring classification or
decision, rather than 2D images offered by IR method.

The paper is organized as follows. In Section 2, we briefly describe the princi-
ple and deployment of smart fence with ZigBee sensors. In Section 3, we present
the silhouette imaging method of our fence. The experimental studies are con-
ducted to demonstrate the feasibility of the proposed system and method in
Section 4.

2 Smart Fence via ZigBee Sensors

Consider the influence on RSS of a radio link when a target moves into its
propagation environment. The target may shadow, reflect or diffract the RF
signal. Consequently, additional shadow fading occurs if the target is present on
the line-of-sight (LOS) path, while multipath fading interferences is induced if
the target is present on the non-LOS path. These fading effects make the change
in RSS measurement. An illustration is offered in Fig. 1. A ZigBee transmitter
sends a beacon to a receiver every 200ms, and the receiver measure the RSS.
A person walks through the LOS path vertically as shown in Fig. 1. It can be
seen that the RSS values fluctuate in a relatively small range when the person is
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located on the non-LOS path. It is caused by the multipath fading interferences.
When the person stands on the LOS path, the RSS attenuates significantly due
to additional shadow fading. It means that the RSS value is sensitive to the
presence of a target, especially for detecting the target passing through the LOS
path. That is the basis of our silhouette imaging fence.

Fig. 1. The RSS measurements in the presence of a target.

The architecture of our fence is shown in Fig. 2. ZigBee nodes with omnidi-
rectional antennas are deployed in a vertical plane. Pairs of nodes can build radio
links for collecting RSS data. Based on the RSS sequences, a series of attenua-
tion images are reconstructed. Then, by synthesizing these attenuation images,
we can obtain 3D silhouette images, which are used for intrusion decision.

The ZigBee nodes use 2.4GHz IEEE 802.15.4 standard for communication. In
addition, a base station is put besides the ZigBee array to transmit the RSS data
to the data processing center. In order to achieve real-time monitoring tasks, a
simple yet effective token ring protocol is adopted for RSS collection. The main
rules are given as follows: 1) at each time step, only one ZigBee node (i.e. the
node that gets the token) transmits the beacon; 2) the transmitter broadcasts
a beacon that includes its ID number, and the RSS data array prepared before;
3) the other nodes measure the RSS value and put it in the RSS data array,
and also check the token status; 4) the base station listen and then transmit
the beacon to the data processing center. In practice, the time period for token
transmission between two nodes is about 10ms.

3 Silhouette Imaging Method

3.1 Sensing Model

Consider a ZigBee array with K nodes and M = K(K − 1)/2 radio links is
utilized. For a link i ∈ {1, 2, · · · ,M}, the change in RSS at time t can be denoted
as

yi(t) = ri(t)− r̄i

= ΔSi(t) + ni(t)
(1)
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Fig. 2. The architecture of our electronic fence using ZigBee sensors.

where ri(t) is the RSS measurement at time t, r̄i is the RSS reference value
when the target is not present, ΔSi(t) represents the additional shadow fading,
ni(t) represents the noise component, which consists of measurement noise and
multipath fading interferences due to the presence of target. Indeed, the target-
induced shadowing information in RSS change is the key to monitor the target.

As shown in Fig. 3, the sensing area surrounded by the ZigBee nodes can
be divided into N pixels. Let xj(t) represents the attenuation value in pixel j
at time t. Then ΔSi(t) can be regarded as a sum of xj(t) with corresponding
weight wij , where j ∈ {1, 2, · · · , N}. That is

ΔSi(t) =

N∑
j=1

wijxj(t) (2)

According to the RF propagation principle, the weight is given by

wij =
1√
di

{
1, if dij(1) + dij(2) < di + λ

0, otherwise
(3)

where di is the length of link i, dij(1) and dij(2) are the distances between the
centre of pixel j and the transmitting/receiving locations of link i, λ is a tunable
parameter describing the related area. A non-zero weight indicates that the
target in associated pixel can induce the change in shadow fading and thus RSS
attenuation. As can be seen, only the pixels near the LOS path may contribute
to RSS attenuation. Up to now, the RSS-based sensing model is built.
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Fig. 3. An illustration of RSS-based sensing model.

3.2 Imaging Algorithm

In general, the pixel number N is greater than the link number M , meaning
that the image reconstruction problem is an under-determined inverse problem.
In this work, we adopt a back-projection algorithm for solving such a problem.
Mathematically, the back-projection result of xj at time t is denoted as follows:

x̂
′
j(t) =

M∑
i=1

wijyi(t) (4)

Further, we find that the number of the radio links that travel through dif-
ferent pixels are varying. In other words, the link distribution in the sensing area
is non-uniform. Fig. 4 shows an example of the link number distribution. As can
be seen, the value varies in a wide range (from 3 to 80). The radio links are fairly
sparse in the bottom area due to lack of ZigBee sensors. To alleviate the effect
of non-uniform link distribution, it is necessary to normalize the back-projection
results. Thus we have

x̂j(t) =

{
x̂

′
j(t)/α, if aj < α

x̂
′
j(t)/aj , otherwise

(5)

where x̂j(t) is the normalized result, aj is the link number of pixel j, α is a
positive parameter. At this point, the attention image at time t is obtained.

Let X̂(t) be the matrix form of {x̂j(t)}Nj=1. Then the synthetic 3D image at
time t can be denoted as

I(t) = {X̂(t− T ), · · · , X̂(t)} (6)

where T is the size of time window. Thus the silhouette images of the target
in front view, side view, and top view are produced, which can be used for the
purpose of intrusion detection, people management, and so on.
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Fig. 4. An example of the link number distribution.

4 Results and Discussions

4.1 Results

To evaluate the proposed method, we build a real-life imaging system. There are
32 ZigBee nodes deployed on a fence, as shown in Fig. 5. A person (i.e., intruder)
walks through the fence. We use the method above for imaging. An attenuation
image is reconstructed every 100ms.

Fig. 6 shows a series of reconstructed images. We can see the whole processes
that the person passes through the fence: left leg → main body → right leg.
Besides the shape and behavior information, the images also provide the gray
(i.e., attenuation density) information that indicates the obstruction degree by
the target. It is advantageous in detecting multiple targets simultaneously.

The different views of the synthetic 3D images are shown in Fig. 7. The
crude silhouette of intruder can be seen in front view, while the walking posture
is presented in side view. In addition, the walking process of intruder is offered in
top view. These features demonstrate the effectiveness of our prototype system
in monitoring applications.

4.2 Discussions

The RSS-based silhouette images can provide various features of the target, such
as height, shape, posture and attenuation intensity information. We can utilize
rich features for intrusion detection, people counting, or other monitoring appli-
cations. Note that the attenuation density information is greatly valuable, which
offer the potential to discriminate one target and multiple targets. Moreover, it
may be helpful in identity recognition applications. The application demos will
be developed in the further.
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Fig. 5. A prototype silhouette imaging system using ZigBee sensors.

5 Conclusion

In this paper, a novel silhouette imaging method using ZigBee sensors is present-
ed for electronic fence monitoring applications. The advantages of our method are
twofold. On one hand, the ZigBee nodes are cheap enough to deploy ubiquitous-
ly, and the RSS data is light-weight, which is convenient to signal transmission
and processing. On the other hand, the RSS-based silhouette images can provide
rich features of the target including height, shape, and especially the attenuation
density. Real-life experiment results demonstrate the feasibility of our method.
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Fig. 6. A series of reconstructed attenuation images: (a) Group 1; (b) Group 2; (c)
Group 3; (d) Group 4.
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Fig. 7. Silhouette images in different views: (a) Front view; (b) Side view; (c) Top view.
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Abstract. Determining the gender of a person in a given image or video
by a machine is a challenging problem. It has been attracting research
attention due to its many potential real-life applications. As the hu-
man face provides important visual information for gender perception, a
large number of studies have investigated gender recognition from face
perception. In this paper, we present a method which uses Local Block
Difference Pattern for feature extraction to identify the gender from the
face images. The recognition is performed by using a support vector ma-
chine, which had been shown to be superior to traditional pattern clas-
sifiers in the gender recognition problem. Experimental results on the
FERET database are provided to demonstrate the proposed approach is
an effective method, compared to other similar methods.

Keywords: Gender Recognition, Local Block Difference Pattern, Sup-
port Vector Machine.

1 Introduction

Automatic gender recognition from face images has been receiving much research
interest for many years due to its various practical and successful applications,
such as biometric identification, security control, intelligent surveillance, human-
machine interaction, and other face analysis tasks.

The framework of a gender recognition is similar to one of a facial expression
recognition system. It consists of three modules: face acquisition, facial feature
extraction, and classification, respectively. The feature extraction is crucial to
the whole recognition process. If inadequate features are used, even the best
classifier could fail to achieve accurate recognition.

A wide variety of gender recognition has been proposed. Jabid et al. [1] pre-
sented a new local texture descriptor based on local directional pattern (LDP)
code for gender classification. The LDP codes are computed from the edge re-
sponse values and hence provide robust feature to represent facial appearance.
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Ylioinas et al. [2] proposed a novel facial representation combining local bi-
nary pattern (LBP) and contrast information. The extensive experiments on
the gender classification problem showed significant performance enhancement
compared to popular methods such as basic LBP method or using Haar-like fea-
tures with AdaBoost learning. Perez et al. [3] proposed a new method for gender
classification from frontal face images using feature selection based on mutual
information and fusion of features extracted from intensity, shape, texture, and
from three different spatial scales. Li et al. [4] proposed a gender classification
framework which utilizes not only facial information, but also hair and cloth-
ing. They extract features on facial components instead of on the whole face,
which gives robustness against occlusions, illumination changes and noise. They
also prove that clothing information has discriminative ability, and design fea-
ture representations for hair and clothing information that is discarded in most
existing work due to high variability. Ardakany et al. [5] focused on improving
the discriminative power of feature descriptors used in gender classification and
proposed a new feature descriptor which is an extension to the local binary pat-
terns (LBP). In order to represent the difference between different genders or
ethnicities, Huang et al. [6] proposed a novel local descriptor called local circular
patterns (LCP). Experimental results demonstrated that the LCP is more dis-
criminative and more robust to noise than LBP-like features in the gender and
ethnicity classification problems. In the current literature, most of the gender
classification systems use the same face databases for obtaining the training and
testing samples. Andreu et al. [7] presented a comprehensive experimental study
on gender classification techniques using non-distorted and distorted faces. An
extensive comparison of two representation approaches, three types of features
and three classifiers has been provided by means of three statistical tests applied
to two performance measures.

In this paper, we propose an appearance-based approach which considers a
local texture descriptor called local block difference pattern (LBDP) [8] to ex-
tract more detailed facial texture information while enhancing the discriminative
capability. The recognition performance is evaluated using the FERET database
with a support vector machine (SVM) classifier. Experimental results are pro-
vided to illustrate that our approach yields improved recognition rate against
other methods.

2 Background Review

Extracting proper features to form a good representation of the object is the most
critical step in the pattern recognition problems. Due to its discriminative power
and computational simplicity, the LBP [9] texture operator has become a very
popular technique in various visual pattern recognition applications. However,
LBP has two shortcomings: 1) it is not very robust against local changes in the
texture, and 2) it may not work properly for noisy images or on flat image areas
of constant gray level [9]. In order to overcome the shortcomings of the existing
LBP operator, Wang et al. proposed a novel texture descriptor called LBDP,
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which decreases the influence resulting from intensity change by expanding the
encoding range [8].

Although the concept of LBDP is similar to that of the multi-block local
binary pattern (MB-LBP) [10], the encoding mechanism of LBDP is totally dif-
ferent from that of MB-LBP. The LBDP generation procedure is briefly described
as follows.

Step 1. Obtain the center block and its p-th neighboring block, where p =
1, . . . , 8, with the block size being set as n× n in an image.

Step 2. Convert the n2 elements in a block to form a vector with the raster
scanning technique. The converted vector of a given center block is compared
with the p-th converted vector corresponding to its p-th neighboring block with
radius R. Compute the difference of each pair of the n2 elements of the converted
vectors corresponding to the two selected blocks, and then form a difference
vector.

Step 3. Convert the difference vector to a binary vector by checking the sign
of each element in the former. If the difference value of an element is larger than
0, it is set as 1; otherwise, it is set as 0.

Step 4. Transform the binary vector obtained in step 3 to a binary value by
thresholding the number of 1’s elements in the binary vector. If the number of 1’s
elements is larger than a pre-defined threshold, the binary vector is transformed
to a value 1; otherwise, it is transformed to a value 0. The threshold can be set
as at least larger than half of the number of elements.

Step 5. The encoded binary value formed by the center block and its p-th
neighboring block is the representative value of the pR-th neighboring pixel of
the center pixel. The LBDP of the center pixel is obtained as (1R, 2R, . . . , 8R)
and then the LBDP of each pixel in an image is converted into a decimal value.

The LBDP texture descriptor is defined as

LBDPP,R(xc, yc) =
P∑
i=1

S(BR
P −BR

C )× 2i−1, (1)

S(z) =

{
1,
∥∥∥∑n2

i=1(B
R
Pi

−BR
Ci
) > 0

∥∥∥ ≥ T

0, otherwise
, (2)

where BR
C is a given center block with radius R centering at the center pixel,

BR
P is the p-th neighboring block with radius R centering at pR, ‖ · ‖ is used to

compute the number of elements with value 1 in the difference vector, and T
is a threshold value. More details can be found in [8]. Figure 1 is an example
illustrating the generation of LBDP.

3 The Proposed Approach

A gender recognition system consists of two components: facial feature extraction
and classifier design. The feature extraction phase represents a key component of
any pattern recognition system. In this study, we use LBDP descriptor as facial
feature. Figure 2 illustrates the proposed feature extraction framework.
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Fig. 2. The proposed facial features extraction framework

The edge is the most basic feature of image. If we can enhance the edge in
the face image by sharpening it, and then we can bring out more of the detailed
information in the face image. Since the Canny edge-detection operator [11] is
perhaps the most popular edge-detection technique at present, we apply it in our
approach. Additionally, in order to capture the local information of the micro-
patterns in the image, we divide a face image into M non-overlapping regions
{R1, R2, . . . , RM} and then apply the LBDP operator on every pixel in every
region. The histogram for every region is calculated, and then all Hj together
are concatenated to obtain the final LBDP feature of the given image:

V = {H1, H2, . . . , HM}. (3)

After feature extraction, the next task is to classify the different input pat-
terns into distinct defined classes with a proper classifier. A SVM is a very
popular technique for data classification in the machine learning community.
The concepts of behind it are Statistical Learning Theory and Structural Mini-
mization Principle [12]. SVM has been shown to be very effective because it has
the ability to find the optimal separating hyperplane that gives the maximum
margin between the positive and negative samples.
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Fig. 3. Some sample images in the FERET database.

Given a training set of labeled samples {(xi, yi), i = 1, . . . , h}, where xi ∈ Rn

and yi ∈ {+1,−1}, a new test data x is classified by:

f(x) = sign

(
h∑

i=1

ϕiyiK(xi, x) + c

)
, (4)

where ϕi are Lagrange multipliers of the dual optimization problem, c is a bias
or threshold parameter, and K(·, ·) is a kernel function. In our work, we used
the SVM implementation in the public available library LIBSVM [13] in all
experiments.

4 Experimental Results

The proposed method is evaluated on the FERET (Face Recognition Technol-
ogy) database [14]. The FERET face database is a widely used open dataset
for evaluation of face recognition algorithms, and has also been used by many
researchers for face gender recognition. There are 2,691 face images, from which
1,704 belong to male and 987 belong to female subjects from FERET database,
selected to evaluate the effectiveness of the proposed approach in the experi-
ments. Some examples from the FERET database are shown in Figure 3. In
our experiments, classification results are estimated by a 10-fold cross validation
scheme.

4.1 Influence of Block Number

In our approach, the block number is an important impact factor that influence
the recognition quality. In this experiment, we want to show that the appropriate
experimental setup is necessary to obtain better recognition rate. The results are
presented in Table 1. It can be seen that the recognition rate is improved as the
number of blocks increase. A basic principle states that the number of blocks
should be large enough so that the texture features can represented reliably. On
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Table 1. Gender recognition rates with different block number on FERET Database

Classification Accuracy (%)
Block Number Male Female Overall

2× 2 91.23 89.80 90.71
3× 3 95.77 87.13 92.60
4× 4 97.71 91.39 95.39
5× 5 97.07 89.46 94.82
6× 6 97.42 91.89 95.39
8× 8 98.30 93.21 96.43

Table 2.Gender recognition rates of the proposed approach and the compared methods

Classification Accuracy (%)
Method Male Female Overall

LBP + VAR [2] 95.38 87.69 91.54
EH [15] 97.61 91.61 95.67
AAM [16] 94.70 92.50 93.60

MSLBP + EDA [17] 94.64 96.12 95.19
Ours 98.30 93.21 96.43

the other hand, it should be small enough to accurately describe the local tex-
tures of a face image. From our observation, in order to satisfy both recognition
accuracy and computation effort requirements, the appropriate number of blocks
is 8× 8 which can provide better recognition performance.

4.2 Comparison with Other Methods

In order to show the effectiveness of the proposed approach, we compare our
approach with those in [2], [15], [16], and [17]. Note that the results of
different methods may not be directly comparable because of differences in the
number of selected images, experimental setups and pre-processing procedures,
but they can still indicate the discriminative performance of every approach. The
experimental results are shown in Table 2. It can be observed that our approach
can obtain satisfactory performance in comparison with other existing gender
classification methods.

5 Conclusions

Gender recognition using face images is widely used in real-world applications.
Similar to other face analysis tasks, extracting the discriminative facial features
and deriving an effective facial representation from original face images play im-
portant roles for successful gender recognition. In this paper, we use the local
block difference pattern to extract facial features for gender recognition. Experi-
mental results of the proposed approach have shown that the improvement in the
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recognition performance. Further work considering other local texture patterns,
head pose variations, and occlusions into our approach is in progress.
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DBN-based Classifcation of Spatial-spectral
Hyperspectral Data

Lianlei Lin, Hongjian Dong, and Xinyi Song

Department of Automatic Test and Control, Harbin Institute of Technology,
Xidazhistr. 92, 150080 Harbin, China

Abstract. In this paper, present situation because of the high spectral
image spectral information and spatial information leading to an increase
in the increasing demand for new classification method of depth in recent
years confidence in network feature extraction process large amounts of
data, such as the Chinese information extraction, and other aspects of
cancer determine the success of reality Combine. Introducing depth belief
networks classify hyperspectral images, in excavating the hyperspectral
data space information based on the study of the neighborhood mosa-
ic spectral and spatial information used in combination, neighborhood
stitching and spectral information integration and the weighted average
of the empty Cape Joint strategy, through the experimental comparison
with other methods to get the optimal weighted average method empty
spectrum joint conclusions.

Keywords: depth belief networks, hyperspectral image classification,
joint space spectrum

1 Introduction

With the continuous development of remote sensing (RS) technology, curren-
t hyperspectral images contain very rich spectral information, with each pixel
having the information of hundreds of bands. However, people find that tra-
ditional methods for multi-spectral images are not suitable for hyperspectral
images[1–3]. The main issue is that traditional methods cannot deal with such
high data dimensionality of the spectrum. To solve this problem, in the past
decade, new methods have been introduced in hyperspectral image classification,
such as random forests[4], Bayesian models[5], feature extraction[6] and neural
networks (NN)[7]. Among them, support vector machines (SVMs) achieve very
good results in situations with small training samples[8].

On the other hand, Yi Chen[9] proposed a method using sparsity to classify
hyperspectral images. The core of this algorithm is based on the fact that the
pixels of a picture can be linearly and sparsely represented by a very small num-
ber of training samples in a dictionary. In recent years, multiple kernel learning
(MKL) has made great progress. However, with increasing numbers of training
samples and a variety of kernel functions, the requirement of the method on
computer performance and computational time usually becomes unacceptable.
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Therefore, Yanfeng Gu[10] proposed a new method called representative MKL
(RMKL), which uses statistics theory to determine kernel functions, bypassing
the time consuming and burdensome steps of finding the best combination of
kernels.

The cost of using traditional methods to train classifiers is high, and Hughes
phenomenon[11], or the so-called curse of dimensionality, usually occurs where
classification accuracy deteriorates with the increase of feature dimensionality.
However, hyperspectral images are nothing but high dimensional data. With the
fast development of software / hardware in recent years, and the emerging of big-
data era, deep learning will be the next key technology to advance the develop-
ment of human beings. As a branch of deep learning, deep belief networks (DBNs)
have been successfully applied in spam processing[12], singer identification[13],
cancer discriminant[14] and Chinese information extraction[15]. Moreover, with
the development of hyperspectral imaging technology, the spatial resolution of
the acquired image data significantly increases, making it possible to use spa-
tial information in classification. Deep learning has been gradually applied in
hyperspectral image processing, such as Lins automatic encoder method[16] and
Zhaos DBN method[17]. DBN is introduced in this study to solve hyperspectral
image classification problem by integrating the spatial and spectrum information
of hyperspectral images.

2 Spatial and Spectral Information Based Hyperspectral
Image Classification

2.1 Structure of DBN

A DBN consists of several restricted Boltzmann machine (RBM)[18] stacks. It
is assumed that no links exist between the visible layer nodes and the hidden
layer nodes. The RBM of deep NN is pre–trained by using unsupervised layer-
by-layer method, and the results are the initial values of the fine tuning model
for supervised back propagation (BP) algorithm. The purpose of pre-training
is to build the statistical model for the complex layer structure of RBM and
massive data sets, so that the networks can have higher order abstract features
and have relatively good initial weight values, and the weights are limited in a
range beneficial to the global training. The learning of RBM plays an essential
role in the learning of DBN. The structure of DBN is shown in Fig. 1.

2.2 Principle of the Classification Method

The principle of the hyperspectral image classification method based on DBN is
shown in Fig. 2. At the training stage, the training data set is first preprocessed
to extract the spatial and spectral information from hyperspectral images. Next,
the parameters of DBN model are adjusted by learning. Two steps are included,
namely, pre-training and BP reverse fine tuning training. In the classification
stage, the learned network is used to classify the test sample set and output the
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Fig. 1. The structure of DBN

classification results. When BP network is used for fine tuning and classification,
softmax network is adopted for the top layer.

Fig. 2. Principle of hyperspectral image classification based on DBN

In both training and classification stages, preprocessing is needed for hy-
perspectral images. The purpose of preprocessing is to extract the spectral in-
formation and the spatial information of hyperspectral images, so that both of
them can be integrated for the classification. In this study, we propose two pre-
processing methods for hyperspectral images combining the spatial and spectral
information. The details are as follows.

2.3 Neighborhood Information Stitching Method

The neighborhood information stitching (NIS) method mainly considers spatial
information, and combines part of spectral information. Different from common-
ly used traditional methods which use 4–neighborhoods and 8–neighborhoods,
NIS uses all pixels in the neighborhood of the pixel to be classified, and DBN
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autonomously learns the feature information. A 5×5 neighborhood is used in
this study. However, there are hundreds of bands in hyperspectral images. If
the input data are directly used, the dimensionality will be very high, thus sig-
nificantly increasing the difficulty of training. Therefore, we introduce principal
component analysis (PCA) to reduce the dimensionality. The principle of NIS is
shown in Fig. 3.

Fig. 3. Principle of NIS

First, PCA is applied along the spectral dimension for the whole hyperspec-
tral image. The data with reduced dimensionality preserve spectral information,
and the distribution of spatial information does not change. By discarding minor
components, the dimensionality of data reduces to an appropriate level. Next, a
small square neighborhood is extracted for each pixel in the data after PCA di-
mensionality reduction. Since the preserved main components of each pixel have
lower dimensions (e.g., dozens of dimensions), such dimensionality is acceptable.
Finally, the three-dimensional data cube extracted for each pixel is concatenated
into a one-dimensional vector.

2.4 Spectral-Spatial Information Stitching Method

We further fuse the feature stitched by the spectral and spatial information of
the pixel to be classified, resulting in the spectral-spatial information stitching
(SSIS) method. The spectral information of a pixel is of great importance since
it contains the information for recognizing different classes of geographical ob-
jects. As stated in the previous section, the stitched neighborhood information
is obtained which is spatial information. Such spatial information is integrated
with spectral information, forming the integrated spatial-spectral feature set. If
they are directly combined, spatial information will be dominated by spectral
information during normalization because the ranges of the spectral data and
spatial information differ significantly. Therefore, in this method, normalization
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is performed separately for each of them before they are integrated. The principle
of SSIS is shown in Fig. 4.

Fig. 4. Principle of SSIS

3 Experiments Results and Analysis

Two commonly used hyperspectral data sets, namely KSC and Pavia U, are
adopted for the experiments of the proposed classification method. The separa-
tion method for the experimental samples is the same as that in [16], i.e., 6:2:2.
The classification results are compared with SAE-LR and RBF SVM methods in
[16]. The hardware environment is a computer with Intel Core i3-3110 M CPU
@ 2.40GHz and 4.0G RAM, and the software environment is Windows 7 (64bit)
operating system and MATLAB 2014a with Deep Learning Tool box-master tool
kit.

3.1 Data Set Description

KSC data set was acquired in 1996 by National Aeronautics and Space Ad-
ministration (NASA) using airborne visible / infrared imaging spectrometer
(AVIRIS). The image size is 512×614 pixels. Each pixel contains 224 bands
from 0.4 to 2.5 micrometers, with spatial resolution 18 m per pixel. After noise
removal, 176 bands are left for analysis. There are 13 classes geographical objects.

Pavia University data set was acquired over Pavia University in 2001 by re-
flective optical system imaging spectrometer (ROSIS–3) sensor. The image size is
610×340 pixels. ROSIS sensor contains 115 bands within 0.43–0.86 micrometer,
with spatial resolution 1.3 m per pixel. After 12 noise contaminated bands are
removed, there are 103 bands left for analysis. There are 9 classes geographical
objects.
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3.2 Experimental and Results Analysis

The experimental results for the two data sets are shown in Tables 1 and 2.
It is clear that the classification accuracy using DBN method with 5×5 sized
neighborhoods (25 pixels) is comparable to that using SAE–LR method with
7×7 sized neighborhoods (49 pixels). In other words, in NIS mode and under
the same classification accuracy, DBN uses less spatial information, while SAE–
LR uses more. The classification results in NIS mode are shown in Fig. ??.

(a) (b)

Fig. 5. Classification results in NIS mode

Table 1. Classification results for KSC data set

NIS SSIS SAE–LR RBF–SVM

OA 0.9773 0.9819 0.9782 0.9709
AA 0.9572 0.9686 0.9654 0.9571
scrub 1.0000 0.9877 0.9931 0.9862

Willow swamp 0.9783 1.0000 0.9804 0.9412
Cabbage palm hammock 0.9815 0.9683 0.9434 0.8868

Cabbage palm/oak hammock 0.8367 0.9184 0.9286 0.9762
Slash pine 0.8125 0.8276 0.8889 0.8056

Oak/broadleaf hammock 0.8809 0.9200 0.8889 0.9722
Hardwood swamp 1.0000 1.0000 1.0000 1.0000
graminoid marsh 0.9897 1.0000 0.9352 0.9908
Spartine marsh 1.0000 1.0000 1.0000 1.0000
Cattail marsh 0.9639 0.9792 1.0000 0.9730
Salt marsh 1.0000 1.0000 1.0000 0.9271
Mud flats 1.0000 0.9907 0.9919 0.9837
Water 1.0000 1.0000 1.0000 1.0000

By comparing the results in SSIS mode with those in NIS mode, it is clear
that adding spectral information can improve the classification accuracy for DB-
N, SAE–LR and RBF SVM methods. Among them, the overall and average ac-
curacy of DBN method is slightly higher than that of SAE–LR method for Pavia
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U data set, and lower for KSC data set. The classification results in SSIS mode
are shown in Fig. 6.

(a) (b)

Fig. 6. Classification results in SSIS mode

Table 2. Classification results for Pavia U data set

NIS SSIS SAE–LR RBF–SVM

OA 0.9868 0.9894 0.9805 0.9787
AA 0.9862 0.9871 0.9728 0.9737

Asphalt 0.9842 0.9838 0.9194 0.9526
Meadows 0.9960 0.9981 1.0000 1.0000
Gravel 0.9620 0.9571 0.9883 0.9824
Trees 0.9800 0.9840 0.9952 0.9856

Painted metal sheets 1.0000 0.9963 0.9648 0.9569
Bare Soil 0.9815 0.9866 0.9948 0.9905
Bitumen 0.9963 0.9924 0.9830 0.9823

Self-Blocking Bricks 0.9762 0.9856 0.9535 0.9380
Shadows 1.0000 1.0000 0.9561 0.9747

4 Conclusion

In this study, DBN is introduced in hyperspectral image classification problem,
and two image preprocessing methods combining spectral and spatial informa-
tion are proposed, i.e., NIS and SSIS methods. PCA is adopted to reduce the
dimensionality of the spectrums of original images. Experimental results for KSC
and Pavia U data sets demonstrate the feasibility of the DBN based joint spatial
and spectral classification method in hyperspectral image classification.
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Using CNN to Classify Hyperspectral Data
Based on Spatial-spectral Information
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Abstract. Currently, the dimensionality of hyperspectral images is in-
creasing, and the images have the characteristics of nonlinearity and
spatial correlation, making it more and more difficult to classify these
data. In this study, convolutional neural network (CNN) which has been
successfully applied in image recognition and language detection is in-
troduced. The spectral and spatial information is combined and used for
hyperspectral image classification. According to the character of CNN
that its input is two-dimensional image data, two methods are proposed
converting the spectral and spatial information of hyperspectral images
into two dimensional images. One of them converts the spatial-spectral
information into gray level images and uses the varying texture features
between spectral bands. The other converts the spatial-spectral infor-
mation into waveforms and uses the wave characteristics of the spectral
bands. Experiments on KSC and Pavia U data sets demonstrate the
feasibility and efficacy of CNN in hyperspectral image classification.

Keywords: hyperspectral image classification, convolutional neural net-
work (CNN), joint spatial and spectral feature

1 Introduction

Since the rapid development of hyperspectral remote sensing technology, the di-
mensionality of spectrum constantly increases, making the analysis and process-
ing of hyperspectral data more and more difficult. Currently, the main problem
of hyperspectral data analysis is classification. With the presence of the intrin-
sic characteristics of hyperspectral data, i.e., multi-dimensionality, correlation,
nonlinearity[1] and large data amount, finding more appropriate algorithms to
increase the data classification accuracy is an important task in hyperspectral
image data analysis. At present, Hyperspectral image classification methods are
mainly based on spectral matching[2] and statistical characteristics of data[3].
Since the hyperspectral remote sensing technology becomes increasingly mature,
and the resolution is higher and higher, the spatial information can be utilized.
If the spatial correlation is well adopted, the classification accuracy can be im-
proved. Currently, hyperspectral image classification methods using joint spatial
and spectral information mainly include image segmentation based methods[4–
7], Markov random fields[8], and sparse representation[9–12], etc. Most methods
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integrate the idea of data dimensionality reduction. Although these methods can
be used for hyperspectral images, they have drawbacks in real applications, such
as high training cost, waste of high resolution information, discrepancy between
high spectral image analysis / recognition accuracy and actual requirements,
and inconsistency between mathematical models and the distribution laws of
actual geographical objects. Therefore, it is necessary to find newer algorithms
and more appropriate classification models.

In recent years, deep neural networks (DNNs)[13] have been widely applied
in many fields, including biology, computer science, electronics, etc. DNN based
classification has excellent performance, and is successfully applied in numerous
areas[14–19]. Researchers have applied different network models of deep learn-
ing in Hyperspectral image classification tasks. In this study, the theory and
model of CNN is introduced in the task of hyperspectral image classification. A
CNN based hyperspectral image classification method combining spectral and
spatial information is proposed, which interprets the rich information carried by
hyperspectral data in an image based language.

2 CNN

CNN is inspired by biological processes[20]. It consists of neural networks that
are closest to biological brains, and is the variation of multi-layer perceptron[21].
The structure of CNN includes the most essential feature extraction layer and
feature mapping layer. Convolutional filtering is performed for the local recep-
tive field of input images by filters using the idea of local receptive field. The
local features of the receptive field are extracted, forming feature maps. In the
feature mapping layer, the maps exist in a planar manner. The previous layer
is sampled, and the idea of weight sharing is used. The weights of neurons in
the same plane are the same, and then activation functions are used. In the
whole process, the spatial relation between features is determined by feature
extraction; the number of parameters of the whole network is reduced by weight
sharing; the shift invariance of the feature map is maintained by choosing the
activation function which has less influence on the kernel function; and the fea-
ture resolution is reduced by local averaging and extracting the computing layer
again. The overall structure of CNN is shown in Fig. 1.

Fig. 1. The overall structure of CNN
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The whole structure of lower level network is composed of alternating con-
volutional layers and subsampling layers. Higher level network is composed of
fully connected layers, which is traditional multilayer perceptrons and logistic
regression classifier. The input layer of the network is formed by the input two
dimensional image data. The intermediate convolutional layers and subsampling
layers are feature mapping layers. The input of the fully connected layers is the
feature images extracted by convolutional layers and subsampling layers. Logistic
regression, softmax regression, support vector machine (SVM) can be adopted
for the final classifiers.

3 Hyperspectral Image Classification Based on CNN

3.1 Flowchart

The flowchart of hyperspectral image classification based on CNN is shown in
Fig. 2. The whole process has two stages, one is learning stage,and the other is
application stage. Data sets in both of two stages, train data set and test data
set, need to be preprocessed. The spectral information of pixels is extracted, and
processed to form the two dimensional input data suitable for CNN classification
model. In learning stage, the training data set of the processed data is used to
train CNN classification model, and adjust the model parameters, then get the
trained classification model. In application stage, the trained CNN classification
model is used to classify the test data set, generating the final classification
results.

Fig. 2. Hyperspectral image classification process based on CNN

In this method, the key factor is data preprocessing, which extracts the spec-
tral and spatial information from the original hyperspectral images and converts
it into two dimensional data suitable for the input of CNN networks. Combin-
ing spatial and spectral information is to jointly use the spectral information
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in spectral dimension and the spatial contextual information of hyperspectral
pixels. The spectral information of pixels and the spectral information of their s-
patial neighborhood are stitched, forming joint spatial and spectral information.
In this study, the pixels in the 5 × 5 square area surrounding the pixel to be
classified are stitched. In terms of data conversion, two methods are proposed
in this study, namely, the method converting spatial spectral information into
gray scale images, and the method converting spatial spectral information into
waveform images, which are described in details as follows.

3.2 Method Converting Spatial Spectral Information into Gray
Scale Images

This method converts the spectral vector data in a neighborhood into a gray
scale image containing spectral information. The detailed data preprocessing
steps are shown in Fig. 3.

Fig. 3. The processing steps of converting spatial spectral information into gray scale
images

Eq. (1) is firstly used to normalize data layer by layer for the convenience of
subsequent processing. According to hyperspectral imaging theories, each layer
represents a band. Since the range of data varies among different bands, normal-
ization should be conducted layer by layer, so that no information of any band
is weakened.

norm(xk
i,j) =

xk
i,j −min(xk

i,j)

max(xk
i,j)−min(xk

i,j)
(1 � i � W, 1 � j � L, 1 � k � H). (1)

As shown in Fig. 4, taking the case with 4 bands as an example, the data values
of the first band are relatively large on the whole, while the data values of the
other three bands are relatively small. The spectral information of the two pixels
pointed by the arrow is transposed, and the whole matrix is normalized to the
range of [0, 1]. The pixel values of 6 and 16 are both close to 0 after being
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normalized by 65500. Therefore, the two pixels appear to be the same in the
normalized gray scale image. On the contrary, the three dimensional spectral
information is normalized layer by layer, and the gray difference between the
pixels of converted images is large, with clear textures representing the data
variation in all bands and facilitating the classification.The detailed processing
steps are:

Fig. 4. Necessity analysis of data normalization within layers

Step 1. Extract the target pixel and all the pixels in the 5×5 square neighbor-
hood, totaling 5×5 one–dimensional vectors of size 1×H each. These vectors are
extended and stitched in the order of two dimensional space coordinate, forming
a 1×(5× 5×H)one-dimensional vector.

Xi,j = (x10
i,j , · · · , x1H

i,j , x
20
i,j , · · · , x2H

i,j , · · · , xn20
i,j , · · · , xn2H

i,j )(1 � i � W, 1 � j � L).
(2)

Step 2. The joint spatial and spectral vector of each pixel is reshaped into a two–
dimensional matrix, and this matrix is converted into a gray scale image. This
process is traversed for all pixels in the whole hyperspectral image, generating a
sample set with W × L gray scale images. Each gray scale image of the sample
set represents a sample for classification which contains rich texture information
describing the spatial and spectral data of the target pixel.

3.3 Method Converting Spatial Spectral Information into Waveform
Images

The principle of the method converting spatial spectral information into wave-
form images is shown in Fig. 5. Similar to the other method, the spectral infor-
mation of n×n pixels is stitched into a one–dimensional vector. Then, the vector
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is directly converted into a waveform, with the vertical coordinate representing
normalized spectral values. Similar to the previous method, the hyperspectral
data need to be normalized layer by layer.

Fig. 5. Data preprocessing steps based on joint spatial and spectral classification of
waveform images

4 Experimental Results and Analysis

Two commonly used hyperspectral data sets are used, i.e., KSC and Pavia U data
sets, in the experiments for the proposed classification methods. The separation
method of experimental samples is the same as that in [22], i.e., 6:2:2. The
classification results are compared with SAE-LR and RBF SVM in [22]. The
hardware environment of the experiment is a computer with Intel Core i7–6700k
CPU @ 4GHz and NVIDIA GeForce GTX980Ti GPU @ 1000/1075 MHz. The
software environment is Linux operating system and MATLAB 2014a with Caffe
deep learning operating platform.

4.1 Data Set Description

KSC data set was acquired in 1996 by National Aeronautics and Space Ad-
ministration (NASA) using airborne visible / infrared imaging spectrometer
(AVIRIS). The image size is 512 × 614 pixels. Each pixel contains 224 bands
from 0.4 to 2.5 micrometers, with spatial resolution 18 m per pixel. After noise
removal, 176 bands are left for analysis. There are 13 classes geographical objects
in total.

Pavia University data set was acquired over Pavia University in 2001 by re-
flective optical system imaging spectrometer (ROSIS–3) sensor. The image size is
610×340 pixels. ROSIS sensor contains 115 bands within 0.43–0.86 micrometer,
with spatial resolution 1.3 m per pixel. After 12 noise contaminated bands are
removed, there are 103 bands left for analysis. There are 9 classes geographical
objects in total.
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4.2 Classification Results and Analysis

Experiments on KSC and Pavia U data sets are conducted for gray scale based
and waveform based methods. The results are compared with RBF-SVM and
SAE–LR in [22] for verification. The results are shown in Table 5, which shows
the overall accuracy (OA) and the average accuracy (AA) with 100 repeated
experiments.

Table 1. Accuracy statistics of the classification method

Data set Measurement Greyscale image Waveform image RBF–SVM SAE–LR

KSC
OA 0.9856 0.9864 0.9708 0.9776
AA 0.9737 0.9805 0.9538 0.9625

PaviaU
OA 0.9968 0.9976 0.9725 0.9812
AA 0.9968 0.9966 0.9666 0.9732

It can be concluded that the proposed two methods have absolute superiority
in the classification ability after spatial information is introduced. Whether for
KSC data set or Pavia U data set, the overall accuracy of the proposed methods
is higher than the other methods, with an increase of more than 1%. Therefore,
it is feasible to jointly use the spatial and spectral information of hyperspectral
images, convert it into two dimensional image data, and use CNN to classify
them.

5 Conclusion

In this study, CNN is introduced and the spectral and spatial information of hy-
perspectral images is jointly used to perform hyperspectral image classification.
According to the characteristic that the input of CNN is two dimensional image
data, two methods are proposed converting the spectral and spatial informa-
tion of hyperspectral images into two dimensional images. Experiments on KSC
and Pavia U data sets demonstrate the feasibility and efficacy of using CNN in
hyperspectral image classification.
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Abstract. Hyperspectral remote sensing based oil and gas exploration 
technology aims to extract the related information of oil and gas, to achieve the 
target characteristics of underground oil and gas exploration and recognition 
through remote sensing data processing and analysis. The rapid development of 
hyperspectral remote sensing technology bring the accurate detection of surface 
reflectance spectrum, to increase the success possibility and reduce the cost of 
oil and gas exploration. The increasing spectral and space resolution of 
hyperspectral remote sensing bring a large size of data for two problems in the 
practical satellite platform-based imagery processing system. The bandwidth of 
the communication channel limits the transmission of the full hyperspectral 
image data for the further processing and analysis on the ground for the oil and 
gas exploration. The preprocessing of hyperspectral sensing data is a feasible 
way through machine learning-based data analysis technology, to produce one 
image from the full band of hyperspectral images through classifying the 
spectrum curve of each pixel according to the spectrum data of oil and gas. In 
this paper, we present the satellite platform based kernel machine-based system 
for oil and gas exploration based on hyperspectral remote sensing data. 

Keywords: Hyperspectral remote sensing; kernel learning; Oil and Gas 
Exploration 

1   Introduction 

The distribution of most oil and gas reservoirs is closely related to the regional 
geological structure information. Therefore, the extraction of structural information is 
of great significance to oil and gas exploration. And hyperspectral remote sensing 
data can be used to record the geological structure and its physical characteristics 
because of its high spectral information density, good continuity, and so on. In 
particular, it also contains special concealed information about geological structure. 
Therefore, hyperspectral remote sensing data is used to extract structural information, 
which has become an effective complement to the limitations of the traditional 
geological point line observation method characterized by economic and convenient. 
The analysis of the different distribution and combination in different geological 
characteristics can obtain favorable oil and gas migration and accumulation 
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conditions, to increase the success rate while reduce the cost of oil and gas 
exploration.  

The oil and gas exploration with hyperspectral remote sensing technology mainly 
relies on reflection spectroscopy and oil gas micro leakage theory. Due to the internal 
pressure, the hydrocarbon material in the oil and gas reservoir can penetrate to the 
earth surface through the joint, fracture and other channels in the earth and then 
disperse in the near earth surface atmosphere. The dispersion of hydrocarbons to the 
soil, vegetation and air near the earth surface will cause spectral anomalies in the 
corresponding area. These spectral anomalies are usually called the hydrocarbon 
micro leakage halo. With remote sensing technology, the exploration of oil and gas 
can be achieved by detecting these halos. With the rapid development of 
hyperspectral remote sensing technology, it can ensure the accurate detection of 
surface reflectance spectrum, thus increasing the success possibility and reducing the 
cost of oil and gas exploration. 

Hyperspectral imagery is the most popular remote sensing technology on satellite 
platform in recent days. It can be applied in military monitoring, energy exploration, 
geographic information, and so on. Hyperspectral instruments with hundreds of 
contiguous spectral channels can collect more information about the objects on the 
earth surface at the cost of a large volume of image data(known as data cube). This 
large volume data brings two challenges in practical applications. Firstly, the 
bandwidth of the satellite downlink system becomes the bottleneck to transmit the full 
hyperspectral image data for further analysis on the ground. Secondly, real-time 
processing for some applications becomes more challenging. Data compression can 
ease the bandwidth problem but has no benefit for real-time analysis. Onboard 
processing, i.e. classification, is a good option to solve the aforementioned two 
problems. Through hyperspectral image classification, each pixel’s spectral curve is 
classified and labeled to a certain class based on the spectrum curves database which 
is collected in advance. Then the original hyperspectral image data cube can be 
reduced to a class label matrix, which is much smaller and can be used directly in 
many real-time applications.  

However, there may be some inconsistency between the real collected spectral 
curves and those in the database. These differences are usually caused by spectral 
instruments errors, atmosphere variation and so on, and are usually nonlinear. So, 
traditional linear classification methods are not effective to hyperspectral sensing data. 
Machine learning methods, especially kernel learning, which are good at nonlinear 
classification problems, are feasible and effective methods on hyperspectral sensing 
data. 

In recent years, many machine learning methods are proposed for data analysis and 
image processing. Linear Discriminant Analysis (LDA) and Principal Component 
Analysis (PCA) [1] are early proposed linear methods which cannot solve nonlinear 
problem. Kernel PCA (KPCA) and KDA [17] are developed accordingly. Many other 
linear learning methods are also kernelized for different applications 
[1][12][15][4][13]. Kernel-based manifold learning were developed [10], [7], and 
other improved methods [19], [6], [18], [8] [24]. To summarize, kernel methods is 
very popular in machine learning filed. Many researches want to solve this problem 
by selecting the optimal kernel parameter [14][5]. Methods focusing on the kernel 
functions were also proposed, i.e. data-depend kernel [16], quasiconformal kernel 
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model based KDA [14], multiple kernel [9] and so on [21] [22] [23]. For 
hyperspectral image classification problem, there is still no such research. 

2. Multiple kernels learning algorithm 

Oil and gas exploration with hyperspectral remote sensing technology aims at 
extracting hydrocarbon micro leakage halo through remote sensing data processing 
and analysis. By finding the anomaly oil and gas exploration related information, to 
achieve the target characteristics of underground oil and gas exploration and 
recognition. The satellite based hyperspectral image system includes three main steps: 
image collection, image processing, and image transmission, as shown in Figure 1.  

Hyperspectral Sensing

Band Selecting

Oil and Gas 
Spectrum 
Dataset Spectrum Machine Learning  

Image Pixel Labeling 

Image compression

Oil and Gas

Hyperspectral images

Band-compressed
Hyperspectral images

Classified Spectrum

Labeled image

Compressed image

Coding data

Communication System

Object
spectrum

Spectrum labels

Image collection

Hyperspectral 
image processing 

online

Image
transmission

Fig. 1. Kernel Machine-Based Satellite Platform Based Hyperspectral Remote 
Sensing Data Processing System in Oil and Gas 

In image collection step, the hyperspectral sensors get the image of the earth 
surface with hundreds of spectral band. Then in the image data processing step, we 
first select the spectral band to remove spectral feature redundancy and decrease the 
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complexity of the computation. Then by spectrum machine learning, the image pixels 
are labeled according to the spectrum database collected in advance. The labeled 
results are compressed and send to ground in the final step.  

In this work, we mainly focus on spectrum machine learning in the second step. It 
aims at realizing online image classification to reduce the data volume to be 
transferred to the ground station while increase the autonomy for many applications. 

Multiple kernel, optimization via learning procedureand data-dependent 
kernelsare the primary approaches for optimization. Researchers attempt to solve the 
limitation of simple kernel methods with MKL (multiple kernel learning). It aims at 
learning a linear (or convex) combination of a set of predefined kernels in order to 
determine the best target kernel for the application. During the last decade, MKL has 
been widely investigated, and many algorithms and techniques were proposed in 
order to improve the efficiency of this new method. 

Constructing 
objective function 

Solving optimized parameter 

Constructing optimized 
kernel

Learning kernel-based 
feature extraction model

Optimized  kernel-based  
learning machine

Objective function 

Optimized parameters

Optimized kernel
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feature extractor/recognizer

Training hyperspectral 
spectrum samples

Collected Hypespectral 
image on-line

Multiple
Kernels optimizing

Labeled image

Procedural parameters

Training

Online application

 
Fig. 2. Procedure of multiple kernels based learning machine 

The framework mainly contains three steps. Firstly, the optimized multiple kernel 
is constructed by parameter and kernel optimization. This step involves solution of 
complex optimization problem which is a time consuming task. But this step can be 
implemented off-line in ground station. So it will not bring extra computational 
burden to the satellite. Then in the training steps, the optimal model can be got 
through iteration optimization which also requires lots of time and computation. 
Fortunately, this step can also be implemented off-line in ground station. At last, the 
built model is applied in online image data. And this step is less time consuming than 
former two steps. So it can be realized on satellites, especially considering the fact 
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that the computation performance of satellites onboard computer is growing with the 
application of some new chips, i.e. FPGAs, DSPs, ARMs and so on. 

The computation of the kernel matrix with the selected kernel function is the first 
key step in kernel learning for classification problem. In order to improve the 
performance of kernel learning, we use the quasiconformal kernel ( )qk x,y  , which 
is defined as follows. 

, ( ) ( ) ( , )qk f f kx y x y x y                     (1) 
where x  and y  are the sample vectors, k(x,y) is basic kernel functions, i.e. 
polynomial kernel or Gaussian kernel, ( )f x  is a positive real value function of x
defined as 

0
1

( ) ( , )
XVN

n
n

f b b e nx x x                       (2) 

where 
2

( , )e e nx-x
nx x , and  is a free parameter, and nx  are called the 

“expansion vectors (XVs)”, and XVN  is the total number of XVs, and nb
( 0,1,2,...,

sXVn N ) are the “expansion coefficients” associated with 

nx ( 0,1,2,...,
sXVn N ). The expension coefficients nb need to be computed by 

constraint equation. 
Compared to single quasiconformal kernel, quasiconformal multi-kernels 

machine learning can  get a better data distribution in the mapped feature space. 
Different from single quasiconformal kernel, the quasiconformal multi-kernels model 
has to get the weight parameter and expansion coefficient simutaniously. The 
quasiconformal multiple kernel is defined as  

0,
=1

( , ') = ( ) ( , ') ( ')
m

i i
i

k q a k qx x x x x x                  (3) 

where p',xx , )',(0, xxik  is the i th basic kernel, such as polynomial kernel 

and Gaussian kernel, and m  is the number of basic kernels, 0ia  is the weight 

for the i th basic kernel function, )(q  is the factor function defined as  

0 0
=1

( ) = ( , )
n

i i
i

q b b kx x a              (4) 

where 
2

0 ( , ) = i
ik e x ax a , d

ia , ib  is the coefficient for the combination, 

{ = 1,2, , }i i na , },  are selected by the training samples. )',( xxk  satisfies the 

Mercer condition, and )',( xxk is rewritten to

0,=1
( , ') = ( ) ( , ') ( ')m

i ii
k d f k fx x x x x x  of quasiconformal transformation 

)',(0, xxik , and )'()',()( 0, xxxx qkq i  is the linear combination of kernels.  
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On mutiple kernel learning, the crucial step is to choose the feasible weights of 
multiple kernel through the comprehensive consideration on the computation 
efficiency and classification accuracy on hyperspectral image classification. So, some 
key basic kernels are chosen for the multiple quasiconformal kernel learning.  

3 Experimental Results 

In this section, we evaluate the proposed mothod with real hyperspectral image 
data. The famous Indian Pines dataset from AVRIS, as shown in Fig.3. To evaluetate 
the effctiveness of quasiconformal multi-kernels, we apply it in two conventiaonl 
classifiers which are Support Vector Classifier (SVC) and Kernel Sparse 
Representation Classifier (KSRC). Then we compare the classification accuracy of 
these two classifiers with different kernel function which are polynomial kernel, 
gaussian kernel, and our proposed quasiconformal multi-kernels. And according to 
the kernel that the classifier used, we name the six classifier as follows. For the 
quantitative comparison, we use the average accuracy to evaluate the performance of 
six classifiers. The results are shown in Table 1 and Table 2.  

 

   
(a) Three band false color composite            (b) 

Spectral signatures. 
Fig. 3. One example of Indian Pines data 

From Table 1 and Table 2, the Gaussian kernel based classifiers get better 
accuracy than those with polynomial kernel in most of the classes,. This results have 
been proved by many former researches. The classifier with quasiconformal multi-
kernels get better accuray in all 12 classes than those with single kernels. Althouth the 
multi-kernels are the combination of basic kernels, they show better performance than 
single kernels. These results also demonstrate that the quasiconformal multi-kernels 
based classifier is feasible for hyperspectral image classification.   

Table 1. Average classification accuracy of SVC (%) 
Class 1 2 3 4 5 6 7 8 9 10 11 12 

PK-SVC 48.3 57.7 95.4 38.2 64.8 92.6 61.9 84.3 99.5 66.8 74.3 59.4 
GK-SVC 77.0 74.6 98.1 77.9 81.5 96.1 78.7 88.8 97.7 84.6 85.0 81.7 

QMK-SVC 79.3 81.4 98.9 82.5 92.2 98.2 83.7 99.5 100 87.8 91.2 85.4 
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Table 2. Average classification accuracy of KSRC (%) 
Class 1 2 3 4 5 6 7 8 9 10 11 12 
PK-
KSRC 

52.8 58.6 97.1 48.1 79.5 94.8 64.8 85.7 100 68.5 76.2 62.7 

GK-
KSRC 

78.8 77.4 98.1 76.5 78.0 98.4 83.7 87.7 99 84.9 87.3 83.1 

QMK-
KSRC 

79.4 84.5 98.8 84.4 93.6 98.4 83.8 97.3 98 88.8 92.0 87.6 

Notes: PK-SVC: Polynomial Kernel-SVC, GK-SVC: Gaussian Kernel-SVC, QMK-SVC: 
Quasiconformal Multi-kernels Based SVC, PK- KSRC: Polynomial Kernel- KSRC, GK- 
KSRC:Gaussian Kernel- KSRC, QMK- KSRC: Quasiconformal Multi-kernels Based KSRC.  

4. Conclusions  

This paper presents a hyperspectral imagery processing system on satellite for oil 
and gas exploration. It can ensure the accurate detection of surface reflectance 
spectrum, to increase the success possibility and reduce the cost of oil and gas 
exploration. Hyperspectral instruments with hundreds of contiguous spectral channels 
bring a large size of remote imagery data with the increasing spectral and space 
resolution. The system is to improve the performance of kernel-based system largely 
influenced by the function and parameter of kernel on hyperspectral sensing data. The 
learning framework is feasible to the hyperspectral image classification, and moreover 
the framework can be used to other kernel-based systems in the practical applications. 
The computing efficiency of training the proposed framework is the problem in the 
practical system, because most applications are off-line training based model learning. 
With the rapid development of hyperspectral remote sensing technology, it can ensure 
the accurate detection of surface reflectance spectrum, to increase the success 
possibility and reduce the cost of oil and gas exploration. 
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Abstract. Vibration signals captured by the accelerometer carry rich
information for rolling element bearing fault diagnosis. Existing methods
mostly rely on hand-crafted time-consuming preprocessing of data to ac-
quire suitable features. In contrast, the proposed method automatically
mines features from the RAW temporal signals without any preprocess-
ing. Convolutional Neural Network (CNN) is used in our method to train
the raw vibration data. As powerful feature exactor and classifier, CNN
can learn to acquire features most suitable for the classification task by
being trained. According to the results of the experiments, when fed in
enough training samples, CNN outperforms the exist methods. The pro-
posed method can also be applied to solve intelligent diagnosis problems
of other machine systems..

Keywords: fault diagnosis; CNN; no preprocessing

1 Introduction

Rolling element bearings are the core components in rotating mechanism, whose
health conditions, for example, the fault diameters in different places under dif-
ferent loads could have enormous impact on the performance, stability and life
span of the mechanism. The most common way to prevent possible damages is
to implement a real-time monitoring of vibration while the rotating mechanism
is in operation. With the condition signals collected by the sensors, intelligent
fault diagnosis methods are applied to recognize the fault types [1, 2]. The com-
mon intelligent fault diagnosis methods can be divided into two steps, namely,
feature extraction and classification. Fast Fourier transform (FFT) and wavelet
transform (WT) [3], which transform the raw signals from time domain into the
frequency domain, are common methods to acquire representative features for
the corresponding classifiers. In recent years, machine learning methods such
as support vector machine (SVM) [4] and neural networks are widely used as
classifiers to predict the fault types.

In recent five years, with the fast development of deep learning especially the
convolutional neural networks [5] (CNNs), image classification have achieved in-
credible success. Some studies show that CNNs can also be used directly on
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the raw temporal speech signals for speech recognition [6]. Inspired by those re-
searches, we presented a novel rolling element bearings fault diagnosis algorithm
based on CNNs in this paper, which doesnt involve any time-consuming time-
frequency transformation, and performs all the operation on the raw temporal
vibration signals. We show that not only the speech signals but also a segment
of long periodic signals from any initialization can be classified with CNNs.

The remainder of this paper is organized as follows. The intelligent diagnosis
method based on CNNs is introduced in Section 2. Some experiments are con-
ducted to compare our methods with some common methods. Then discussions
about the results of the experiments are presented in Section 3. We draw the
conclusions and summarize the future work in Section 4.

2 Bearing Fault Intelligent Using the Proposed CNN

2.1 A Brief Introduction to CNNs

The architecture of CNNs is briefly introduced in this section, more details for
CNNs can be found in [5].

The convolutional neural network is a multi-stage neural network which is
composed of some filter stages and one classification stage. The filter stage is
designed to extract features from the inputs, which contains two kinds of lay-
ers, the convolutional layer and the pooling layer. The classification stage is a
multi-layer perceptron, which is composed of several fully-connected layers. The
function of each type of layer will be described as follows.

The convolutional layer convolves the input local regions with filter kernels
followed by the activation unit to generate the output features. Each filter uses
the same kernel which is also known as weight sharing, to extract the local feature
of the input local region. One filter corresponds to one frame in the next layer,
and the number of frames is called the depth of this layer. We use Kl

i and bli to
denote the weights and bias of the i-th filter kernel in layer l, respectively, and
use X l(j) to denote the j-th local region in layer l. The convolutional process is
described as follows:

y
(l+1)
i (j) = Kl

i ∗X l(j) + bli . (1)

where the notation ∗ computes the dot product of the kernel and the local

regions, and y
(l+1)
i (j) denotes the input of the j-th neuron in frame i of layer

l + 1.
After the convolutional operation, the Rectified Linear Unit (ReLU) which

computes the function f(x) = max{0, x} is used as the activation unit of our
model to accelerate the convergence of the CNNs.

It is common to add a pooling layer after a convolutional layer in the CNN
architecture. It functions as a downsampling operation which reduces the spatial
size of the features and the parameters of the network. The most commonly used
pooling layer is max-pooling layer, which performs the local max operation over
the input features. It can reduce the parameters and obtain location-invariant
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features at the same time. The max-pooling transformation is described as fol-
lows:

p
(l+1)
i (j) = max

(j−1)W+1�t�jW
{qli(t)} . (2)

where qli(t) denotes the value of t-th neuron in the i-th frame of layer l, t ∈
[(j − 1)W + 1, jW ], W is the width of the pooling region, and p

(l+1)
i (j) denotes

the corresponding value of the neuron in layer l + 1 of the pooling operation.

2.2 CNN-based Intelligent Diagnosis Method

Fig. 1. Architecture of the proposed CNN model.

The architecture of the proposed CNN model is shown in Fig.1. It is com-
posed of two filter stages and one classification stage. The input of the CNN
is a segment of normalized temporal signal of bearing fault vibration. The first
convolutional layer extract features from the input raw signal directly without
any other transformation. The features of the input signals are extracted from
two convolutional layers and two pooling layers. As shown in Fig.1, the depth of
the layers becomes larger while the width of each frame becomes smaller with
the increasing of the layers. The classification stage is composed of two fully-
connected layers to accomplish the classification process. In the output layer, the
softmax function is used to make the logits of the ten neurons accord with the
probability distribution for the ten different bearing health conditions. Softmax
function is:

f(zj) =
ezj∑10
k ezk

. (3)

where zj denotes the logits of the j-th output neuron.
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Similar to MLP, CNN is also trainable. The loss function of our CNN model is
cross-entropy between the estimated softmax output probability distribution and
the target class probability distribution. Let p(x) denotes the target distribution
and q(x) denotes estimated distribution, so the cross-entropy between p(x) and
q(x) is:

H(p, q) = −
∑
x

p(x) log q(x) . (4)

In order to minimize the loss function, the Adam Stochastic optimization
algorithm is applied to train our CNN models. Adam implements straightfor-
wardly, computes efficiently and requires little memory, which is quite suitable
for models with big data or many parameters. The detail of this optimization
algorithm can be found in [7]. As a common way to control overfitting, dropout
is used in the training process.

3 Experiments and Discussion

3.1 Data Description

A large numbers of images are needed to train deep learning algorithms such as
CNNs to be able to recognize images. For example, The MNIST dataset contains
60000 training data and 10000 test data of handwritten digits. In order to train
the CNN model sufficiently, we prepared huge numbers of training samples. The
original experiments data was obtained from the accelerometers on a motor
driving mechanical system at a sampling frequency of 12 kHz from the Case
Western Reserve University Bearing Data center. There are four fault types of the
bearing health. Namely, they are normal, ball fault, inner race fault and out race
fault, and sizes of the fault diameters include 0.007mm, 0.014mm and 0.021mm,
so there are all together ten conditions. In this experiment, each samples contain
2400 data points. Dataset A, B and C each contain 17500 training samples and
2500 testing samples. Samples of Dataset A, B and C are collected under loads
of 1, 2 and 3 hp respectively, and each of them contains ten different fault
conditions. Dataset D contains 30000 training data and 7500 testing data of all
three loads. In order to evaluate the necessity of large training data for the CNN
dataset E which contains 1500 training is are also prepared. The details of all
the datasets are described in Table 1.

3.2 Experimental Setup

Baseline System
We compare our methods with the standard ANN system with frequency fea-

tures. The ANN system have one single hidden layer. The input of the networks
is the normalized 2400 Fourier coefficients transformed from the raw temporal
signals using fast Fourier transformation (FFT).
Hyper-parameters of the Proposed CNN
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Table 1. Description of rolling element bearing datasets

Fault location none Ball Inner race Outer race Load

Fault diameter(mm) 0.007 0.014 0.021 0.007 0.014 0.021 0.007 0.014 0.021

Data A no.
Train 1750 1750 1750 1750 1750 1750 1750 1750 1750 1750

1
Test 250 250 250 250 250 250 250 250 250 250

Data B no.
Train 1750 1750 1750 1750 1750 1750 1750 1750 1750 1750

2
test 250 250 250 250 250 250 250 250 250 250

Data C no.
train 1750 1750 1750 1750 1750 1750 1750 1750 1750 1750

3
test 250 250 250 250 250 250 250 250 250 250

Data D no.
Train 3000 3000 3000 3000 3000 3000 3000 3000 3000 3000

1,2,3
Test 750 750 750 750 750 750 750 750 750 750

Data E no. Train 150 150 150 150 150 150 150 150 150 150 1,2,3
Test 750 750 750 750 750 750 750 750 750 750

The architecture of the proposed CNN is composed of 2 convolutional layers,
2 pooling layers, and also one fully-connected hidden layer. The parameters
of the convolutional and pooling layers are shown in Table 2. The number of
the neurons in the fully-connected hidden layer is 1024. The experiments were
implemented using tensorflow toolbox of Google.

Table 2. Parameters of the convolutional and pooling layers

Layer Kernel width Kernel height Kernel depth Stride Frames

CONV1 20 1 1 5 32
POOL1 2 1 1 2 32
CONV2 10 1 32 2 64
POOL1 2 1 1 2 64

3.3 Results

Taken into account the sample quantity of each dataset, 2500 samples, 3000 sam-
ples and 100 samples are randomly selected as the training validation datasets
A-C, D and E, respectively. Twenty trials were implemented for the diagnosis
of each dataset. The fault recognition results of datasets A-E using CNN are
shown in Fig. 2. The diagnosis accuracies of all trials on dataset A-D are over
99.6%. Actually, for most of the trials on dataset A-C, the diagnosis accuracies
are 100%. This means that by directly feeding raw vibration signals into CNN, a
very good result has been achieved when recognizing the fault conditions of the
rolling element bearings. The accuracy of the CNN declined when trained with
dataset E, which indicates that more training data will result in higher accuracy.
The reason for this would be discussed later.
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Fig. 2. Fault recognition results of datasets A-E.

For comparison, datasets D and E are also used to train the baseline system.
The training samples are transformed to the frequency domain using FFT before
being fed into the ANN. The comparison results between our method and the
baseline system are shown in Fig. 3 and Table 3. The accuracies of these two
methods trained with dataset D are high, actually both higher than 99%, and
our method slightly outperforms the baseline system. The standard deviations of
20 trials on the validation samples of dataset D are very close for both methods.
However, the standard deviations of the baseline system on the test samples
of dataset D is almost twice that of the proposed method, which suggests that
the proposed method is more stable than the baseline system. The results on
dataset E are quite different, the test accuracy of the proposed method declines
near 4%, while the standard deviation on test samples increases by eight times.
However, the results of the baseline system remain almost unchanged in terms
of test accuracy and standard deviation.

Table 3. Comparison results between our method and the baseline system

Dataset
Proposed method FFT+ANN

Validation accuracy Test accuracy Validation accuracy Test accuracy

D 99.9%± 0.12% 99.86%± 0.11% 99.90%± 0.11% 99.47%± 0.20%
E 97.2%± 1.06% 96.04%± 0.96% 99.65%± 0.49% 99.47%± 0.21%

3.4 Discussion

Some interesting points acquired from the experiments above are as follows:
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Fig. 3. Fault recognition results of the baseline system.

The results above show that CNN performs excellently when dealing with
the bearing vibration signals. Although the performance of the common method
is also quite good, it could be quite tricky to choose between FFT or WT as
the preprocessing method of the data, because the most suitable frequency fea-
tures may vary from different dataset. Whats worse, the transformation to fre-
quency domain itself is very time-consuming. However, any dataset could be fed
into a CNN without any preprocessing, which generates filter banks by learning
from the training data, and then automatically acquires features suitable for the
dataset without any hand crafting.

When the size of the dataset is large enough to train the CNN sufficiently,
CNN has better and more stable performance than common methods. The major
drawback of CNN is the need for huge amount of data, as can be seen from Table
3. This may result in overfitting and it could also make it hard to be applied to
industries where the labeled data is hard to acquire. However, the labeled data
of the rolling element bearing vibration is easy to acquire, so data augmentation
is unnecessary. For example, when the sample frequency is 12 kHz, the length
of the data is 2400 and the stride is 1, it takes only 1 second to acquire 9600
different labeled samples. So CNN is quite suitable for the bearing fault diagnosis
since huge amount of data are available.

What’s more, it is shown that it is possible to recognize the rolling element
bearing fault type with raw periodic vibration signal as input to the CNNs.
What we want to emphasize here is that the bearing vibration signal is just a
representative of the periodic signals, and CNNs may be good at recognizing
many other kinds of raw periodic signals, which may provide us a new approach
to deal with these kinds of signals.

4 Conclusions

An intelligent diagnosis method for rolling element fault based on convolutional
neural network with raw vibration data is proposed in this paper. As powerful
feature exactor and classifier, CNN can learn to acquire features most suitable
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for the classification task by being trained. According to the results of the exper-
iments, the proposed method is able to mine suitable fault features adaptively
from the raw bearing vibration data and classify the fault classes with high accu-
racy and stability. Different from the deep neural networks trained by frequency
spectra, the proposed CNN can be trained directly using raw temporal signals,
which means this method can be applied to solve intelligent diagnosis problems
of other machine systems.
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Abstract. Multi-manipulation is becoming the new normal in image tampering 
while the forensic researches still focus on the detection of single specific 
operation. With uncertain influences laid by pre-processing and post-processing 
operations, the multi-manipulation cases are hardly identified by existing 
single-manipulated detection methods. Here come the studies on image 
processing history. In this article, a novel algorithm for detecting image 
manipulation history of blurring and noise addition is proposed. The algorithm 
is based on the change of attributes correlation between adjacent pixels due to 
blur-ring or noise addition. Two sets of features are extracted from spatial 
domain and non-subsampled contourlet transform (NSCT) domain respectively. 
Spatial features describe the statistical distribution of differences among pixels 
in neighbourhood, while NSCT features capture the consistency between 
directional components of adjacent pixels in NSCT domain. With the proposed 
features, we are able to detect the particular processing history through 
supporting vector machine (SVM). Experiment results show that the 
performance of proposed algorithm is satisfying.  

Keywords: NSCT, operation chain, blur, noise addition. 

1   Introduction 

The development of digital image processing technology promotes the popularization 
of image retouching and tampering. Against this background, complicate 
combinations of basic operations are widely used in practical applications. Under the 
influences of pre-processing or post-processing operations, the accuracy of detection 
algorithms for specific manipulation would seriously decrease. Accordingly, the 
concept of operation history is proposed to keep pace with the tampering situation. 
Operation history is defined as the combination of manipulation operations that an 
image has been through. Forensics on operation history refers to the detection of 
operation type, parameters setting and processing order, etc. Since the research is in 
the beginning stage, the operation history we investigate in this article contains two 
sorts of operations at most with operation types limited to blurring and noise addition. 

Blurring is usually used to cover visual traces left by other forms of tampering like 
copy-move, while noise addition is applied to disturb the statistical feature left by 
tampering operations as an anti-forensics method. Blurring is also performed after 
noise addition in some occasion to diminish visual granular sensation. The operation 
history based on these two types of operations is of pretty realistic value. 

Quite a few existing detection algorithms for operation forensics are targeting on 
blurring because of the wide application. These studies pursed in different domains 
are instructive to our research. In spatial domain, weighted local entropy is proposed 
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to detect feathering fuzzy of gray image [1], yet proportion of tonal distortion is for 
color image forensics [2]. In wavelet domain, evaluation of image blurriness through 
the feature of regularity of coefficients is devoted to an altered image [3], while 
homomorphic filtering is used to enhance the artificial blurring area in the detection 
method of mathematical morphology [4]. Apart from that, features of other transform 
domains are also applied to detect traces of blur operation. In contourlet domain, 
algorithms based on analysis of sharp edge points are proposed in different studies [5-
6]. Contourlet transform decomposes an image into subbands of different scales and 
multiple directions. Compared to the directional limitation of wavelet transform, 
Contourlet transform has advantages in expressing detail information of images. 
However, the forensics on noise addition is paid less attention. Differential 
characteristic of image blocks is calculated to determine the trace of noise addition in 
DCT domain [7]. 

In this article, an algorithm is proposed to detect an operation history over a digital 
image, which is a simple combination of blurring and noise addition. In the algorithm, 
two sets of features are extracted from spatial domain and NSCT domain, and put into 
Support Vector Machine (SVM) for classification. Spatial features describe the 
differences between adjacent pixels from the statistical point of view. Both blurring 
and noise addition will draw influences on the differences between adjacent pixels. 
The difference values exhibit different statistical distributions under different 
combination of operations. NSCT features capture the directional consistency 
between a pixel and its surrounding neighbors, because the directional components in 
decomposed subbands are fairly sensitive to operations that change the correlation of 
pixels like blurring and noise addition. SVM is adopted for features training and 
classifying. As a result, the types and processing order of operations performed to an 
image are investigated and determined. From the point of processing history, each 
combined manipulation with particular processing order is regard as a distinct 
operation. 

The organization of the paper is as follows: Section 2 describes the features 
extraction procedure in both spatial domain and NSCT domain. In section 3, 
parameters setting of operations and experimental results are given in details. Section 
4 gives the conclusion of our research. 

2   FEATURES ANALYSIS AND EXTRACTION 

2.1   Spatial features 

As for noise addition and blurring, identical manipulation traces are left in spatial 
domain after either operation is applied to an image. Traces of both operations are 
related to the differences between pixels in neighborhood. Since the operations we 
discuss in this article are both applied in a global way, it is proper to describe the 
tampering trace with statistical features.  

As the most commonly used statistical feature of an image, histograms of the 
absolute difference between every pixel and its eight neighbors are formulated on 
image sample under blurring or noise addition. With the isolated pixels caused by 
noise addition and detail information loss caused by blurring, the histogram shows 
different distributions. Because most of the difference values remain zero after 
alteration, it is better to catch the manipulation traces by means of the difference 
distributions with the zero part eliminated.  
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The histograms of nonzero absolute differences between every pixel and its eight 
neighbors under different operation cases are shown in Fig. 2~Fig. 3. Apparently, 
when noise addition or blurring is applied to an image, the distribution curves for 
nonzero difference histogram will change in an obvious way. Compared to the 
original image, the upper bound of difference values under noise addition case is 
larger while the upper limit of distribution proportion is much smaller. However, the 
change caused by blur operation behaves almost the other way around. With both 
operations applied, both operation traces are left in histogram of the image under 
noise addition-blur processed, while blur-noise addition case presents much more 
characters caused by noise addition than blurring. Since the distribution curve of noise 
addition-blur case keeps partial character of curves under each single manipulated 
case, it is easy to identify this operation chain from other related tampering cases. 
Nevertheless, to tell the difference between blur-noise addition chain and single noise 
addition operation, pertinence features for blur operation are needed. 

 

 
Fig. 2. Nonzero Differences Histogram for adjacent pixels of original image  

 
   (a)                                (b) 

 
   (c)                               (d) 

Fig. 3. Nonzero Differences Histogram for adjacent pixels of (a) image after noise 
addition, (b) image after blurring, (c) image after noise addition-blur processing chain, 
(d) image after blur-noise addition processing chain. 

 
To capture the distribution characteristics into features with fixed dimensions, 

curve fitting is used in the detection algorithm to portray the curves. There are 
multiple function models for curve fitting, where commonly used ones like 
exponential function and logarithmic function can achieve satisfying fitting 
optimization in this case. For the purpose of achieving abundant fitting parameters, 
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polynomial function is chosen as the fitting function for the algorithm. The function 
model is 

y(a0 ,a1,…,ak ) = a0 + a1x + a2x
2 + + ak x

k  . (4) 

 
The fitting parameters along with the maximal values of abscissa and ordinate are 

extracted as the spatial features to describe the distribution of pixels differences. The 
extracting procedures are as follows: 

Step 1: Histogram formulation. The histogram ( )H I of nonzero absolute 
differences between every pixel and its eight neighbors is formulated for the testing 
image I . If x denotes the difference value between the pixel and its neighbors, 

( )h x denotes the corresponding proportion percentage of the difference value x . 
Step 2: Curve fitting. The polynomial curve fitting calculation is performed on 

( )H I , with ( )h x substituting y in Eq.(4). Then the fitting parameters are obtained 

as Ψ : 
 

Ψ = (a0 ,a1, ,ak )  . (5) 

 
Step 3: Upper bounds extraction. The maximum values of x  and ( )h x in 

( )H I are obtained. 
The features in spatial domain can be summarized as below: 

( ( ), ( ( )), )sF Max x Max h x= Ψ  . (6) 

2.2   NSCT features 

Contourlet transform is a nonadaptive method for image analysis proposed by Do M 
N and Verttli M [8]. Non-subsampled contourlet transform (NSCT) is a modified 
version of contourlet transform which removes the upsampling and downsampling 
parts to eliminate the distortion in signal transformation procedure [9-10]. The 
transform possesses contour-like basis to portray the edge and texture in an image 
without causing any ringing effect. NSCT transform decomposes images into 
subbands of multi-resolution and multi-direction. The features we extracted for 
tampering detection are based on the directional details decomposed by NSCT. 

NSCT transform comprises two steps of decomposition: dimensional 
decomposition by Nonsubsampled Pyramid Filter (NSP) and directional 
decomposition by Nonsubsampled Directional Filter Bank (NSDFB). The overview 
of NSCT transform procedure is shown in Fig.4. NSP is a two-channel non-
subsampled 2-D filter bank constructed by removing the subsample part from 
Laplacian Pyramid filter in contourlet transform. An image is decomposed into 
subbands of different scales through the NSP. NSDFB is a tree-structured filter bank 
constructed by non-subsampled fan filter bank. The high frequency subbands emerged 
by NSP in different levels are filtered by NSDFB into multiple directional subbands. 
For each level of dimension decomposition, numbers of directional subbands are set 
respectively. Therefore, NSCT is able to extract many directional subbands from an 
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Fig. 4. Construction of NSCT transform 

image compared to the wavelet transformation. With multi-resolution and multi-
direction subbands obtained by NSCT transform, an image is conducted into 
directional details for operation trace investigation. 

Suppose NSCT is performed on an image I , the number of transform 
decomposed level is set to be l . For decompose level t (1 )t l≤ ≤ in NSCT, 

directional decomposition parameter is set to be tj , then 2 tj  directional subbands 
can be obtained from the corresponding level. 

In NSCT domain, a pixel in an image corresponds to dozens of directional 
components in subbands of multi-resolusion and multi-direction. These components 
describe the directional attributes of the pixel against contour-like basis in a specific 
scale. These components are proper variables in analyzing operation traces. In our 
research, we define a direction vector to describe the directional attributes of a pixel 
in a specific NSCT decomposition level (Fig. 5(a)).  

Consider a random pixel p in I , the directional component of p  in r th 

(1 2 )tjr≤ ≤  directional subband at scale t  is marked by drc . The directional 

vector of p  at scale t  is denoted by dpV . 

Vdp = (cd1,cd 2 , ,cdr , ,c
d 2 jt )  . (7) 

The directional attribute of pixels in neighborhood has high consistency especially 
in the flat areas. When high frequency information of an image is waken by artificial 
modification, the directional attributes in neighborhood turn to be more similar due to 
the difference detail loss. Therefore, the algorithm is based on the consistency 
measure between directional vectors of adjacent pixels. We choose the consistency 
calculation of vectors as the features in NSCT domain to capture the tampering traces. 
The algorithm of local directional consistency vector extraction can be summarized as 
below: 

Step1: Extract the directional vector for assigned pixel 0p  according to Eq.(7), 

and mark it as 0dV . 

Step2: Extract the directional vectors for 8 neighbor pixels of 0p  based on Eq. 

(7), and mark them as 1 8~d dV V , respectively. 
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correlation 

 

Fig. 5. The extraction of local directional similarity vector, (a) directional vector of a 
pixel, (b) local directional similarity vector of a pixel 

 

Step 3: Calculate the correlation coefficient icr  between 0dV  and diV . 

Step 4: The local directional similarity vector for a selected pixel 0p  is obtained 

as dsV  

Vds = (cr1,cr2 , ,cr8 )  

Since the consistency of direction vectors varies rapidly from flat to texture of the 
image contents, the features of NSCT domain will be extracted in both flat area and 
texture area respectively. In this article, we use the variance of 3 3 pixel block as the 
measurement of neighborhood smoothness. 10 blocks with smallest and largest block 
variance of an image are picked for local directional consistency vector extraction.  

3   EXPERIMENTS 

In the proposed detection method, two sets of features are extracted from spatial 
domain and NSCT domain, respectively. SVM is employed for feature training and 
classification, and the accuracy is adopted to evaluate our detection algorithm. 

In our experiments, niche targeting image database is built to simulate tampering 
cases. Manipulate operations are performed by filter functions in Matlab7.1 and filter 
tool in Photoshop CS3. NSCT transform in feature extraction is implemented by 
NSCT toolbox for Matlab. Multiple classification of features is done by Libsvm 
toolbox. 

Tampered images database contains five sets of images with different manipulation 
situations consisting of blurring and noise addition. In particular, they are non-
processed, blur processed only, noise addition processed only, blur-noise addition 
processing chain and noise addition-blur processing chain. Images of the database are 
originally picked up from the UCID (Uncompressed Color Image Database) [11], and 
conducted by manipulations with multiple settings of either software. 500 TIF format 
origin images with different definition are screened from UCID as source samples.  
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Five blur operations and three noise addition operations are selected for 
manipulations processing over sample copies in each corresponding set, giving a total 
of 15 compositions for each kind of processing chain. The function selection and 
radius settings of both operations in particular are shown in Table 1, making 
tampering categories reach the count of 38.With the image sample capacity of 500, 
the total count of image database is 19500. 

Table 1.  Function and Radius settings 

 PhotoShop CS3 Matlab7.1 

Blur Gaussian function Gaussian filter 
1.0 3.0 0.849 0.919 0.979 

Noise addition 
Noise function  

5% 10% 15% 
 

In the NSCT decomposition procedure, NSP decompose scale is set to be 4, and 
the numbers of directional subbands decomposed by NSDFB in each layer are 2,4,8,8 
sorted by layer scale from coarse to fine. The NSCT features are extracted from level 
3 and level 4, with 8 dimensional directional vectors extracted for each pixel in a 
decomposed level. And the dimension of fitting parameters is set to be 20 in our case. 

In the classification part, classification accuracy results of 2-fold, 3-fold and 5-fold 
cross-validation are obtained respectively. We are hoping to figure out the influence 
on classification accuracy drawn by different proportion between sizes of training set 
and testing set. The accuracy results are shown in Table 2. 

Table 2.  Classification accuracy results of n-fold cross validation 

n Total 
(%) Origin Blur Noise 

addition 

Blur- 
Noise 

addition 

Noise 
addition-

Blur 
2 85.02 80.34 83.26 89.90 86.6 84.91 
3 87.33 83.68 86.14 90.72 89.03 86.35 
5 89.14 84.60 86.37 92.73 89.25 88.29 

 
From the data in table II, the classification accuracy of our detection algorithm is 

satisfying in principle. With appropriate expansion of the training set, the accuracy of 
detection method turns to rise correspondingly. The overall accuracy of the algorithm 
is around 85% to 89%, while the accuracy of each processed set is floating around 
this number. The blur-noise addition set is more likely to be missorted as the noise 
addition only case due to the cover of the noise addition operation to blurring traces. 
So the NSCT features in our method are mostly adopted to identify the trace of 
blurring that may be covered by noise addition. Apparently, it’s not hard to tell from 
the detection result, later operation in the manipulated history of blurring and noise 
addition lays disturbance on the pre-processed one, while it is unable to cover the 
former operation trace completely. 

4   CONCLUSION 

In this paper, a detection algorithm with two sets of features from different domains is 
proposed to detect the manipulation history of blur and noise addition. The spatial 
features describe the distribution situation of adjacent pixels differences. The NSCT 
features capture the directional attributes consistency between adjacent pixels. 
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Support vector machine is adopted for features classification. The accuracy of 
proposed algorithm in experiments indicates our detection method has a satisfying 
performance in discriminating different operation traces. 

The proposed features can also be used in the detection of single operation 
tampering cases. In addition, we are still looking forward to extra features to improve 
the classification accuracy of specific processed sets in future studies. 
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Abstract. The research of information hiding technology is a significant aspect 
in information security. The limitation of the development in this research is the 
judgment of the image quality after applying the technology. The traditional 
image quality evaluation standard of information hiding algorithm such as Peak 
Signal to Noise Ratio (PSNR) is not meeting with the human subjective 
assessment. Watson Just Noticeable Difference (JND) model can be used in the 
perceptual adjustment of the information hiding algorithm. However, JND 
model gives the objective quality evaluation, so setting up the image subjective 
quality evaluation model by just noticeable difference with subjective 
uniformity for information hiding algorithm is very necessary. In this paper, an 
improvement image subjective quality evaluation model based on just 
noticeable difference with Human Visual System (HVS) is proposed, the 
corresponding relation between ITU-R quality and impairment scales model 
and objective assessment by JND model is built. The experimental results show 
that the improvement image quality evaluation model has better agreement with 
the human’s visual judgment.  

Keywords: image quality evaluation; subjective assessment; JND objective 
criteria; human visual system. 

1   Introduction 

A good information hiding algorithm means that information is added to the images 
without being noticed by human’s visual sense. It is a balance between high 
embedding rate and low distortion factor. The designer of the algorithm seeks an 
algorithm with a high embedding rate as well as a low distortion factor. 

The research on evaluation criteria of information hiding technology is a 
significant aspect in information security. The limitation of the development in this 
research is how to build the objective index which can basically reflect the human 
visual system on image quality changes, also can distinguish the visual observation 
and well capture the difference between images. 
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A traditional way to judge the quality of an image uses peak signal to noise ratio 
(PSNR) and etc. PSNR calculates the statistical error between the carrier image and 
the hidden information image. Under the same embedding rate, a larger PSNR implies 
better quality, lower distortion factor and better algorithm capability. It is important 
that an objective scale can reflect the perceived image quality. For instance, simple 
distortion scales. PSNR or even the weighted mean-square error (WMSE) are good 
distortion indicators for random errors but not for structured or correlated errors. But 
such structured errors are prevalent in image coders, and they degrade local features 
and perceived quality much more than random errors do. Hence, PSNR and WMSE 
alone are not suitable objective scales to evaluate compressed images. There have 
been many studies of the construction of objective scales which represent properties 
of the human observer [1, 2]. 

To match the visual feeling, some researchers began to use the structural similarity 
(SSIM) method for image quality evaluation [3-5]. SSIM is to study the image object 
from the structure; this method can be better reflected by the similar structure of 
visual experience, but it cannot express the frequency changes from visual 
characteristics. 

Just-noticeable difference (JND) refers to the minimum visibility threshold when 
visual contents are altered, and results from physiological and psychophysical 
phenomena in the human visual system (HVS) [6-8]. The use of JND facilitates 
effective quality evaluation of watermarked image [9], etc.  

The benefits of objective evaluation are the process is easy to be calculated, and 
can be carried out at any time. However, human beings are the ultimate users, 
subjective assessment should be the best way for the image quality evaluation. But 
subjective evaluation is expensive, time consuming, and difficult to organize. This 
paper tries to build the corresponding relation between subjective evaluation criteria 
and objective assessment by JND model. In this paper, the objective assessment of 
image quality is calculated by JND, and the subjective assessment adopts ITU-R 
BT.500-11 RECOMMENDATION Methodology.  

The rest of the paper is organized as follows. Section 2 introduces the foundation 
of related works, an image quality evaluation model with JND objective index and 
subjective assessment uniformity is then proposed in Section 3. The further 
improvement and experimental performance are demonstrated in Section 4, and 
Section 5 concludes the paper. 

2   Related Work Foundation 

The same modifications of an image are located at human sensitive and non -sensitive 
parts of the image respectively such that the difference of PSNR is very small; 
however, the difference of evaluations given by human viewers will be relatively 
large. 

It is easy to know that the result of PSNR can be very far from the supervisor's 
evaluation by simple calculation. Fig. 1 shows that the PSNR values of Fig.1 (a) and 
(b) are very close. Therefore, the PSNR cannot distinguish image Fig. 1, (a) and (b). 
However, the Fig. 1 (a) is better than (b) according in the view of human vision.  
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(a)                    (b) 

Fig. 1. The two LENA images with almost the same PSNR values. PSNR value of (a) is 
obtained by calculating the relative to the original image, it has 28.3816dB; PSNR value of (b) 
is equal to 28.3815dB.  

For many sensory modalities, over a wide range of stimulus magnitudes 
sufficiently far from the upper and lower limits of perception. JND is a fixed 
proportion of the reference sensory level, and so the ratio of the JND/reference is 
roughly constant. Measured in physical units, it means: 

IK
I

                               (1) 

Where I is the original intensity of the particular stimulation, I is the addition to it 
required for the change to be perceived, and K is a constant. This rule was first 
discovered by Ernst Heinrich Weber (1795–1878), an anatomist and physiologist, in 
experiments on the thresholds of perception of lifted weights. A theoretical rationale 
was subsequently provided by Gustav Fechner, so the rule is therefore known either 
as the Weber Law or as the Weber–Fechner law; the constant K is called the Weber 
constant.  

The perceptual adjustment based on Watson Just Noticeable Difference model 
can refer to the relevant literature [6]. Following this approach, an improved 
estimation of the JND in terms of luminance and contrast masking can be obtained 
literatures [7-12]. 

3   Consistency Model for Image Quality Evaluation 

ITU-R BT.500 is the methodology for the subjective assessment of the quality of 
television pictures. ITU-R BT.500 adopts a five-grade quality and impairment scales 
made during routine or special operations by certain supervisory engineers, it can also 
make some use of certain aspects of the methods recommended for laboratory 
assessments. The five-grade quality and impairment scale follows as Table 1. 
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Table 1.  ITU-R quality and impairment scales. 

Impairment Quality Grade 
Imperceptible Excellent 5 
Perceptible, but not 
annoying 

Good 4 

Slightly annoying Fair 3 
Annoying Poor 2 
Very annoying Bad 1 

 
In order to set up the consistency model between the subjective and JND image 

quality evaluations, the subjective assessment experiments are obtained as follows.  
Before the formal evaluation, the reviewers should study the evaluation criteria 

with better understanding of the test rules and methods, and the participants will be to 
carry out a simulation test program. 

The same monitor displays two images at the same time, one is the original image 
and the other is the evaluating image, when the reviewers begin to evaluate images. 
Each image will remain about 30 seconds, such that observers have time to evaluate 
the image according to predetermined criteria with the original image as a reference, 
and judge quality damage situation of the evaluating image and evaluate image 
quality. The observers should give the five-grade quality and impairment scale of the 
evaluating image independently. 

Every observer will be evaluated no less than 5 times with memoryless, the so-
called memoryless refers to the same image that will be marked a score in different 
time, such as the observer gives a score at 8:00, and then gives another score at 8 
o'clock the next morning again on the same evaluating image without remembering 
the former evaluation results, repeat testing until the evaluation is finished. In order to 
improve accuracy of the comprehensive subjective assessment, an image will be 
evaluated by 10 persons with different times.  

The subjective assessment of color images is similar to gray images, since the 
index calculation formulas for gray image and color image are different; the 
consistency model is established for gray and color images respectively  

Before establishment of the consistency evaluation model between ITU-R BT.500 
and JNG model, more than 500 cases of information hiding are evaluated by the 
human subjective assessment according to ITU-R quality and impairment scales 
evaluation criteria. Through the average score of the subjective evaluation and the 
objective measure, empirical mapping is established. 

In the process of establishing mapping, piecewise curve fitting function is obtained 
between the fraction of the subjective assessment and objective measure. By adjusting 
the sectional size of the JND index, it can reflect the overall trend of the subjective 
level. 

In order to accurately establish the function relationship between the subjective 
assessment and JND index, we obtained the mapping relationship functions from 
piecewise objective measure.  

For the case of gray image information hiding, the following empirical mapping is 
the function between the JND objective index and the evaluation grade. 
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The empirical mapping for color image quality evaluation is established as follows: 

jnd
jndjndjnd
jndjndjnd

jndjnd

jndg

00.80                                                                               0.5
00.8089.62238847784.0124995901.0000743879.0
89.6216.23155974445.5264646129.0001721206.0

16.230.0002158895.0

)( 2

2

2

 (3)

 

where jnd is the index value calculated by JND model, )( jndg  is the 
corresponding score of subjective assessment grade given by the above empirical 
mapping function.

In order to verify the performance of our model, simulation experiments are carried 
out. We first use MATLAB programming to draw the empirical mapping of our 
model, and then the evaluating images are judged by above subjective evaluation 
method. The obtained average grades by the subjective evaluation are scattered point 
diagram. 

Fig. 2 shows the test results of the simulation experiments for gray and color 
images respectively. 

     

                        (a)                          (b) 

Fig. 2. Experimental performance of the consistency model for image quality evaluation. (a) is 
the test results of the simulation experiments for gray image based on JND index; (b) is the 
experimental results for color image, where the horizontal axis represents JND index of the 
image, and the vertical coordinate indicates the corresponding subjective evaluation level. 

From the above figure, we know that subjective evaluation for the gray image have 
produced results essentially in agreement with the empirical mapping curve of JND, 
which illustrates that objective index of the JND index can well reflect the human eye 
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to gray image perceptibility. That is to say, the reality of the JND index can be very 
good to reflect the human being’s visual system. 

The subjective evaluation results for the color image are generally around 
empirical mapping curve of JND from the above figure, although it is not better than 
the one of gray image. 

4   Experimental performance and Improvement 

In order to verify the performance of the model, an example will be calculated by our 
model. The original image and stego-images of Lena are showed in Fig. 3. 

       

(a)                   (b)                  (c) 

Fig. 3. The original image and stego-images of Lena. (a) is the original image of Lena, (b) and 
(c) are the obtained stego-images by applying two kinds of information hiding algorithms LSB 
and DCT to Lena’s original image respectively.  

It is obvious that the image quality of Fig. 3 (b) is much better than Fig. 3 (c) by 
attentive observation. But the PSNR values of Fig. 3 (b) and 3 (c) are 11184824.7529 
dB and 11184823.591 dB respectively. It can be considered that PSNR values are 
equal, which means we cannot distinguish the image quality by PSNR. However, the 
JND values of Fig. 3 (b) and 3 (c) are 54.071040 and 50.688200 respectively and 
hence the quality grade for subjective assessment is 4.121467 and 3.8361789 
respectively by our model, which is consistent with the visual evaluation of the 
human eye. 

However, in the objective measures of JND, you can also note that the deviation of 
the subjective value and objective value for color images is greater than the gray 
images. By a large number of experiments and the results of analysis, we recognize 
that the single objective evaluation index is difficult to overall accurately reflect the 
image quality. Therefore, a variety of objective indicators will be considered in the 
evaluation model of the image quality.  

The structural similarity (SSIM) [3-5] assumes that natural image signals are 
highly “structured”, and HVS is adapted well for extracting structural information 
from a scene. Hence, SSIM provides a better method to evaluate the quality of the 
image, its objective assessment of image quality is calculated by Structure and Hue 
Similarity [5]. Similarly, the image subjective quality evaluation model based on 
Structural Similarity can be obtained from the above. 
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The improvement image subjective quality evaluation model is to consider the two 
objective grade evaluations. The comprehensive value of grade quality evaluation is 
the weighted sum of JND and SSIM grade. The weight value of JND evaluation is 0.6, 
left 0.4 to SSIM assessment. 

The comprehensive grade is obtained by computing the weighted sum of JND 
grade and SSIM level, the subjective quality evaluation is the average value given by 
6 persons with memoryless assessment according to the methodology of ITU-R 
BT.500. 50 pairs of the subjective and objective grade quality evaluation of gray 
image are showed in Fig. 4(a). Similarly, the comprehensive contrast of color images 
is shown in Fig. 4(b).  

   

(a)                               (b)   

Fig. 4. Comprehensive comparison between the subjective and objective quality evaluation. (a) 
and (b) are the assessment contrast diagram of gray and color image respectively,

From Fig. 4, we note that the improved model has obvious effect on quality 
evaluation, especially for color image. 

5   Conclusions 

The research of information hiding technology needs to judge image quality after 
applying the technology. The traditional image quality evaluation standard such as 
PSNR is not meeting with the human subjective assessment. We built the 
corresponding relation between ITU-R quality model and JND objective assessment 
model. The experimental results show that image quality evaluation model based on 
JND has better agreement with the human’s visual judgment. 

By above experimental performance, we recognize that objective index of JND 
can basically reflect the human visual system on image quality changes; also can 
distinguish the visual observation and well capture the difference between images. 
Furthermore, from above experimental results, the improved comprehensive 
evaluation model is very consistent with the subjective evaluation. 
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Abstract. In this paper, an efficient algorithm with three pruning strate-
gies are presented to provide tighter upper-bound average-utility of the
itemsets, thus reducing the search space for mining the set of high average-
utility itemsets (HAUIs). The first strategy finds the relationships of the
2-itemsets, thus reducing the search space of k-itemsets (k ≥ 3). The
second and the third pruning strategies set lower upper-bounds of the
itemsets to early reduce the unpromising candidates. Substantial exper-
iments show that the proposed algorithm can efficiently and effectively
reduce the search space compared to the state-of-the-art algorithms in
terms of runtime and number of candidates.

Keywords: high average-utility pattern mining; data mining; pruning
strategies; lower bound.

1 Introduction

The main purpose of data mining techniques is to reveal the important, poten-
tial or useful information from various databases and frequent itemset mining
(FIM) [1] plays an essential role in data mining. In traditional FIM, only the
occurrence frequency of the item/sets is considered, but the other important fac-
tors such as quantity, profit, interestingness or weight. To reveal more useful and
meaningful information, the high-utility itemset mining (HUIM) was proposed
by Yao et al. [15, 16], which considers both quantity and unit profit of the items.
The HUIM can be considered as the extension of FIM, which has a wide range
of applications [2, 11, 13, 17].
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Although the HUIM can reveal more information than that of the FIM, it
suffers, however, a serious problem since the length of the itemset is not con-
cerned in HUIM. To handle this situation, the high average-utility itemset min-
ing (HAUIM) was proposed to consider the size of the itemset to reveal the
high average-utility itemsets (HAUIs). Hong et al. first designed a two-phase
average-utility (TPAU) algorithm to mine HAUIs. A projection-based PAI algo-
rithm [7], a tree-based high average-utility pattern (HAUP)-tree algorithm [9],
and a HAUI-tree [14] were respectively designed to efficiently mine the HAUIs
based on the TPAU algorithm. The HAUI-Miner algorithm [10] was then devel-
oped to enhance the mining performance based on the similar utility-list struc-
ture [13] to directly mine the HAUIs. The HAUI-Miner algorithm still suffers,
however, the costly join operation for mining the HAUIs at each level. In this
paper, we present an efficient algorithm with three pruning strategies for mining
the HAUIs. The designed algorithm is then compared with the state-of-the-art
approaches for mining the HAUIs and the results showed that the designed al-
gorithm has better results in terms of runtime and number of candidates.

2 Related Work

Association-rule mining (ARM) is the fundamental topic of data mining, which
has been widely developed and applied to real-life situations. The Apriori algo-
rithm [1] was first developed to mine the association rules (ARs), which belongs
to the level-wise approach. To improve mining performance, a compact tree
structure called frequent pattern (FP)-tree was developed and its mining algo-
rithm called the FP-growth was designed to derive the FIs from the FP-tree
structure [5]. Since the FIM or ARM considers only the occurrence frequency of
the item/sets, but the other factors. Thus, high-utility itemset mining (HUIM)
was developed to consider both the quality and the unit profit of the item/sets
to derive the set of high-utility itemsets (HUIs). The transaction-weighted uti-
lization (TWU) model [12] was designed to maintain the transaction-weighted
downward closure (TWDC) property of the high transaction-weighted utiliza-
tion itemsets (HTWUIs), thus speeding up the mining process. Li et al. [8] then
designed the isolated items discarding strategy (IIDS) to further reduce the can-
didate size for mining the HUIs based on the TWU model. The novel HUI-Miner
algorithm [13] was first developed to construct the utility-list structures for min-
ing the HUIs without candidate generation in the level-wise manner. To further
improve the mining performance, the FHM algorithm [3] was then designed to
keep the relationship of 2-itemsets, thus reducing the search space for mining
the HUIs.

The problem of traditional HUIM is that the utility of the item/set is in-
creased by the size of it. Thus, the utility of an itemset increases along with
the number of items within it. To reveal better utility by considering the length
of the item/set, the high average-utility itemset mining (HAUIM) [6] was thus
designed to provide another utility measure. The first two-phase TPAU algo-
rithm [6] was designed and the average-utility upper bound (auub) property was
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developed to estimate the upper-bound utility of the item/set to ensure that the
completeness and the correctness of HAUIM. The high average-utility pattern
(HAUP)-tree structure and its mining algorithm called HAUP-growth were then
designed to overcome the multiple database scans [9]. A novel HAUI-Miner al-
gorithm [10] was then developed to mine the HAUIs based on the compact list
structure. In this paper, we present a more efficient algorithm to enhance the
mining performance of HAUIM.

3 Preliminaries and Problem Statement

Let I = {i1, i2, . . ., im} be a finite set of m distinct items. A quantitative
database is a set of transactions D = {T1, T2, . . ., Tn}, where each transaction
Tq ∈ D (1 ≤ q ≤ m) is a subset of I and has a unique identifier q, called its TID.
Moreover, each item ij in a transaction Tq, has a purchase quantity (a positive
integer) denoted as q(ij , Tq). A profit table ptable = {pr(i1), pr(i2), . . ., pr(im)}
indicates the profit value of each item ij . A set of k distinct items X = {i1, i2,
. . ., ik} such that X ⊆ I is said to be a k -itemset, where k is the length of the
itemset. An itemset X is said to be contained in a transaction Tq if X ⊆ Tq.

An example database is shown in Table 1. A profit table of the running
example is stated as: ptable = {A : 5, B : 1, C : 2, D : 3, E : 4, F : 1}.

Table 1: A transactional database.

TID Items with their quantities

1 A:1, B :6, C :3, D :3, F :6

2 B :2, C :3, E :2

3 A:2, C :1, D :2, E :1

4 A:1, B :9, C :3, D :2, F :2

5 A:3, B :9, C :3, D :1, E :1

6 C :4, D :1, E:1

7 A:1, E :1

Definition 1. The utility of an item ij in a transaction Tq is denoted as u(ij , Tq),
and is defined as:

u(ij , Tq) = q(ij , Tq)× pr(ij). (1)

Definition 2. The utility of an itemset X in transaction Tq is denoted as
u(X,Tq), and defined as:

u(X,Tq) =
∑

ij∈X∧X⊆Tq

u(ij , Tq). (2)
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Definition 3. The utility of an itemset X in a database D is denoted as u(X),
and defined as:

u(X) =
∑

X⊆Tq∧Tq∈D

u(X,Tq). (3)

Definition 4. The transaction utility of a transaction Tq is denoted as tu(Tq),
and defined as:

tu(Tq) =
∑
ij∈X

u(ij , Tq), (4)

in which j is the number of items in Tq.

Definition 5. The total utility of all transactions in database D is denoted as
TU , and defined as:

TU =
∑
Tq∈D

tu(Tq). (5)

The above definitions are used in traditional HUIM. Since the utility of item-
sets revealed in the HUIM increases by the length of it, a better framework called
high average-utility itemset mining (HAUIM) [10] was designed to provide a bet-
ter measure by taking the number of items within the itemset.

Definition 6. The average-utility of an item (ij) in a transaction Tq is denoted
as au(ij), and defined as:

au(ij , Tq) =
q(ij , Tq)× pr(ij)

1
=

u(ij , Tq)

1
. (6)

Definition 7. The average-utility of a k-itemset X in a transaction Tq is de-
noted as au(X,Tq), and defined as:

au(X,Tq) =

∑
ij∈X∧X⊆Tq

u(ij , Tq)

|X| = k
. (7)

Definition 8. The average-utility of an itemset X in the database is denoted
as au(X), and defined as:

au(X) =
∑

X⊆Tq∧Tq∈D

au(X,Tq). (8)

Problem Statement: An itemset X is concerned as a HAUI iff its average-
utility is no less than the minimum average-utility count as:

HAUI ← {X|au(X) ≥ TU × δ}, (9)

where TU is the total utility in the database D and δ is the minimum average-
utility threshold, which can be defined by user’s preference.
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4 Proposed Algorithm and Pruning Strategies

In this paper, we present an algorithm with three new pruning strategies to more
efficiently and effectively mine the HAUIs. The proposed algorithm adopts the
average-utility (AU)-list structure [10] to maintain the related information of the
itemsets. Based on the property of AU-list structure, the simple join operation
is then used to find the k-itemsets (k ≥ 2).

In the AU-list structure, the items are then sorted in their utility-descending
order and their AU-lists are respectively built. Based on this sorting property,
it can easily append the item after the processed item/set as a new itemset and
hold the correctness and completeness of HAUIM. For the running example, the
built AU-lists are given in Fig. 1.

A
tid utility mtu
1 5 9

3 10 10

4 5 9

5 15 15

7 5 5

B
tid utility mtu
1 6 9

2 2 8

4 9 9

5 9 15

C
tid utility mtu
1 6 9

2 6 8

3 2 10

4 6 9

5 6 15

6 8 8

D
tid utility mtu
1 9 9

3 6 10

4 6 9

5 3 15

6 3 8

E
tid utility mtu
2 8 8

3 4 10

5 4 15

6 4 8

)()()()()( EuBuDuCuAu

Fig. 1: AU-lists of 1-HAUUBIs.

In traditional HUIM, the relationships of 2-itemsets [3] are kept to reduce
the search space for mining the HUIs. For the first pruning strategy, we adopt
the similar idea and design a matrix to keep the average-utility of 2-itemsets.
This structure keeps the auub values of 2-itemsets, which can be used to easily
prune the unpromising candidates for k-itemsets (k ≥ 3).

Pruning Strategy 1: If the average-utility of a 2-itemset in the built matrix
is less than the minimum average-utility count, any superset of X would not be
the HAUI and the search space of k-itemset (k ≥ 3) in the enumeration tree can
be greatly reduced.

Definition 9 (Lower-upper-bound average-utility, lubau). The lower-upper-
bound average-utility of an itemset X is denoted as lubau(X), and defined as:

lubau(X) =
u(i1) + u(i2) + . . .+ u(im)

m
, (10)

where X(= i1 ∪ i2 ∪ . . . ∪ im) and u(i1) � u(i2) � . . . � u(im).

Pruning Strategy 2: If the lubau(X) is less than the minimum average-
utility count, any superset of X cannot be the HAUI and can be directly ignored
in the enumeration tree, thus reducing the search space and the cost of join
operations of the AU-lists.
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Definition 10 (tighter-upper-bound average-utility, tubau). The tighter-
upper-bound average-utility of an itemset X is denoted as tubau(X), and defined
as:

tubau(X) =
u(Y ) + u(im+1)

2
, (11)

where X(= Y ∪ im+1)(= i1 ∪ i2 ∪ . . . ∪ im ∪ im+1).

Pruning Strategy 3: If the tubau(X) is less than the minimum average-
utility count, any superset of X cannot be the HAUI and can be directly ignored
in the enumeration tree, thus reducing the search space and the cost of join
operations of the AU-lists.

Here, we present an efficient algorithm adopted with three pruning strategies.
Details of the designed algorithm are stated in Algorithm 1 and the sub-search
procedure is then described in Algorithm 2.

Algorithm 1: Proposed algorithm
Input: D, ptable, δ.
Output: The set of high-average utility itemsets (HAUIs).

1 scan D to find TU ;
2 for each item ij in D do
3 if auub(ij) ≥ TU × δ then
4 1-HAUUBIs← 1-HAUUBIs∪ ij ;

5 sort items in 1-HAUUBIs in their u(ij)-descending order;
6 construct AU.matrix;
7 for each ij ∈1-HAUUBIs do
8 construct ij .AULs;

9 for each ij ∈ 1-HAUUBIs do
10 HAUIs-Search(ij , ij .AULs, AU.matrix, δ, TU , 1-HAUUBIs);

11 return HAUIs;

Algorithm 2: HAUIs-Search (x, x.AULs,AU.matrix, δ, TU)
Input: x, x.AULs, AU.matrix, δ, TU , 1-HAUUBIs.
Output: The set of high-average utility itemsets (HAUIs).

1 set X ← ∅;
2 for each ij ⊆ x ∧ ij ∈ 1-HAUUBIs do
3 if ik ∈ 1-HAUUBIs∧u(ij) 	 u(ik), ij 
= ik then
4 if AU.matrix(ij , ik) ≥ TU × δ then
5 if lubau(x) ≥ TU × δ then
6 if tubau(x) ≥ TU × δ then
7 X ← x ∪ ik;
8 X.AULs ← Construct(x.AULs, ik.AULs);

9 if
u(X)
|X| ≥ TU × δ then

10 HAUIs ← HAUIs ∪ X;
11 if auub(X) ≥ TU × δ then
12 HAUIs-Search(X, X.AULs, AU.matrix, δ, TU , 1-HAUUBIs);
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The Construct algorithm is similar as the HAUI-Miner algorithm shown in
[10]. We uses the breath-first search in the designed algorithm to mine the HAUIs.
Due to the page limit, details are skipped in this paper.

5 Experimental Evaluation

In this section, a series of experiments are conducted to evaluate the perfor-
mance of the proposed algorithms compared to the state-of-the-art algorithms
of HAUIM, such as PAI [7] and HAUI-Miner [10] in terms of runtime and number
of candidates. Four real-life datasets such as accidents [4], chess [4], kosarak [4],
and pumsb [4] are used in the experiments. Experiments are then evaluated
under different minimum average-utility thresholds.

5.1 Runtime

In this subsection, runtime of the compared algorithms are then evaluated and
the results are given in Fig. 2.

Fig. 2: Comparisons of runtime.

In Fig. 2, it is obvious to see that the runtime decreases along with the in-
creasing of minimum average-utility threshold. This is reasonable since when the
minimum average-utility threshold is set higher, fewer HAUIs are discovered; less
computation is required to find the set of HAUIs. It also can be seen that the
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designed algorithm perform well compared to the state-of-the-art algorithms un-
der different minimum average-utility thresholds. Thus, the designed algorithm
with pruning strategies is efficient to speed up the mining performance.

5.2 Number of Candidates

In this section, the number of candidates is then evaluated to show the search
space for mining the HAUIs. This criteria make a significant impact on the
computational time. Note that the join operation is the most costly operation
under list-framework as said in FHM [3]. The results of the compared algorithms
are then shown in Fig. 3.

Fig. 3: Comparisons of number of candidates.

From Fig. 3, it can be observed that the number of candidates of the designed
algorithm has much fewer candidates than that of the other algorithms. Although
the HAUI-Miner algorithm adopts the AU-list structure to mine the HAUIs, the
amounts of unpromising candidates are generated without any pruning strategy
based on the auub property used in traditional HAUIM. The PAI algorithm
requires the most candidates for mining the HAUIs. This is reasonable since the
two-phase model was adopted in the PAI algorithm. Thanks to the developed
pruning strategies, the unpromising candidates can be greatly pruned, as well
as the search space in the enumeration can be greatly reduced.
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6 Conclusion

In this paper, we present an algorithm three pruning strategies to efficiently
prune the unpromising candidates and reduce the search space for mining the
HAUIs. From the conducted experiments, it can be observed that the designed
algorithm and the pruning strategies have great performance compared to the
state-of-the-art approaches for mining the HAUIs.
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Infrared Video based Sleep Comfort Analysis
using Part-based Features

Lumei Su, Min Xu, and Xiangsong Kong

Xiamen University of Technology,
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Abstract. This work investigated a new challenging problem: how to
analyze human sleep comfort which is an urgent problem in intelligent
home and medical supervision, especially in intelligent temperature con-
trol of air conditioners. To overcome this problem, a robust sleep posture
feature descriptor named part-based feature descriptor is firstly proposed
to analyze human sleep comfort not matter human body is covered by
a sheet or not. Experiments on a custom-made database established by
a remote infrared camera demonstrated that the proposed method has
promising performance for on-line human sleep comfort analysis.

Keywords: Human sleep comfort estimation; Part-based features; In-
frared camera

1 Introduction

Sleep is a complex behavioral state that occupies one-third of the human life
span. Sleep quality is of fundamental importance to human health. Sleep gives
your body a rest and allows it to prepare for the next day. It’s like giving your
body a mini-vacation. Sleep also gives your brain a chance to sort things out. It
is important for a wide variety of applications to be able to analyze sleep comfort
and sequentially improve sleep quality, especially in intelligent home and medical
supervision.

Ambient temperature is a crucial factor for sleep quality. People may wake up
when the ambient temperature is too high or too low. Air conditioner is widely
used to control the ambient temperature in our daily life. However, different
sleep stages require different ambient temperatures[1], and current automatic
intelligent air conditioner can only achieve thermostatic control which cannot
meet the demands of different sleep stages and would inevitable affect sleep
quality. Therefore, estimating real-time comfortable levels of sleep is very useful
for intelligent temperature control technology of air conditioners.

There has been several works on sleep quality analysis or sleep comfort
analysis[2–6]. Some sleep analysis techniques using inertial sensors which in-
cluding polysomnographic measurements, accelerometers, gyroscopes, and mag-
netometers have been developed for doing this [7–9].However, these sensors need
to be attached to human body, which causes inconvenience during sleep and
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Table 1. Sleep comfort levels

Comfort
levels

Very hot Hot Comfortable Cold Very cold

Sample
NO.1
With

bedsheet

Sample
NO.2
With-
out

bedsheet

consequently decrease sleep quality. Recently, the approach of dispersed sen-
sors embedded in the mattress has become promising. The sensors embedded
mattress can record the pressure distribution of human bodies, which forms a
pressure image.However, these methods for sleep posture recognition are based
on local features and individualized pre-training, which requires considerable
efforts to apply in a large population.

Compared with above mentioned wearable or contact-based sensors, video
cameras [10] and infrared cameras [11] are more suitable for sleep analysis be-
cause these sensing modalities are unobtrusive to users and minimize the pri-
vacy concerns. They can remotely detect global human sleep posture without
attaching to the human body.Heinrich et al.[10] proposed a camera-based sys-
tem combining video motion detection, motion estimation, and texture analysis
with machine learning for sleep analysis. The system is robust to time-varying
illumination conditions while using standard camera and infrared illumination
hardware. Fan et al.[12] developed a home sleep screening technique with the
aim of assisting the evaluation of quality of sleep in smart TV environment using
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day-and-night video cameras.However, existing cameras-based approaches suf-
fers from privacy concerns and image noise due to low visibility at night. Few
effective image segmentation methods are used to clearly segment the human
body from low visible background. Whats more, there has not been a suitable
sleep posture descriptor or model used to estimate human sleep comfort.

In our literature review, we found that the challenges of sleep comfort anal-
ysis are to develop an effective way to well describe or extract sleep comfort
features even human body is fully or partially covered, while existing sleep qual-
ity or comfort studies mostly focus on using powerful classification methods to
analyze noisy sleep features and rarely investigate covered body problem. To
overcome this problem, a part-based feature descriptor is firstly proposed to
estimate sleep comfort not matter human body is covered by a sheet or not.
The novel sleep posture feature descriptor is given based on sufficient sleep data
analysis and experimental results demonstrated that the proposed method has
promising performance for sleep thermal comfort estimation.

2 Proposed method

2.1 Sleep thermal comfort categories

To evaluate sleep comfort levels, the categories of sleep thermal comfort should be
defined first. Actually, sleep thermal comfort analysis is a new challenge problem
and there has not been an available work on the definition of the categories
of sleep thermal comfort so far. In order to analyze the sleep thermal comfort
categories, 120 sequences of sleep video are collected by a remote infrared camera
in real situation. Some frames of sleep video are shown in Table 1.

As shown in Table 1, when the object feels hot, he automatically stretches his
body with supine posture. The hotter, the outer body is stretched. In contrast,
when the object fells cold, he automatically huddles with holding his arms and
legs close to his body. The colder, the closer he huddles his body. When the
object feels the ambient temperature is comfortable, he always lies supine on the
bed with straightening his legs, putting his hand close to his body and slightly
opening his feet. Sometimes the object lies on his side with slightly huddling
his body when he feels comfortable. Based on this observation, five categories of
sleep postures are defined corresponding to five levels of sleep thermal comfort
that are very hot, hot, comfortable, cold and very cold. In Table 1, three typical
frames are given for each sleep comfort level in case of sleeping with bedsheet or
not.

2.2 Sleep comfort features analysis based on contours of human
body

By analyzing our collected sequences, it is found that the sleep posture varies
from different sleep comfort levels. When the subject feels very hot, he stretches
his body up to his limit with largely opening his arms and feet. It is found that
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the distance from head to feet is nearly the same as his height and the area of
bounding polygon is maximal. When the subject feels hot, he also stretches his
body with opening his arms and feet, while the stretching range is relatively
smaller than the very hot case. The same as the case of very hot, it is also found
that the distance from head to feet is nearly the same as his height and the
area of bounding polygon is maximal. When the subject feels comfortable, the
observation could be classified into two cases. In the case of lying supine on the
bed with straightening his legs, putting his hand close to his body and slightly
opening his feet, it is also found that the distance from head to feet is nearly the
same as his height and the area of bounding polygon is maximal. In the other
case of lying on his side with slightly huddling his body, it is found that the
distance from head to feet is shorter than his height and the area of bounding
polygon is also smaller than other cases because of overlapping some parts of
body. When the object fells cold, he lies on his side with huddling his body,
putting his feet together and holding his arms close to his body. The degree of
huddling is larger than other cases. Because more parts of body overlap together,
the area of bounding polygon is much smaller than other cases. And the distance
from head to feet is much shorter than his height because of huddling his body.

Based on the above observation, it is found that there are regular contour
features not matter sleeping with or without bedsheep. The contour features of
sleep postures vary from different thermal feels. First of all, the distance between
feet varies from different comfort levels. The distance between feet becomes
longer corresponding to hotter feel, while the distance between feet is almost
invariable and shorter when objects feel cold with putting feet together. Secondly,
the distance between head and feet also varies from different comfort levels.
The variation of the distance between head and feet is slight when objects feel
hot while the distance becomes shorter when objects feel colder. Because the
bedsheet and hands always overlap together and it is difficult to clearly segment
them in infrared images, the shape features of hands are unavailable as sleep
postures in sleep comfort analysis.

2.3 A part-based sleep posture descriptor for sleep thermal comfort
analysis

According to above posture features analysis, a novel sleep posture descriptor
is proposed to describe sleep thermal comfort features. This feature descriptor
mainly use the proportion of the distance between feet W to body height h
and the proportion of the distance between head and feet H to body height h,
which are denoted as Wh and Hh respectively. Three crucial contour points in
sleep posture binary images are defined to calculate the sleep posture features W
and H. They are the extreme top left corner point of sleep contour C1(a1, b1),
the extreme top right corner point of sleep contour C2(a2, b2) and the extreme
bottom left corner point of sleep contour C3(a3, b3). The distance between feet
W is given by W = a3− a1 and the distance between head and feet H is given
by H = b2− b1.
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Table 2. Some sleep posture features extraction results

Comfort
levels

Raw sleep
images

Processed
images

h
(/pix-
el)

W
(/pix-
el)

H
(/pix-
el)

Wh
=W/h

Hh
=H/h

Very
hot

179 97 183 0.5419 1.0223

179 98 185 0.5475 1.0335

Hot
179 71 182 0.4022 1.0168

179 78 184 0.4358 1.0279

Comfor-
table

179 26 179 0.1453 1

179 31 181 0.2961 1.0112

Cold
179 43 157 0.2402 0.8771

179 51 158 0.2849 0.8826

Very
cold

179 32 135 0.1788 0.7542

179 50 129 0.2793 0.7207
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Table 3. Sleep comfort level recognition rate based on BP neural network

Comfort levels Very hot Hot Comfortable Cold Very cold

Comfort level value 1 2 3 4 5

First
test

Test samples 9 11 8 13 9
Correct sample 6 8 6 10 8

Recognition rate (%) 66.67 72.72 75.00 76.92 88.89

Second
test

Test samples 10 9 9 11 11
Correct sample 7 7 8 8 7

Recognition rate (%) 70.00 77.78 88.89 72.73 63.63

The learning procedure of sleep posture features W and H is detailed as
following. First of all, search the first point with pixel value 1 from left to right
and from top to bottom in each binary images x. Then, move down this first point
with empirical value 5 pixels to offset the effect of convex point and denote it as
contour point C1(a1, b1). Thirdly, search the extreme right point in the same row
of contour point C1 and denote it as contour point C2(a2, b2). Fourthly,search
the first point with pixel value 1 from left to right and from bottom to top
in each binary images x and denote it as contour point C3(a3, b3).Finally, for
i = 1, , 20, spin binary image x anticlockwise around its center with -20+2i
degree. Obtain contour point C1, C2 and C3 by former steps. Calculate Wc
and Hc by Wc = a3 − a1 and Hc = b2 − b1. Calculate W = max(W,Wc) and
H = max(H,Hc). Final sleep posture features W and H are obtained.

3 Experimental results and discussion

To investigate the performance of the proposed sleep comfort evaluation method,
a sleep posture database was established by using a 120 fps infrared camera with
a resolution of 960 × 582. We asked the subjects sleep under our sleep posture
capture system every night for 30 days. The ambient temperature varies from
24◦C to 29◦C. For each collected sequence, we manually labeled the sleep comfort
level (very hot, hot, comfortable, cold, and very cold) for each frame.

Before extracting sleep posture features, four image processings including
denoise, background segmentation, contour detection and redundant data re-
moving are applied to raw sleep posture image. Level set algorithm is decided
to detect contour of sleep posture based on the comparison results with other
methods.

A novel sleep posture features extraction is proposed to analyze sleep comfort
features, as illustrated in Section 2. In order to offset the effect of convex point,
contour point C1(a1, b1) is moved down with empirical value 5 pixels and the
posture feature W is refined. The empirical value is decided by doing a lot of
experiments. Some sleep posture features extraction results given in Table 2.

To evaluate sleep thermal comfort in real time, a sleep posture model based
on part-based features is sequently established. Two classification methods are
used to estimate sleep comfort level. One is BP neural network which has ex-
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Table 4. Sleep comfort level recognition rate based on FKM algorithm

Comfort levels Very hot Hot Comfortable Cold Very cold

Comfort level value 1 2 3 4 5

First
test

Test samples 10 10 10 10 10
Correct sample 10 10 10 10 10

Recognition rate (%) 100 100 100 100 100

Second
test

Test samples 20 20 20 20 20
Correct sample 20 20 20 20 20

Recognition rate (%) 100 100 100 100 100

tensive application in many fields with the advantage of simple structure and
mature technique. We evaluated the results on the basis of the leave-one-out
cross-validation methodology. Table 3 shows two sleep comfort level recognition
test results by using BP neural network. The recognition performance of BP
neural network was not satisfactory. By analyzing the misrecognition samples, it
is found that these samples which are difficult to give a suitable label in between
two cases are wrongly labeled before training BP neural network. For example,
the value of Wh in hot case should be smaller than that in very hot case. How-
ever, the value of Wh in hot case should be bigger than that in very hot case for
these wrongly labeled samples which will consequently affect recognition results.

Because of the poor recognition performance of BP network, another recog-
nition method Fuzzy K-Means (FKM) algorithm is proposed to estimate sleep
comfort levels. The value of posture features in training samples are used to ob-
tain centers of each clustering. The recognition results by using FKM algorithm
illustrated that FKM algorithm outperformed BP network in sleep comfort level
estimation as shown in Table 4. The recognition rate reaches 100% for every
sleep comfort level.

4 Conclusion

This work proposes a novel sleep comfort analysis method that is used to ana-
lyze sleep posture and measure the current comfortable levels of sleep based on
real-time inputs from infrared video. Our proposed novel sleep comfort feature
descriptor is on the basis of experimental and theoretical analysis. The results of
experiments using a custom-made sleep thermal comfort dataset indicated that
the proposed sleep thermal comfort estimation method can successfully classi-
fy detected sleep video into five sleep thermal comfort levels. Our research is
very useful for current intelligent air conditioner technology which is limited to
thermostatic control. The intelligent air conditioner assisted by our method can
adaptively control the ambient temperature based on real-time sleep comfort
measurement result and consequently improve sleep quality.

Future work includes applying our proposed method in thermostatic control
of intelligent air conditioner technology. In real situation, multi sleep thermal
comfort estimation is essential to decide a suitable thermostatic control of intel-
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ligent air conditioner. We can optimize the trade-off between multi sleep comfort
feels by considering multi sleep thermal comfort estimation as a constrained op-
timization problem.
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Abstract. In the background of global aging, more attention should be paid 
to the elders’ health and the equality of their life. Nowadays falls became 
one of greatest danger for old people. Almost 62% of injury-related 
hospitalizations for the old are the result of it. In this paper, we propose a 
new method to detect fall based on judging human’s moving posture from 
the video. It consists of three main parts, detecting the moving object, 
extracting the feature and recognizing the pattern of behavior. To improve 
the precision and increase the speed of the detection, we adopt two layers 
codebook background modeling and codebook fragmentation training. Two 
level SVM method to recognize the behavior: In the first level of the SVM 
classifier, we distinguish the standing posture and other posture by the 
feature of moving object, such as the ratio of the major and minor axis of 
the ellipse. In the second level of the SVM classifier, angle of the ellipse and 
head moving trajectory to judge the falls and squat. The experimental 
results indicate that our system can detect fall effectively.   

Key words: fall detection, two layers codebook background modeling, codebook 
fragmentation training, two level SVM classifier  

1 Introduction 

Based on the statistic census from the National Bureau of statistic in 2015 shows 
that the population of people over 60 in china is 221.82 million, 16.15 of the total 
population, and the population over 65 years old is 143.74 million, 10.47% of 
that. Compared with the sixth national census, the proportion have increased 
2.89% and 1.60%, china is stepping into the population aging society. Facing the 
serious tendency of the population aging, government should establish a lot of 
now information system to ensure the safety of the old people. According to the 
statistic, more than 35% old people who is older than 65 years old have fall down 
before, 63% of the old people died by falls, it even reached 70% among the old 
people over 75 years old[1]. In conclusion, it is especially important to detect the 
falls for the protecting the safety of old people. 
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There are lots of techniques to detect fall. They can divided roughly into three 
categories by different kinds channel of signal[2]: one of them is based on some 
wearable devices, the problem of such detectors is that old people often forget to 
wear or charge devices; another one is based on the environment devices, setting 
up the equipment is so complex and expensive; the third one is based on the 
video, it can not only perform a 24-hour monitoring, but also can avoid the 
danger cause by forgetting to wear. The paper proposed a method which is based 
on judge the posture of the old people, it is totally implemented by the image 
processing techniques, it can detect the posture of fall effectively, and also satisfy 
the require of real-time processing on the hardware with low computing 
capability. The basic principle show below: it recognize the moving object by the 
modified codebook, Then, human characteristic matrices are constructed based 
on the information of human body posture extracted from human silhouette and 
are used as features to train SVM classifier for fall detection.    

2 Related Work 

Some method to detect fall have been purposed in recent research. Accelerate 
sensors can collect values and direction information, it is widely use in the fall 
detection systems based on wearable sensor. Dai et al. get the accelerator values 
and latitude to detect fall with the accelerator sensor in the mobile phone. After 
fall, it can directly alarm the family, it is easy to carry and alarm rapidly. The false-
negative is 2.67% and false-positive is 8.7%[3]. Bourke et al. designed a fall 
detection system based on two-link gyroscope sensor. It can be bind on the chest 
and detects fall by the angular acceleration and velocity. The system has 100% 
sensitivity specificity and accuracy[4]. 

Scott et al. designed a matters fall detection system, it consists of lots of 
airmattress and pressure sensors, by the changes of pressure on the airmattress 
guesses the pressure changes of human. In this way, we can get the posture 
changes of the human. It is used for detection while people is sleeping or 
scribing, it is comfortable and convenient[5]. Litvak et al. designed a detection 
system based on the analyzing the shake of the ground and the sound. It 
combines the accelerator sensor and microphone, it doesn’t need to wear 
anything and affects people move less. It’s sensitivity is 97.5% and specificity is 
98.6%[6].  

In the video frame fall detection system, Jean Menunier et al. proposed an 
advance detection system based on MHI[7]. They extracted the human in the 
foreground by cutting the background, it computes the ratio of the major and 
minor axis obliquity and MHI statistic of the ellipse to detect the fall. The 
camera always be set at the roof to have a wide view avoiding occlusion. 
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3 Technical Details 

In this paper, we propose a method to detect the fall of the old people. It can 
divided into three part: moving object detection, feature extraction and behavior 
recognization(Fig.1). We use a modified codebook foreground detection 
algorithm in making object detection, compared with the old algorithm, it 
improves the precision of the foreground extraction and makes the extraction 
more real-time. We use two level SVM classifier to recognize the fall and squat in 
object behavior recognization. 

Image 
acquisition

Foreground
extraction

Processing 
filtering 

Feature 
extraction SVM classifier

Codebook 
background 

modeling

Fall event

 Fig.1. Flow diagram of the overall fall detection procedure. 
 

3.1 Foreground extraction 

Codebook algorithm is to establish the background model in the long-term 
observation sequence with quantization technique. The algorithm will make 
every pixel a codebook model. During the initial algorithm training, 

 represent the training sequence of one pixel, which is made up of 
RGB vectors, ξ= , ,…,  represents a pixel codebook which consists of L 
codeword, It has different numbers of code word depending on the variation of 
the pixel. Each codeword  consist of a RGB vector  and 

. 
We match the currently codeword  with each instance , then we use the 

matching codeword as the estimation of the instance. We generally using 
colordist and brightness to evaluate whether a codeword is in a best matching 
status. 

 
Foreground-background segmentation

 
1 Let  
2 When t = 1....N  

1.  
2. If  a.  

b.  
       Searching the codeword  in ξ={ , ,…, }to match . 
3. If  or the no matching codeword having been found, then and 

a new codeword  will be greated  
a.   
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b.   
4. otherwise refresh the matching codeword including  

and  
a.   

b.   
3 We compute the maximum time interval of each codeword  

between with every pixel having been matched again 
  

 

                                                   ( )

 

                                                                                   ( )

                                  ( ) 
This paper modified the model built by codebook in following parts: we build 

a module consist 30*30 pixels, each module one or several codewords will be in 
the codebook. The modified codebook method can prevent failing of foreground 
extraction when camera shake and it can reduce memory pressure, foreground 
extraction show below  

Original Image                              30*30 pixels                                       a pixels 
Fig.2. foreground extraction result 

The codeword in codebook B come from 
codebook A  ( ).
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Fig.3. background subtraction library procedure 

3.2 Feature Extraction And Posture Classification 

Behavior recognition is a complex problem and have been researched for a long 
time. In paper[8], humans behavior has been modeled by two layer HMM(hidden 
markov model), while in paper[9],it use RBF(radial basis neural network) to 
model the behavior. We method concentrate on fall, so we use SVM, it is a good 
binary classifier. We designed a two level SVM to judge the old people’s posture. 
The first level classifier judge whether the old man is standing, when the result 
shows the old man is not standing, we put it into the second level classifier. In 
this level, we can judge whether the old man fall, when we find the old man fall, 
the system will alarm, the two level SVM use RBF kernel and confirm the optimal 
parameters g=0.03125, penalty factor c=4 by the method of gridding search. 

The first level classifier need , which represent the intense of the 
MHI(motion history image), show below Fig.4, the ratio of the major and minor 
axis of the ellipse, the height of the old man to  and judge. 

Fig.4. motion history image 

Calculate pixel brightness

Compare Module with
 all codeword in A

Compare Module with
 all codeword in B

Y

Y

N

N
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1. the ratio of the major and minor axis of the ellipse 

                                  ( ) 
                                                                                                              ( ) 

2. the height feature of the moving object 

                                              ( ) 

                                 ( ) 
In the second level classifier. We process the frames that was judged not 

standing by first level classifier. Because squat and fall have similar features, the 
second level classifier mainly distinguish squat and fall. The second level 
classifier uses four features: the ratio of the major and minor axis of the ellipse, 
the project area of the moving object, the inclination angle of ellipse, the variation 
tendency of the major and minor axis.   

1. the project area of the moving object 
The projection area represent the sum of non-zero moving pixels in the 

moving object after binaryzation. When squatting, the old man will carried up his 
body and the project area will be small, when fall, the body will stretch, the area 
will be larger. So we can use it to distinguish the squat and fall. 

2. the inclination angle of ellipse 
The changing of the inclination angle can distinguish squat and fall well, when 

the old people squats, the angle will not change a lot, but when the old man fall, 
the body change will vertical to horizontal, the angle will change a lot. Formula is 
as follow: 

                                                                                         ( ) 

4 Experimental Results 

To evaluate the accuracy of the algorithm, we invite 10 college students to do 
experiment, we choose three outside scene and three inside scene. The postures 
include: falling but not lying, falling and lying, squat and fall to the 
left/right(Fig.5). we designed some postures in table1. Experimenters will act 
some postures with fall to accomplish the experiments. Video data will be collect 
by HD camera. Each experimenter will do 20 experiments, all the experimenters 
will accomplish 200 experiments. 

The statistic results shows in table1. AL refers to whether alarm. NA is number 
of actions. NC is number of correctly detected events. NF is number of falsely 
detected events. NT is number of no alarm. R is the recognition rate. Falling 
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down1 is falling down forward but not lying. Falling down2 is falling down 
backward but not lying. Falling down3 is falling down forward and lying. Falling 
down4 is falling down backward and lying. Falling down5 is falling on the 
left/right side. From the results, we know that our method have high validity, it 
can get most of falls, but it has misdescription when the experimenter fall but not 
lie and keep balance after fall. 

Table 1 RECOGNITION RATE FOR VARIOUS EVENTS 

Events AL NA NC NF NT R 
Stand N 50 0 0 50 100 
Walk N 50 0 2 48 96.0 
Run N 30 0 1 29 96.7 

Falling down1  Y 60 55 4 1 91.7 
Falling down2  Y 60 57 1 2 95.0 
Falling down3  Y 60 54 4 2 90.0 
Falling down4  Y 60 54 3 3 90.0 
Falling down5 Y 60 53 5 2 88.3 

squat Y 60 51 4 5 85.0 
ALL  490 451 24 15 92.1 

 

   
Inside1 squat                          Inside2 before fall                        Inside3 fall after 

   
Outside1 before fall                     Outside2 squat                          Outside3 before fall  

Fig.5. posture video data 

5 Conclusions and Future Work 

This paper introduce a fall detection method based on video, the method consists 
three parts: moving object detection, feature extraction, behavior recognization. 
Combining modified codebook algorithm and denoising method in OpenCV, we 
implement the moving object detection. We use two level SVM classifier to 
recognize the behavior, it is easy to implement. Through the designed well 
experiments, we get 90.27% accuracy. It shows that the method is practical in 
some degree and lag the foundation of applying in our daily life. But the 
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algorithm is easily influenced by the complex background, for example, the 
system will have misdescription when detect lots of people; codebook algorithm 
can’t distinguish the similar color well, this makes foreground extraction has 
more misdescription. So the method should combined with other method to raise 
the accuracy.   
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Abstract. In this study, algorithm development was conducted in two steps. 
Step 1 focused on training the algorithm using positive and negative samples. 
To increase execution speed, principal direction was adopted as the first feature 
to be identified. Subsequently, vehicle regions were converted into modified 
histogram of oriented gradients format and entered as inputs to a support vector 
machine (SVM) to identify the second feature. In the vehicle detection process, 
the first feature was adopted to eliminate nonvehicle regions first, and SVM 
training results were used to identify actual vehicle regions. Experimental re-
sults indicated that the proposed algorithm can effectively detect vehicles with 
an accuracy rate of up to 98%; moreover, the proposed method was approxi-
mately 40% faster than an SVM-based detection algorithm using the features of 
histograms of oriented gradients. 

Keywords: vehicle detection, 

1 Introduction 

Contemporary vehicle detection algorithms can be categorized into two types: those 
that require training samples and those that do not [1, 2]. Algorithms that do not need 
training samples mainly detect vehicles by features such as edges, colors, and con-
tours. For instance, a study proposed to detect vehicles using contours and skeleton 
features [3]. However, this type of algorithm can only be applied to static scenes. 
Some algorithms first identify specific features from training samples, and then use 
neural networks or classifiers to train a database suitable for vehicle detection [4–10]. 
A study used histograms of oriented gradients (HOGs) as an image feature [4]. HOGs 
serve as a widely adopted image feature in complex scenes because they are not likely 
to be affected by local deformation. Another study used Haar features for classifica-
tion; however, random variations of the sizes and positions of Haar features can result 
in excessively long execution times, thus image integrals may be required to reduce 
computational complexity. Some scholars have proposed to use principal component 
analysis; however, this method requires considerable memory space and has a low 
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execution speed. Another study proposed to use three features, namely, gray level,
HOG, and linear back projection, to identify the images, and then to adopt support 
vector machines (SVMs) to classify and analyze the results [10]. Although this meth-
od is relatively accurate, using multiple classifiers results in excessively high compu-
tational complexity.

2 Proposed Method 

The proposed systematic algorithm includes training and detection phases. Fig. 1 
presents the flowchart. For each positive sample, modified histograms of oriented 
gradients (MHOGs) were used to select the principal direction of each cell; then, a 
principal direction of each sample was determined on the basis of the principal direc-
tions of its component cells (Fig. 1 [a]). Experimental results showed that the princi-
pal directions of all positive samples were identical; consequently, this direction was 
selected as the first feature in vehicle detection. Next, other features were extracted 
using MHOGs; the results were provided to an SVM to train the second feature. 

(a)                                                             (b)

Fig. 1. Image-based vehicle detection algorithm. (a) Flowchart of sample training; (b)
Flowchart of the vehicle detection algorithm. 

The contents of the training sample exerted considerable influence on the detec-
tion results. Various front and back images of vehicles were collected to as positive 
samples, whereas the nonvehicle images were grouped as negative samples. Images of 
the positive and negative samples were employed as input images (Fig. 2), of which 
the gradient (G) and angle (θ) of each pixel were calculated (Eqs. 1−3). To reduce 
complexity, Eq. 4 was employed to categorize θ into nine bins, where a range of 20 
degrees constituted a bin (Fig. 3). After the aforementioned calculations had been 
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performed, the directions of each pixel were classified into bins. The input sample 
was divided into 36 nonoverlapping cells, each of which was 8 × 8 pixels in size (Fig. 
4). The direction of each pixel was calculated using Eqs. 1−4; on the basis on the 
results, the HOG of each cell was determined. The distribution of cell directions with-
in a sample was obtained by the same method (Fig. 5. [b]).  

(a)                                                              (b) 

Fig. 2.  Training sample. (a) positive sample   (b) negative sample 
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Fig. 3. Schematic of the angle 

Fig. 4. Schematic of histogram decomposed according to gradient directions 

(a)                                                 (b) 

Fig. 5. Schematic of histogram decomposed according to gradient directions. (a) Positive sam-
ple image input. (b) Gradient directions of each cell 

Fig. 5 (b) shows that each cell had eight directions. To reduce calculation, a princi-
pal direction was selected from each cell to represent the direction of the entire cell 
(Fig. 5). However, Fig. 6 shows that the principal direction of most cells fell into the 
range of Bin 4. An analysis of 555 positive samples revealed that the principal direc-
tion of every positive sample was in Bin 4. Therefore, Bin 4 was designated the first 
feature of vehicles. 
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Fig. 6. Principal directions of all cells 

After the principal direction was acquired, an SVM was trained to identify the sec-
ond feature. Fig. 7 shows that every set of four adjacent cells constitute one block (2 × 
2 cell). The algorithm defined a block cursor that moved rightward one cell at a time 
to process the data in all blocks. Because the original image size used 6 × 6 cells, a 
comprehensive investigation of this image involved 25 incremental updates, from 
which 900 dimensions (9 bins × 4 cells × 25 blocks) were obtained (Eq. 5). In this 
study, an SVM was applied for classification. An appropriate hyperplane was trained 
from 555 positive samples and 1000 negative samples. Vehicle detection was tested 
upon completion of the training. 

Nivvvvvi ,,3,2,1],,,,,[ 900321                                (5)

where N is the amount of the trained samples.

Fig. 7. Schematic of feature extraction from a histogram of gradient directions 
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3 Experimental Result  

Because SVMs are expected to have low execution speeds, a procedure was 
adopted to eliminate most nonvehicle regions. The SVM was not used until only a 
small number of regions remained; hence the execution speed of the SVM was higher 
than typical SVM speeds. Fig. 1(b) demonstrates the execution process of this algo-
rithm. Fig 8 (a) is the input image and Fig. 8 (b) presents the by-pixel direction distri-
bution of the red area in the upper-left corner of the input image. Because the direc-
tion distribution is not dominated by Bin 4, this region can be eliminated directly. 
Similarly, the main gradient direction of the scooter region is Bin 0, therefore this 
region is eliminated in the first step and does not enter SVM classification (Fig. 9). By 
comparison, the automobile region is dominated by Bin 4 (Fig. 10). The automobile 
region enters SVM classification for further verification because it satisfies the condi-
tion designated in Step 1. Finally, Fig. 11 is entered as input to a trained SVM classi-
fier; the vehicle region is identified and marked with a green box. 

(a)                                                                 (b) 

Fig. 8. Schematic of the gradient directions of an input image 

Fig. 9. Schematic of the gradient directions of a scooter region 

132 W.-K. Tsai et al.



Fig. 10. Schematic of the gradient directions of an automobile region 

Fig. 101. Vehicle detection results 

4 Conclusion 

This study was conducted using the following hardware and software: a custom-
assembled personal computer equipped with a 3.2 GHz Intel i5-3470 core processor, 8 
GB of DDRIII 800 random access memory, the 64-bit version of the Windows 7 op-
erating environment, and Visual Studio 2010 software. A set of consecutive photo-
graphs that had not been used in training supplied the input images to be identified. 
The vehicle detection algorithm was applied to mark 320 × 640-pixel regions with 
green boxes.

The empirical results indicated that the proposed algorithm achieved an accuracy 
rate of 98% at an execution speed of 5.6 frames per second (FPS). By comparison, the 
conventional HOG method demonstrated an accuracy rate of 96% at an execution 
speed of 3.16 FPS.
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Abstract. In computer vision, the vehicle detection and identification is a very 
popular research topic. The intelligent vehicle detection application must first be 
able to detect ROI (Region of Interest) of vehicle exactly in order to obtain the 
vehicle-related information. This paper uses symmetrical SURF descriptor 
which enhances the ability of SURF to detect all possible symmetrical matching 
pairs for vehicle detection and analysis. Each vehicle can be found accurately 
and efficiently by the matching results even though only single image without 
using any motion features. This detection scheme has a main advantages that no 
need using background subtraction method. After that, modified vehicle make 
and model recognition (MMR) scheme has been presented to resolve vehicle 
identification process. We adopt a grid division scheme to construct some weak 
vehicle classifier and then combine such weak classifier into a stronger vehicle 
classifier. The ensemble classifier can accurately recognize each type vehicle. 
Experimental results prove the superiorities of our method in vehicle MMR. 

Keywords: symmetrical SURF, vehicle make and model recognition (MMR), 
vehicle classifier 

1   Introduction 

Vehicle detection and analysis is an important task in various surveillance applications, 
such as driver assistance systems, self-guided vehicles, electronic toll collection, 
intelligent parking systems, or in the measurement of traffic parameters such as 
vehicle count, speed, and flow. In crime prevention or vehicle accident investigation, 
this task can provide useful information for policemen to search suspicious vehicles 
from surveillance video. 

Faro et al. [5] used a background subtraction technique to subtract possible vehicle 
pixels from roads and then applied a segmentation scheme to remove partial and full 
occlusions among vehicle blobs. In [6], Unno et al. integrated motion information and 
symmetry property to detect vehicles from videos. Jazayeri [7] used HMM to 
probabilistically model the vehicle motion for vehicle detection. However, this kind of 
motion feature is no longer usable and available in still images. To treat this problem, 
this paper will propose a novel vehicle detection scheme to search for areas with a 
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high vertical symmetry to locate vehicles in still images or videos by finding pairs of 
symmetric SURF feature points. 

Each vehicle should be detected from images or videos firstly. The most 
commonly used methods adopted background subtraction to extract possible vehicle 
candidates from videos. If the environments include various camera vibration and 
lighting changes, the detection result will be not stable. The background model could 
not be established successfully in every frame when moving camera is adopted. The 
background model could not be established when the background is variation in every 
frames which is the main disadvantage of background subtraction method. Recently, 
the trained-based scheme is another popular method to detect vehicle by some 
well-trained classified via SVM or Adaboost. This approach depends heavily on the 
pre-trained knowledge base. This paper will present a symmetry-based method to 
detect vehicles from videos without using any motion’s information.  

The next approach is to identify vehicle make and model after a vehicle candidate 
was detected. These detection results can be applied to the electronic-toll collection 
system which can classify each vehicle into its own category. The identification of 
vehicle make and model offer valuable assistances to the policeman when searching 
for suspect vehicle candidates. In this paper, we devote our efforts to solve various 
challenges in vehicle detection and recognition. 

2. Related Work
Vehicle detection is a key issue in many surveillance applications such as navigation 
system, driver assistance system, intelligent parking system, and so on. Exact vehicle 
detection can promote vehicle recognition accuracy. To develop a robust and effective 
vision-based vehicle detection and recognition is one of the challenges which result 
from the variations of vehicle sizes, orientations, shapes, and poses. 

2.1 Vehicle Detection 
Almost surveillance system equips the camera to detect moving vehicle, the most 
commonly adopted approach is to extract motion features through background 
subtraction. However, this technique is not stable when the background includes 
different varied environment, for example, lighting changes or camera vibrations. In 
another condition, motion feature is no longer available and usable in still images. 
Without using any motion features, this section will present a novel approach to detect 
vehicles on roads by taking advantages of a set of matching pairs of symmetrical 
SURF points. 

Firstly, we describe the flowchart of our vehicle detection scheme briefly shown as 
Fig 1. Input image had been extracted SURF [1] features which are transformed to 
mirroring features by our proposed approach. And these SURF features are compared 
with its mirroring features to produce match pairs. These matching pairs are horizontal 
symmetrical, then, which are gathered in the histogram bins to dedicate the central line 
of vehicle candidates. After that, the center lines had been found, the shadow line and 
hood boundary on the vehicle could be found along these center lines. Finally, we 
adopt the geometric computation [3] to find the left and right boundary of vehicle 
candidate. 
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Fig 1. The flowchart of vehicle detection

2.2 Vehicle Recognition 

The frontal of vehicle has the significant different features with other brands of vehicle, 
the front bumper, the front grille and etc., which provide some useful information to 
recognize the type of vehicle shown as Fig 2. Generally, humans recognize the vehicle 
model and make is also based on the frontal significant characteristics.  

(a) Toyota Altis                      (b) Honda CRV
Fig 2.The significant different features on the frontal of vehicle, the cyan-blue

points are the SURF features of image.
 

After the front vehicle is extracted, different features will be extracted from by our 
vehicle MMR scheme. In order to satisfy various markets’ requirements, the 
manufacturer of vehicle will modify the vehicle’s shape. In this paper, a novel 
classification scheme will be presented to classify vehicles into different model 
categories. The flowchart of vehicle’s make and model recognition is shown in Fig. 3.
This system divides the vehicle’s ROI into several grids. The vehicle’s features will be 
extracted from each grid and the grid’s features are trained as weak classifiers. After 
that, these weak classifiers are been assembled as a strong classifier to recognize 
vehicle’s make and model. In order to promote the recognition performance, we 
collect the features in the left or right half-frontal of vehicle region shown as Fig 4. 

Divide to GridsDivide to Grids

HOG + SURF 
features

HOG + SURF 
features

Classifier 
Ensemble
Classifier 
Ensemble

Grid1Grid1

Grid2Grid2

GridNddGridN

HOG + SURF 
features

HOG + SURF 
features

HOG + SURF 
features

HOG + SURF 
features

Vehicle
Category
Vehicle 

CategoryROI of VehicleROI of Vehicle

SVM-based 
Classifier1

SVM-based 
Classifier1

SVM-based 
Classifier2

SVM-based 
Classifier2

SVM-based 
ClassifierNrr

SVM-based 
ClassifierN

Fig 3. The flowchart of vehicle’s make and model recognition
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Fig 4. Two grid-based methods for vehicle type recognition

3. Symmetrical SURFs 
The basic idea of our approach is that the matched points have some symmetric 
attributes between the original image and the mirror image. The matching example of 
SURF features between the original image and the mirror image is shown as Fig 5.

(a) Original image                   (b) Mirror image
Fig 5. The matching example between the original image and the mirror image

The method [2] provides the transformation matrix M to convert the SURF [1]
features in the same image and then to calculate its’ similarity between the original 
SURF features and the symmetrical SURF features. However, the SURF lacks the 
capability of finding symmetrical pairs of feature points. In real word, the symmetrical 
pair is common to find objects with various symmetry properties. In real applications, 
the horizontal and vertical reflection symmetries appear most frequently than other 
symmetry. 

The original definition of SURF [1] lacks of the supports to match two points if they 
are symmetrical. To provide this ability, the relations of SUFR descriptors between 
two symmetrical points should be derived. Let originalB  denote the original square 
extracted from an interest point and mirrorB  be its horizontally mirrored version. Then, 
we can divide originalB and mirrorB form 8 8  square to 4 4 sub-regions as 

00 01 02 03 03 02 01 00

10 11 12 13 13 12 11 10

20 21 22 23 23 22 21 20

30 31 32 33 33 32 31 30

,   

m m m m

m m m m

original mirror m m m m

m m m m

B B B B B B B B
B B B B B B B B

B B
B B B B B B B B
B B B B B B B B

(1)

For each sub-region ijB , its sums of wavelet responses can be calculated by the form:
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( ( ), ( ), | ( ) |, | ( ) |)
ij ij ij ij

ij
b B b B b B b B

f dx b dy b dx b dy b (2)

where , 1 ,( ) y x y xdx b b b and 1, ,( ) y x y xdy b b b . We use ,
x
i jd , ,

y
i jd , ,| |x

i jd , and 

,| |y
i jd to denote the sums of wavelet responses, i.e.,

, , , ,

, , , ,( ),  ( ),  | | | ( ) |,   | | | ( ) |
i j i j i j i j

x y x y
i j i j i j i j

b B b B b B b B
d dx b d dy b d dx b and d dy b (3)

According to the definitions of Eq.(2) and Eq.(3), we have:
, 2 ,2 1 2 1,2 1 2 ,2 2 1,2 , 2 1,2 2 1,2 1 2 ,2 2 ,2 1,x y

i j i j i j i j i j i j i j i j i j i jd b b b b d b b b b (4)

With Eq. (3) and (4), the SURF descriptors of ijB and m
ijB can be extracted, 

respectively, by

, , , , , , , , , ,( , ,| |,| |) , ( , ,| |,| |)x y x y m x y x y
i j i j i j i j i j i j i j i j i j i jf d d d d f d d d d (5)

Let 0 1 2 3i i i i iB B B B B and 3 2 1 0
m m m m m
i i i i iB B B B B . From iB , a new 

feature vector if can be constructed, i.e., ,0 ,1 ,2 ,3( , , , )i i i i if f f f f or

,0 ,0 ,0 ,0 ,1 ,1 ,1 ,1 ,2 ,2 ,2 ,2 ,3 ,3 ,3 ,3( , ,| |,| |, , ,| |,| |, , ,| |,| |, , ,| |,| |)x y x y x y x y x y x y x y x y
i i i i i i i i i i i i i i i i if d d d d d d d d d d d d d d d d (6)

Similarly, from m
iB , another feature vector m

if can be constructed:
 ,3 ,3 ,3 ,3 ,2 ,2 ,2 ,2 ,1 ,1 ,1 ,1 ,0 ,0 ,0 ,0( , ,| |,| |, , ,| |,| |, , ,| |,| |, , ,| |,| |)m x y x y x y x y x y x y x y x y

i i i i i i i i i i i i i i i i if d d d d d d d d d d d d d d d d (7)

With if and m
if , the SURF descriptors originalf and mirrorf of originalB and mirrorB

can be constructed, respectively, as follows:
0 1 2 3 0 1 2 3[ ] and [ ]t m m m m t

original mirrorf f f f f f f ff f (8)
The transformation between originalf and mirrorf can be easily built by converting 

each row feature if to m
if using the relations between Eq.(6) and (7). In Eq.(8), the 

dimensions of originalf and mirrorf are 4 16 . Then, given two SURF descriptors 
pf and qf , their distance is defined as:

4 16
2

1 1

( , ) [ ( , ) ( , )]p q p q
SURF

m n
m n m nf f f f (9)

In Eq.(9), the sums of wavelet responses are computed from 2 2  samples. 
However, in the original SURF descriptor, the wavelet responses ,

x
i jd and ,

y
i jd are

summed up over 5 5 samples. Under this condition, there is no exact symmetric 
transformation between originalf and mirrorf . To treat this problem, it is suggested that 
each sub-region is with 4 4  samples. Then, the sub-region ijB in originalB can be 
expressed as:

4 ,4 4 ,4 1 4 ,4 2 4 ,4 3

4 1,4 4 1,4 1 4 1,4 2 4 1,4 3

4 2,4 4 2,4 1 4 2,4 2 4 2,4 3

4 3,4 4 3,4 1 4 3,4 2 4 3,4 3

i j i j i j i j

i j i j i j i j
ij

i j i j i j i j

i j i j i j i j

b b b b
b b b b

B
b b b b
b b b b

(10)
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ijB is further divided to 2 2 sub-grids ,m ng which consists of 2 2 samples, 
where 

2 ,2 2 ,2 1 2 ,2 2 ,2 1
,

2 1,2 2 1,2 1 2 1,2 2 1,2 1

andi j i j m n m n
ij m n

i j i j m n m n

g g b b
B g

g g b b
(11)

Then, the mean value ,m ng of ,m ng  is calculated by  

, 2 ,2 2 ,2 1 2 1,2 2 1,2 1
1 ( )
4m n m n m n m n m ng b b b b (12)

Based on ,m ng , the wavelet responses ,
x
i jd and ,

y
i jd  of ijB can be summed up with 

the form 
, 2 ,2 1 2 1,2 1 2 ,2 2 1,2

, 2 1,2 2 1,2 1 2 ,2 2 ,2 1

x
i j i j i j i j i j
y

i j i j i j i j i j

d g g g g
d g g g g

(13)

With Eq.(13), the SURF descriptor ,i jf of ijB can be constructed by using Eq.(11).

The descriptor ,
m

i jf of m
ijB is calculated similarly. With ,i jf and ,

m
i jf , the features 

if and m
if can be obtained by using Eq.(6) and (7). Then, the symmetrical 

transformation between originalf and mirrorf is the same to Eq.(8). Actually, even 

though the wavelet responses ,
x
i jd and ,

y
i jd are summed up over 5 5 samples, 

Eq.(8) still works well for real cases. Fig 6 shows an example to match two symmetric 
points when the SURF descriptors are extracted by summing up the wavelet responses 

,
x
i jd and ,

y
i jd from 5 5 samples. Fig 6(a) shows the matching result of these two 

points without using the proposed transformation. Fig 6 (b) is the matching result after 
the symmetric transformation. Clearly, after converting, the transformed SURF 
descriptor (denoted by a red line) is very similar to the blue one. 

(a) Before transformation                (b) After transformation
Fig 6. Matching results of two symmetrical SURF points before/after the 

symmetric transformation. Lines with different colors denote the features of two 
symmetrical SURF points. 

Given a frame tI , a set 
tIF of SURF points is first extracted. For an interest point 

p in
tIF , we can extract its SURF descriptor p

originalf and obtain its mirrored version 
p

mirrorf by using Eq.(8). Let rMin denote the minimum distance between an interest 
point r and other points in 

tIF , i.e.,
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In addition, let Sec
rMin denote the distance of the best second match of r to other 

points in 
tIF . For two points p and q in

tIF , they form a symmetrical match if 

they satisfy 

, )  and 0.65pp q
SURF original mirror p Sec

p

Min
Min

Min
(f f (15)

Fig 7 shows an example of horizontal symmetry matching from a vehicle by using 
Eq.(15).

Shadow Line

Hood boundary

Fig 7. Horizontal symmetry matching example

4. Experimental Results
To evaluate the performances of our proposed system, an automatic system for vehicle 
classification was implemented in this paper. Twenty-nine vehicle types were 
collected in this paper for performance evaluation. To train the HOG-classifier and the 
SURF-classifier, a database containing 2,840 vehicles was collected. For training, the 
SVM library was used from [4]. The radial basis function (RBF) was selected as the 
kernel function with the gamma value 0.08125 and the parameter C of nu-SVC is 12.0. 
In addition, another testing database with 4,090 vehicles was also collected. This 
vehicle database was collected by the VBIE (Vision-Based Intelligent Environment) 
project [8]. Fig 8 shows the two results of vehicle detection. And the performance 
analysis of our method is shown in Table 1. 

     
(a) Toyota Altis, 2010           (b) Toyota Camry, 2008

Fig 8. Results of front vehicle detection.
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Table 1: Performance analyses of MMR among different vehicle types.

Types
Analyses

Toyota
Altis

Toyota
Camry

Toyota
Vios

Toyota
Wish

Toyota
Yaris

Toyota
Previa

Toyota
Innova

Toyota
Surf

Toyota
Tercel

Toyota
Rav4

Correct 701 404 309 217 200 54 42 38 74 56
Total 735 441 319 220 205 58 44 43 84 56

Accuracy 95.37% 91.61% 96.87% 98.64% 97.56% 93.10% 95.45% 88.37% 88.10% 100%
Types

Analyses
Honda
CRV

Honda
Civic

Civic
FIT

Nissan
March

Nissan
Livna

Nissan
Teana

Nissan
Sentra

Nissan
Cefiro

Nissan
Xtrail

Nissan
Tiida

Correct 340 291 81 127 172 58 39 31 84 152
Total 351 309 82 139 177 60 41 38 99 179

Accuracy 96.87% 94.17% 98.78% 91.37% 97.18% 96.67% 95.12% 81.58% 84.85% 84.92%
Types

Analyses
Mitsubishi

Zinger
Mitsubishi
Outlander

Mitsubishi
Savrin

Mitsubishi
Lancer

Suzuki
Solio

Ford
Liata

Ford
Escape

Ford
Mondeo

Ford
Tierra Total

Correct 20 68 22 39 86 11 75 27 29 3,847
Total 22 71 22 40 90 11 88 35 31 4,090

Accuracy 90.91% 95.77% 100% 97.50% 95.56% 100% 85.23% 77.14% 93.55% 94.06%

5. Conclusions
This paper has proposed a novel symmetric SURF descriptor and applied to vehicle 
MMR system to detect vehicles and recognize their makes, models extremely 
accurately. The major contributions of this paper are noted as follows: A new vehicle 
detection scheme is proposed to detect vehicles from moving cameras. The advantage 
of this scheme is no need of background modeling and subtraction. In addition, it is 
suitable for real-time applications because of its extreme efficiency. A new grid-based 
scheme is proposed to recognize vehicles. The different weak classifiers are integrated 
to build a strong ensemble classifier so as to recognize the vehicle models efficiently 
and accurately. 

Experimental results have proved the superiority of our proposed analysis system of 
vehicle information using symmetrical SURF. In the future, the optimization of our 
program should be considered to gain more efficiency of the process. How to get 
vehicle ROI more quickly is also a very important issue. In the spirit of research is the 
endless pursuit of accuracy and rapidity of the system. I will lift the spirit of research 
and continue our efforts in the pursuit of higher system performance. 
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Abstract. A novel frames motion detection scheme for quantum video
is proposed. To effectively demonstrate the motion detection scheme,
a novel quantum video representation based on NEQR quantum image
is proposed at first. Then, the new strategy comprises quantum video
frame blocking, comparison of frame blocks and residual calculation for
quantum video frames motion detection. Experimental simulations con-
ducted on a simple video demonstrate that significant improvements in
the results are in favor of the proposed approach.

Keywords: quantum computation, quantum video representation, frames
motion detection

1 Introduction

Quantum computer era is an inevitable stage in the development process of com-
puter. Taken quantum mechanics as a theoretical foundation, quantum computer
encodes quantum state used in computer, implements computation tasks that is
transforming or involving quantum states according to quantum mechanics rules
and extracts computational results using quantum measurements. Quantum s-
tate has the coherent superposition property, especially the quantum entangle-
ment property which is not in the classical physics, which makes the computing
ability of the quantum computer far higher than the classical computer [1].
Therefore, Quantum information, especially quantum media information, will
have important researching value in the era of quantum computer.

Compared with text media, audio media and image media, video media, as
the most closely information carrier related to people’s sensory, contains a greater
amount of information, and more intuitive. Therefore, video plays a greater role
in the information representation. Quantum video processing, an area focusing
on extending conventional video processing tasks and operations to the quantum
computing framework, will be a key issue in quantum information processing
field[2].

Generally speaking, video composes of a series of images, accordingly, quan-
tum video representation and processing can not be separated from the quantum
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image representations. At present, the quantum image representation methods
can be divided into the following categories: lattice method based[3][4][5], entan-
glement based[6], vector based[7][8], FRQI (Flexible Representation of Quan-
tum Images) method[9] and NEQR (Novel Enhanced Quantum Representation)
method[10]. The two methods of FRQI and NEQR are widely used in the re-
search of quantum image processing and security. In FRQI, the gray level and
the position of the image are expressed as a normalized quantum superposition
state. NEQR quantum image indicates an increase in the number of quantum
bits required for representing the gray level of image. However, due to the repre-
sentation of the gray value is similar to the bit plane coding in the classical image,
NEQR method is more easy to design quantum image processing algorithm.

Until now, quantum video representations [11][12][13] are mainly based on
FRQI[9]. Inspired the advantage of NEQR, in this paper, a novel quantum video
representation based on NEQR (QVNEQR) is introduced at first. With the in-
telligent video surveillance systems used widely and the monitoring conditions
become more and more complicated, moving target detection plays an impor-
tant role for computer vision, image applications and so on. Then, a quantum
frames motion detection algorithms for QVNEQR is proposed which can de-
tect target from adjacent frames. A simple simulation verifies the efficiency of
this scheme. Compared with other moving target detection methods, the pro-
posed scheme realizes the detection aim but has no need for any measurement
operation, therefore, it can not destroy quantum state[14][15].

The rest of the paper is organized as follows. Section 2 gives a new quantum
video representation method based on NEQR image presentation. In Section 3,
the quantum video frames motion detection algorithm is proposed. Section 4 is
devoted to the simulation results and result analyses. Finally, Section 5 concludes
the paper.

2 Quantum Video Representation based on NEQR

Backgroud about NEQR is introduced at first and then the quantum video based
on NEQR (QVNEQR) is proposed.

2.1 Novel Enhanced Quantum Representation(NEQR)

A novel enhanced quantum representation for images is proposed by Zhang [10].
In this new model, the classical image color information is represented by the
basis states of the color qubit. Therefore, color information qubit sequence and
the position information qubit sequence are entangled in NEQR representation to
store the whole image. Suppose that the gray range of the image is 2q. Gray-scale
value of the corresponding pixel is encoded by binary sequence cY X

q−1c
Y X
q−2 . . . c

Y X
0 ,

cY X
m ∈ [0, 1] (m = 0, 1, · · · q − 1) , f (Y,X) ∈ [0, 2q − 1]. The new representation
model of a quantum image for a 2n × 2n image is described as follows:

|I〉 = 1

2n

2n−1∑
Y=0

2n−1∑
X=0

|f (Y,X)〉 |Y 〉 |X〉 (1)
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Position information includes the vertical information and the horizontal infor-
mation.

|Y 〉 |X〉 = |Yn−1Yn−2 · · ·Y0〉 |Xn−1Xn−2 · · ·X0〉 (2)

|Y 〉 encodes the vertical information and |X〉 encodes the horizontal information.
NEQR uses the basis qubit to store the gray-scale information for each pixel in
an image, some digital image-processing operations, for example certain complex
color operations, can be done on the basis of NEQR. And partial color operations
and statistical color operations can be conveniently performed based on NEQR.

2.2 quantum video based on NEQR (QVNEQR)

Inspired by the concept of strip, m quantum circuits representing time axis are
added to the 2m frames NEQR quantum images and generate a quantum video
QVNEQR.

|V 〉 = 1

2m/2

2m−1∑
j=0

|Ij〉 ⊗ |j〉 (3)

|Ij〉 = 1

2n

22n−1∑
i=0

|cj,i〉 ⊗ |i〉 = 1

2n

22n−1∑
i=0

∣∣∣cj,iq−1c
j,i
q−2...c

j,i
0

〉
|i〉 (4)

cj,is ∈ {0, 1}, s = 0, 1, . . . , q − 1, q = 24

herein, every frame is an NEQR quantum color image size of 2n×2n and includes
R,G,B three color information. Every color channel uses 8 qubits to encode its
intensity. Besides, the QVNEQR state is a normalized state, i.e.,

‖|V 〉‖ =

√
(

1

2m/2+n
)2 · 2m+2n = 1 (5)

3 Frames Motion Detection of QVNEQR

Th motion of quantum video can be calculated via the change between the corre-
sponding blocks come from two adjacent video frames. The concrete computation
process divides into three steps i.e., frame blocking, comparison of frame blocks
and residual calculation. In bellows, the three steps are described in detail.

Frame Blocking
The 2n × 2n size frames of quantum video shown in Eq. (3) use n qubits

coding x axis and y axis, respectively. Suppose that the size of each frame is
8 × 8 , thus 22n−6 image blocks can be obtained. Encoding these blocks need
2n−6 qubits and x axis and y axis need n−3 qubits, respectively. Moreover, the
binary expression of the block’s serial number has the one-to-one correspondence
with the codes of these blocks.

To finish the frame blocking process, implementing the following operations
to video frame |Ij〉 in (3):
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|Ij〉 = 1

2n

22n−1∑
i=0

|cj,i〉 ⊗ |i〉 = 1

2n

2n−1∑
y=0

2n−1∑
x=0

∣∣∣cj,iq−1c
j,i
q−2 · · · cj,i0

〉
|y〉 |x〉

=
1

2n

∑
yi∈{0,1},xi∈{0,1}

∣∣∣cj,iq−1c
j,i
q−2 · · · cj,i0

〉 ∣∣∣∣000 · · · 0︸ ︷︷ ︸
〉
|y2y1y0〉

∣∣∣∣000 · · · 0︸ ︷︷ ︸
〉
|x2x1x0〉

+
1

2n

∑
yi∈{0,1},xi∈{0,1}

∣∣∣cj,iq−1c
j,i
q−2 · · · cj,i0

〉 ∣∣∣∣000 · · · 0︸ ︷︷ ︸
〉
|y2y1y0〉

∣∣∣∣000 · · · 1︸ ︷︷ ︸
〉
|x2x1x0〉

+ · · ·

+
1

2n

∑
yi∈{0,1},xi∈{0,1}

∣∣∣cj,iq−1c
j,i
q−2 · · · cj,i0

〉 ∣∣∣∣111 · · · 1︸ ︷︷ ︸
〉
|y2y1y0〉

∣∣∣∣111 · · · 0︸ ︷︷ ︸
〉
|x2x1x0〉

+
1

2n

∑
yi∈{0,1},xi∈{0,1}

∣∣∣cj,iq−1c
j,i
q−2 · · · cj,i0

〉 ∣∣∣∣111 · · · 1︸ ︷︷ ︸
〉
|y2y1y0〉

∣∣∣∣111 · · · 1︸ ︷︷ ︸
〉
|x2x1x0〉

In the above equation, the number of qubits using symbol ’ ·︸︷︷︸’ is n− 3. After

recoding the quantum video state, every item in the above equation is a 8 × 8
image block.

Comparison of Frame Blocks

The purpose of comparison of frame blocks is retrieving the similar block-
s between two adjacent video frames. Suppose the image block sets of video
frame |I1〉 and |I2〉 are

{∣∣B1
i

〉
, i = 1, 2, ..., 22n−6

}
and

{∣∣B2
i

〉
, i = 1, 2, ..., 22n−6

}
,

respectively. |pu,vs 〉, s = 1, ..., 64,u = 0, 1, · · · , 2m − 1, v = 0, 1, · · · , 22n−6 − 1
denotes the sth pixel of vth block from the uth frame. The comparison of frame
blocks uses the qubit comparator shown in Fig. 1 Starting from the highest qubit,
the comparisons are implemented on each qubit in turn until the lowest qubit. It
can be computed that the maximal range of the difference between |pu,v1s 〉 and∣∣pu+1,v2

s

〉
is 2q−1 + 2q−2 + ...+ 1 = 2q − 1. The evaluation of the pixel difference

can be calculated through the following equation:

Fig. 1. Qubits comparator
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|c′q−1 − cq−1| · 2q−1 + |c′q−2 − cq−2| · 2q−2 + · · · |c′0 − c0| · 20
≤ 2q−1 + 2q−2 + ...+ 1
= 2q − 1
The complexity of the qubit comparator is O(N), thus the complexity of the

comparison of video frame blocks is 22n−6 · 64 · 2O (N) = 2 · 22nO (N), which
locates in the acceptable complexity range.

residual calculation
Suppose the adjacent video frames are |I1〉 and |I2〉, the tth block

∣∣Bk
t

〉
of

video frame |Ik〉, k = 1, 2 has the following form:

∣∣Bk
t

〉
=

1

2n

∑
yi∈{0,1},xi∈{0,1}

∣∣∣ck,tq−1c
k,t
q−2 · · · ck,t0

〉 ∣∣tby〉 |y2y1y0〉 |tbx〉 |x2x1x0〉

herein,
∣∣tby〉 and |tbx〉 express the needed qubits of y-axis and x-axis for the

binary coding of t. Thus, the residual of video frame block
∣∣B1

t1

〉
and

∣∣B1
t2

〉
can

be gained as below:

|ΔB〉 = 1

2n

∑
yi∈{0,1},xi∈{0,1}

∣∣C1,t1 − C2,t2
〉 ∣∣tby〉 |y2y1y0〉 |tbx〉 |x2x1x0〉

where
∣∣C1,t1

〉
=

∣∣∣c2,t1q−1c
2,t1
q−2 · · · c2,t10

〉
and

∣∣C2,t2
〉
=

∣∣∣c2,t2q−1c
2,t2
q−2 · · · c2,t20

〉
.

The quantum circuit of the residual |ΔB〉 calculation can be realized by the
following two stages:

stage 1 Designing the complement quantum circuit and taking the comple-
ment operation to quantum state

∣∣C2,t2
〉
. The specific quantum circuit is shown

in Fig.2 and the output state is denoted as
∣∣∣C2,t2

〉
.

Fig. 2. Quantum circuit of complement

stage 2 Computing the sum of
∣∣C2,t1

〉
and

∣∣∣C2,t2

〉
by means of q-ADD

quantum circuit, which is shown in Figs.3 and 4.
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Fig. 3. Quantum circuit of 1-ADD

Fig. 4. Quantum circuit of q-ADD

q-ADD quantum circuit can realize |C〉 = |A+B〉. Set |A〉 =
∣∣C2,t1

〉
and

|B〉 =
∣∣∣C2,t2

〉
can finish the calculation of residual.

4 Experiments

In this section, a simple experiment to demonstrate the execution of the proposed
scheme. A three-frame QVNEQR color quantum video has been produced as
shown in Fig.5. Each frame is an 8 × 8 color NEQR quantum image with a
common blue background and a 2× 2 red moving target. Through the proposed

(a) (b) (c)

Fig. 5. A quantum video with three frames representing a target moving

three step, it can be seen that the frames motion detection in QVNEQR video
is feasible.
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5 Conclusions

In this paper, a novel quantum video frames motion detection scheme based on
a novel quantum video representation has been proposed. The proposed strat-
egy comprises of three stages: frame blocking, comparison of frame blocks and
residual calculation. Compared with other moving target detection methods, the
proposed scheme realizes the detection aim but has no need for any measuremen-
t operation, therefore, it can not destroy quantum state. This is a meaningful
attempt to introduce information processing techniques into quantum video s-
cenarios.
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Blind Quantum Computation with Two Decoy
States

Qiang Zhao Qiong Li�
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Abstract. The Universal Blind Quantum Computation(UBQC) proto-
col allows a client to perform quantum computation on a remote server.
In the UBQC with Weak Coherent Pulses(WCP), the Remote Blind
qubit State Preparation(RBSP) protocol requires larger scale number of
pulses for preparing one single qubit, especially the long-distance com-
munication. In the paper, we present a modified RBSP protocol with two
decoy states to reduce the required number of pulses for the client. Both
theoretical analysis and simulation results demonstrate that decoy state
can improve the qubit preparation efficiency of UBQC protocol greatly
and two decoy states perform even better than one decoy state. What is
more,the advantage of two decoy states become more highlighted with
the increasing of distance.

Keywords: Universal blind quantum compuation; Weak coherent plus-
es; Remote blind qubit state preparation; Decoy state; Preparation effi-
ciency

1 Introduction

In recent years, although modern advances in quantum information have making
stride towards scalable quantum computers, it is still distant to the dream of
small and privately owned quantum computers. In the near future, the realistic
mode is to use the large-scale quantum computer as the computing center in
the cloud application framework. The classical clients, using their home-based
simple devices, can realize their desired quantum computation in a rental fash-
ion. Consequently, some security problems arise, such as how to guarantee the
privacy of the client, named as Alice, when she interacts with the quantum serv-
er, named as Bob. These related questions have been studied. In the classical
field, Feigenbaum introduced the notion of computing with encrypted data to
guarantee the client’s privacy[1]. After then, Abadi, Feigenbaum, Kilian gave
an negative result: no NP-hard function can be computed with encrypted data
(even probabilistically and with polynomial interaction), unless the polynomial
hierarchy collapses at the third level[2]). Another solution to that problem is
known as fully homomorphic encryption, but they depend on the computational
assumptions[3]. In the quantum world, various protocols have been presented to
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realize secure delegated quantum computing demanding different requirements
on the client or implementing different security levels. So far, the optimal scheme
is Universal Blind Quantum Computing(UBQC) protocol, which is proposed by
Broadbent, Fitzsimons and Kashefi[4]. The ideal UBQC protocol can realize the
unconditional privacy, i.e. the server cannot eavesdrop anything about the clien-
t’s computation, inputs and outputs. What is more, the quantum requirement of
the protocol on the client is the lowest, i.e., only the ability of preparing single
photons is needed. The client sends the initial quantum states, which are carried
by some modulated single photons, to server through a quantum channel. After
that, Alice sends measurement orders to Bob through a two-way classical chan-
nel, which can guide Bob to execute the corresponding quantum computations.

In UBQC protocol[4], the only non-classical requirement on the client is the
ability of preparing single qubits. Comparing to other protocols[5], the burden
of client is greatly reduced since there is no need of any other quantum resource.
The blindness of the UBQC protocol only stands in the ideal case where the
client prepares perfect qubits. In the practical implementation, the polarization
of single photons can be used to encode the qubits. However, any exiting physi-
cal device is inevitably imperfect, because it is almost impossible to completely
avoid to send two or more identically polarized photons instead of one to the
server. Such event would destroy the perfect preparation, which directly affect-
s the perfect privacy of the client’s information. So the perfect security of the
UBQC protocol is unlikely to be achieved in practice. On the other hand, the
number of the photons emitted by a single photon source satisfies the Poisson dis-
tribution, and the probability of generated single photons is very low. Therefore,
Dunjko, Kashefi, and Leverrier present a Remote Blind Single qubit Prepara-
tion(RBSP) protocol with Weak Coherent Pluses(WCP) to prepare qubits in
UBQC[6]. In RBSP protocol, the client merely needs to send WCP to the serv-
er. The server is responsible to prepare the quantum states which are arbitrarily
close to the perfect single qubit. This allows us to achieve ε − blind UBQC for
any ε > 0. Meanwhile, this paper gave a rough lower bound of the number of re-
quired pulses for each prepared qubit. But the lower bound is not efficient when
the communication distance are long(the small transmittance of the channel).
In the paper, we present a modified RBSP protocol with two decoy WCP to
decrease the number of required pluses. In fact, the decoy state is the WCP on
different intensity, which has been discussed widely in the QKD system[7–11].
In QKD, If the decoy states marked are sent to Bob, Bob can estimate the lower
bound of gain of received single photons and the upper bound of error rate of
received single photons to gain a higher secure key rate and longer communi-
cation distance[12–14]. Recently, Lo and Xu present a modified RSBP protocol
with one decoy WCP[15], which can reduce the scaling of the required number of
pulses from O

(
1/T 4

)
to nearly O (1/T )(T is the transmittance of the channel).

In our paper, we present a modify the RBSP protocol with two decoy states to
further reduce the lower bound of the number of required pulses. In particular,
the advantages of the modified RBSP protocol with two decoy states are more
highlighted than one decoy with the increase of disantanc.
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The rest of this paper is organized as follows: in Section II, technical pre-
liminaries are introduced. In Section III, theoretical analysis shows that the
modified RBSP protocol with two decoy WCP reduces the number of required
pluses greatly. In Section IV, the numeric simulations are introduced and the
results verify the theoretical analysis. In Section V, conclusions are drawn.

2 Technical Preliminaries

We give a brief recap of the UBQC protocol[4], as follows: the UBQC protocol is
set in the framework of measurement-based quantum computation(MBQC)[16–
18]. The crux of MBQC is a generic brickwork state, which is a multipartite
entangled quantum state, and the computation is executed by performing mea-
surements on its subsystems. The MBQC can be conceptually separated as clas-
sical and quantum part. These measurement angles which are used to guide the
computation are generated by the classical client, as the classical controller unit.
The preparation and measurements of the brickwork state are executed by the
quantum server, as the quantum unit.

The blindness of UBQC only holds if the client can prepare the needed qubits
perfectly. However, in a practical implementation, imperfection is inevitable and
perfect blindness cannot be achieved. For the reason, the Remote Blind Single
qubit Preparation(RBSP) protocol is proposed by the Dunjko etc. Due to quan-
tum states arbitrarily are close to perfect random single qubit states, this allows
us to efficiently achieve ε-blind UBQC for any ε > 0, even if the channel between
the client and the server is arbitrarily lossy. Then, we can achieve the number
of required pulses for preparing one single qubit, as follows

Theorem 1[6]. A UBQC protocol of computation size S, where the clients
preparation phase is replaced with S calls to the coherent state RBSP protocol,
with a lossy channel connecting the client and the server of transmittance no
less than T , is correct, ε-robust and ε-blind for a chosen ε > 0 if the parameter
N of each instance of the RBSP protocol called is chosen as follows:

N ≥ 18 ln (S/ε)

T 4
. (1)

3 Two Decoy States RBSP Protocol

Firstly, the modified RBSP protocol with two decoy states is presented as follows:
1.Client’s preparation

1.1 The client generates N weak coherent pulses which contain signal states
and two decoy states with mean photon number μ, v1, v2 respectively. A random
polarisation can be described as σl(for l = 1, ..., N). These signal states are
described by

ρσl
μ = e−μ

∞∑
k=0

μk

k!
|k〉〈k|σl
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The two decoy states denoted as ρσl
v1
, ρσl

v2
, is similar to the above formula except

that the different mean photon numbers. The polarisation angles σl are chosen
at random in {kπ/4 : 0 ≤ k ≤ 7}. The client stores the sequence (σ1, ..., σN ).
1.2 The client sends these signal states ρσl

μ and two decoy states ρσl
v1
, ρσl

v2
to the

server.
2.Server’s preparation
2.1 For each state he receives, the server reports which pulses are received to the
client.
3. Client-Server’s interaction
3.1 The client verifies the gain of signal and two decoy states(Qμ, Qv1 , Qv2) from
the statistics reported by the server based on overall transmittance T . The client
aborts the protocol if this number is larger than her preset threshold, otherwise
the protocol continues. The client then declares the position of the decoy states
and the quantum computation scale S.
3.2 The server discards the decoy states, and the total remaining number of
qubits is Mμ. The server then randomly divides these Mμ signal states into S
groups, and performs the I1DC computation[6]. He can obtain the resulting s-
tate |+θ〉, and reports the measurement information to client.
3.3 Using her knowledge about the angles σl of the qubits used in the I1DC proce-
dure by the server and the received measurement outcomes, the client computes
θ based on I1DC computation.

In [6], Dunjko etc. pointed out the crux of the security of UBQC protocol:
each I1DC subroutine is such that if the server is totally ignorant about the
polarization of at least one photon in the 1D cluster, then he is also totally
ignorant about the final qubit. In order to exploit this property, the server should
make sure that each preparation group must have at least a single photon for
generating a single qubit. Based on the above principle, we refer to the literature
[15] to establish the mathematical model.

After the server discarding these decoy states, the total remaining number
of the signal states is left with Mμ, the number of the single photons is denoted
by M1, and we can describe the proportion of these single photons in the signal
states is p1 = M1/Mμ. If the computation scale of the UBQC protocol is S, the
server then divides the signal states into S groups, and the number of the signal
states in the every group is described by m = Mμ/S. If there is no single photon
in a measurement group, the group is a failure measurement, and the probability
of failure is denoted as pfail.

pfail =

(
m

Mμ −M1

)
(
m
Mμ

) ≤
(
Mμ −M1

Mμ

)m

= (1− p1)
m
. (2)

If there is a failure measurement group in the S groups, the total RBSP protocol
will fail, and the total probability of preparation failure is described as Pfail.

Pfail = Spfail ≤ S(1− p1)
m
. (3)
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If the security of the UBQC protocol is ε− secure, the probability of the prepa-
ration failure Pfail must satisfy Pfail ≤ ε. According to (2) and (3), we can
estimate the lower bound of required pulses for preparing a single qubit.

m ≥ ln (ε/S)

ln (1− p1)
. (4)

The probabilities of the signal states and the two decoy states chosen from the
client are defined as pμ, pv1 , pv2 respectively, and pμ + pv1 + pv2 = 1. The total
number of required pulses for computation scale S is denoted as N , and its lower
bound is estimated by

N =
Mμ

pμQμ
=

mS

pμQμ
≥ S

pμQμ

ln (ε/S)

ln (1− p1)
. (5)

In (5), we can know that the proportion of the single photons p1 is proportional
to the total number N , then we only need to estimate the lower bound of p1.
In [9] and [11], Lo and Ma etc. gave the estimation formula of the gain of single
photons Q1 and the gain of signal states Qμ. So we can estimate the lower bound
of p1, i.e.

p1 =
Q1

Qμ
≥ Y L,v1,v2

1 μe−μ

Qμ

=
μ2e−μ

μv1 − μv2 − v21 + v22

[
Qv1

Qμ
ev1−

Qv2

Qμ
ev2 − v21 − v22

μ2Qμ

(
Qμe

μ − Y L,v1,v2
0

)]
.

(6)

The dark count rate is described as Y0. According to the literature [11], we can
get its lower bound in a real run of protocol, i.e.

Y0 ≥ Y L,v1,v2
0 = max

{
v1Qv2e

v2 − v2Qv1e
v1

v1 − v2
, 0

}
. (7)

According to (6) and (7), we can achieve the approximate evaluation of the lower
bound of p1. Then, based on (5), we can estimate the total number of required
pulses for the computation scale S.

4 Simulation

To estimate the total number of required pulses, we need to evaluate the lower
bound of p1. In (6), the gain of signal states and the gain of decoy states Qμ, Qv1

and Qv2 can be obtained in a real system. To get a taste of the efficiency of this
result, we consider the asymptotic case where the Qμ, Qv1 and Qv2 are replaced

with the expectation values Q̃μ, Q̃v1 and Q̃v2 .

Q̃μ = Y0 + 1− exp(−Tμ) ∼= Y0 + Tμ,

Q̃v1
∼= Y0 + Tv1,

Q̃v2
∼= Y0 + Tv2.

(8)
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T is the overall transmittance and detection efficiency between client and server,
and can be given by

T = 10−α/10 × tS × ηS , (9)

where α is the loss coefficient measured in dB/km, L is the length of the fiber
in km, tS denotes for the internal transmittance of optical components in the
server’s side, and ηS is detector efficiency in the server’s side. According to (5),(6)
and (8), we know that our new protocol allow us to reduce the scaling N from
O(1/T 4) to nearly O(1/T ), shown as Table.1 We assume that α is 0.2dB/km,

Table 1. The relationship between N and T

Protocol The total number of required pulses(N)

UBQC with weak coherent pulses O(1/T 4)

our new protocol O(1/T )

0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
7

7.5

8

8.5

9

9.5

10

10.5

N

×105

one decoy state
two decoy states

Fig. 1. The relationship between the number of pulsesN and the mean photon numbers
of signal states μ.

L is 25km, tS is 0.45, ηS is 0.1, and Y0 is 6 × 10−5. The mean photon number
of decoy states v1 is 0.125 and v2 is 0. The chosen probability of the signal
states pμ is 0.9. The computation scale S is 1000. The required security of the
UBQC is 10−10. According to (9) and (8), we can achieve the expectation value
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Fig. 2. The relationship between the number of pulses N and the communication
distance L.

Q̃μ, Q̃v1 and Q̃v2 . And then, the real dark count rate Y0 can be estimated by (7).
Combining the formula (5) and (6),we simulate the relationship figure between
N and μ, as shown Fig.1. In Fig.1, we can see that N does not change too much
for 0.5 < μ < 0.6. The two decoy states case can achieve better optimal value of
N than the one decoy state. If the mean photon number of μ is set to 0.5, we
achieve the relationship between the number of pulses N and the transmission
distance L, as shown Fig.2. We can know the advantages of two decoy protocol
are highlighted with the increasing distance.

5 Conclusion

In order to improve the efficiency of UBQC, we utilize two decoy states into
preparation protocol, and present a modified RBSP protocol with two decoy
states. In [6], we know that the total number of required pulses is O(1/T 4)
according to (1). Our new protocol allow us to reduce the scalingN fromO(1/T 4)
to nearly O(1/T ), and the two decoy states case can achieve a better value of
N than one decoy state, significantly increasing the efficiency. Meanwhile, our
results also show that the advantages of two decoy states are more highlighted
with the increasing distance.
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A Bayesian based finite-size effect analysis of
QKD

Xuan Wen, Qiong Li, Hongjuan Wang, Hui Yang, and Hanliang Bai
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Abstract. The finite-size of pulses processed in practical quantum key
distribution system result in statistical fluctuations. Here, we analyze
what parameters are fluctuating and respectively estimate them based
on Bayesian estimation theory, then the formula for secret key rate of
two decoy states protocol in finite case is obtained in this paper. More-
over, we simulate the secret key rate by using data from a proposed
finite experiment of four different transmission distances quantum key
distribution systems. Our simulation results show that the secret key
rate based on Bayesian estimation theory we used is much higher than
existing results.

Keywords: Finite-size, Two decoy states, Quantum key distribution,
Secret key rate, Statistical fluctuation, Bayesian estimation theory

1 Introduction

Quantum key distribution (QKD) [1] provides a means of sharing secret keys be-
tween two parties (Alice and Bob) in the presence of an eavesdropper (Eve). The
ideal security proof for the BB84 protocol was given when a single-photon source
was assumed. However, due to the limitation of the technology, real implementa-
tions of QKD, which is differ from the ideal models in security proof, often adopt
highly attenuated laser source which produces multi-photon states obeying Pois-
son distribution. Multi-photon states opens the door of photon-number-splitting
(PNS) attack [2] for Eve.

Gottesman, Lo, Lütkenhaus, and Preskill (GLLP) [3] first proposed formula
for key generation rate of QKD system under PNS attack. GLLP roughly discuss
the gain rate lower bound and quantum bit error rate (QBER) upper bound of
single-photon under the worst assumption: All the loss and error of signal are
attributed to single-photon. GLLP security analysis theory indicates that PNS
attack severely restrict the secret key rate and transmission distance of practical
QKD systems. Hwang [4] proposed the innovative decoy state method to combat
PNS attack. Hwangs idea was highly. However, his security analysis was heuristic.
Lo [5] presented a rigorous security analysis of the decoy state protocol. They
use decoy state to estimate the gain and error rate of single-photon states and
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achieved a tighter formula for secret key generation rate by combining the idea
GLLP.

In [3,5], security analysis are given by assuming system with infinite resources.
However, the pulse number processed in practical QKD system are necessarily
of finite length, which will inevitably cause statistical fluctuationss between pa-
rameters’ measured value and their true value. It’s imperative to take the effects
of finite resource into account when analyze the secret key rate of QKD system.

In finite resources case, Scarani and Renner [6] proved the security of the ideal
BB84 (experimental devices are perfect) protocol with finite resources. Cai and
Scarani [7] estimated statistical fluctuationss of parameters in finite resource by
using the law of large numbers theorem and derived bounds of the secret key rate.
Later in [8,9,10,11,12,13,14], many scholars also analyzed the security of finite
resources QKD system by using parameter estimation method in [7]. However, in
[7] only considered the confidence level 1−ε and sample capacity N in estimating
statistical fluctuations, but didn’t considered the sample information which is
valuable for estimation.

In this paper, taking the sample information into account, we estimate the
statistical fluctuations based on Bayesian estimation theory and compared the
secret key rate of finite resources decoy states QKD system in different estimation
methods of this paper and [8] by simulating data from a finite experiment [15].

The rest of this paper is arranged as follows: In Section 2, we will give a brief
discussion of Bayesian estimation theory. In Section 3, we will discuss what pa-
rameters are fluctuating in finite resources QKD system with weak+vacuum
decoy states and respectively estimate the fluctuating parameters based on
Bayesian estimation theory, then give formula for secret key generation rate
by combining [16]. In Section 4, numerical simulation results for different trans-
mission distances based on the existing experimental data will be shown. Finally,
conclusions are drawn in Section 5.

2 Review of infinite-size two decoy states protocol

Two decoy states protocol [17] add two different quantum states on the basis
of BB84 protocol. In process of two decoy states, Alice send three kinds of
quantum states with different average number of photons to Bob. Ma combined
GLLP theory with the decoy method and achieved key generation rate of two
decoy states [16]:

R ≥ q {−Qμf(Eμ)H(Eμ) +Q1[1−H(e1)]} , (1)

which

Q1 =
μ2e−μ

μν1 − ν12
(Qν1e

ν1 − ν1
2

μ2
Qμe

μ − μ2 − ν1
2

μ2
Qν2),

e1 =
(μν1 − ν21)(EμQμe

μ − Eν2
Qν2

)

μ2Qν1e
ν1 −Qμeμν21 −Qν2(μ

2 − ν21)
,

and q depends on the implementation ( 1/2 for the BB84 protocol due to the
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fact that half of the time Alice and Bob disagree with the bases), μ , ν1 , ν2
respectively denote the intensities of signal states and two decoy states. Qμ is
the gain of signal states, Eμ is the overall quantum bit error rate, Q1 is the gain
of single-photon states, e1 is the error rate of single-photon states, f(x) is the
bidirectional error correction efficiency (see, for example, [18]) as a function of
error rate, normally f(x) ≥ 1 with Shannon limit f(x)=1, andH(x) is the binary
Shannon entropy function, given by H(x) = −xlog2(x)− (1− x)log2(1− x).

3 Secret key rate estimation based on Bayesian
estimation theory

Recall that from (1), the secret key rate is actually a function of eight parame-
ters: μ, ν1, ν2, Qμ, Qν1

, Qν2
, Eμ, Eν2

. Among them, the intensities μ, ν1, ν2 of
three lasers used by Alice are system parameters set up before the experiment
is run. Although the three intensities will suffer from small statistical fluctua-
tionss, it is difficult to pinpoint the extent of their fluctuations without hard
experimental data. To simplify our analysis, we will ignore their fluctuations in
this paper. The gain and QBER of three quantum states Qμ, Qν1

, Qν2
, Eμ, Eν2

are directly measured from experiment, there must exist statistical fluctuationss
from their real value because of finite resource. So it is indispensable to estimate
the five statistical parameter before calculating secret key rate. In two decoy
states protocols, the optimal and widely used case is weak+vacuum decoy state
protocol, of which decoy state with intensity ν1 � μ and ν2=0. Specially, we use
ν note ν1 and φ note ν2=0 in rest of this paper. We mainly analyze the security
and statistical fluctuationss of weak+vacuum decoy states protocol QKD system
with finite resources in this paper. So our main goal is to estimate Qμ, Qν1

, Qν2
,

Eμ, Eν2
.

If regarding the gain case of a pulse signal as a random variable A, obviously
A obey binomial distribution b(1, Q) ( since the exchanged pulse can be divided
into count pulse A=1 and pulse that have been lost A=0 ), where Q is the
probability of count pulse. According to this view, the count pulses number X
of N exchanged pulses in practical system satisfy X ∼ b(N,Q) as follow

P (X = x|Q) =

(
N
x

)
Qx(1−Q)N−x, x = 0, 1, 2, · · · , N. (2)

Our purpose is to estimate the unknown parameter Q. In Bayesian estima-
tion theory, any unknown parameter can be seen as a random variable, and we
need to assume Q obey a certain probability distribution before estimating. The
performance will be dissimilar for different experimental systems, this means the
experimental data can’t be shared for different systems. Without loss of gener-
ality, there is no priori information can be provided before experiment. For this
situation, we assume Q is uniform distribution on codomain [0, 1] according to
suggestion of Bayesian estimation theory,

π(Q) =

{
1, 0 < Q < 1

0, else
. (3)
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Then, the marginal probability distribution of X can be derived as follow

m(x) =

(
N
x

)∫ 1

0

Qx(1−Q)
N−x

dQ =

(
N
x

)
Γ (x+ 1)Γ (N − x+ 1)

Γ (N + 2)
. (4)

Hence, combining (2),(3),(4), we can obtain the posterior distribution of Q,

π(Q|x)=p(x|Q)π(Q)

m(x)
=Be(x+ 1, N − x+ 1), (5)

where Γ (x), Be(x, y) are Gamma and Beta function respectively.
Beta function Be(x, y) is unimodal function achieving maximum value at

point x−1
x+y−2 , that is to say maximum point of π(Q|x) is frequency value p= x

N of
random variable A. It further indicates that the posterior distribution based on
Bayesian estimation theory well reflected sample information from experiment.

To make the results more compact and accurate, the length of confidence
interval should be as short as possible. This requires the posteriori distribution
function values of points inside of the confidence interval are entirely larger
than that outside of confidence interval. Interval getting by this way is Highest
Posterior Density (HPD) confidence interval. Because the expression of Beta
function is too complex, finding HPD confidence interval becomes very difficult.
In this paper, we use a neighborhood C of point Q=p with confidence level 1− ε
to approximatively instead of HPD confidence interval. Our main goal translate
into using π(Q|x)=Be(x + 1, N − x + 1)=Be(pN + 1, N − pN + 1) to find an
interval C satisfy ∫

C

Be(pN + 1, N − pN + 1)dQ = 1− ε, (6)

where p is frequency value of A, it is also the measured value of Q.
Method of finding confidence interval C proposed in this paper is detailedly

described as follow:

1. If
∫ p+D

p−D
Be(x+ 1, N − x+ 1)dQ ≥ 1− ε, where D=min{p, 1− p}.

Finding a r makes C=[p−r, p+r] satisfy (6) by using binary search in [0, D],
then C is the confidence interval of Q we need.

2. If
∫ p+D

p−D
Be(x+ 1, N − x+ 1)dQ < 1− ε and p ≥ D.

Finding a r makes C=[p − r, 1] satisfy (6) by using binary search in [D, p],
then C is the confidence interval of Q we need.

3. If
∫ p+D

p−D
Be(x+ 1, N − x+ 1)dQ < 1− ε and p < D.

Finding a r makes C=[0, p + r] satisfy (6) by using binary search in [p,D],
then C is the confidence interval of Q we need.

In the similar principle of estimating gain, the error case of an exchanged
pulse signal also obey binomial distribution. Next, we respectively estimate the
gain and QBER of three quantum states Qμ, Qν1 , Qν2 , Eμ, Eν2 based on the
above analysis.
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1. Qμ : In practical experiment, Qμ is measured through observing the count
situation of all signal states Alice send to Bob. Then the sample capacity
for measuring Qμ is the total number Nμ of signal states sent by Alice.
Therefore, the posterior distribution of Qμ is

Be(NμQ̃μ + 1, Nμ(1− Q̃μ) + 1)

where Q̃μ is the measured value of Qμ, we use X̃ note measured value of X
in this paper.
Similar with Qμ, we can get the posterior distribution of Qν , Qφ as follow
respectively

Be(NνQ̃ν + 1, Nν(1− Q̃ν) + 1)

Be(NφQ̃φ + 1, Nφ(1− Q̃φ) + 1)

Where Nν is the total number of weak state sent by Alice, Nφ is the total
number of vacuum state. Let [QL

μ , Q
U
μ ] , [Q

L
ν , Q

U
ν ] , [Q

L
φ , Q

U
φ ] be the con-

fidence interval of Qμ, Qν , Qφ derived according to Bayesian estimation
theory.

2. Eμ : In practical experiment, we randomly select partial bits from the count-
ing signal state generated by identical base at a certain ratio w when measure
Eμ. Then the sample capacity for measuring Eμ is NE

μ =wqQμNμ. Therefore,
the posterior distribution of Qμ is

Be(NE
μ Ẽμ + 1, NE

μ (1− Ẽμ) + 1)

Let [EL
μ , E

U
μ ] is the confidence interval of Eμ.

3. Eφ :In practical experiment, Alice didn’t generate any pulse for vacuum
state, so the QBER of vacuum state is equal to that of dark count. We
measure it by comparing the counting vacuum state. The sample capacity
for measuring Eφ is NE

φ =NφQφ. Therefore, the posterior distribution of Eφ

is
Be(NE

φ Ẽφ + 1, NE
φ (1− Ẽφ) + 1)

Let [EL
φ , E

U
φ ] is the confidence interval of Eφ.

We should always consider the worst case when analysis security of QKD.
That is to say that it’s necessary to compute the minimum value of R. So we need
use lower bounds of parameters in direct proportion to R and use upper bounds
of parameters in inverse proportion to R. We use f(Eμ)=fU=1.22, which is the
upper bound of f(x) in secure distance [18]. Combining (1) and the estimation
results above, the final secret key rate of weak+vacuum decoy states protocol
QKD system with finite resources is characterized by the following formula

R ≥ −qQU
μ f

UH(EU
μ ) + qQL

1 [1−H(eU1 )] (7)

which

QL
1 =

μ2e−μ

μν − ν2
(QL

v e
ν − ν2

μ2
QU

μ e
μ − μ2 − ν2

μ2
QU

φ ),

eU1 =
(μν − ν2)(EU

μ QU
μ e

μ − EL
φQ

L
φ )

μ2QL
ν e

ν −QU
μ e

μν2 −QU
φ (μ

2 − ν2)
.
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4 Simulation and Analysis

In practical QKD system, the dark count rate of detector is usually equal to
about 10−5, we fixQφ by 10−5 in simulation. The bits from dark count is random,
which with QBER about 0.5. So we make Eφ=0.5. If the failure probability of
each parameter estimation is ε then the confidence level of quantity contains n
parameters is at least (1− ε)n � 1− nε. We use ε=10−6 for each parameters in
simulation, then the final secret key rate with confidence level at least 5×10−6 �
10−5, that is to say the security parameter of QKD system is 10−5 (equal to
security parameter in [7]). We use q=1/2 in our simulation. For the rest of the
parameters, our simulation is based on experimental results reported by Yin [15]
as shown in Table 1.

Table 1. All of the values are measured from experiment with μ=0.6 and ν=0.2

Length Qμ Eμ Qν Eν

49.2 km 8.6×10−4 0.0103 2.9×10−4 0.02
62.1 km 2.88×10−4 0.0108 1.08×10−4 0.0225
83.7 km 1.57×10−4 0.0145 5.28×10−5 0.019
108 km 7.1×10−5 0.016 2.52×10−5 0.027

Combining (7) and the experimental data above, we simulate secret key rate
based on the two different estimation methods and get results in Fig.1 and Fig.2.

Fig. 1. Difference value between the lengths of confidence intervals estimated by two
different estimation.

According to Fig.1, For the same confidence level 1− ε and sample informa-
tion, the difference values of five parameters are always positive. That is to say
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Fig. 2. Secret key rate for different exchanged quantum signals with different trans-
mission distances.

that the confidence intervals we obtained are entirely shorter than that by using
estimation method in [8], especially for Eμ and Eφ. It indicates that Bayesian
estimation theory estimate more accurate than method in [8].

From Fig.2, we can clearly see: In the four practical QKD systems with
different transmission distances, for the same security parameters ε and total
number of pulses N , the secret key rate we obtained are higher than method
in [8]. The minimal number of the exchanged quantum signals for generating
secret key become much smaller and the secret key rate reach the limit value
more quickly when we use Bayesian estimation theory. For example, in the case of
transmission distance is 49.2 km, estimation method in [8] obtain a non-negligible
secret key rate for N as small as 1011, while our method do not obtain any
key for N<107 signals. All phenomena above indicates that Bayesian estimation
theory we used estimate more accurate than estimation method in [8] and greatly
improved the secret key rate of QKD system. On the other hand, our work greatly
reduces the performance requirement of laser in QKD system.

5 Conclusion

We estimate the statistical fluctuations of finite-size QKD system based on
Bayesian estimation theory. Then we provide explicit security bounds for the
two decoy states QKD protocol in the finite-size regime. By simulating, it shows
that our estimation result is more accurate than that of method in [7]. Therefore
our secret key rate in finite-size based on Bayesian estimation theory is much
higher and tighter than that of existing literature.
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Abstract. Aeromagnetic compensation is a significant technique in air-
borne magnetic surveys which are usually applied in mineral prospection.
In this paper, a novel method for aeromagnetic compensation based on
the improved recursive least-squares (RLSQ) is studied. The method will
reduce the errors caused by the trend of the geomagentic variation, which
will remain in the band-pass filtered signal of the geomagnetic field. Sim-
ulation results demonstrate its higher performance. Also, the ability and
the limitation of the proposed method are discussed.

Keywords: Magnetic survey · Aeromagnetic compensation · Recursive
least-squares · Geomagnetic field

1 Introduction

Airborne magnetic surveys are performed in order to detect mineral deposits
or ferromagnetic targets [1]. These substances cause abnormal changes in the
local magnetic field. These changes are too weak to be visible in the background
signal. The background, or the external noise, can be classified into two groups
[2], the interference unrelated to the aircraft maneuvers and the interference
related to the aircraft maneuvers.

Aeromagentic compensation is aimed at removing the magnetic interference
associated to the aircraft maneuvers. The target field signal can be detected in
the compensated total field signal. There is a lot of research around the compen-
sation methods in recent decades as [2]-[9]. Most of the compensation algorithms
rely on the T-L model, which was presented by Tolles and Lawson in 1950 [5].
The model separates the interference field related to the aircraft maneuvers into
three sources. The first one is the permanent field, which can be described as a
constant vector in the aircraft reference frame. The second source is the induced
field, which is produced by magnetizing of some aircraft’s structures in the en-
vironmental magnetic field. The third source is the eddy-current field, which is
caused by the eddy currents through aircraft’s skin and some other structures.
Herein, the T-L model can be transformed into a parameter estimation question.
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The least-squares (LS) estimation was first applied in [6]. But the ill-conditioned
nature of the coefficients matrix makes the solution unstable. So some other
methods such as stepwise regression analysis, rank deficient singular value de-
composition and ridge regression analysis were tested in [7]. Dou et al. presented
a method based on recursive least-squares (RLSQ), and verified its ability [8].
In practice, besides maneuvers, the induced and the eddy-current interferences
are associated to the magnitude of the geomagnetic field [9], which leads to the
overlap between the frequency bands of the interference field and the geomag-
netic field. Therefore, the trend in the geomagentic field remains in the filtered
geomagentic signal, which brings a few errors into the results of compensation.
Unfortunately, it is ignored by most of the current algorithms.

The paper is outlined as follows. In Sect. 2, the influence of the geomagnetic
variation trend on estimating the coefficients of T-L model is studied, then an
improved RLSQ method is proposed. In Sect. 3, the simulation results are exhib-
ited and analysed. Lastly, the ability and the limitation of the proposed method
are discussed in Sect. 4.

2 The Proposed Method

In this section, the influence of the trend in the filtered geomagnetic field is
analysed at first. Thereout, an improved method based on RLSQ is proposed.
For convenience, the proposed method is named as IRLS method.

2.1 The Theoretical Analysis

As mentioned above, the magnetic field measured by the airborne magnetometer
can be separated into two parts depending on whether it is associated to the
aircraft maneuvers. Since the main field in the part unrelated to the maneuvers
is the geomagnetic field, the total field can be expressed as

HT (t) = HI (t) +HE (t) (1)

where HT is the total field; HI is the part related to maneuvers; HE is the
geomagnetic field; t means time. The T-L model explains HI as

HI (t) = φT (t) · θ (2)

where φ and θ are two column vectors with 18 elements. The vector φ is com-
posed by direction cosines of the geomagnetic field. The vector θ consists of the
coefficients of the T-L model.

The traditional methods suppose HE is an invariable in the signal filtered by
a band-pass filter bpf . It is expressed as

bpf (HE(t)) ≈ 0. (3)

Hence, the filtered signal can be written as

bpf (HT (t)) ≈ bpf (HI (t)) = bpf
(
φT (t)

) · θ. (4)
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Assuming that there are N sample points in a segment of the signal, (4) can be
discretized, i.e., for each sample point,

ym = φT
m · θ + vm (1 ≤ m ≤ N) (5)

where ym represents a sample point of bpf(HT ), and vm is the noise series.
Then some parameter estimation methods are available, such as the recursive
least-squares estimation method.

In practice, bpf (HE) could not be ignored, even though the magnitude of
the filtered geomagnetic field is only a few nT. The reason is that it will lead
to the nonstationarity of the noise series vm, which is the unbiased condition of
the least-squares estimation method. The primary cause of the phenomenon is
that there is a trend in the variation of the geomagnetic magnitude. The trend
remains in the filtered geomagnetic signal bpf (HE), because the pass-band of
the filter and HE overlap.

As in Fig. 1, the geomagnetic field and its filtered signal are exhibited. For
the filtered geomagnetic field, we use the Dickey-Fuller test [12] to verify the ex-
istence of trends. The null-hypothesis will be accepted when lag = 0, or rejected
when lag = 1. It indicates that the filtered geomagnetic field can be considered
as a first-order difference stationary process.
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(a) The signal of the geomagnetic field
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(b) The band-pass filtered signal of the geomagnetic field

Fig. 1. Exhibitions of the geomagnetic field signal and its band-pass filtered signal.

Theoretically, φ is only related to the variation of the geomagnetic direction
caused by the aircraft maneuvers. The trend component is entirely attributed
to the noise series vm. In consideration of that the first-order differencing is a
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simple but useful detrend procedure [10], the noise series vm can be represented
as

vm+1 = ψvm + ζm (6)

through the first-order differencing. Where ζm is a noise series which can be
regarded as a stationary series.

2.2 The IRLS Method

The RLSQ updated equations are given by

θ̂m+1 = θ̂m +Km+1

(
ym+1 − φT

m+1 · θ̂m
)
, (7)

Km+1 = Pm · φ (
λI + φT

m+1 · Pm · φm+1

)−1
, (8)

Pm =
1

λ

(
I −Km · φT

m

)
Pm−1 (9)

where Km is the gain matrix, and Pm is the covariance matrix. Their updated
equations are (8) and (9), therein, I is an identity matrix, and λ is a forgetting
factor.

Equation (7) can be written further as

θ̂m = θ̂m−1 +Km

(
ym − φT

m · θ̂m−1

)
= θ̂m−1 +Km

(
φT
m · θ̂m + vm − φT

m · θ̂m−1

)
= KmφT

mθ̂m +
(
I −KmφT

m

)
θ̂m−1 +Kmvm(

I −KmφT
m

)
θ̂m =

(
I −KmφT

m

)
θ̂m−1 +Kmvm. (10)

The pseudo-inverse of I−KmφT
m can be obtained through the Sherman-Morrison

formula even though the expression is irreversible. Then (7) can be expressed as

θ̂m = θ̂m−1 +
(
I −KmφT

m

)−1
Kmvm. (11)

In order to establish a new system to avoid the influence of the trend, we
define

y′m−1 = ym − ψAmym−1

= φT
mθ̂m + vm − ψAm

(
φT
m−1θ̂m−1 + vm−1

)
= φT

mθ̂m − ψAmφT
m−1θ̂m−1 + vm − ψAmvm−1 (12)

where Am is a short form for convenience. It is defined as

Am = φT
m

(
I −KmφT

m

)−1
Km + 1. (13)
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Thus if (11) is substituted into (12), the new series y′ can be transformed into

y′m−1 = φT
m

[
θ̂m−1 +

(
I −KmφT

m

)−1
Kmvm

]
− ψAmφT

m−1θ̂m−1 + vm − ψAmvm−1

= φT
mθ̂m−1 − ψAmφT

m−1θ̂m−1 + φT
m

(
I −KmφT

m

)−1
Kmvm + vm − ψAmvm−1

=
(
φT
m − ψAmφT

m−1

)
θ̂m−1 +Amvm − ψAmvm−1

=
(
φT
m − ψAmφT

m−1

)
θ̂m−1 +Amζm−1. (14)

Equation (14) is a new system which has the same set of coefficients with the
original system (5). The expection of the new noise seires Amζm−1 would be
zero, because of the mutual independence of Am and ζm−1 and the stationarity
of ζm−1. Performing the RLSQ process based on the new system could yield a
more accurate result. The simulation results and analysis will be demonstrated
in the next section.

3 Simulation and Analysis

The test environment is based on a digital simulation platform. For more de-
tails about the simulation platform, see [8]. The flight data is acquired through
FlightGear Flight Simulator. And the magnetic data is calculated by World Mag-
netic Model 2015 (WMM2015), which is the only difference from the simulation
platform in [8]. As an instance, Fig. 2 shows the total field and the three-axes
components generated by the simulation platform.

In each test, there are two steps named as calibration and compensation
respectively. The coefficients are calculated in the calibration procedure, then
applied to remove the interference field in the compensation procedure. Hence,
two sets of data should be prepared in a test. There are 9 sets of data with
different quality. As Fig. 3, we illustrate the results in 9 subgraphs. Each of
them exhibits the compensation indexes of all sets of data. The only difference in
these subgraphs is that the coefficients are yielded by the corresponding set. The
index mentioned above is FOM, short for figure of merit, which is a performance
index of the compensation system proposed by Hood in 1967 [11]. Figure 3
indicates that the proposed method can promote the effectiveness of RLSQ for
aeromagnetic compensation.

A test is analysed in details as an instance. Essentially, the coefficients are
used to estimate the interference field produced by aircraft maneuvers. As (1),
if the interference field is removed from the total field, the residual field should
approximate the geomagnetic field. Hence, the performance of compensation
methods can be evaluated through comparing the residual field to the geomag-
netic field. Herein, the result of comparison between the RLSQ method and the
IRLS method is exhibited in Fig. 4. We separate the three signals in the y-axis for
clarity. It is obvious that the residual field of the IRLS method (below) is more
similar to the geomagnetic field (center). Thereout, the ability of the proposed
method has been verified.
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Fig. 2. The total field and its three-axes components generated by the simulation
platform.
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Fig. 3. Each of the subgraphs shows the compensation indexes of all sets of data.
The coefficients are yielded by corresponding set. In each subfigure, the left and right
bars represent the compensation results of the RLSQ method and the IRLS method
respectively.
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Fig. 4. The middle curve is the geomagnetic field. The upper and lower curves are the
residuals of the RLSQ method and the IRLS method respectively.

4 Discussion

The nonstationarity of the geomagnetic field is studied in this paper. The overlap
between the frequency domains of the interference field and the geomagnetic
field leads to a problem that the band-pass filter can not remove the trend in the
geomagnetic field. Based on this, an improved RLSQ method has been proposed.
Although its performance has been verified by simulation results, there is still a
problem, which is the assumption that the trend component is entirely attributed
to the noise series vm. Actually, the magnitude of HE would change because of
the aircraft maneuvers which lead to the varying position of the magnetometer.
Therefore, there might also be trends in φ. This problem needs to be resolved in
future.
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An Improved Adaptive Median Filter 

Algorithm and Its Application 
 

 

Abstract. Compared with traditional median filter, the filter performance of 
adaptive median filter has been improved at the cost of high computation 
complexity. An improved adaptive median filter algorithm is proposed in this 
paper. First, the filter window size is determined according to the distance 
between the valid pixels and the center pixels in the proposed algorithm, 
which can avoid the waste of pixels repeated sort in window expand process. 
Second, the improved algorithm only to take the median value from valid 
pixels within the window, effectively weakening the interference with noise 
point, it will improve the quality of image. Compared with the original 
algorithm, this proposed algorithm reduced the complexity of algorithm and 
improved effective of noise reduction, PSNR value average increases 10dB. 
Finally, this paper applied the algorithm on noise reduction with depth image 
captured from Kinect. 

 

Key words: Adaptive Median Filter; Valid Pixel; The Best Window Size; 
Depth Image Filtering 

1 Introduction 

It is inevitably doped into the noise in the process of image gathering, 
especially for depth image, such as sensitive elements of a photoelectric 
conversion sensitivity inhomogeneity, quantization noise, in the process of digital 
transmission there have different levels of noise, most impact on the visual effect. 
One of the most common is the salt and pepper noise. Salt and pepper noise in 
digital images shown as the distribution in the image, some pixels grayscale value 
are maximum or minimum and has no relationship with surrounding pixels. 
Median filter is always considered as the high efficiency and fast method to 
suppress salt and pepper noise, but when the noise concentration is large, 
median filtering effect will be sharp decline. So some scholars proposed the 
adaptive median filter algorithm [1], and solve the problem when high 
concentrations of salt and pepper noise. However, there will be a part of pixels 
repeated calculation in the process of window iteration, and it is sort for all pixels 
are make efficiency of algorithm greatly reduced. Aiming at the problem, some 
scholars put forward according to the relationship between concentration and 
noise filtering window to determine the best window size, such as literature [2] 
and [3].This approach makes frequency of iteration drop and complexity of 
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algorithm significantly reduced, but the filter effect has been decline. In terms of 
improved effective of adaptive median filtering, some scholars put forward to 
change the filter window shape[4][5], introduced weight coefficient in 
function[6][7][8],and further distinguish the noise points[9][10].Compared with 
the former methods, literature[11]put forward a method only sorting valid pixels, 
good control of the complexity of algorithm and reduction effect to noise is 
significant. But this method still have some pixels repeated sort problem, so, the 
complexity of the algorithm Still needs to be improved. This paper proposed a 
method through distance between the valid pixels and the center pixels to 
determine the filter window size, and only to take the median value from valid 
pixels within the window, these two aspects ensure the low complexity of 
Algorithm and effect of reduction the noise. 

2 Adaptive Median Filter 

2.1 Adaptive Median Filtering Principle 

There is a hypothetical picture of gray and the digit is 8 bits, if pixels were 
judged to belong to the "salt and pepper", it grayscale value is 0 or 255. Using the 
probability density function said is: 

    𝑃(𝑥) {
𝑃𝑎, 𝑥 = 𝑎
𝑃𝑏, 𝑥 = 𝑏
0, 𝑜𝑡ℎ𝑒𝑟

   (1) 

Among the formula, a=0 and b=255, these are the black and white noise 
points, Pa and Pb are probability corresponding with a and b. The basic principle 
of median filter is ordering points within the filtering window (window size 
generally is odd), and then using intermediate value of the sort sequence to 
replace the certain point of the window. The mathematical expression of median 
filter is as follows: 

                                       I(i, j) = Median(n(k))                                                                            (2)  

Among the formula, K is the number of pixels in the window, n is a sort of gray 
value sequence, i is the pixel horizontal coordinate, and j is the pixel vertical 
coordinate. 

For the traditional median filter, when the noise probability 𝑃(𝑥) is larger 
than 20%, filtering effect will sharply decline. This is because the traditional 
median filter is not discrimination noise points within the window, When the 
window invalid noise point accounted for more than 50%, the median point will 
replaced by a noise point, which makes the filter loss significance. Adaptive 
median filter establishment a judge condition to distinguish the replaced median 
point whether or not a noise point, effective to avoid the problem of median filter 
in the filter failure, as follows: First, set up a layer of an outer loop, find the 
maximum value within the windows set as Wmax ,minimum is Wmin and median 
is Wmed.Set A1=Wmed-Wmin in the A layer, A2=Wmed-Wmax, if A1>0 and A2<0 
jump to inner loop, set as B, otherwise the window size in accordance with the 
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W+2 to continue expansion; In layer B, B1 = Wi. j-Wmin, B2= Wi. j-Wmax. If the 
B1>0 and B2<0 unchanged current pixel values, otherwise Wi, j = Wmed. Flow 
chart as shown in Figure 1. 

Fig. 1. Adaptive median filter algorithm flow chart 

2.2 Algorithm complexity analysis 

From the above steps of adaptive median filtering can be seen, a part of pixel 
points will be wasted when the window size expand. As shown in Figure 2, when 
the filter window from a square (3x3) to (5x5), the former will be included 3x3=9 
pixels to repeat calculation. Similarly, if the window is enlarged to the maximum 
to (9x9), there are nine points sorted 3 times, 25 points repeated sorted 2 times, 
49 points sorted 1 times, so 83 points in a single operation will repeat sorted, 
efficiency of the algorithm greatly reduced. Table1 shows that when the window 
size lower limit is 3x3, the upper limit is 11x11, in different window size，pixel 

points repeat sorted times in filtering. 

3 Adaptive Median Filter 

3.1 Adaptive Median Filtering Principle 

This paper focuses on how to quickly determine the size of the window, how 

Tab.1 Iterative use window repeat points in sorting number under different conditions
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Window Interation  The Number of Repeated Points 

3×3 to 5×5  9

3×3 to 7×7 34

3×3 to 9×9 83

3×3 to 11×11 164

 

to use valid pixels filtering. The algorithm performance are improved and 
the complexity of algorithm was reduced，Specific as follows: 

In this paper, for the problem described in section 2.2 , this method can 
quickly determine the size of the filtering window by the distance between valid 
pixel and the center pixel. As shown in Figure 3, the distance between center 
point I and valid pixel point Y set as r. It is important to note that r value by 
subtracting the coordinates of the two points, and If let I to Y distance r=|i-m| will 
make the window value occurred error, can be taken as EFGH, that the Y can not 
be included in the window filtering, so it should be compare the vertical and 
horizontal length difference, choose the larger one to make Y in MINO, and for H, 
r=|i-z|. 

In this paper, First, if the pixel point is valid point, skip filtering operation. 

Compared with the traditional algorithm, it is not necessary to judge after sorted, 
and it can save a lot of unnecessary operation process. If the total pixel number of 
the image is D=M * N, the concentration of salt and pepper noise is 20%, number 
of (1-0.2)D pixels computational complexity would reduced from O(n2) to 
O(1)[13]; Compared with the adaptive median filter, window size was taken as 
the most include valid pixel point, it will make the filtered pixel value more 
reasonable. 

3.2 Algorithm Flow 

In this paper, the improved algorithm is to determine the pixels in the 
maximum window size when selecting the window size, find the valid pixels and 
record it coordinate, calculate distance between the center pixel. Then through 
this distance to determine the best window size, and finally to sort the valid 
pixels within the window, Specific processes are as follows: 

① Set the starting point as I(i, j), if I(i, j) is valid pixel it will skipped, 
Otherwise the window Wi,j size would initialization as the maximum value, it is 
set to M, the salt and pepper noise maximum gray level is a, the minimum value is 
b; Otherwise set window Wi,j size as the maximum value M. The salt and pepper 
noise maximum gray level is a, minimum is b; 

② Traversing pixel points in M*M window except the center I(i, j), If 
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Fig.2 To determine distance of effective pixel 

Tab.2 Complexity of different algorithms

Window Size  Complexity (comparison times) 

Adapt Median Filter Literature [11][12] 

Algorithm 

Improved 

Algorithm 

3×3 36 ≤36 ≤40

5×5 336 ≤336 ≤304

7×7 1521 ≤1521 ≤1180

9×9 4761 ≤4761 ≤3244

11×11 12021 ≤12021 ≤7264

 

I(i ± m, j ± n) point is valid pixels （I(i ± m, j ± n) < a and I(i ± m, j ± n) >

 b),mark its position (m, n), And calculate its distance from the center I(i, j), 
denoted as the radius r, the mathematical expression is: 

r = {

 |i − m|, |i − m| ≥ |j − n|

|j − n|, |i − m| < |j − n|
                                                       (3) 

                                 

③Statistics different rk values by calculated, pick out the most repeated rk 
value, the window size is selected as Wi, j = 2rk + 1; 

④And then sort the valid pixel points in the window, set as 
H[Wi,j][1] , I(i, j)Value as median(H[Wi,j]); 

4 Analysis and Comparison of Experimental Results 

In this paper, the peak signal to noise ratio (PSNR) is introduced as the evalu 
ation of objective quality to image. The mathematical expression is as follows: 

                      PSNR = 10 × lg {
2552×M×N

∑ (S(i,j)−S′(i,j))i,j
}                                                 (4) 
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MxN represents the image size, S(i,j) to represent the original reference imag

e, S‘(i,j) to express the image after noise filtering. 

a. original image       b. Noise image c. Common median filter

d. adaptive median filtering   e. Literature [4] algorithm   f. Algorithm in this paper 
Fig.3 Compare different algorithms of under 80% noise levels 

5 Application Examples 

Three dimensional reconstruction based on Kinect depth map applications 
increasingly widespread Kinect in the process of obtaining a depth map 
inevitably mixed lots of salt and pepper noise. As shown in Figure 8a, the noise in 
the depth map is very obvious, so we need to filter the collected depth map and 
then apply it to the actual system. For real time systems such as 3D 
reconstruction, the filtering process of the depth map is required as fast as 
possible. 

In this paper, several filtering algorithms are used to reduce the noise of the 
depth map, In the Kinect commonly used C + + development environment VS 
(Visual Studio) were program run time statistics, Conclusions as shown in Table 
4 and figure 7. 

6 Conclusion 

In this paper, an improved adaptive median filtering algorithm was proposed 

to solve the problem of low efficiency and high noise concentration for adaptive  

median filter. The proposed method firstly traverse to the noise as a "center", find 
the distance relationship between valid pixels and the "center", select the 
appropriate filtering window size based on this distance. Further, only operation 
the valid pixels in the window, The experiment results show that, the algorithm  

Tab.3 Several kinds of algorithms under different noise levels PSNR value comparsion 
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 Tab.4 Waste time of different algorithms reduction noise

a. original depth map        b. common median filter  c. bilateral filtering

in this paper can not only reduce the complexity of adaptive median filtering, but 
also it can improve the filtering performance by the operation of the valid point 
ranking. At last, the algorithm is applied to the noise reduction of depth image 
captured from Kinect. 
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Different Filtering Algorithms Run Time Required 

Common median filter 
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Abstract. In this paper presents a novel hash table algorithm for high-
throughput decoding of the (n, k, d) Quadratic Residue (QR) code. The
main ideas behind this decoding technique are based on one-to-one map-
ping between the syndromes “S1” and correctable error patterns. As
compared with the binary lookup table method, the presented technique
is faster than binary searching method for finding error pattern. In addi-
tion, it has the advantage that can be performed quickly with a masking

operation as a choice hash table of size M = 2�log2 M�for decoding QR
codes. Moreover, the presented high speed of the decoding procedure
has potential applications in modern communication systems and digital
signal processing (DSP) systems.

Keywords: Quadratic Resid, Error Pattern; Syndrome ,DSP, Finite
Field.

1 Introduction

The QR code is one of the best-known examples of binary cyclic codes [1], and it
consists of a code rate greater than or equal to 1/2 with generally a large mini-
mum distance, so that most of the known QR codes are best-known codes [2, 3].
Among them, non-algebraic techniques have been considered such as: t-designs
[4], the permutation method [5]. In other methods, Reed [6] used algebraic de-
coding techniques to decode QR codes. Even further, Reed et al. [7, 8] used the
Sylvester resultant to solve non-linear, multivariate equations obtained from the
Newton identities. Recently, a new algebraic decoding method has been pro-
posed by R. He et al. [9]to decode binary QR codes using irreducible generator
polynomials. The key idea in [9] is based on evaluating the needed unknown
syndromes [10] while utilizing an efficient inverse-free Berlekamp-Massey (BM)
algorithm [11, 12]to determine the error-locator polynomial. However, these al-
gebraic decoding methods recited above require a vast number of operations of
addition and multiplication calculations over a finite field; thus, it would be dif-
ficult to implement in a Real-Time-System. As shown in [13, 14], by utilizing a
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one-to-one mapping between the syndromes and the error correctable patterns,
the lookup table decoding (LTD) algorithm dramatically reduces the memory
requirement in DSP systems. In this aspect, using the binary search can in-
crease the performance of shift search algorithm for decoding QR codes. In this
paper, improvement on decoding the binary systematic (n, k, d) QR codes with
hash table method is proposed. The decoding of the (71, 36, 11) QR code using
Scheme 2 can be approximately 63% faster than the LTD method [14]. These
results would imply that using the proposed method would be faster than a
binary search for decoding of QR codes.

2 Background of the binary QR code

A binary QR codeword (n, k, d) is defined algebraically as a multiple of its
generator polynomial g(x) over GF (2m).There are a total of n elements in finite
field GF (pm),where p is a prime number and m is a positive integer. Let n be a
prime number of the form n = 8l ± 1 where l is a positive integer. Let k be the
number of the form k = n+1

2 . Let t = d−1
2 be the number of the errors that can

be corrected in a block, where d is minimum distance of a code.

Qn =
{
j|j ≡ x2mod n for1 ≤ x ≤ n− 1

}
(1)

Let m be the smallest positive integer such that n divides 2m − 1 and let α
be a generator of the multiplicative group of all nonzero elements in GF (2m).
Then the element β = αu , where u = 2m−1

n , is a primitive n-th root of unity
in GF (2m).A binary (n, k, d) QR code is a cyclic code with the generator
polynomial g(x) of the form,

g(x) =
∏
i∈Qn

(x− βi) (2)

In this paper, the systematic encoding method is utilized, in which m(x) is the in-
formation message polynomial with its associated vectorm = (m0,m1, ...,mk−1).
The systematic encoding is obtained by d(x) ≡ m(x)xk−1mod g(x), the polyno-
mial c(x) = xk−1m(x) − d(x) . Let d(x) be the remainder polynomial with its
associated vector d = (d0, d1, ..., dk−2) obtained from the division operation so
that it can be expressed as the following vector: c = (c0, c1, ..., cn−1) = (cd, cm) =
(d0, d1, ..., dk−2,m0,m1, ...,mk−1) . If the codeword c is transmitted through a
noisy channel and the vector r = c+ e = (rd, rm) = (r0, r1, ..., rk−2, rk−1, rk, ...,
rn−1), where rd = (r0, r1, ..., rk−2), rm = (rk−1, rk, ..., rn−1) and the error vector
is as follows: e = (ed, em), where ed = (e0, e1, ..., ek−2), em = (ek−1, ek, ..., en−1)
then the polynomial r(x) with its associated vector r is received. The set of
known syndromes is obtained by evaluating polynomial r(x) at the roots of the
generator polynomial g(x) , i.e.,

Si = r(βi) = c(βi)+e(βi) = e(βi) = e0+e1(β
i)+· · ·+en−1(β

i)n−1, i ∈ Qn. (3)

If, during the data transmission, v errors occur in the received vector r, then
the error polynomial has v nonzero terms, namely e(x) = xl1 + · · ·+ xlv, where
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0 ≤ l1 < · · · < lv ≤ n− 1. And, for i ∈ Qn, the syndrome Si can be written as

Si =
v∑

j=1

βilj , Si ∈ GF (2m)for 1 ≤ j ≤ t (4)

Here lj is called the error locators. Let E = GF (2m) be the finite field of the (n,
k, d) QR codes and α be a primitive element of finite field and be a root of the

primitive polynomial p(x). The element β = α
2m−1

n is n-th root of unity in E.
The set Qn of quadratic residues modulo n is the set of nonzero squares modulo
n; that is,For example, let α be a primitive element of finite field GF (235) which
can be constructed from the primitive polynomial p(x) = x35 + x2 + 1. This
implies that P (α) = α35 + α2 + 1 = 0 , or equivalently α35 = α2 + 1. The
element β = α4839399 = 34120188749 is 71-th root of unity in E.

3 Chossing hash function for decoding a QR code

One lists all βj where 0 ≤ j ≤ 71 could be utilized in computing syndrome the
sum of different combination of error patterns and generate the lookup table for
hashing search. For example, the decoding of the (71, 36, 11) QR code using
the value of β = α48393997 in Table 1, one gets the syndrome by receiving the
polynomial more quickly.

Table 1. Evaluating syndrome of the (71, 36, 11) QR code

β0 = 1 β14 = 4012678623 β28 = 1643213815 β42 = 26915919534 β56 = 4790277429

β1 = 34120188749 β15 = 17830756444 β29 = 29035672107 β43 = 30701922701 β57 = 13230619667

β2 = 1344641628 β16 = 22475928310 β30 = 31449461629 β44 = 13209079568 β58 = 7097200360

β3 = 28503725773 β17 = 27396615072 β31 = 19675233275 β45 = 20650423370 β59 = 19346701503

β4 = 5568205786 β18 = 33455564263 β32 = 33135943609 β46 = 23042326059 β60 = 1873263996

β5 = 11660961459 β19 = 9515872963 β33 = 6789292169 β47 = 30825048026 β61 = 18199510701

β6 = 3147231358 β20 = 11789239831 β34 = 23836582959 β48 = 6798557156 β62 = 9360604994

β7 = 28829856380 β21 = 17177160930 β35 = 22710600763 β49 = 22782484442 β63 = 18276997635

β8 = 2872005070 β22 = 16143965236 β36 = 21847856280 β50 = 25085509954 β64 = 17641071974

β9 = 9746482619 β23 = 1991769057 β37 = 22277656296 β51 = 26161342046 β65 = 25980965732

β10 = 11513128231 β24 = 25926137209 β38 = 11931513381 β52 = 26157343362 β66 = 2628414179

β11 = 24703502821 β25 = 7751071256 β39 = 12059306574 β53 = 32614355110 β67 = 34120571586

β12 = 19311238654 β26 = 18133972355 β40 = 16812124981 β54 = 31602719787 β68 = 15505434202

β13 = 2602454769 β27 = 15761658209 β41 = 8347946267 β55 = 10121160842 β69 = 12522083912

β70 = 11714203624
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Total number of the necessary error patterns is N =
∣∣∣S(1)

1

∣∣∣ + ∣∣∣S(2)
1

∣∣∣ + · · · +∣∣∣S(t−1)
1

∣∣∣ = ∑t−1
i=0

(
n
i

)−∑t−2
i=0

(
k−1
i

)
, where tis error correcting capability. In this

paper, the number of decoding of (71, 36, 11) QR code required N = 1024171

error patterns. The value of syndrome set S
(v)
1 , for v = 1, 2..., t − 1, is called a

“key”. The value of the key is generated by a received polynomial r(x) as follows:

key = r(β) =
n−1∑
i=0

riβ
i =

t−1∑
k=1

βuk , for 0 ≤ u1 < u2 < · · · < ut−1 < n. (5)

Here, ri is given the coefficient of the polynomial r(x) and uk is given error
location. The hash function is utilized in decoding QR codes as follows:

f(key) ≡ key mod M. (6)

From (6), it is important to determine the value of M. To do this, two schemes
for M in hash function are proposed in this section. Scheme 1 requires the usage
of a hash table with size M where M has the maximum collisions less than bi-
nary search Θ(log2 N) time. On the other hand, Scheme 2 can use the same hash
table size from Scheme 1 to force the value to the range of a power of two and

that can be performed quickly with a masking operation, i.e., M = 2�log2 M�.
The costs of these operations are related to the average length of a chain.
According to (6), hash table size can help test for the number of maximum of
collisions that occurs (Pm), which in turn will show that the worst case in chain-
ing searches times would still be smaller than a binary search time,
where 1 ≤ i < Pm , as segment addressing for chaining entries in linked list as
shown in Table 2.

Table 2. Number of collisions

Collision occurs i Segment addressing for index point Number of collisions Ai

0 ∼ pm Segment[0]=M Segment[Pm-1]=Apm−1 ∼ − A0 = Apm

For example, the (71, 36, 11) QR code, the range is testing the hash table size

from 93250 to 1024171, the number of maximum of the collisions is PM
min = 9

imes in hash table of size M = 717981. So that hashing search times is less than
the binary search �log2 971811� = 20 times. Let the table size be 2�log2(M)� =
524288, that will speed up modulo operations in decoding QR code. There are
two different numbers of collisions in distribution of syndrome by using different
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hash table of size M = 717981 and 2�log2(M)� = 524288 that is shown in Table
6.The number of syndromes has the same number of an entry to save error
pattern in hash table. Formatting the Q-bits of the quotient syndrome, the P-
bits of the error patterns, and the I-bits of the next entry index. An entry format
is defined in Table 3.

Table 3. An entry format

Q-bits of Quotient syndrome P-bits of Index-error pattern I-bits of Next index⌈
x = log2

max S

M

⌉
2
⌈
pt =

(
log2

∑t−1
i=1

(
k
i

)
+ 1

)⌉ �log2 max A�

Quotient syndrome of Q-bits is required Q =
⌈
x = log2

max S
M

⌉
bits into entry

format. The error pattern of P-bits is needed to set a codeword of length n. The
next index of I bits for chaining entries in linked list, the maximum value of a
set of the number of collisions A = {Ai}pm−1

i=1 to denote max A , is required
�log2 max A� bits. If the value of a syndrome divided by M is called a quotient
syndrome q, then it can reduce an entry size as shown in Table 6. However, an
original value of syndrome would need to recover and that is shown by equation
(7) when search key is in linked list.

Sq = q ∗M + f(key). (7)

For example, the maximum value of syndrome in the (71, 36, 11) QR code is
Smax = β60 + β51 + β43 + β3 = 34359714914, Quotient syndrome

⌈
Smax

717981

⌉
is

required Q = �log2 47856� = 16 bits in formatting entry. The error pattern of
P-bits setting with codeword of length n, it would require more memory size
to store in hash table, i.e., n=71 over 64 bits. The FLTD method is only using
k-bits to store the error pattern in portions of a message for the decoding QR
codes. One can improve the error pattern size, which is the index of an error
pattern in an entry.The P-bits of error patterns can has k bits of the message
of even length k. Therefore, the number of the error pattern is

∑t−1
i=1

(
k
i

)
+ 1

and non-error pattern that involves variable p with
⌈
log2

∑t−1
i=1

(
k
i

)
+ 1

⌉
bits to

find an error pattern em in array Err pattern [],that is, em=Err pattern [p].

The index of error pattern needs P =
⌈
log2

∑t−1
i=1

(
k
i

)
+ 1

⌉
bits for indexing

error pattern as shown in Table 1. For example, the (71, 36, 11) QR code only
establishes

(
36
1

)
+
(
36
2

)
+
(
36
3

)
+
(
36
4

)
+ 1 = 66712 that needs 17-bits for indexing

error pattern less than error pattern of length 36-bits.
If error pattern table are divided into two blocks, than the errors table size is
only establishe

(
18
1

)
+

(
18
2

)
+

(
18
3

)
+

(
18
4

)
+ 1 = 4048 which needs 12-bits. So
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the index of addressing needs 24bis for addressing errors pattern in an entry.
However, this method enables to increase decoding time by indexing for finding
error pattern. Therefore, error pattern table are divided into more blocks that
can be saved to use memory size, but it will increase more size of index for
addressing error patterns in an entry. It clear knows that memory size is required(∑t−1

i=0

(
n
i

)−∑t−2
i=0

(
k−1
i

))× entry size bits for making a hash table.The errors

pattern table is divided into different blocks for indexing errors patterns for
requires as shown in Table 4.

Table 4. Different blocks for indexing error patterns

P bites of Number of Error Index
(∑4

i=0

(
71
i

)−∑3
i=0

(
35
i

))

errorpattern patterns size = 1024171× entry size bits

P=36 66712 17 53256892

P=18 4048 24 60426089

P=9 256 32 68619457

Finally, a hash function can be used to make a hash table; that is, called an
array Hash table [ ] for decoding QR codes.

4 Using hash table for finding error pattern procedure

A hashing search is using a hash function f(key), where key =
∑n−1

i=0 ri · βi , to
find index of error pattern for decoding (n, k, d) OR codes up to t-1 errors. The
finding index of the error pattern procedure is called Find err index(key) as
follows:

(1) Let i = 0,Index = f(key) = (key mod M) = r,Next index = Index.

(2) If Hash table [Next index] = −1,Index = −1, then go to step 8.

(3)
Sq

M = q+ Index, if r=index and q 
= qi+1 then De table[Next index] = qi+1,
where the value of q is obtained by the value of Q portion.

(4) If key = Sq , then the value of index p error pattern is obtained the value
of P portion of De table[Next index], Index = p, go to step 8.

(5) If the value of the I portion of Hash table [Next index]equal -1, then Index
= -1, go to step 8.

(6) Next index← The value of the I portion of Hash table [Next index].

(7) Next index← Next index+Segment [i], i = i+ 1, go to step 3.

(8) Return Index.
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5 Simmulation results

The number of collisions in the distribution of (71, 36, 11) QR codes are given in
Table 5. The number of collisions to store in array Segment [ ], when the value
of syndrome collisions has occurred, is used to point search chaining in a linked
list.

Table 5. Number of collisions in the distribution of (71, 36, 11) QR code

Number of collision 0 1 2 3 4 5 6 7 8 9

M of QR- 717981 545218 299834 124179 40715 11111 2552 477 83 2

code 219 = 524288 452757 307074 162751 68827 23786 6807 1729 363 67 10

According to the proposed algorithm, for evaluation decoding (71, 36, 11)
QR codes. The computational time of these QR codes over 1,000,000 times of
codeword computations is listed in Table 6. The hash table of size is M = 524288,
the memory needs 9.13Mbytes and 5.31 Mbytes for decoding the (71, 36, 11) QR
code. The decoding of the (71, 36, 11) QR code using Scheme 2, as discussed
above, can be approximately 63% faster than LTD method. Scheme 1 can save
more memory than the LTD method approximately 42%.

Table 6. Complexities of decoding of (71, 36, 11) QR codes

Method Memory Search time

Binary Search(LTD) 9.19MBytes 4.15 second

Hash Search (M=mini-collision) 9.13MBytes 1.98 second

Hash Search (M= 219) 5.31MBytes 1.53 second

6 Conclusion

One presents a logarithmic hash search function as a hash table size to decode
the binary systematic (71,36, 11) QR codes. In Table 6 as shown, the hash table
could use a novel approach Scheme 2 for decoding of QR codes. As a result,
Scheme 2 is actually faster than Scheme 1 in all instances, but Scheme 2 reduces
more memory in certain occasions. Scheme 2, forces a value of hash table of size
M to the range of a power of two, and it can be performed quickly with a masking

operation as a choice hash table of size M = 2�log2(M)� ; that is, suitable for
decoding of QR codes as shown in Table 6. If memory consumption in embedded
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systems is an acceptable range, using the proposed method is readily adaptable
for speeding up the decoding of QR codes. Thus, Scheme 2, the decoding of
the (71, 36, 11) QR code, dramatically, not only reduces the decoding time
with approximately 63% but also reducing memory with approximately 42% in
comparison to the LTD method. Therefore, the HT algorithm is more suitable
in real time system.
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Abstract. With delivery and save in internet, processing and using of
digital images is important issue. Due to the size of files will highly in-
fluenced efficiency in delivery and save, which can save part of data for
use data compression. Digital image transfer is universal and high de-
mand in internet, considering efficiency of delivery, image compression is
important and necessity. In this paper, the propose of scheme are used
Search Order Coding and Locally Adaptive Scheme based on VQ com-
pression to reduce the amount of data of images. The proposed method
achieves the goal of used lossless compression to improve compression
rate in index table of VQ compression.

Keywords: Image Compression, Vector Quantization, Search Order Cod-
ing, Locally Adaptive Scheme

1 Introduction

In recent years, digital image becomes more refined and colorful, like high-quality
photo. Accordingly, the size of image and the data storage are much larger than
ever. Therefore, image compression be used to reduce the size of files in deliv-
ery and save. Many excellent researchers create several schemes about image
compression, such as VQ, BTC. There are two most important factors for the
compression scheme design namely compression rate and visual quality of de-
compressed image.

Image compression methods can be classified into the Lossy compression
and Lossless compression. The Lossless compression is focus on visual quality
preserving of decompressed image. However, the compression rate of Lossless
compression is hard to transcend Lossy compression method. In some critical
application, the Lossless compression is required, such as medical image and mil-
itary image. Lossy compression also known as distortion compression [1, 2].That
aims to sacrifice part of data in image for reduce data in transmission and stor-
age and improve efficiency when image are compressed. Compared with Lossless
image compression, most of Lossy compression is better for compression effect,
it can reduce more information of load in transmission and storage. But for the
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quality of image, the Lossy compression unable to recover integrated data after
decompression. Also it still has much difference from human’s eyes, which hard
to distinguish from the recover image and original image.

In this paper, we are inspired from VQ, SOC, and LAS. Compress index table
of VQ can be further improved, we try to use SOC and LAS to compression
index table. VQ compression is one method of lossy compression. The block
size, which used in original VQ, is usually 4 × 4 pixels, and the resulting bit
rate reported in the literature is in the range of 0.5-0.6 bpp (bits per pixel)
for grayscale images. In order to improve compression performance and visual
quality further, according to the VQ concept extend many deformed method
such as SMVQ [7], and TSVQ[8].

2 Related Works

2.1 Vector Quantization

Vector Quantization is a Lossy compression which was proposed by Linde et
al. in 1980 [3]. In VQ compression requires a codebook CB composed by Nk-
dimensional codewords. For more easily to describe, CB = {CWi|i = 0, 1, . . . , N−
1} and CWi = {xj |j = 0, 1, . . . , k − 1}, where k is denoted size of block. The
codebook CB can be generated by applying LBG algorithm [6]. First, the in-
put image I is divided into the non-overlapping block Bi and represented as
I = {Bi|i = 0, 1, . . . , h/H × w/W − 1} where h and w are used to represent as
the height and width of block Bi. Also, H and W are the height and width of
input image. Second, for a block Bi , which can be found a most similar code-
word cwp from codebook, and the most similar means that the codeword has
smallest Euclidean distance between Bi and cwp. Finally, the compression code
is composed by all indexes values in binary format.

2.2 Search Order Coding

In natural image, the local area has similar pixel value distribution. Also, in
index table, the index that values in a local area has similar value distribute.
According to this property, Hsieh and Tsai proposed Search Order Coding in
1996 [4] to compress VQ index table again. The main idea of SOC is using
a state code book (SCB) to remember some of past neighbor indexes for the
further compression. The SCB construction is to collect the index values stay
on the search order. Here, the indexes collection of SCB construction will not
make the same index value appears twice. The State Code Book can be defined
as SCB = {idxi|i = 0, 1, . . . , n}. The idxi,j is the current index need to be
processed. The idxi,j will encoded by using less bits when SCB contains the
same value with idxi,j . When idxi,j can be encoded by SOC, then the position
of idxi,j in SCB is used to encode. For preventing the ambiguous in decoding
phase the indicator for each index is required. The indicator bit can be used to
indicate the index is corresponding to VQ index or position in SCB. For instance,
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bit ‘0’ indicates the index encoded by VQ and bit ‘1’ indicates that the index
encoded by SOC. For this point of view, high frequency of SOC case will get
better compression rate performance.

2.3 Locally Adaptive Scheme

Locally Adaptive Scheme be applied VQ index table is proposed by Chang et
al., in 1997 [5]. In index table for generated by natural images, the index value in
same neighborhood is high percentage identical and similar, with that situation
which can used SOC coding. Unfortunately, if same of index value did not appear
in neighborhood, that unable to using SOC coding then further waste bits to
save. In order to solve the problem of above, LAS coding be applying in index
table. For LAS, that need produce HIL(History Index List) to record index value
was appear. In encode of idxi,j , that will be coding by location information of
HIL.

3 Proposed Method

3.1 Compression Phase

Because the target of the proposed compression method is VQ index table, the
index table is generated by VQ compression and it will further be compressed
by SOC which cooperated with LAS. To simplify the description, the index
table was denoted as IT = {idxi,j |i = 1, 2, . . . , Nbh; j = 1, 2, . . . , Nbw}, where
idxi,j represented the index value in IT which located in (i, j), Nbh and Nbw

was denoted as the height and the width of IT , respectively. Because idx1,1

has no previous index information, idx1,1 must be encoded by VQ (i.e., using
bits to encode the index). For the remaining indexes, the proposed compression
will adopt SOC and LAS to encode the indexes as many as possible. In order
to distinguish encoding cases of SOC and LAS in decompression phase, the
indicator is required. The examples of descriptions that encoded by SOC and
LAS are as follow:

Case 1 : idxi,j encode by SOC (i.e., Indicator ‖ SCBk)
Case 2 : idxi,j encode by LAS (i.e., Indicator ‖ preceding code ‖ HILk)

The k represents the location information of idxi,j on SCB and HIL. In
the case of our proposed method which using SOC coding, the searching range
(NSCB) are 4 neighboring index values {idxi,j−1, idxi−1,j−1, idxi−1,j , idxi−1,j+1}
from IT . After that, the minimum and maximum values can be obtained by
idxmin =min{idxi,j−1, idxi−1,j−1, idxi−1,j , idxi−1,j+1} and idxmax =max{ idxi,j−1,
idxi−1,j−1, idxi−1,j , idxi−1,j+1}. The range of the SCB construction is between
idxmin and idxmax which mean the range of the SCB construction is from min-
imum to maximum of VQ code book and it was denoted as SCB = {idxmin,
idxmin+1, . . ., idxmax}. Eventually, the encoding of idxi,j will be represented as
the location information of SCB.
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For example, Fig. 1 shows the IT which was sized into 4 × 4 by the codebook
that included 256 code words. The idx1,1 will be encoded as 11000100. For the
remaining indexes, because the idx3,2 satisfied the conditions of SOC, it will start
to search four index values in neighborhood of idx3,2 and the neighborhood index
values are 211, 200, 193, 197 respectively. After that, choosing the minimum and
maximum values 193 and 211 to generate SCB={193, 194, 195, 196, 197, 198,
199, 200, 201, 202, 203, 204, 205, 206, 207, 208, 209, 210, 211}. For the encoding
of idx3,2, there are 19 values in SCB and the minimum requirement of bits is 5.
Therefore, it will use 5 bits to record the location information of SCB (State
Code Book). After adding the indicator, the idx3,2 will be encoded as 1011012.

Fig. 1. An example for compression phase

When the SOC method is invalid, we will apply the LAS coding method.
The LAS coding used NSCB to calculate the average value idxa and then applied
Jumping Strategy to create the history index list HIL. The HIL can be denoted
as {idxa, idxa+1, idxa−1, idxa+2, idxa−2, idxa+3, . . .}. Before the coding step
of idxi,j , the HIL needs to remove all the values that are same as the values
in SCB. It is necessary for LAS strategy to add the preceding code between
indicator and locating information of idxi,j . The preceding code is denoted as
“0” and the number of bits is �log2 k�.

For example, the idx2,3 is not satisfy the conditions of SOC. Therefore, the
value of idx2,3 will be represented as the current value and the idxa value of
idx2,3 will be used to produce the HIL. The idxa can be denote as idxa =
avg{193, 195, 195, 194}, and then Jumping Strategy (Fig. 2) will be applied to
generate HIL = {194, 195, 193, 196, 192, 197, 191, 198, 190, 199, 189, 200, . . .,
0}. As it mentioned before, because the value of idx2,3 is not correspond to the
value in SCB, the HIL needs to delete all the values of SCB = {193, 195, 194}
to avoid the waste of bits. After deleting all the values of SCB, the HIL will be
denoted as {196, 192, 197, 191, 198, 190, 199, 189, 200, . . ., 0}. Next, the LAS
will be applied to encode the idx2,3 which recorded the location information of
HIL in compressed code string. Therefore, in our proposed method, we added
the preceding code to identify how many bits were used to record the location
information of HIL for the decompression step. As the example shows, after
adding the indicator and preceding code, the idx2,3 will be coded as 00010. But
there will be an exception for LAS strategy, if the location information in HIL
of idxi,j is ‘0’, the idxi,j will be encoded as 010.
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Fig. 2. Example of jumping strategy

3.2 Decompression Phase

In decompress situation, depends on identification indicator of compression code
string from extract the compression code string of compressed idx, if compres-
sion code string indicator is 1 that would be judged for using SOC coding; if
compression code string indicator is 0, that be judged for using LAS coding.

Procedure: Image Decompression

Input: Compression code C
Output: Index table IT
Step 1: Take 8 bits from C to restore index of first value in IT.
Step 2: Take indicator bits from C.
Step 3: If indicator == ‘1’ then go to Step 4, else go to Step 6.
Step 4: Generate SCB by using minimum and maximum of 4 values.
Step 5: Take compression code from C to form the position and take the value

in SCB to restore the index value in IT . Go to Step 7.
Step 6: Use Jumping Strategy to create HIL and take compression code from

C to form the position value in HIL. Then, using the index value in HIL
to restore the index value in IT .

Step 7: Repeat Step 2 to Step 7 until all of compression code have been
decompressed.

Step 8: Output index table IT .

4 Experiment Results

The compression rate is the most important factor for performance evaluation.
Also, Peak-Signal-to-Noise-Ratio (PSNR) is adopted for evaluating the visual
quality of decompressed image. The compression rate is using total bits of com-
pressed code to compare with total bits of original image. A small value of
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CR indicates that the compression method has good compression performance.
Contrary, a large value of CR indicates that the compression method has worse
performance of a compression method. The compression rate is defined as Eq.
1.

CR =
||I ′||
||I|| (1)

For visual quality of decompressed image, PSNR is an objectively measure-
ment to compare the similarity between decompressed image and original image.
A large value of PSNR indicates that the decompressed image is most similar to
the original image (i.e., good visual quality). Contrary, a small value of PSNR
indicates that the decompressed image is dissimilar to its original image (i.e.,
worse visual quality). The PSNR is defined as Eq. 2-3.

PSNR = 10× log10
2552

MSE
dB (2)

MSE =
1

H ×W

H∑
i=1

W∑
j=1

(pi,j − p′i,j)
2 (3)

Where H and W denote to the height and width of the image. The pi,j and
p′i,j denote the pixels of the original image and decompression image located on
(i, j), respectively. Nine commonly used gray-scale images sized 512 × 512 are
shown in Fig. 3. The codebook training is adopted the LBG algorithm and using
nine gray scale images to be the training images. In the experiment of proposed
method, the codebook size is 128, 256, 512, and 1024, and the dimension is 4×4
for experiment.

Figures Fig. 4-5 shown the compression rate comparison results in different
code book size. As we see, the proposed method has better compression rate in
different codebook size. We found that the proposed method has better outcome
in smooth content image than complexity content images. Such as in Baboon
image has no significant improvement in compression rate.

From the experimental results, the smooth content image provide high chance
to find the index in the front part of HIL in the proposed method LAS situation.
That is the proposed method is more suitable for the smooth content image.

5 Conclusions

The proposed method using the SOC and the LAS coding to decrease the bits
requirement of storage of index table. It means the proposed method is not only
the same image quality of traditional VQ, but also have better compression rate
performance than traditional VQ, LAS, and SOC. From experimental results, the
proposed method has better compression rate performance in any codebook size.
To consider the computation cost of compression phase and the visual quality of
the decompressed image, we suggest that codebook size set to 256 is a suitable
choice. To consider the complexity of image content, the proposed method has
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(a) Alan (b) Baboon (c) Boat

(d) Lena (e) Jet(F16) (f) Pepper

(g) Tiffany (h) Toys (i) Zelda

Fig. 3. The test images sized 512× 512

Fig. 4. The comparison results of compression rate (N = 256)
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Fig. 5. The comparison results of compression rate (N = 512)

better compression rate improvement with smooth content image. The reason is
that the smooth image contains more similar indexes distribution in local area.
The proposed method more suitable for smooth content image for doing the
image compression.
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Abstract. The vector quantization (VQ) technology is applied to compress an 
image based on a local optimal codebook, and as a result an index table will be 
generated. In this paper, we propose a novel matching side pixels method to 
reduce the index table for enhancing VQ compression rate. We utilize the high 
correlation between neighboring indices, the upper and the left of the current 
index, to find the side pixels, and then reformulate the index. Under the help of 
these side pixels, we can predict the adjacent elements of the current index and 
then partition the codewords into several groups for using fewer bits to 
represent the original index. Experimental results reveal that our proposed 
scheme can further reduce the VQ index table size. Compared with the classic 
and state-of-the-art methods, the results reveal that the proposed scheme can 
also achieve better performance. 

Keywords: vector quantization;  matching side pixels;  image compression 

1 Introduction 

With the rapid development of information technology, more and more people 
utilize the Internet to communicate and exchange multimedia information, such as 
images, audios, and videos. Among them images occupy a large proportion, which 
brings storage issues that need urgent solution. In order to reduce the cost of storage 
and increase the transmission speed, the images need to be compressed before 
transmitting [1][2][3]. Vector quantization [4], as a typical and effective compression 
technique is widely used in field of image compression [5][6]. VQ produces an index 
table by quantizing a given image in block-wise manner. The indices can stand for the 
whole image, in which the size of the former is much smaller than the latter, so VQ 
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can achieve a good compression rate. While the codebook design is a quite important 
work before compressing the image, it is usually trained with the well-known Linde-
Buzo-Gray (LBC) algorithm [4].

However, people find that the index table can still be reduced to some degree, so 
some techniques which can further compress the index table are proposed to improve 
the compression effect. The famous compressing index table methods includes 
search-order-coding (SOC) and improved search-order-coding (ISOC) which can be 
applied to further losslessly compress VQ index table. SOC was proposed by Hsieh 
and Tsai in 1996 [7] and the algorithm encodes each index one by one in a raster scan 
order to find the same index with the current index along a predefined search path. 
After finding the same index, replace the original index with the search order code 
which is shorter than the original one. In 1999, Hu and Chang proposed an improved 
SOC method [8] to further compress an index table. Before doing the search-order-
coding operation, sort the codewords in the codebook according their mean values in 
the descending order. By doing so, the index value can be more approximate with the 
neighboring indices. Besides the compression methods, a data hiding scheme based 
on search-order-coding and state-codebook mapping was proposed by Lin et al in 
2015 [9]. Lin et al first employ the SOC method to reduce index table and then use 
the sate-codebook mapping method to deal with the indices which cannot be proposed 
by SOC. Lin et al’s method has good performance on reducing the index table; 
however, this method is a bit complicated and is not easy to implement. In this paper, 
we propose a novel method for reducing a VQ index table by matching side pixels. 
By exploiting the high correlation between the neighboring indices, we utilize the side 
pixels of the neighboring indices to predict and find the correct index. The 
experimental results demonstrate that our proposed scheme has a better performance 
in compression rate compared with SOC, ISOC and Lin et al’s method. 

The reminder of this paper is organized as follows. Section 2 gives a brief 
introduction of the conventional VQ technique. The proposed scheme is described in 
Section 3 in detail. Experimental results are demonstrated in Section 4 and the 
conclusion part follows. 

2 Related Work 

In this section, a brief introduction of vector quantization is described and an example 
is also provided for better understanding. 

Vector quantization (VQ) is proposed in 1980 by Linde et al. [4]. Due to its simple 
and cost-effective advantage, VQ is used in numerous applications, such as image and 
video compression. A complete VQ system consists of three parts, codebook design, 
compression and decompression. Designing a proper codebook has significant effect 
on the compression results. Generally, the popular Linde-Buzo-Gray (LBG) algorithm 
is utilized to train a representative codebook with several images. In the compression 
procedure, the image first needs be partitioned into a series non-overlapping blocks, 
and the size of each block is l×l. Then each block is encoded with the index of the 
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best matched codeword in the codebook. The codebook has C codewords, and each 
codeword Ci is a l×l dimensional vector, where i = 0, 1, 2, …, C-1. For the current 
block assumed as X, calculate the Euclidean distance between X and each codeword 
Ci with following equation (1) 

2

1

( , ) ( )
l l

i i j ij
j

Dis X C X C x c , (1) 

where xj is the jth pixel of the current block, cij represents the jth element of the ith
codeword Ci, j = 1, 2,…, l×l. 

The codeword which has the minimal Euclidean distance with the current block X,
is the best matched codeword. Then utilize the index of the best matched codeword to 
stand for the current block. After obtaining the indices of all blocks in the image, an 
index table is generated and need be stored. When decompressing the image, the 
receiver can refer the indices in the index table and the codewords in the codebook 
using a simple table look-up method to reconstruct the image. There is one thing to 
point that, VQ compression is a lossy algorithm. 

Figure 1 shows a 512×512 image Lena and each block size is 4×4. A codebook 
with 256 codewords generated by the LBG algorithm is illustrated in Figure 2. 
Simultaneously, after the VQ compression phase, we can get an index table which has 
512×512/ (4×4) = 16384 indices. To measure the compression efficiency, bit rate is 
the most commonly used metrics. The bit rate is 16384×8/ (512×512) = 0.5 bpp in the 
example.  

                
Fig. 1. Lena image                              Fig. 2. An example of codebook
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3 Proposed Scheme 

Driven by the motivation of reducing the index table, in this section, we propose a 
novel method to reduce the VQ index table by matching the side pixels. 

3.1 Side pixels matching 

In the index table, except the indices encoded using the conventional VQ algorithm at 
the first row and first column, each of the residual indices has its upper and left 
adjacent index neighbors which can be utilized to compress further by the proposed 
matching side pixels. Figure 3 demonstrates some part of the generated index table in 
the case of block size 4×4. The variables t1, t2, …, t16 are the specific elements of the 
current index T. For a current index T, which belongs to the residual indices, side 
pixels refers to the elements {t1, t2, t3, t4, t2, t9, t13} at the first row and column 
elements in the current index and their adjacent elements in the neighboring blocks,
which are the shaded pixels u13, u14, u15, u16 in the upper index U and l4, l8, l12, l16 in 
the left index L. We design a method of side pixel matching which utilizes {u13, u14,
u15, u16, l4, l8, l12, l16} to predict the adjacent elements { t1, t2, t3, t4, t2, t9, t13} in the 
current index to realize the index table reducing. 

Fig. 3. Side pixels of the index T

3.2 Reduce the index table 

The fewer bits to represent the indices, the higher compression rate can be achieved.
First we utilize the side pixels to predict the adjacent elements of the current index. 
Assume the block size is l×l, there are 2l-1 adjacent elements in the current index. The 
first element in the corner of the current index is forecasted by calculating the average 
of its upper and left element. The other adjacent elements in the current index are 
directly predicted by equaling their neighboring elements. Take the index table in 
Figure 3 as an example, in the current index T, the value t1 can be forecasted by 
solving the equation 1 4 13( ) / 2t l u . The other values of the current index are 
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directly predicted by 2 14t u , 3 15t u , 4 16t u , 5 8t l , 9 12t l , 13 16t l . Then calculate 

the Euclidean distance Td between the predicted elements of the current index T and 
the corresponding elements of the codewords using following Equation (2) 

2 1
2

1

( )
l

T j ij
j

d p c , (2) 

where pj is the jth predicted element of the current index, and cij is the corresponding 
element of the ith codeword Ci, j = 1, 2, 3, 4, 5, 9, 13. 

After obtaining the distances, a sorting operation is utilized on them. Specifically, 
by sorting the distances in the ascending order between the seven values with the 
corresponding elements of the codewords in the codebook, we can get a distance list. 
Then we divide the sorted distances list into four non-overlapping groups, G0, G1, G2

and G3 as follows, 

0

1

2

3

{0,  1,  2,  ,  1}
{ ,  1,  ,  2 1}
{2 ,  2 1,  ,  4 1}
{4 ,  4 1,  ,  1}

G n
G n n n
G n n n
G n n N

,  1},
,  2 1},  2,  2

,  4 1},  4,  4
,  1},,

,

where n stands for the number in the first group and N means the codewords number 
in the codebook. So we can use two bits stand for the correct index is in which group, 
Specifically, “00” represents G0, “01” represents G1, “10” and “11” stands for G2 and 
G3 respectively. As can be seen from the probability, if the correct index lies in the 
first three groups, we can use fewer bits represent the index instead of original 8 bits. 
Though the unfortunate situation still has the possibility to occur, experimental results 
reveal that the index lies in the first three groups occupy the majority. An example is 
given to illustrate the index table reducing procedure and prove the compression 
effect. 

In the example, we set n equals 8 and the current index T is 7. And the codebook 
has 256 codewords. Then the Euclidean distance is calculated between the seven side 
pixels with the elements in the corresponding positions of the codewords. After 
sorting the codewords, the method partitions the sorted codewords into four groups. 
Figure 4 shows the grouping situation. If the correct CW7 is in G0, the correct index 7 
can be represented by “00” adding three bits, that is five bits; if CW7 is in G1, the 
correct index code can be represented by adding two bits “01” to the head of the index 
binary representation such that CW7 can be presented as five bits; if CW7 is in G2, the 
correct index 7 can be represented by left-padding “10” to the four-bit representation 
of CW7 to form a six-bit index code; unfortunately if CW7 falls in G3, the correct 
index 7 can be represented by ten bits due to two leading bits “11” should be added to 
its original eight-bit representation so the length of index code is ten. Figure 5 reveals 
the distribution of correct index lying in groups when n equals 8. From the figure, we 
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can find that the probability of the correct index lies in the first three groups is far 
greater than that in the last group, which proves that our proposed method can reduce 
the index table significantly. Moreover, we assign the variable n with different values 
and compare the different compression rates to obtain the best performance outcome. 

Fig. 4. An example of grouping result 

Fig. 5. The distributions of index grouping when n = 8

4 Experimental Results 

In this section, experimental results are demonstrated to verify our proposed scheme 
with satisfactory performance in terms of reducing the index table after VQ operation. 
In our experiments, ten typical gray images sized 512×512 are used as the test images. 
Each image is partitioned into 4×4 blocks without overlapping and a codebook 
consisting 256 codewords is also prepared preliminarily. To obtain best experimental 
results, the variable n is assigned with 16, 8 and 4, respectively.  

Table 1 illustrates the performance of the test images with various n values. We 
can find that all of the results are better than the original VQ compression bit rate 
which is 0.5 bpp. When n equals 4, the proposed scheme can get the smallest bit rate 
which means the compression rate is the most satisfactory. 
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Table 1. Comparison of bit rate (bpp) when n takes different values 

Lena Baboon Barbara Airplane Girl Gold hill Peppers Sailboat Tiffany Toys Average

n=16 0.3897 0.4402 0.4194 0.3923 0.3869 0.3900 0.3874 0.3977 0.3792 0.3877 0.3971

n=8 0.3440 0.4304 0.3899 0.3461 0.3443 0.3523 0.3384 0.3574 0.3225 0.3378 0.3563

n=4 0.3122 0.4429 0.3773 0.3121 0.3247 0.3386 0.3122 0.3122 0.2743 0.2974 0.3316

The conventional VQ compression technique cannot gain satisfactory compression 
rate, so some improved compression algorithms such as SOC and ISOC based on VQ 
have been also proposed to get lower bit rate. We also make comparisons with these 
two typical improved algorithms. Table 2 demonstrates the bit rate of these two 
techniques as well as our proposed scheme in which Lena is taken for example. 

Table 2. Comparison of bit rate (bpp) with SOC and ISOC 

Methods m BR

SOC

m = 2 0.357

m = 4 0.341

m = 8 0.359

ISOC

m = 2 0.329

m = 4 0.322

m = 8 0.344

Ours 0.3122

Table 3. Comparison of bit rate (bpp) with Lin et al’s method

Lena Baboon Airplane Girl Peppers Sailboat Tiffany Average

n = 4 0.3122 0.4429 0.3121 0.3247 0.3122 0.3122 0.2743 0.3316

Lin et 
al [8] 0.3165 0.4526 0.3190 0.3662 0.3284 0.3883 0.2976 0.3527
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5 Conclusions

In this paper, a novel VQ index table representation by matching side pixels is 
proposed. By exploiting the correlation between the side pixels of the neighboring 
indices, we can use fewer bits to represent the original index. Experiment results 
present that the proposed scheme can achieve better compression performance 
compared with the classic compression index table methods and the state-of-the-art 
methods such as SOC and ISOC methods.

In the future, we plan to explore the proposed index table reduction to information 
hiding. The proposed information hiding scheme can hide a huge amount of 
information in the index map of an image and allows complete reconstruction of the 
indexes of the image. We would like to propose an information embedding scheme to
hide a huge amount of information in the reduction of an index map and allows 
complete reconstruction of the indexes of the image. 
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Abstract. With the increase in automobile traffic on a global scale, a 
corresponding increase in vehicle accident rates has occurred. To improve 
driver safety, finding an automated solution that is cost-effective and will 
reduce the global vehicle accident rate is necessary. This paper proposes a 
vehicle collision-avoidance system based on ultrasonic technology. We present 
a design for a device that will detect vehicle distance and provide the driver 
with timely warning to avoid vehicle collisions. The design includes both 
hardware and software components. The hardware consists of a minimal system 
board that supports a single-chip microcomputer (SCM), a power supply 
module, a liquid crystal display (LCD) 1602 module, and an ultrasonic module. 
The software algorithms that implement the vehicle collision function are 
written in the ‘C’ language using the Keil compiler to generate the 
microcomputer machine code. The code is debugged using a serial port module. 

Keywords: Auto ranging; Ultrasound; Single-Chip Microcomputer (SCM); 
liquid-crystal display (LCD) 

1   Introduction 

With the global proliferation of automobiles, automotive safety has gained 
substantial attention. In response, several types of collision-avoidance sensors have 
been implemented [1-3]. Marketing surveys suggest that microwave-radar technology 
is the most popular implementation. There are several categories of sensors that 
deploy this technology: (a) “short distance”, (b) “medium distance”, and (c) “long 
distance”. Each category has different characteristics and requirements. The long-
distance collision-avoidance radar requires a high degree of sensitivity to its 
environment. In addition to a requirement for maximal miniaturization and large 
production costs, this type of radar requires advanced technology and a large number 
of development and deployment resources. There are additional important 
considerations in the design of collision-avoidance radar. These include: 

1.Radio band selection; 
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2.Mutual interference between multiple radars;  
3.Signal processing requirements;  
4.Weather condition impact on signal;   
5.Influence of cloud density on satellite reception, particularly in the presence of  
  typhoons;  
6.Consumption of gasoline;  
7.Vulnerability to rain fade; 
8.Unsuitability of the lane-recognition system to operate for sustained periods of 
  time; 
All of the issues presented above represent restrictions on the development of any 

collision-avoidance system. To address these issues we propose an ultrasonic 
collision-avoidance system that will enhance the accuracy of object positioning, and 
thus reduce the accident casualty rate by 90%. 
Ultrasound refers to the sound wave or vibration whose frequency exceeds the 
maximum human hearing threshold 20 kHz. The advantages of ultrasound over 
audible sound include better directivity, better object penetration, and ease of focusing. 
As a result, ultrasound waves are characterized by less absorption and less wave 
deformation when contacting objects. Significant benefits include lower cost, simpler 
structure, and easier implementation [4-5]. 
In this paper, we describe the distance detection method that is based on ultrasonic 
technology. This algorithm can greatly improve the reliability and speed of detecting 
the distance to an object. The flowchart of the algorithm is as follows: 

1. The Microcontroller drives the ultrasonic module to transmit ultrasonic signals 
  in real time; 
2. The Microprocessor LCD1602 displays information; 
3. The Microcontroller drives the ultrasonic collection module to compute the 
  distance between two vehicles; 
4. The Microcontroller uses the computed distance between the two vehicles to 
  compute a safe distance to maintain from the detected vehicle based on a  
  threshold comparison, and estimates the collision danger based on the real-time 
  situation. 

2   Hardware Design and Main Control Chip 

A smart chip is essential for an implementation of an intelligent vehicle distance 
detection system. The selection of the main control chip is the core of the entire 
system design. Considering instruction set, cost and size factors, a STC89C52 chip is 
selected as the main control chip that will provide the processor to support the 
required software. The minimum system board of the chip is shown in Figure 1. The 
STC89C52 chip, produced by STCmicro Technology, is an 8-bit controller with high 
performance and low power consumption. It employs an 8 KB high-performance 
online-programmable flash memory, making it very convenient for user development. 
In addition, although the STC89C52 uses the classical MCS-51 core, the 
manufacturer has made substantial improvements in the original chip. As a result, 
with more advanced functionality, the STC89C52 chip provides effective, convenient, 
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and efficient development choices for developers of embedded software. The main 
features of the STC89C52 [6] chip are as follows: 

1. It has more function than the 8051 SCM. The original 8051 SCM supports only 
12 clock cycles per machine cycle, but the modified STC89C52 supports both 6 
clock cycles per machine cycle and 12 clock cycles per machine cycle. 
Furthermore, its instruction set is fully compatible with the 8051 SCM and is 
very convenient to use. 

2. It has a wider range of working voltage. The working voltage of the 5 V SCM is 
5.5 V-3.3 V, and the working voltage of the 3 V SCM is 3.8 V-2.0 V. Low 
working voltage that making it suitable for long-term use in practical 
applications. 

3. With a frequency range of only 0-40 MHz, its working performance is 
equivalent to a regular 8051 SCM with a frequency range of 0-80 MHz.  

4. The chip is integrated with a 512B RAM. 
5. It has a total of 32 general IO ports. It is noted that a pull-up resistor is not 

required if the P0 port is used as a bus extension, but an IO port must be added 
if the P0 port is used as the only IO port. 

6. It has a total of three 16-bit timer counters, making it more versatile in practical 
  applications. 
7. It supports online programming. Unlike other SCMs, it does not require a 

dedicated programmer. Instead, it can download programs through the serial 
port in a rapid and convenient fashion. 

 
Fig. 1. Circuit of minimum system board of SCM STC89C52.  

As shown in Figure 1, the minimum system board of the STC89C52 contains the 
crystal oscillation circuit and the reset circuit. The crystal oscillation circuit is 
primarily composed of two capacitors and a crystal oscillator. This oscillation circuit 
generates clock signals at a frequency of 12 MHz to trigger the normal operation of 
the SCM. The reset circuit is composed of an independent button and capacitors.  
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A reset voltage signal is generated when the reset circuit of button is pressed  Then 
the output is shifted from high level to low level, and the SCM is reset at the falling 
edge, thereby triggering the program to restart. 

2.1   LCD Module 

With the emergence of various new semiconductor materials, the liquid crystal 
display devices market is extremely competitive. Among them, LCD and OLED 
devices are very popular among consumers and developers due to their excellent 
performance. For this design, there is a single requirement from the LCD module; it 
need only display the prompt information. For this reason, the inexpensive LCD1602 
module is selected as the display device for the entire system. 
The LCD1602 module has the following features:  
1. Able to display 16*2 characters. This fully meets our normal display needs; 
2. Adjustable working voltage within a certain range based on need. This ensures that 

it will not fail to display characters or display garbled characters when the voltage 
decreases. 

3. Low power consumption. The LCD1602 module requires only a 2 mA driving 
current to read and write the LCD screen, greatly saving energy and increasing the 
service life of other system components. 

4. Simple driving circuit. The SCM can easily set the internal register of the LCD 
module through data analysis, without stringent requirements on the IO ports. 

The LCD1602 module in this design contains a total of 16 pins, and the function 
of each pin is shown below: VSS: No.1 pin, connected to the negative terminal of the 
power supply; 

VDD: No.2 pin, connected to the positive terminal of the power supply. Usually 
the 5 V power is connected to drive the LCD module; 

VL: No.3 pin, LCD bias signal. The voltage of this port can be set to adjust the 
display brightness of the LCD screen. Usually this port is connected with the sliding 
rheostat by VCC. Users can slide the rheostat to change the resistance of the sliding 
rheostat, and thereby change the voltage of the LCD screen port. 

RS: No.4 pin, data and command selecting port. It selects an action object based 
on the TTL level of the port. When RS=1, the data register of the LCD module is 
operated; when RS=0, the command register of the LCD module is operated. 

R/W: No.5 pin, read and write selecting port. This port can be set to read and 
write the LCD module. It is also the main operation port to enable the liquid crystal 
display. When R/W=1, the LCD module works in reading state, where the working 
status of the LCD module can be read through the data port; when R/W=0, the LCD 
module works in writing state, where data can be written through the data port to 
specify the characters displayed on the LCD screen. 

E: No.6 pin, enabling port. This port can be set to enable or disable the LCD 
module. When E=1, the LCD module is working properly and ready for character 
display; when E=0, the LCD module is closed and the LCD screen will not be subject 
to any control; 

D0-D7: No.7-14 pins, 8-bit data ports. Data can be written to data ports through 
any one of SCM ports P0, P1, P2, and P3. 
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BLA: No.15 pin, the positive pole of backlight. Usually it is connected to the 
positive pole of a 5 V voltage to supply power for backlight; 

BLK: No.16 pin, the negative pole of backlight. Usually it is connected to the 
negative pole of a 5 V voltage to supply power for backlight. 

2.2   Ultrasonic Module 

The ultrasonic emitting part allows the ultrasonic emission transducer TCT40-16T 
to send out square wave pulse signals of about 40 kHz. There are two commonly used 
methods to generate 40 kHz square wave pulse signals: use of hardware such as a 555 
oscillator or use of software such as SCM software programmed output. Our 
developed system deploys the latter. Since the output power of the SCM port is not 
sufficient to support our design, programmed output of square wave pulse signals at 
about 40 kHz are generated through SCM P1.0 port in two parts. One part is a push-
pull circuit composed of 74HC04 hex inverters amplifies the power of the signals to 
ensure a sufficiently long emission distance and meet the requirements for distance 
measurement; the other part is transmitted to the ultrasonic emission transducer 
TCT4016T and eventually emitted into air in the form of sound waves. The circuit of 
the emitting part is R31 and R32 are the pull-up resistors at the output end. They can 
not only improve the ability of driving the inverter 74HC04 to output at a high level, 
but they also enhance the damping effect of the ultrasonic transducer to shorten the 
time of free oscillation. 

The ultrasonic receiving part allows the ultrasonic receiving transducer TCT40-
16R to effectively receive the reflected wave (echo). The reflected wave is then 
converted into an electrical signal, which will be amplified, filtered, and shaped by an 
integrated SONY CX20106 chip. This creates a negative pulse sent to P3.2 (INT0) 
pin of the SCM to generate an interruption. 

3 C’ pseudo code and Initialization of Ultrasonic Module 

Trig=0; 
EA=1;          
TMOD=0x10; 
while(1) 
{  
EA=0; 
Trig=1; 
delay_20us(); 
Trig=0; 
while(Echo==0); 
succeed_flag=0; 
EA=1; 
EX0=1; 
TH1=0; 
TL1=0; 
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TF1=0; 
TR1=1; 
delay(20);  
TR1=0;  
EX0=0;  

The initialization code is entered and provides the input to the ultrasonic module 
with a 20 us pulse trigger so that the ultrasonic module can emit ultrasonic signals. 
When the value of the detection indicator “succeed flag” is 1, the reflected ultrasonic 
signals are received. Otherwise, no reflected ultrasonic signals are received, indicating 
that there are no vehicles in front of the detector carrier and it is safe. 

3.1   Distance Calculation Display 

This design uses the ultrasonic module to detect the distance between two vehicles, 
and displays the results on the LCD screen. The specific implementation program is 
as follows [7]: 

if(succeed_flag==1) 
       {   
          time=timeH*256+timeL;  
          distance=time*0.0172;  
        }                                 
if(succeed_flag==0)         
{  
          distance=0;                       
}  
       display(distance); 

 
(a)                               (b) 

Figure 2. The ultrasonic module (a) of the circuit material components, and (b) the actual    
component circuit of the sensing module.  
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When reflected ultrasonic signals are received, the calculated distance is stored in the 
“distance” variable, and then displayed in the “display()” function (It is quotes the 
ultrasonic ranging C program of the 51 SCM) [7]. 
The traffic control department specifies that when the vehicle speed is 60 km/h, the 
safe distance between vehicles should be 60 meters or longer; when the vehicle speed 
is 80 km/h, the safe vehicle distance should be 80 meters or longer, and so on. In 
common, ultrasonic ranging can be well used less than 10 meters. So this system is 
suggested to be used in URBAN areas, where vehicles run slowly. Moreover, if it is 
used to detect the distance of left or right side of a car, less 5-meter detection will be 
enough. In the short-distance simulations performed for this design, the safe distance 
is set to 5 m, and the onboard ranging system will sound the alarm if there is any other 
vehicle within this distance. Figure 2 shows the actual circuit of the sensing 
components.  
There is no ultrasonic sensor in the car that driving distance 60m will getting bump in 
3.6seconds when the vehicle speed is 60km/hr. Adding ultrasonic sensors with a 4.5 
meter distance sensing to the car. It has more 0.27 seconds reaction time to avoid 
collision than a car without ultrasonic sensors. If a car adding ultrasonic sensors such 
with 45 meter distance sensing. It provides the driver more 2.7 seconds reaction time 
with timely warning to avoid vehicle collision than a car without ultrasonic sensor, 
shows the Figure 3. 

 

Figure 3.  Reaction time data. 
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Conclusion

In common, ultrasonic ranging can be well used less than 10 meters. So this system is 
suggested to be used in URBAN areas, where vehicles run slowly. Moreover, if it is 
used to detect the distance of left or right side of a car, less 5-meter detection will be 
enough. This proposal presents a design for a vehicle safety alarming system to 
prevent danger caused by poor vision (e.g., due to weather conditions and 
geographical positions) or lack of driver concentration, with the intent that the design 
and setup of the intelligent vehicle collision avoidance system/sound wave multiple-
capture system can improve the computed accuracy of vehicle positioning and reduce 
the accident rate and prevent collisions. The hardware deployed in the design includes 
the STC89C52 development board, a power supply module, the LCD1602 module, 
and the ultrasonic module. The STC89C52 development board sends out ultrasonic 
signals that will be reflected back upon encountering an obstacle. Then the actual 
distance between the two vehicles is calculated according to the time difference, 
which can be displayed on the LCD screen. 
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Abstract. Many foreigners visit and stay in Japan. Natural disasters
such as earthquake, flood and volcano often occur in Japan. When a
disaster occurs, the authority needs to give announcement to people in-
cluding non-Japanese. Easy Japanese(EJ) is focused on conveying infor-
mation to non-Japanese. EJ is a kind of Japanese designed to be easily
understood by non-Japanese. We implemented an Easy Japanese writing
support software “YANSIS” by Java. YANSIS runs any platform where
Java runs. Under a disastrous condition, not only text information but
also speech announcement is required. Thus we implemented a text-to-
speech(TTS) function to YANSIS. To integrate the text-to-speech func-
tion with YANSIS, we implemented the Japanese TTS system Open
JTalk with Java. In this paper, we describe our software YANSIS, and
compare the quality of the synthesized speech by Open JTalk and our
implemented TTS software.

Keywords: Easy Japanese, YANSIS, text-to-speech, speech synthesis,
HMM, Java

1 Introduction

Nowadays, many foreigners visit Japan because of sightseeing or business. Many
foreigners also live in Japan because of study, work or marriage. In the places in
Japan where many foreigners visit, signs are written not only in Japanese but
also in other languages such as English, Chinese and Korean.

In Japan, we have many natural disasters such as earthquake, flood, volcano,
and tsunami. When a disaster occurs, the authority needs to give announcement
such as evacuation route, shelter and so on precisely. To tell non-Japanese the
information precisely, multilingual announcement is needed. Under the disas-
trous condition, however, the multilingual announcement is impossible because
of limitation of time and human resources.

Easy Japanese(EJ) was proposed to convey important information under
the emergency such as a big disaster[1]. EJ is composed of words and phrases
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which can be understood by non-Japanese easily. Nowadays, EJ has been widely
used in the public documents, websites of local authorities or broadcast[2][3].
Ordinary Japanese people needs some training to write sentences in EJ, because
Japanese people don’t know which words and phrases are easy or difficult for
non-Japanese. To help writing sentences in EJ, we developed an Easy Japanese
writing support software[4][5]. We named this software YANSIS, which stands
for “YAsasii Nihongo sakusei SIen System”(Easy Japanese composition support
system) in Japanese. YANSIS was written in Java so that it runs on any platform
where Java runs. When a disaster occurs, the network might be shut down
because the network lines and systems will be damaged. Thus YANSIS runs as
a standalone software without network connection. Not only text information
but also voice announcement is required under such a situation. We can use
the Text-to-speech(TTS) function via HTML5 with network connection, but we
aim the TTS system built into YANSIS so that the system can be used without
network connection. Thus, we decided to implement TTS function to YANSIS.

We can use several open-source TTS software, including Festival(C++)[6],
Flite(C)[7], MaryTTS(Java)[8] for English or other languages. Galatea Talk(C)[9],
Open JTalk(C)[10] are also open-source TTS software for Japanese. (A symbol
in parentheses of the previous list denotes the programming language for imple-
mentation). In Japanese TTS, intonation and accent sandhi must be estimated
for synthesizing high quality Japanese speech. We selected Open JTalk as our
base software because Open JTalk has been maintained well and quality of syn-
thesized speech is high. Then, we rewrote Open JTalk in Java so that the TTS
function could be integrated with other parts of YANSIS. We named our soft-
ware Gyutan.Gyutan was named after a famous food at Sendai city at which
our university is located. In this paper, we describe the function of YANSIS,
structure of Gyutan and comparison quality between Open JTalk and Gyutan.

2 Structure of YANSIS

Fig. 1 shows the structure of YANSIS. The functions of YANSIS are described
in the following subsections.

2.1 Morphological analyzer module

The input text by the user is analyzed using a morphological analyzer to split
the string into words, estimate pronunciation of the words, and estimate the
prosodic features such as accent and accent phrase boundary. We exploited the
morphological analyzer Sen[11], which is a Java clone of the morphological ana-
lyzer MeCab[12].

2.2 Japanese level analyzer module

The Japanese level analyzer module analyzes the difficulty level of a word in the
text. The difficulty level of a word is determined according to Japanese Language
Proficiency Test(JLPT) level of the word.
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Fig. 1. Structure of YANSIS

2.3 Example search module

Example sentence of EJ for disaster mitigation is prepared in database in YAN-
SIS. The example search module searches sentences from the database that in-
clude a word in the input sentence.

2.4 Recommendation generator module

The recommendation generator module shows the results of the analysis of the
input text. This module points out the difficult words and phrases in the text.
This module also advises how the sentence is difficult (such as the sentence to
be long) and how to make the text easier.

2.5 Easiness estimation module

The easiness estimation module shows the easiness score of a sentence. The
easiness score is estimated using the feature of the sentence such as ratio of
Chinese characters, length of the sentence and so on[13].

2.6 Speech synthesis module

We implemented a speech synthesis module. This module is composed of Japanese
text analyzer Gyutan and speech synthesizer Sasakama.In section 3, we describe
this module in detail.
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2.7 User Interface

Fig. 2 shows the User Interface(UI) of YANSIS. The right side of Fig. 2 shows
UI for speech synthesis configuration. When the “use speech synthesis” box
is checked, speech synthesis function is enabled. The speech rate of synthesized
speech can be changed by the speech rate slider or by directly inputting value into
the text field of current speech rate. The adequate speech rate varies according
to sentence length, difficulty of the sentence and so on[14][15]. If the user wants
to change the voice of the synthesized speech, user can select other HTS voice
which user wants to use.

The left side of Fig. 2 shows the main UI. The user inputs the text into
the text area at the top of the UI. Next, the user pushes the evaluation button
to evaluate the input text. Then, the analysis result and the evaluation points
are displayed. When the user uses the example search, example sentences con-
taining the keyword are retrieved and displayed. If speech synthesis is enabled,
the speech synthesis button appears. When the user pushes the speech synthesis
button, speech of the input text is synthesized with the specified speed rate,
and synthesized speech is played from the audio device. If the user wants to
save the synthesized speech, the user can save the speech as a WAV file. As ex-
plained, a user can easily compose EJ texts and prepare the EJ speech because
of integration of EJ evaluation module and the speech synthesizer into YANSIS.

Fig. 2. UI of YANSIS

3 Structure of Gyutan

Gyutan is a Japanese text-to-speech synthesizer module composed of the mor-
phological analyzer module, pronunciation label generator module and speech
synthesizer module.
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3.1 Morphological analyzer module

The text analysis is indispensable for a high-quality TTS. MeCab is used as the
morphological analyzer in Open JTalk. In Gyutan, Sen is used as a morpholog-
ical analyzer that can be used in common with YANSIS. When synthesizing a
Japanese speech, the accent is an important information. To determine the ac-
cent precisely, the accent analysis is needed. The accent analysis is based on the
lexicon. Open JTalk uses NAIST-jdic[16] as a dictionary, which includes accent
information. The original NAIST-jdic is to be used with MeCab, which is not
compatible with a dictionary for Sen. Thus we modified NAIST-jdic so that it
works with Sen. We used NAIST-jdic 0.4.3 as dictionary of Gyutan. In the later
experiment, we used the dictionary that comes with Open JTalk 1.08 as the
dictionary of Open JTalk. Number of entries of the dictionaries are 456169 and
483156 for Gyutan and Open JTalk respectively.

3.2 Pronunciation label generator module

We need pronunciation labels for synthesizing speech, which include information
of phoneme and intonation. The pronunciation labels are generated based on the
result of morphological analysis. The labels should be generated considering the
accent sandhi rules and other rules of pronunciation change by combining words.
Fig. 3 shows an example of accent sandhi, where the vertical positions of the
circles indicate relative pitch. The left side of Fig. 3 shows the pattern of the
pitch accent of the word, Sendai and eki(station). The right side of Fig. 3 shows
the intonation of the two words pronounced as a compound word, Sendai-eki.
As shown, the intonation of the compound word is not a simple concatenation
of the individual accents. Gyutan processes the accent sandhi and pronunciation

Fig. 3. Example of accent sandhi rule

change based on the rules used in Open JTalk 1.08.

3.3 Speech synthesizer module

This module synthesizes Japanese speech using pronunciation label based on the
HMM speech synthesis[17]. Open JTalk uses hts engine API[18] as a speech syn-
thesis library. We implemented the speech synthesis engine in Java so that all the
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systems were integrated using Java. We rewrote hts engine API written in C us-
ing Java. This speech synthesis library written in Java is called Sasakama, which
is also a name of food in Sendai. Sasakama can synthesize Japanese speech using
an acoustic model in HTS Voice format as same as Open JTalk. Sasakama can
play the synthesized speech via an audio device. Sasakama is based on hts engine
API 1.10.

4 Experiment

4.1 Speed of the speech synthesis

Gyutan is supposed to be slower than Open JTalk because of difference of the
programming language of implementation. In this subsection, we examined the
synthesis speed of each software. In the experiment, we measured the times of fol-
lowing processes: (1)morphological analysis, (2)pronunciation label generation,
(3)speech synthesis and (4)total. The computer used in this experiment had Intel
Xeon L5640 processor at 2.27GHz clock, with 32GB memory. In the experiment,
we used 503 sentences from ATR Japanese Speech Database was used. Average
times spent by the processes were measured. The acoustic model was a female
model developed by our laboratory.The average character length of synthesized
sentences was 34.

Table 1 shows the average process time of a sentence. These times include I/O
time. From Table 1 it is found that Gyutan was 3 times slower than Open JTalk.
The morpheme analysis results were different between Open JTalk and Gyutan

Table 1. Comparison of average calculation time(ms)

Open JTalk Gyutan

Morphological analysis 0.34 30

Label generation 0.62 104

Synthesis 565 770

Total 631 1851

because of the difference of dictionaries. Since the generated pronunciation la-
bels depends on the result of the morphological analysis, the labels of the two
systems may differ each other. Thus we evaluated the synthesized speech signals
generated by the both systems by the objective evaluation and the subjective
evaluation. In the objective evaluation, we compared the mel cepstrum and log
F0 of the utterances used as training data to those of the synthesized utterances
with the same contents. Two experiments were conducted: in the first experi-
ment, the speech signals were synthesized from the texts; in the second one, the
signals were synthesized using the same pronunciation labels. The evaluation
results are shown in Table 2. In Table 2, hts engine and Sasakama were used for
synthesis from the pronunciation labels, while Gyutan with Sasakama and Open
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JTalk with hts engine API were used for synthesis from texts. These results show
that the two systems gave almost same quality of synthesized speech. In sub-

Table 2. Distance between the synthetic speech and the real speech

Synthesis from labels Synthesis from texts
hts engine API Sasakama Open JTalk Gyutan

Mel cepstrum distance[dB] 5.60 5.60 6.84 6.85

Log F0 RMSE[cent] 89.32 89.67 194.05 195.95

jective evaluation, we evaluated naturalness of the synthesized speech by Mean
Opinion Score(MOS). For the evaluation, ten sentences were selected from ATR
Japanese speech database B set randomly The evaluators were 8 adults aged
from 22 to 24. The acoustic model used in evaluation was the same as that used
in the objective evaluation. All sentences used in this evaluation were included
in the training set of the acoustic model. The evaluation result is shown Table 3,
which shows that the naturalness of the speech synthesized by both systems were
exactly same. We also evaluated pronunciation error rate of each software using
503 sentences. Table 4 shows the pronunciation error rate. In Table 4, a word in
parentheses denote morphological analyzer. The error rate of Gyutan with Sen
was slightly higher than Open JTalk with MeCab, but the absolute error rate
was still very small.

Table 3. Naturalness of synthesized voice

MOS

Open JTalk 3.0

Gyutan 3.0

Table 4. Error rate of pronunciation of morpheme

error rate(%)

Open JTalk(MeCab) 0.4

Gyutan(Sen) 0.9

5 Conclusion

In this paper, we described the text-to-speech function of Easy Japanese writing
support system, YANSIS. We rewrote the Japanese speech synthesis software
Open JTalk by Java, which is named Gyutan. A user can easily synthesize the
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text written in EJ because the speech synthesis function was integrated into
YANSIS.
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Abstract. In this paper, a hardware efficient multiple-input multiple-
output (MIMO) detector which flexibly supports multiple antenna con-
figurations (2× 2, 4× 4 and 8× 8)) and data modulations (QPSK, 16-
QAM and 64-QAM) is presented. A breadth-first decoding algorithm
known as distributed K-best (DKB) is applied in this design. The DKB
greatly reduces required visiting nodes and excludes sorting operation
at each layer to save computing complexity. The proposed antenna con-
figurable pipelined multi-stage architecture is composed of elementary
function blocks of DKB. Each DKB blocks requires only K clock cycles
to find the best K candidates, where K denotes the number of calculated
survival paths. The proposed MIMO detector has been implemented by
a 90-nm CMOS technology with the core area of 1.014 mm2. The av-
erage power consumption is 17.76 mW when operates at the maximum
frequency of 74 MHz and 1 V power supply voltage.

Keywords: Multiple-input multiple-output (MIMO) detection, antenna
configurable, distributed K-best (DKB), shift multiplier.

1 Introduction

In the last decade, spatial multiplexing in multiple-input multiple-output (MIMO)
technologies is the most researched MIMO topic to improve bandwidth efficiency.
It allows transmitting and receiving several independent data streams simulta-
neously in the same space [1]. Let us consider the spatial multiplexing MIMO
system with Nt transmitting antennas and Nr receiving antennas. The real-
valued baseband equivalent model can be written as:

Y = Hs+ n, (1)

where s = [�{s1 s2 · · · sNt
}�{s1 s2 · · · sNt

}]T is the transmitted symbol vector.
For each element si is independently chosen from M -QAM constellation set Ω
and transmitted by ith antenna, where �{·}, �{·} and [·]T imply real and imagi-
nary part and matrix transpose, respectively;Y = [�{y1 y2 · · · yNr

}�{y1 y2 · · · yNr
}]T
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is the received symbol vector by Nr antennas; H denotes the real-valued channel
matrix of size 2Nr × 2Nt, whose entries are identically independent distributed
(i.i.d) zero-mean Gaussian random variables; and n = [n1 n2 · · ·n2Nr

]T is a white

Gaussian noise vector with variance σ2

2 . The optimum solution for (1) is called
maximum-likelihood (ML) decoding, which finds out the most possible symbol
vector ŝ according to the following minimum-distance criterion:

ŝ = argmin
s∈Ω2Nt

||Y −Hs||2. (2)

The ML decoder exhaustively computes
√
M

2Nt
possible symbol vectors to de-

termine one ŝ vector. The computing complexity grows exponentially with the
antenna number and constellation size and is not feasible for realization. Conse-
quently, two kinds of simplified recursive decoding algorithms known as depth-
first type and breadth-first type [2]-[5] have been developed for hardware imple-
mentation.

To transforming ML decoding method into tree-branch searching, thanks to
QR decomposition, i.e., H = QR, where Q and R are unitary matrix and upper
triangle matrix, respectively. By applying QH at both sides of (1), results in
Ỹ = QHY = Rs+QHn = Rs+w. Since R is an upper triangular matrix, (2)
can be rewritten in recursive form as follows:

ŝ = argmin
s∈Ω2Nt

2Nr∑
i=1

|ỹi −
2Nt∑
j=i

Rijsj |2

︸ ︷︷ ︸
ithlayer PED: ei(s(i))

. (3)

The tree-searching procedure starts from bottom layer-2Nt to top layer and cal-
culates accumulated partial Euclidean distance (PED): Ti(s

(i)) = Ti+1(s
(i+1))+

ei(s
(i)) at ith layer to find the best candidate which owns minimum accumulated

PED in (3).
In this paper, the proposed antenna-configurable MIMO detector can flexibly

support 8×8, 4×4 and 2×2 and data modulations, such as QPSK, 16-QAM and
64-QAM, is presented. In our design, we adopt DKB algorithm [6] as elementary
functional blocks to achieve multiple antenna configurations. The computing
complexity is independent to the applied constellation size. In the following
sections, the hardware architecture and circuit design will be detailedly depicted.

2 Hardware Architecture

The conventional K-best scheme concurrently expands and sorts the children
nodes from all parent nodes and preserve K best candidates with minimum
PEDs, while DKB scheme sequentially listed best K candidates one by one
within K clock cycles. Owning to this feature, the DKB avoids the sorting circuit
and only requires a minimum finder circuit to select the child node with minimum
PED in ith layer. The number of visited nodes at each DKB layer is 2K − 1,
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Fig. 1. Block diagram of the proposed configurable MIMO detector: (a) 8×8 detector,
(b) 4×4 detector, and (c) 2×2 detector.

which is independent of the constellation size M . Therefore, the total number
of visited nodes for DKB is min(K,

√
M) + (2Nt − 1)(2K − 1). Compared to

the conventional K-best algorithm, the DKB scheme is an efficient method and
is feasible to compose the proposed 2×2, 4×4, and 8×8 antenna configurable
MIMO detector.

2.1 Antenna-configurable Architecture

To support multiple antenna configurations, the proposed pipelined architec-
ture is built by elementary functional blocks which can flexibly reconstruct 2×2,
4×4, and 8×8 antenna configurations shown in Fig.1. Based on the aforemen-
tioned algorithm, the elementary functional block ”DKB” is the key circuit in
our design.

The 8×8 MIMO detector structure has the deepest tree searching layers and
the largest pipelined stages should be firstly determined. With the elementary
building block, the proposed 8×8 detector architecture is depicted in Fig. 1(a).
The main advantage of this reconstructible building-block architecture is that
these building blocks of 8×8 detector can reconstruct the two streams of 4×4
and four streams of 2×2 MIMO detectors as shown in Fig. 1(b) and Fig. 1(c)
respectively. Therefore, the hardware utilization achieves maximum for various
antenna configurations. The overall throughput and BER performance can be
maintained through all antenna configurations. In the other hand, it is possible
to construct other antenna configurations in the proposed design, such as 3×3,
5×5, 6×6 and 7×7. However, the hardware utility and throughput decreases
most to 62.5% at non power of two configurations.
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Fig. 2. Block diagram of the DKB building block.

3 Circuit Design

The key building block ”DKB” will be described in this section. The ith layer
DKB circuit diagram is depicted in Fig. 2. It consists of a first child unit (FCU),
a next child unit (NCU), and registers for data buffering. According to the K
parent nodes fed from the i+ 1th layer, the FCU sequentially finds out the
corresponding K first child (FCs) and stores them into the contender register.
Their corresponding accumulated PEDs are also calculated and stored into the
PED register. When all the K FCs have been found by the FCU, then the NCU
begins comparing the PEDs of FCs and selecting the corresponding FC with
minimum PED into the K-best candidate register K i. In the meanwhile, the
NCU enumerates the best sibling node next to the selected FC as the next child
(NC). Then the contents of the selected FC in the contender register Li and
PED register T ′

i (x
(i)) are replaced by this NC. As long as the registers in each

DKB stage are full filled with data, the FCU and NCU can determine one FC
and one NC in every clock cycle, respectively. Therefore, for K-size candidate
list in each DKB stage, only K clock cycles are needed to complete the K-best
list and deliver to the next stage. The circuit operation principles of FCU and
NCU in the DKB block will be depicted in the following sub-sections.

3.1 Shift Multiplier (SM)

The PED computation costs major hardware resources in the DKB procedure.
From (3), it can be seen that the multiplications of Rij and sj costs most
parts of computing complexity in the PED calculation. In order to avoid the
multiplication complexity, we propose a shift multiplier (SM) which reduce the
area and critical path delay of the multiplication significantly. Since sj ∈ Ω =

{−√
M + 1, ...,−1, 1, ...,

√
M − 1} is an odd number in the real-valued axis, we

uses a new signal set Ω′ = {−√
M, ...,−2, 0, ...,

√
M − 2} instead of Ω. The new

signal set Ω′ is represented in Fig. 3(a). In the case of 16-QAM, the signal values
in the signal set are power of two, i.e., Ω′ = {−4, −2, 0, 2}. Therefore, Rij mul-
tiplied by the shifted signal set can easily be implemented by simple bit-shifting
and addition. The received signal vector Ŷ can be represented by

Ŷ = R(s− e) +Re+w, (4)
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where e = [1 1 ... 1]T is a 2Nt×1 all one vector. Let x = s−e be the new shifted
signal vector in set Ω′. Then(4) can be rewritten as:

Ŷ′ = Ŷ −Re = Rx+w, (5)

which is identical to (2) except the new shifted signal x and the new received

vector Ŷ′.

3.2 First Child Unit (FCU)

In Eq. (3), the expected FC of aK i+1 parent node will has the minimum distance
increment |ei(x(i))|2, i.e.,

xi,FC = argmin
xi∈Ω′

|ei(x(i))|2 = argmin
xi∈Ω′

| ŷ′i −
2Nt∑

j=i+1

Rijxj

︸ ︷︷ ︸
center Ci(x(i))

−Riixi|2, (6)

where Ci(x
(i)) is referred to as center. Since the new signal set Ω′ is defined

and can be represented with simple binary values. Then the center is calculated
by simply bit-shifting and adding the input value Rij to perform Rij multiplied
by xj ∈ Ω′. In upper left corner of Fig. 4(a), the center is calculated by shift
multipliers labelled ”SM”. Then the FC can be found by quantizing Ci(x

(i))/Rii

to the nearest constellation signal in Ω′:

xi,FC = Q
[
Ci(x

(i))

Rii

]
, (7)

where Q[·] denotes the quantizing operator, which rounds the operand to the
nearest integer value in Ω′. In order to avoid the divider operation in (7), our
design directly compares the center value Ci(x

(i)) with ±Rii, ±3Rii, ±5Rii, and
−7Rii as shown in the right half of Fig. 4(a).

Design of a Hardware Efficient ... 233



SM

Rij

xj

yi'

+

+
-5Rii

-Rii

-3Rii

3Rii

Rii

5Rii

-7Rii

FC
 s

el
ec

tio
n 

Lo
gi

c

ModType

0 2 4 6-2-4-6-8

SM

Ti+1(x(i+1))

Rii

Ti (x(i))

FC to Li

Center FC

PED

Li register

Minimum Finder

Ti (x(i)) register

SM

Rii

Ti+1(x(i+1))

NC
Enumeration

Li update

PED update

MinIdx Select Li{MinIdx} to Ki

NC

NCU

SMSM

+

Ci(x(i))

Ci(x(i))

+

' 

' 

' 

' 

(a) First Child Unit (FCU). (b) Next Child Unit (NCU).
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With these comparison results, the FC can be selected and stored in the
contender list Li register and waiting to be chosen into the K-best candidates.
According to (3), letting Ti(x

(i)) = |T ′
i (x

(i))|2, it can be seen that the PED is
defined as a squared �2-norm, i.e.,

|T ′
i (x

(i))|2 = |T ′
i+1(x

(i+1))|2 + |ei(x(i))|2. (8)

This PED calculation of |ei(x(i))|2 requires a large bit-size multiplication, which
cost plenty of computing complexity. A simplified �1-norm approximation is pre-
sented in [3], [7] to reduce the circuit complexity and critical path delay. The
�1-norm approximation is given by

T ′
i (x

(i)) ≈ |T ′
i+1(x

(i+1))|+ |ei(x(i))|. (9)

Comparing with the squared �2-norm, the BER performance loss of �1-norm
applied in K-best algorithm is negligible [3]. Therefore, our design adopts the
�1-norm approximation to save computing complexity and power consumption.
In bottom left corner of Fig. 4(a), the determined FC is multiplied by Rii using
an SM and subtracted by center Ci(x

(i)) to get ei(x
(i)). Then, the PED is

accumulated according to the �1-norm approximation. In the meanwhile, the
accumulated PED is stored into the PED register for later processing by the
NCU circuit.

3.3 Next Child Unit (NCU)

In the previous subsection, the FCU finds an FC and compute the corresponding
PED in one clock cycle. After K clock cycles, all the K FCs and PEDs are ready
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to proceed. Then the NCU takes over the data and finds the minimum PED
index (MinIdx) by the minimum finder circuit shown in Fig. 4(b). According to
this index, the first K-best candidate denoted as Li{MinIdx} is determined and
selected into the K i register for passing to the next layer. Once an FC is stored
into the K-best list, the NC enumeration block enumerates the best sibling node
of Li{MinIdx} as the NC to replace the register position Li{MinIdx}. We adopt
an 1D SE-enumerated strategy to flexibly support various modulation schemes.

Eq. (6) shows that the center Ci(x
(i)) needed in NCU is independent of xi.

Hence, the center values that have been already computed in the FCU can be
reused to calculate the updated PEDs of the enumerated NCs as shown in Fig.
4(b). It should be noted that the best K candidates are decided one by one and
from small to large PED in this DKB architecture. Therefore, the sorting circuit
for the conventional K-best algorithm is absent in our design.

4 Hardware Comparison

The proposed MIMO detector is implemented in 90-nm CMOS technology. The
core area is 1.014mm2 and the power consumption is 17.76mW when operates
at 74MHz clock frequency and 1V power supply voltage. The throughput of this
design is given by Φ = (Nt log2 M)fclk/K, where fclk is the clock frequency. Since
our design supports two K-value configurations,i.e., K = 5, 10, it can provide the
maximum throughput up to 710Mbps. Table 1 lists the performance comparison
between this work and other MIMO detectors. To eliminate the process factor,
the normalized power is formulated as [10]:

Pnorm = power×
(
1.0

Vdd

)
×
(
0.09

Tech

)
×
(

1

Throughput

)
. (10)

5 Conclusion

In this paper, we have presented the flexible antenna configurable MIMO detec-
tor. From the algorithmic aspect, the DKB scheme provides efficient decoding
procedure. In the hardware point of view, shift-multiplier with new signal set
Ω′ and �1-norm approximation greatly reduce the overall computing complexity.
Furthermore, various modulation schemes from QPSK to 64-QAM are also sup-
ported in our design. From Table 1, our design consumes less power than other
literatures, thanks to DKB scheme and low complexity hardware design.
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Table 1. Hardware comparison of the proposed MIMO detectors

Reference design

Antenna

Modulation

Algorithm

Technology

Gate count

Max. clock rate

Max. throughput 
(Mbps)

Power (mW)
Normalized power

(mW/Mbit)

Area (mm2)

JSAC  06 [2]
IC1

4 4

16-QAM

626

53.5

91K

100 MHz

0.35 m

5.76

JSAC  06 [2]
IC2

4 4

16-QAM

N/A

N/A

107

97K

200 MHz

0.13 m

0.56

K-best K-best

JSSC  05 [8] ISSCC  09 
[9]

4 4

64-QAM

135

675

114K

282 MHz

0.13 m

2.31

DKB
Model 

(Real/Complex) Real Real Real

This work

QPSK 
16-QAM
64-QAM

DKB

Real

0.09 m

K=5

Output type Hard Soft HardHard

4 4

16-QAM

360

73.5

117K

51 MHz

0.25 m

N/A

Depth-first

Complex

Hard

0.384 0.282 0.082

TVLSI  07 
[5]

4 4

64-QAM

94

8.57

280K

270 MHz

0.13 m

2.38

K-best

Complex

Soft

5.273

K=10

8 8, 4

17.76 17.76

362K

1.014

710

74 MHz

355

0.0490.025
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Abstract. A coplanar symmetric dipole slot antenna is proposed for dual band 
wireless communication applications. The rectangular slot with T tuning stub is 
etched on the metallic layer of a single sided printed circuit board to form the 
coplanar dipole slot antenna. The dimensions of T stub are changed to design 
and fabricate the antenna which can be operated at 700/900/1800 MHz 
successfully. We use IE3D software to design this dipole slot antenna and 
choose the better parameters to manufacture the proposed antenna. The 
influences of dimension parameters of the proposed antenna on impedance 
bandwidth are described. The proposed antenna with the volume of 
154mm 41mm 1.6mm has been fabricated and this antenna can be used in 
LTE 700/900/1800 MHz frequency bands. 

Keywords: T tuning stub, dipole slot antenna, LTE 

1 Introduction 

Compact size, lower cost and easy fabrication are important factors to design antenna 
that can be used in wireless commercial products. Coplanar antennas possess these 
attractive features. Hence, many studies about planar antennas had been proposed and 
widely used in Ultra Wide Band (UWB), Radio Frequency Identification (RFID), and 
Wireless Local Area Network (WLAN) systems [1-9]. Bandwidth enhancement in 
antenna design can fit the need for increasing the information transfer. This 
requirement can be achieved using the slot antenna techniques with the tuning stub 
[10]. Today, wireless communication devices relating to the field of the internet of 
things are developed rapidly. These information devices should be capable of large 
bandwidth and operating at multiple frequency bands. Therefore, researches have 
been reported for multi-band planar antenna [11-13].  
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In this study, a simple uniplane dipole slot antenna with T tuning stub is proposed. 
The return loss and impedance bandwidth are obtained from IE3D simulations. The T
tuning stub of the proposed slot antenna controls the operating frequency bands of 
dipole slot antenna. The coplanar dipole slot antenna designed with the T tuning stub 
excites the resonant frequency that can be used for LTE 700/900/1800 MHz 
applications. The suitable geometric parameters of the T tuning stub are chosen to 
fabricate the proposed antenna. Therefore, a simple coplanar symmetric dipole slot 
antenna with the size of 154mm 41mm 1.6mm is presented in this paper. The 
proposed antenna can be built on a single sided printed circuit board. The single metal 
layer structure is suitable for mass production and reduces the manufacturing cost.

2 Antenna Design 

The proposed coplanar dipole slot antenna with T tuning stub structure is printed on a 
single metallic layer of FR4 dielectric substrate which has permittivity of 4.4 and 
thickness of 1.6mm. The configuration of this proposed antenna is depicted in Fig.1. 
In this figure, the symmetric rectangular slot with T tuning stub is etched on the 
metallic layer to create the operating frequency bands. Points A and B are the feeding
points of the coplanar dipole slot antenna. We adjust the T stub length parameters L3
and L6 to observe the variations with respect to the impedance bandwidth of the 
proposed antennas. The dimension parameters of the proposed antenna shown in Fig.1 
are listed below: W1=76.5mm, W2=39mm, W3=73.5mm, W4=3mm, W5=2mm, 
G=1mm, L1=63mm, L2=30mm, L4=18.5mm, L5=4mm, L7=8mm, L8=10.5mm, 
D1=5mm, D2=11mm and D3=4mm. The 50 ohm coaxial connector was adopted for 
testing. 

Fig. 1. Geometry of the proposed coplanar dipole slot antenna. 
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3 The Simulations 

We adopted various dimension parameters L3 and L6 shown in Fig.1 of the coplanar 
symmetric dipole slot antenna to observe the characteristics of the proposed antenna.
The numerical simulation and analysis for the proposed antennas are performed using 
IE3D simulation software. The simulated curves of return loss against frequency for
varying the T stub parameter L3 of the proposed antenna with L6=14mm are shown 
in Fig.2. From this figure, two obvious operating frequency bands are observed and 
the lower resonant frequency is nearly unchanged but the higher resonant frequency is 
slightly shifted to higher frequency with increasing the value of L3. At the lower 
frequency band, the impedance bandwidth is nearly unchanged. But it is influenced at 
the higher frequency band. The T stub with L3=8.5mm exhibits the better 
characteristics of the proposed antenna. The simulated curves of return loss against 
frequency for varying another T stub parameter L6 of the proposed antenna with 
L3=8.5mm is shown in Fig.3.

Fig. 2. Simulated curves of return loss against frequency for varying L3 of the proposed 
antenna with L6=14mm.

From Fig. 3, two obvious operating frequency bands is also observed. The lower and 
upper resonant frequencies are changed with varying the value of L6 shown in figure 
3. At lower frequency band, the impedance bandwidth decreases with increasing the 
value of L6. While the impedance bandwidth increases and then decreases with 
increasing the value of L6 at higher frequency band. Therefore, carefully adjusting the 
T stub parameter L6 is very important to design the antenna that can be used in 
LTE700, LTE900 and LTE1800 bands. 
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Fig. 3. Simulated curves of return loss against frequency for varying L6 of the proposed 
antenna with L3=8.5mm. 

4 Experimental Results and Discussion 

From the simulation results, we use the same geometric parameters to fabricate the 
proposed antenna. The measured curves of return loss against frequency for varying 
the T stub parameter L3 with L6=14mm and varying the T stub parameter L6 with 
L3=8.5mm of the fabricated antenna are shown in Fig.4 and Fig.5, respectively. From 
these figures, two obvious operating frequency bands are also obtained and the lower 
resonant frequency is nearly unchanged but the higher resonant frequency is slightly 
shifted to higher frequency with increasing the value of L3. The impedance 
bandwidth is also nearly unchanged at the lower frequency band and it is also 
influenced by L3 at the higher frequency band. The lower and upper resonant 
frequencies are slightly changed with varying the value of L6. At lower frequency 
band, the impedance bandwidth decreases with increasing the value of L6. While the 
impedance bandwidth increases and then decreases with increasing the value of L6 at 
higher frequency band. The trends of the measured results relate well with the 
simulated results. To reach the operating frequencies covering LTE700, LTE900 and 
LTE1800 bands, the better performance antenna with L3=8.5mm and L6=14mm is 
used to study the characteristics of the proposed antenna. The photography of this 
fabricated antenna is shown in Fig.6. The curves of return loss against frequency of 
the simulated and fabricated antenna are illustrated in Fig.7. The simulated and 
measured results of the proposed antenna are listed in Table 1.
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Fig. 4. Measured return loss of the fabricated antenna with L6=14mm. 

Fig. 5. Measured return loss of the fabricated antenna with L3=8.5mm.

The measured impedance bandwidths  of the fabricated antenna for return loss less 
than -10dB at lower and upper frequency band are 343MHz and 247MHz, respectively. 
The measured return loss (RL) and impedance bandwidth (BW) of the fabricated 
antenna show better performance than that in simulation condition. There are 
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discrepancies between the computed and measured results which may occur because of 
the effect of the coaxial connector soldering process and fabrication tolerance.

Fig. 6. Photography of fabricated coplanar dipole slot antenna with L3=8.5mm and L6=14mm. 

Fig. 7. Simulated and measured return loss of the proposed antenna with L3=8.5mm and 
L6=14mm. 

Table 1. Simulated and measured results of the proposed antenna. 

Condition f (MHz) RL (dB) BW (MHz)

Simulation
700 -14.91 305
900 -11.57

1800 -18.48 246

Measurement
700 -11.88 343
900 -13.01

1800 -25.31 247

242 Y.-Y. Lu et al.



The measured radiation patterns of the fabricated antenna with L3=8.5mm and 
L6=14mm at 700/900/1800 MHz are shown in Fig.8. The measured peak gains for 
testing frequencies at x-z and y-z plane of the fabricated antenna are listed in Table 2.  
From Fig.8, it can be observed that the radiation patterns are almost omnidirectional 
in the y-z plane. The omnidirectional antenna radiation pattern indicates that the 
fabricated antenna is good for mobile devices.

(a) x-z plane f=0.7GHz                  (b) y-z plane f=0.7GHz 

(c) x-z plane f=0.9GHz                     (d) y-z plane f=0.9GHz

(e) x-z plane f=1.8GHz                        (f) y-z plane f=1.8GHz

Fig. 8. Measured radiation patterns of the fabricated antenna. 

Design of Dipole Slot Antenna ... 243



5 Conclusions 

In this study, the fabricated coplanar dipole slot antenna with tuning T stub exhibits 
simple structure and dual band characteristics. The size of T stub is designed and the 
frequency bands covering 692-1035MHz and 1653-1900MHz are obtained.
Therefore, carefully choose the designed parameter of the T stub would implement 
the suitable antenna that can be used in LTE700, LTE900 and LTE1800 bands.  

Table 2. Measured results of the  fabricated antenna at operating frequency. 

f (MHz) x-z plane Peak Gain (dBi) y-z plane Peak Gain (dBi)

2.66 2.99
2.66 4.22
1.59 3.73
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Abstract. A modular design procedure of the controller for hybrid electric 
power conversion system (HEPCS) with CAN bus protocol is proposed in this 
paper. By CAN bus protocol, users can easily set individual modules and 
change parameters with pre-defined data structures. Three basic modules are 
implemented in a HEPCS to demonstrate this concept. The experimental result 
shows the feasibility and advantage of this design procedure. 

Keywords: Modular design, hybrid electric power conversion system 
(HEPCS), CAN bus. 

1  Introduction 

With growing impact of the global climate change and threat of poor air quality, elec-
tric motors are gradually adopted in vehicles to fully or partially replace the internal 
combustion engines. Various types of electrified vehicles, such as EV (Electric Vehi-
cle), PEV (Plug-in Electric Vehicle), and FCEV (Fuel Cell Electric Vehicle), are 
commercially viable to achieve environmental sustainability. For EV, one of the most 
concerning problems is the cruising ability. Normally, it takes several hours to com-
pletely charge an EV and makes EV not be competitive with conventional ICE (Inter-
nal Combustion Engine) vehicles. FCEV provides an alternative solution that can 
significantly shorten refueling time to several minutes. 

Different to ICE, most FCs would not immediately work well after the fuel being 
feeding into, such that the procedure for starting up FCs is unavoidable. For example, 
when using HT-PEM (High Temperature Proton Exchange Membrane) FCs, it needs 
to heat up FC stacks to be above operation temperature. Even for LT-PEM PCs, start-
ing in a frozen environment is a critical issue, and thus a pre-heating mechanism is 
still needed. An auxiliary electric energy storage unit is able to deal with this issue, 
and it is used as the main energy source during this interval [1]. Second, the dynamic 
response of FCs to the instantaneous power change is typically slower than ICE. For 
these reasons, an electric battery is usually adopted, and it means that at least two 
energy sources are in the FCEV. Based on this topology, a simple example of hybrid 
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electric power conversion system (HEPCS) is given, and an energy management sys-
tem (EMS) which dominates the energy conversion strategies is therefore important. 

Practically, specifications of all energy sources in a HEPCS are well defined ac-
cording to the application. Afterwards, the EMS coordinates them to satisfy specific 
load requirements [2, 3]. This development procedure is dedicated to one particular 
application. Thus, for other applications, even with only slight deviations, the design 
parameters would not be proper and the same procedure should be repeated again [4]. 
In order to accelerate and simplify the development, a modular design of a general 
purpose controller for HEPCS is proposed in this paper. With CAN bus protocol [5], 
data structures for modules used in HEPCS are defined to generalize physical meas-
urement, design parameters, and system information. 

The remainder of this paper is organized as follows. The essentials of modular de-
sign are explained in Section II. Next, an example with three modules is demonstrated 
in Section III. A practical design with some experimental results is then presented in 
Section IV to verify this concept. Finally, conclusions are given in Section V. 

2 Essentials of Modular Design

A HECPS consists of energy sources, power converters, energy storage units, power 
regulators, etc.. Each of them can be generally defined as a module with a general 
purpose controller of individual function. Physical measurements by sensors are trans-
ferred into modules via analog signal, such as voltage and current, and information 
among these modules is interchanged by either analog signal or specific communica-
tion protocol. While the number of modules increases, the communication protocol is 
obviously preferred, and CAN bus protocol is therefore suggested [5]. 

2.1 Definition of Module and General Purpose Controller 

The fundamental architecture for all modules in HEPCS is presented in Fig. 1. All 
types of signals into the hardware are transmitted to others through a general purpose 
controller. Modules in HEPCS communicate with each other via CAN bus protocol. 
These signals are further defined in an n-array data structure, which includes module 
name, parameter, function, instruction, message, and so on, as shown in Fig. 2. 

Fig. 1. Fundamental architecture for all modules in HEPCS 
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Fig. 2. N-array data structure for modules 

2.2 Module Integration 

Based on the aforementioned concept, each module is defined as a CAN node and 
connected to CAN network. Three modules: charger module, power relay module, 
and EMS module, generally included in a HECPS are given here as a demonstration. 
Besides, 4-array data structure is used for simplification. Thus, the result of the whole 
system is shown as Fig. 3. For other modules being inserted into HECPS, they should 
follow the same hardware architecture and 4-array data structure. 

Fig. 3. Integration of module with same hardware architecture and 4-array data structure 

3 Operation Modes of HEPCS 

According to the definition in section II, the essentials for modular design are clearly 
explained. The next is to define the operation modes for HEPCS. Normally, it in-
cludes checking mode, setting mode, running mode, and error mode, determined by 
EMS module 
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3.1 Checking Mode 

Initially, when the HEPCS is starting up, the EMS module would listen to the CAN 
network. All message received would be check according to the pre-load data. If a 
non-standard or unauthorized message is detected, startup error is recognized, and 
then it would enter error mode with the startup-error flag being set. 

3.2 Setting Mode 

After HEPCS passing the initial checking mode, the EMS module sends information-
requiring message to CAN network. Module-characteristic messages from other mod-
ules are responded. The EMS module would process these data to decide the parame-
ters for setting itself or other modules, as shown in Table 1. Then, it enters setting 
mode according to the flow chart in Fig. 4 (a). In this mode, indicating LEDs in all 
modules keep blinking until every module is ready. 

Table 1. Parameter list for setting mode 

Module Name Parameter Array
EMS Module Over Current Limitation

Over Voltage Limitation
Under Voltage Limitation
Over Temperature Limitation 
Error Flag

Charger Module Output Voltage
Charging Current Limitation
SOC High Level
SOC Low Level
Error Flag

Power Relay Module Pre-Charge Time
Pre-Charge Function Flag
Error Flag

3.3 Running Mode 

After checking mode and setting mode, each module operates in running mode with 
respect to their function. For example, for the charger module of HECPS in running 
mode, it would continue polling SOC and charge the battery or being standby. Ac-
cording to parameters of “SOC High Level” and “SOC Low Level”, it is explained in 
Fig. 4 (a). 

3.4 Error Mode 

This mode is triggered when any abnormal condition is observed in one module and 
“Error Flag” is set. The EMS module will continuously inquire the error status and 
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suspend whole system. Until “Error Flag” is removed, it returns to checking mode and 
then operates in running mode. 

        
Fig. 4. Flow chart. (a) Setting mode. (b) Running mode 

4 Hardware Implementation and Experimental Results 

A practical design of HEPCS is implemented as Fig. 5. There are two energy sources 
included: a 48V fuel cell system provided by ITRI (Industrial Technology Research 
Institute of Taiwan) and a lithium-iron-phosphate (LFP) battery (52.6V, 87.5Ah) [6]. 
The others are EMS module, charger module, and power relay module. Obviously, all 
modules and energy sources in HEPCS are connected to CAN bus network and have 
their own 4-array data structure as described previously. The hardware implementa-
tion is detailed as follows. 

4.1 EMS Module 

The EMS module is designed with a dsPIC33EV family MCU [7] to provide CAN 
function and handle power management. As shown in Fig. 6, at the front panel, there 
exist a LCD (for sequentially displaying current, voltage, output power and other 
electrical measurements), LED indicator (for indicating immediate warring or failure 
status), a switcher (for changing the operation to manual control) and a key switch for 
further integration on the golf cart. 

4.2 Charger Module 

The charger module consists of a DC/DC converter and dsPIC33EV family MCU, as 
shown in Fig. 7 (a). It is designed to operate according to EMS module or stand-alone. 
With CAN bus protocol, it would receive the information from two energy sources or 
EMS Module. In the standalone condition, it would automatically charge the LPF 
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battery. Depending on the SOC, voltage and current, there are two charging modes for 
this module: constant voltage mode and constant current mode. At low SOC, it oper-
ates in constant current mode. Instead, for high SOC, it operates in constant voltage 
mode. The threshold can be assigned by LPF battery or mainly by EMS module. 

4.3 Power Relay Module 

As shown in Fig. 7 (b), there are two power paths designed in this module, a pre-
charge path and main power path. A relay (30 A) and a resistor (120Ohm, 80W) are 
used in pre-charge path to limit the inrush current. For the main power path, a 500A 
power relay is used to connect power in both directions. A clamping circuit would 
further be inserted here to mitigate unexpected high voltage stress from regenerating 
braking. 

Fig. 5. Example of HEPCS 

Fig. 6. The hardware implementation of EMS module 
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(a)                                                       (b)
Fig. 7. The hardware implementation. (a) Charger module. (b) Power relay module 

4.4 Experimental Results 

The experiments for HCPS are temporarily conducted on test bench. All modules are 
connected to the same CAN network and communicate with each other in the same 
data array. It shows that the HCPS follows the startup procedure from checking mode, 
setting mode and then into running mode. Below a certain small charging current 
0.5A defined by EMS module, the charger module would stop for power saving. As 
shown in Fig. 8, once the charging current decreases below 0.5A, the function indictor 
is pulled low to disable the charging function and the output voltage is cut-off. Be-
sides, the output power relay is assumed to being connected to a 300uF capacitive 
load. With the resistance (120Ohm) of pre-charge resistor passed to the EMS module, 
a rising time about 0.2s could be calculated to determine the maximum power good 
time. The voltage rising behavior is depicted in Fig. 9. 

Fig. 8. Experimental results, CH1: Charge Voltage (50V/div), CH2: Charge Current (0.5A/div) 
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Fig. 9. Pre-charge time and output voltage 

5 Conclusion 

In this paper, modular design procedure of a general purpose controller for HEPCS is 
presented. A prototype of HEPCS with two energy sources and three basic modules is 
constructed to demonstrate this concept. Experimental results verify the feasibility 
and effectiveness. It is worth mentioning that this HEPCS will be further integrated 
into a golf cart. More on-road data would be obtained for advanced study. 
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ABSTRACT. Electronic products have been developed motor vehicle 
using. When these external devices in a car, they will consume power 
continuously even after the car engine is turned off. In order to avoid 
and prevent these problems, this paper has developed a device to protect 
the car battery; This device provides three functions: 
(1) When the engine is started, the power will immediately be provided 
to the external devices. 
(2) Warning for the battery power status. 
(3) The stand-by current is very low, and it will not consume much 
power. 
This device has been applied in the actual vehicle. The device could 
effectively resolve external device power consumption power 
continuously after the vehicle engine was turned off, and it could 
remind the driver about battery life. When the capacity of the battery 
deteriorated to obviously less than the set voltage value of the device, it 
will alert the driver. This device owns advantages in easy set up and 
simple operation, and it can effectively prevent excessive power 
consumption. 
 

Keywords: vehicle, external device, battery 
 
1. Introduction 

Currently, many electronic products can be set up in the car to use. Whether 
electronic device is connected to the battery directly, or connected with the cigarette 
lighter socket to supply power. Those electronic products power is from the car 
battery. 

The car brands in Taiwan included both Japanese and European. Japanese cars are 
designed in order to prevent power being used with unnecessary external devices [1]. 
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When the engine is turned off, the power supply system turns off, so there isn’t need 
to protect the battery as the external device will not waste power. Because of the 
design of European cars, however, consider the driver being still inside the car. When 
the car engine is turned off, it will not turn off the power supply automatically. In this 
case, if the driver does not remove or disable these external devices from running, it 
will consume power continuously, and it is therefore possible to run out of battery 
power so that the engine does not start normally; if this problem occurs and is 
encountered in an emergency situation [2], this would be a troubling situation for the 
driver. 

Although the car battery can provide stable power for electronic products, the 
basic requirement is to start up the car successfully. Currently, some vehicles in the 
market cannot detect the power state of the engine, and this will lead to vehicles 
running out of battery power easily. This issue will directly or indirectly affect the 
battery power status and the subsequent launch of the starting program of vehicles. 
There is no suitable power supply provided for the normal car, so this study endeavors 
to develop a suitable power supply apparatus for vehicular use that protects the 
battery from running out of energy by use of a stand-by device. This work is to 
develop an energy-saving concept, for early detection of vehicle power problems, in 
order to achieve life relevance. 

It is a very high degree that vehicle driving power is demand for the motor car. 
The external cigarette lighter socket extension cord for external devices has more 
recently become a general utility [3]. Then, this device’s effect can exert the effect by 
the cigarette lighter socket. It can remind problems of the power [4]. 

This work solves the problem when the ignition is turned off but the power 
continually provides external devices. This equipment able to automatically cut the 
power supply after ext ignition; after the engine is started normally, than the power 
provides to external devices. This work not only can it effectively solve this situation 
by providing many additional functions, but it is also capable of being a machine 
having a variety of uses of the device. 

2. Circuit Design
The complete circuit is displayed in Figure 1. When the input voltage of car 

battery exceeds 14V, it may make a surge voltage, and may damage the equipment 
circuit [5]. Therefore, there is a varistor to be a protective device [6]. If the voltage 
exceeds the rated voltage, the resistance of varistor will rapidly decline to the 
short-circuit state. The surge voltage will be imported to the rheostat to be dissipated 
by heat. The surge voltage will be absorb and the input voltage will be stable [7]. The 
series diode is sat for prevent reverse-connected [8]. The voltage detection chip is 
always used above 6V. If the voltage is smaller than 6V, it will be become an open 
circuit. There is a series of a Schottky diode sat behind the varistor. This diode makes 
the input voltage of car battery from 14V step-down to 6V, in order to achieve the 
detection range of the voltage detective chip. If the input voltage of car battery is 
smaller than 14V, this voltage detection device chip will make this circuit open-circuit. 
On the other hand, if the input voltage is higher than 14V, this voltage detection 
device chip will make this device short-circuit.

The voltage detection chip is also used to decide whether the car battery voltage 
when fully charged is more insufficient than the original full-charge voltage in the 
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ACC. If the full voltage of the battery is less than 11V, then the buzzer will make a 
noise for about 2-3 seconds to alert the driver that the car battery storage is obviously 
insufficient, so it is time to check whether the battery should be replaced [9]. In this 
case, the car can also still be started, but the voltage detection chip can help avoid the 
situation where a car battery is completely without power leading to the car being 
unable to be started. This device is used to supply power to the external device. The 
voltage detective chip is a series 2N7002 transistor. It reduces the voltage back to 12V; 
therefore, this apparatus can smoothly supply power to external devices. If the user 
wants to manually stop any external device, there is a convenient switch on this chip 
detective device, and it can stop the car battery supplying power to external devices. 
The driver does not need to stop them one by one. For preventing the reverse surge 
voltage when the switch is turned off, A series diode and a capacitor are sat to absorb 
this voltage.

3. Circuit operation
Function one is the engine is launched and power supplying: When the key is 

turned to ACC, the input voltage will begin to be detected via the voltage detection 

Figure 1, Circuit
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chip. The voltage detection chip keeps operating. When the key is turned to ON, the 
engine is launched, and the voltage will rise until 14V. The current will flow through 
the coil. So, the magnetic switching operates to become a short-circuit switch, and it 
will begin to supply power to external devices.

Function two is battery life detection: When the key is turned to ACC, the input 
voltage will begin to be detected via the voltage detection chip. The voltage detection 
chip keeps operating. If the voltage is lower than 11V, the buzzer will begin to 
operate to make a noise. The voltage regulator can regulate the voltage into 5V for the 
buzzer to operate. The range of function two is from 9V to 11V. The driver should 
consider whether change their battery at this range. When the voltage lowers than 9V, 
the engine isn’t launched. The driver has to change their battery.

4. Test plan
Figure 2 is the test process of the device and the consequent expectation. In the 

original design of the normal vehicles (European), when the engine is turned off, the 
cigarette lighter socket will not cease supplying power. In this case, if the cigarette 
lighter socket connects with external devices, these products will continuously 
consume power, so it is possible to run out of battery power. 

This device can effectively avoid the above situation occurring, and can also 
detect whether the car engine has been launched and is supplying power to external 
devices. The battery will not run out of power because of the power drain of the 
external devices. The works’ features mainly depend on the voltage detection chip. Its 
function is to detect whether the battery voltage achieves the set value or not.

The car battery voltage switching is to use the power supply to be switching 
voltage. It simulates switch which is launch situations.

The key sub-divided into three sub-stalls, and every stall all have different 
functions:

(a).The stalls turn to off: the device will automatically cut off the power from the 
battery to save power; it can prevent battery to supply additional power to external 
devices leading to which can’t start the car engine.

(b).The stalls turn to ACC: the voltage detection device wafer to detect the voltage 
has reached 11V. If the voltage is smaller than 11V, the device will make noise to 
alarm for driver about 2-3 seconds and remind the driver that the battery charge isn’t 
as good as before. The battery becomes aging, and the driver should consider 
replacing battery.

(c).the stalls turn to ON: the voltage detection device wafer to detect the voltage 
has reached 14V. If the voltage is higher than 14V, the device will supply power to an 
external device; or the device won’t supply power to external devices.
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5. Experimental results and Comparison
The key sub-divided into three sub-stalls, and every stall has different functions:
The stall are turned to off: the device will automatically cut off the power from the 

battery to save power; it can prevent the battery from supplying additional power to 
external devices leading to the car engine not starting.

The stalls are turned to ACC: the voltage detection device chip detects the voltage 
has reached 11V. If the voltage is smaller than 11V, the device will make a noise for 
about 2-3 seconds to notify the driver and remind the driver that the battery charge is 
not as good as before. The battery is aging, and the driver should consider replacing it; 
its warning range is shown in Figure 3.

The stalls are turned to ON: the voltage detection device chip detects the voltage 
has reached 14V. If the voltage is higher than 14V, the device will supply power to an 
external device; or the device will not supply power to external devices.

All parts of the plan have stepped instructions as Figure 4.This paper compares 
results of the device is used or not. When the device is not used, the battery supplies 
power to the external device continuously whether the engine is started or not. When 
the device is used, after the car engine is started, the battery will provide power to 
external devices. Otherwise, it will automatically cut off power; the battery does not 
provide power to external devices.

If the voltage is normal in the ACC, this device does not supply power to external 
devices. It will avoid supplying power unnecessarily. However, if the voltage of the 
battery is lower than 11V, this device will make a noise. This noise can remind the 
driver to consider whether the battery should be replaced soon. 

This device will supply power to external devices in the ON gear, and the red light 
of the device will turn on. But if the car battery power is lower than 14 volts, the red 
light of the device will turn off and it will not supply power to an external device to 
alert the driver that the battery has insufficient power.

 Normal voltage 
   Abnormal 

Figure 2, Test Results
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In comparing whether the device is installed, or not, consider this. Without 
installing device, the battery supplies power to external devices continuously whether 
the engine is started or not, but with this device, after the car engine is started; the 
battery will provide power to an external device. Otherwise, it will automatically cut 
off power.

The anti-theft device of the general car has stand-by current, which is about 
1.5mA. The stand-by current of this device consumption is about 13uA, and consider 
that this device is 100 times smaller than the typical anti-theft device. The system has 
a very low quiescent current, and it can protect the battery power that is normally 
consumed by external devices, so the driver need not worry that this device, like the 
typical anti-theft device, will consume a lot of the stand-by current continuously. 
There is a significant difference in advantages accruing to any driver as to whether a 
car has this device installed or not.

Voltage

12.5v

11v

9.5v

Full power

Normal voltage range

Warning range

The lowest point engine 

Time

Figure 3, Battery life detection range

Use AC ON 

The device start 

The stand-by The device 

Figure 4, Provides electricity
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Currently, there are some products that can display the voltage value of the power 
flowing through the cigarette lighter socket of a motor vehicle, but most drivers do 
not understand the meaning of the voltage values. This new developed device can 
alert the driver as to when the voltage is too low. It can help the normal drivers; 
especially, women drivers can understand the condition of their car.

The circuit of the work is designed simply, and it is cost-effective, as complexity 
of the circuit design has been kept to a minimum; the device is not only useful in 
function, but is also convenient to install. The price is low, and the aesthetics are very 
pleasing.

This working device has three functions: the battery supplies power when the 
engine is started; the condition of the battery power warning is indicated; and its 
stand-by current is very low, therefore not consuming a lot of power. Now, the device 
has been successfully installed, tested and used for battery protection. It can 
effectively solve the above problems. The authors believe that this will be a reference 
or modification for study in the future.
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Abstract. Feeder distance longer of transport power not only affects the power 
flow parameters also increase feeders losses. In this paper, apply the distributed 
power generation device on the feeder node injected real  and reactive power 
to reduce the  current and  losses  for short and middle term distances power 
delivery system to be a good solution .  However, this method must be injected 
with real or reactive power to specify node to decide the feeder losses 
sensitivity analysis to find the optimal node of feeder and minima feeder's 
losses. Input feeder node load and line parameters by PSS/E power system 
simulation software were calculated feeder losses, firstly. Then inject real or 
reactive power of distributed generator (DG) to calculate the feeder loss 
reduced sensitivity, secondly and finally assessment the feeder losses reduction 
level. 

Key words : Feeders Losses, Distributed Generator, Losses Sensitivity.  

1.  Introduction  

Meet each user safety and reliability of electricity supply quality will be power 
provider want to pursue the goal [1]. In power system, the  distribution systems is 
connected to the user which  direct impact on  power quality and challenge of 
power supply, mainly the varying is from the loadings changing[2]. A feeder load 
characteristic is composed by commercial, residential, agricultural and industrial 
demands. Feeder load characteristics is composed by commercial, residential, 
agricultural and industrial demands, so that different users depending on the amount 
of electricity the proportion to distinguish commercial-oriented, residential-oriented, 
agricultural-oriented and industrial-oriented feeders. However, different load 
characteristics feeder by the rapid growth of electricity load make power transmission 
among the feeders is complicated such as the problems of  power delivery 
congestion of distribution system,  transformer overload, power quality reducing and 
losses increased of feeders . Etc. Therefore, experts and scholars actively to solve the 
issues related to its distribution system has the following manner using the theory of 
fuzzy sets [3, 4], neural networks [5], the expert system approach [6], the rule base [7] 
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genetic algorithms [8] and Patricia network algorithms [9], etc., are to be explored for 
the loss of the distribution system, the purpose is to enhance the quality of the power 
distribution system and reducing feeder loss. Perform the steps of this study are as 
follows:  
Step1: Select the 11.4kV overhead feeders of Chao-Liao substation with load 

characteristic of residential-oriented and agricultural-oriented.  
Step2: Feeder node sets and collects load and line parameters of feeders. 
Step3: Feed into the feeder parameters to PSS / E software and solving the load flow 

under its original state. 
Step4: Real or reactive power of decentralized generators added to the PSS / E 

software to solve the load flow. 
Step5: Calculated loss reduces the sensitivity obtained optimum set point. 
Step6: Assessments the reduction rate of Feeder loss. 

2.  Feeder load characteristics analysis and node set 

2.1. Load characteristics 
Sampling every 15 minute form feeder output terminal of Chao-Liao substation 

obtain the electricity-related parameters of feeders, then to statistics the 24 hours of a 
day of former data to form every hour load data which fed in PSS/E power flow 
simulation software to preceding the study. Chao-Liao substation selected  two 
feeders, shape or curve to load the data in accordance with the load of formed its 
hourly load curve and daily users of the electricity accounts than can be broadly 
divided into feeders of residential-oriented and agricultural-oriented. Fig1 is the daily 
load curve of the selected feeder that named FD07 that according to its curve shapes 
and statistics power consumption of customer type to be a feeder of 
residential-oriented. In this Fig including two curves, one for real power curve, 
another for reactive power curve. Focus on the real power daily load curve which 
obtain the real power maximum P and minimum value difference of about 1419 kW 
and reactive power daily load curve obtain reactive power maximum Q and minimum 
value difference of about 763 kVAR.  

Fig2 is the daily load curve of selected feeder which name FD08 that be a feeder 
of agricultural-oriented. Aim at the real power daily load curve that the real power at 
the 21st hour as the largest 3510kW, reactive power at the 20th is the largest 1043 
kVAR, which obtain the real power maximum P and minimum value difference of 
about 1296 kW and reactive power daily load curve obtain reactive power maximum 
Q and minimum value difference of about 25 kVAR.  
 
2.2. Nodes set  

Feeder distance and  concentration of load  will affect the distribution of 
feeder losses so that the node set for DG to supply the real power or reactive power 
share the power system power providing at the same time where will influence the 
losses reduction. Fig 3 is FD07 feeder of residential-oriented single line diagram with 
nodes setting which contain 11 nodes and Fig4 is FD08 feeder of agricultural-oriented 
single line diagram with nodes setting which contain 7 nodes.  

262 Y.-M. Tseng et al.



 
 
 
 
 
 
 

Fig1. Daily load curve of FD07 feeder of residential-oriented 
 

 
 
 
 
 
 
 
 
 
 
 
 

 
 

Fig2. Daily load curve of FD08 feeder of agricultural-oriented 

3. Feeder losses sensitivity  

Complex power is consist of real power and reactive power that quantity 
varying will change the line current and affect the feeder's losses. In this paper, using 
distribution generators installations and providing the real and reactive into the feeder 
node make the feeder line currents changed to reduce the loss of the feeder, which 

Hour 

Hour
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Fig3. Feeder FD07 single line diagram with nodes setting 
 
 
 
 
 
 

Fig4. Feeder FD08 single line diagram with nodes setting  
take feeder 24 hours a day for each hour feeder maximum real power or reactive 
power sensitivity of the optimal set points to analyze the reduction rate of feeder loss. 
Fig5 is a schematic of DG settings at feeder node affected feeder loss. Use of 
decentralized power generators providing a real or reactive power, so that the current 
path of the series current changes to reduce the feeder loss.  

 
 
 

 
 
 
 
 
 

 
Fig5.  A schematic of DG settings 

 Equation (1) represents the calculation formula of feeder loss before setting 
DGs. And to set the DGs at node of feeder the losses will varying the calculative 
formula as Equation (2) which Ig is closely related to distributed power generators 
provide real and reactive power.  
     LineLoss = (Is)2 R                                               (1) 

Where LineLoss : feeder loss before setting DGs  
Is : current by power provider 
R : transmission line resistance 

  SetDGLineLoss=(Is-Ig)2 R = (IL)2 R                        (2)
Where SetDGLineLoss : feeder loss after setting DGs 

Ig : current by distribution generator 
IL : load current  

IL 
Ig 

DG 

Node 

Loadings 

Is 

Line resistance=R 
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Sensitivity formula is compared the feeder losses before and after set the DG at 
each node of feeder and find the node of maximum value of sensitivity to be the set 
point. So the sensitivity divided into real power sensitivity such as Equation (3) and 
reactive power sensitivity as Equation (4).  
 

   %100
NLGFDP

ALGFDPNLGFDP%PS                           (3) 

Where PS% : real power sensitivity of feeder 
 NLGFDP : feeder loss without input real power of decentralized generator 
 ALGFDP : feeder loss with input real power of decentralized generator 

  %100
NLGFDQ

ALGFDQNLGFDQ%QS                           (4) 

Where QS% : reactive power sensitivity of feeder 
 NLGFDQ : feeder loss without input reactive power of decentralized 

generator 
ALGFDQ : feeder loss with input reactive power of decentralized generator 

4. Solving sensitivity and feeder losses by PSS/E load flow software  

4.1. Real power and reactive power sensitivity 
FD07 feeder of residential-oriented single line diagram with nodes setting which 

contain 11 nodes and FD08 feeder of agricultural-oriented single line diagram with 
nodes setting which contain 7 nodes. Table1 is the feeder F07 daily real power and 
reactive power sensitivity which daily real power sensitivity is 12.13% and the 
reactive power sensitivity is 1.59%. Compare the both sensitivity, the real power 
sensitivity is more than the reactive power sensitivity that mean the real power 
injection to the feeder optimal node will more contribute to the feeder losses 
reduction. Table2 is the feeder F08 daily real power and reactive power sensitivity 
which daily real power sensitivity is 11.74% and the reactive power sensitivity is 
2.47%. After statistical analysis, FD07 and FD08 real power of the distributed power 
of the best node injected not changed much, with respect to the reactive power 
optimal  injection node which are frequent changes trend in  hourly. In conclusion, 
feeder power sensitivity is closely with the real power and reactive power curve 
varying.  
 
4.2. Loss reduction calculation 

Table3 are the feeder F07 and F08 daily feeder losses reduction according to the 
table 1 and table2 optimal node of feeder with real power injection have obviously 
than reactive power injection. F07 daily loss reduction is by real power injection is 
1.52% and the reactive power injection is 0.15%, and F08 daily loss reduction is by 
real power injection is 1.38% and the reactive power injection is 0.15%.  
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5. Conclusions 

Apply the distributed power generation device on the feeder node injected real 
and reactive power to reduce the current and losses for short and middle term 
distances power delivery system to be a good solution. F07 daily real power and 
reactive power sensitivity which daily real power sensitivity is 12.13% and the 
reactive power sensitivity is 1.59%. F08 daily real power and reactive power 
sensitivity which daily real power sensitivity is 11.74% and the reactive power 
sensitivity is 2.47%. From view of loss reduction, F07 daily loss reduction is by real 
power injection is 1.52% and the reactive power injection is 0.15% and F08 daily loss 
reduction is by real power injection is 1.38% and the reactive power injection is 
0.15%. No matter are the feeder F07 with residential-oriented or F08 with 
agricultural-oriented that by real power injection may have more significant 
influences to reactive power for feeder losses reduction. In summary, the real power 
and reactive power sensitivity of feeder is based on the feeder load curve more 
related. Further research will integrated both of real and reactive power injected to 
feeder node obtaining optimum set point based on the best reduction rate of feeder 
loss.  

 
Table1. Feeder F07 daily real power and reactive power sensitivity 

hour Real power sensitivity Reactive power sensitivity 
Optimal node Sensitivity (%) Optimal node Sensitivity (%) 

1 F37_9 13.91 F37_9 1.96 
2 F37_9 12.78 F37_1 1.03 
3 F37_9 11.70   
4 F37_9 12.85   
5 F37_9 9.79 F37_11 0.37 
6 F37_9 8.46 F37_5 0.93 
7 F37_9 8.40 F37_5 0.90 
8 F37_9 8.86 F37_9 1.23 
9 F37_9 10.27 F37_2 0.78 
10 F37_9 11.27 F37_7 1.24 
11 F37_9 11.97 F37_6 1.21 
12 F37_9 12.28 F37_9 1.34 
13 F37_9 12.59 F37_6 1.34 
14 F37_9 13.07 F37_5 1.28 
15 F37_9 13.18 F37_9 1.53 
16 F37_9 13.40 F37_10 1.48 
17 F37_9 12.55 F37_2 1.55 
18 F37_9 12.47 F37_9 1.54 
19 F37_9 12.50 F37_9 1.90 
20 F37_9 12.36 F37_7 2.50 
21 F37_9 14.17 F37_5 2.48 
22 F37_9 14.12 F37_9 2.20 
23 F37_9 14.14 F37_7 1.98 
24 F37_9 13.95 F37_7 1.39 

average 12.13  1.59 
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Table2. Feeder F08 daily real power and reactive power sensitivity 

 

hour Real power sensitivity Reactive power sensitivity 
Optimal node Sensitivity (%) Optimal node Sensitivity (%) 

1 F38_7 13.97 F38_2 3.01 
2 F38_7 12.84 F38_6 2.45 
3 F38_7 11.50 F38_2 1.93 
4 F38_7 10.34 F38_7 1.71 
5 F38_7 9.40 F38_4 1.31 
6 F38_7 6.95 F38_4 0.27 
7 F38_7 6.72 F38_4 0.27 
8 F38_7 6.74 F38_5 0.17 
9 F38_7 7.08 F38_6 0.44 
10 F38_6 20.74 F38_7 1.71 
11 F38_7 10.03 F38_3 1.99 
12 F38_7 10.89 F38_4 2.51 
13 F38_7 11.71 F38_7 2.66 
14 F38_7 12.40 F38_6 2.85 
15 F38_7 12.00 F38_7 2.68 
16 F38_7 11.46 F38_7 2.64 
17 F38_7 10. 17 F38_6 2.66 
18 F38_7 11.20 F38_4 2.83 
19 F38_7 13.00 F38_7 4.17 
20 F38_7 14.21 F38_7 4.86 
21 F38_7 14.57 F38_7 4.81 
22 F38_7 14.22 F38_4 4.22 
23 F38_7 14.07 F38_7 3.87 
24 F38_7 13.98 F38_6 3.27 

average 11.74  2.47 

 
Table3. Feeder F07 and F08 daily feeder losses reduction 

 

hour 
F07 F08 

By real power 
(%) 

By reactive 
power (%) 

By real power 
(%) 

By reactive 
power (%) 

1 1.54 0.15 1.40 0.15 
2 1.53 0.27 1.39 0.27 
3 1.51 0.11 1.39 0.10 
4 1.50 0.04 1.38 0.04 
5 1.48 0.05 1.37 0.05 
6 1.44 0.01 1.29 0.01 
7 1.46 0.01 1.29 0.01 
8 1.48 0.04 1.29 0.04 
9 1.50 0.09 1.28 0.09 

10 1.52 0.05 1.89 0.05 
11 1.52 0.20 1.37 0.20 
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12 1.53 0.13 1.36 0.13 
13 1.53 0.07 1.37 0.07 
14 1.53 0.41 1.38 0.41 
15 1.54 0.07 1.38 0.07 
16 1.54 0.07 1.37 0.07 
17 1.53 0.52 1.35 0.52 
18 1.54 0.16 1.36 0.16 
19 1.52 0.13 1.35 0.13 
20 1.53 0.14 1.35 0.14 
21 1.54 0.13 1.36 0.13 
22 1.54 0.19 1.37 0.19 
23 1.54 0.09 1.39 0.09 
24 1.54 0.39 1.39 0.39 

average 1.52 0.15 1.38 0.15 
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Abstract. Due to complex interface in the complex electronic system
which contains embedded software, such as RS422, CAN, analog and dig-
ital input/output interface. In addition, embedded software in complex
electronic system usually controls a large number of peripherals, there
are usually no enough external test resources in one computer, accord-
ing to this problem, we provide distributed structure to construct the
software testing system. In hardware, a high-speed information trans-
mission mechanism based on memory reflective technique is studied, and
a multi-functional reflective memory communication cards is develope-
d, using optical fiber to form a high speed data transmission network,
realizing automatic data input and test result obtain.

Keywords: complex electronic system, embedded software testing, mem-
ory reflective technique

1 Introduction

An embedded system is a special purpose computer that is used inside of a device.
Embedded systems generally use microprocessors that contain many functions of
a computer on a single device. Software engineers will often program directly to
the microprocessor hardware without using a host operating system[1]. As em-
bedded systems have become more sophisticated, and often have the character-
istics of real-time, interface complexity and high reliability[2], and the embedded
software is often associated with a fixed hardware system, which greatly increas-
es the complexity and difficulty of embedded software testing[3]. On the other
hand, the hardware interface of the embedded software, also provides favorable
conditions for automated testing[4].

2 Principle and test method of Embedded Software
Testing Platform

Fig. 1 shows the principle of the Embedded Software Testing System.
This system uses test cases with high quality to incentive embedded software

under test in order to get the response of the embedded software, at the same
time it incentives the virtual comparison model of the software under test to
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Fig. 1. Principle of the Embedded Software Testing System

get the expected correct result. Finally, we get test result by comparing them in
real time. When the error is found in the running results, the system analyses
the cases which are out of order and generates additional test cases, then the
embedded software will be tested again, we can locate the software error after
several iterations.

3 System Architecture of Test Platform

In recent years, the complexity of the embedded software also increases, the
characteristic of complex embedded software reflects in: (1) Various types of in-
terface, various kinds of dynamic parameter with great varying range, such as
vibration, temperature, voltage and other physical signals, which also contains
digital, analog and other forms of data. (2) Many input and output parameters,
complex coupling relationship between the input parameters. With full coverage
testing, the number of test cases increases exponentially with the increase of the
input parameters, full test requires a lot of test cases to cover all possible param-
eters combination of logic and timing sequence. (3) High real-time requirement,
especially for the application domain with the high requirement of real-time
performance, the real-time control ability of complex embedded software testing
system sets higher demands. Embedded software in electronic system usually
controls a large number of peripherals, one computer usually cannot provide all
the external test resources, we provides distributed structure to construct em-
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bedded software testing system. Fig. 2 shows the overall structure of Embedded
Software Testing Platform.

Fig. 2. Overall structure of Embedded Software Testing Platform

Embedded software requires high real-time performance, so the distributed
system should meet the running real-time requirements between the real-time
data transmission of embedded software. Using computer software to handle
various bus data and transfering data between the nodes through the Ethernet
will make it hard to guarantee the systems real-time performance. Therefore, this
article adopts optical fiber communication solutions to achieve data transmission
between distributed nodes , uses hardware as the main implementation method
and uses the reflective memory technology to achieve the data transformation
between serial interface such as RS422 and optical fiber. Every node adopts
reflective memory technology with the ability to build the reflective memory
network, The serial communication data can be automatically stored inside the
card to the reflective memory, and then be transmitted to the various nodes of
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the network in real-time through the optical fiber. In this paper, we also provide
multi-channel analog and digital input/output resources to achieve the analog
and digital testing of the complex electronic system. Furthermore, we use a high
precision timing device based on GPS and timing cards to synchronize the clock
in every nodes.

4 Hardware design of Embedded Software Testing
Platform

4.1 Design of Multi-functional Communication Card

Reflective memory technology has the advantages of high real-time operation
and stable performance compared with the traditional Ethernet and field bus,
It can achieve large packet transmission between nodes and data backup of all
nodes. Every computer online can form a node on the network by inserting a
multi-functional communication board on CPCI slot. Each node on the network
of global memory is mapped to a virtual local memory, which constitutes the
distributed shared memory[5]. The operation of reading and writing of the local
node memory is equivalent to that of the global memory[6]. The local node
memory can be read and written by the host machine or device via RS422
interface. Multi-functional communication interface card is integrated with 4-
way RS422 interface, so that we can access to the reflective memory network
by RS422 interface directly. The experiments proved that the multi-functional
communication cards bandwidth is up to 30 MB/s, its bit error rate is lower than
10-15, its time delay is up to the rank of the deep microsecond. Fig. 3 shows the
principle diagram of multi-functional communication card.

PXI-E interface is achieved by PXI-E controller, EEPROM and PXI-E in-
terface chip PLX9054, PLX9054 is on C operating mode. Its transmission mode
is the DMA mode[7]. Its peripheral block is also equipped with a EEPROM
with a capacity of 128 KB. During initialization, Configuration information is
loaded into PLX9054 from the EEPROM automatically, including equipment
signs, the base address of the local bus, I/O space etc. PXI-E controller imple-
ments data parsing, framing and packaging, and other functions. Photoelectric
converter and high-speed transceiver implements physical interface of reflective
memory network, Optical fiber controller is responsible for controlling of optical
fiber hardware interface, codec and pre-preprocessing of data. SDRAM controller
achieves the management of 256M DDR2 SDRAM of the multi-functional com-
munication card. RS232 interface makes the external device can access memory
unit via the RS232 bus and reflects the data to each node of the reflective
memory network. Its electrical interface is achieved by the bus controller and
transformer. RS232 controller implements coding and decoding. RS422 interface
makes the external device can access memory unit via the RS422 bus and reflects
the data to each node of the reflective memory network. Its electrical interface
is achieved by photoelectric isolation and level transformation. RS422 controller
implements coding and decoding. RS485 interface makes the external device
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Fig. 3. Hardware principle diagram of multi-functional communication card

can access memory unit via the RS485 bus and reflects the data to each node
of the reflective memory network. Its electrical interface is achieved by photo-
electric isolation and level transformation. RS485 controller implements coding
and decoding. CAN interface makes the external device can access memory unit
via the CAN bus and reflects the data to each node of the reflective memory
network. Its electrical interface is achieved by photoelectric isolation and level
transformation. CAN controller implements coding and decoding. PXI-E con-
troller, SDRAM controller, RS232 controller, RS422 controller, RS485 controller
and CAN controller are all achieved by FPGA, every module mounts on the
Avalon bus with the aid of the bus for data interaction[8].

4.2 Fast recognition of embedded software interface protocol

With the method of interface control protocol, three-level data structure is de-
signed : data block, data elements and data bits for all kinds of serial interface
protocols to complete description of the different interface type of tested soft-
ware. Based on the idea of hierarchical management, protocol is represented as
following: protocol model, protocol entry, protocol frame head/frame tail, ele-
ment entry and element bit. Fig. 4 shows the hierarchical description of protocol
format.

The description template of the communication protocol is designed based
on the hierarchical description about above protocol format. Four-layer data
structure is designed as following : protocol model, protocol entry, protocol frame
head/frame tail/ element entry and element bit ,in order to describe the relevant
information and the transmission characteristics of the protocol.
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Fig. 4. Hardware principle diagram of multi-functional communication card

4.3 Identification method of embedded software interface protocol

The fundamental principles of protocol identification is setting storages to store
the content and the length of each frame head, and setting a number of protocol
matching units, Each protocol matching unit is responsible for a identification of
a protocol. When the hardware receiving serial data packets, protocol matching
unit compares the first received byte in the packets with the first byte of the
frame head, if the first byte is same, the second byte will be compared. The
protocol matching unit will finish matching and get the comparison results under
2 circumstance: a byte is diffirent , bytes that have matched are same and have
matched all bytes of the frame head. After all the protocol matching units have
completed matching, we can get the final matching result. Fig. 5 shows the
functional block diagram of protocol matching unit.

4.4 Clock synchronization scheme between the distributed test
nodes

As shown in Fig. 6, the clock synchronization system is built using SYN2306A,
which can receive signal from GPS, the timing accuracy is better than 100 ns.
The equipment has four-channel RS232 output interface, each provides accurate
time information, and it has a TTL output signals whose pulse synchronization
error is less than 100 ns.

The second pulse signal is received via input interface of the Analog/digital
excitation/measurement card, time information is received via RS232 interface
of Industrial Personal computer. Interrupt occurs through PXI - E interface
after receiving the second pulse signal, The computer corrects time by using the
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Fig. 5. Hardware principle diagram of multi-functional communication card

Fig. 6. Clock synchronization system

second pulse signal as standard and uses the last time received information plus
1 s as an absolute time. Correct the time of nodes every one minute. In the
process of test system operation, which can make timestamp on the test data
depending on the absolute time of each node computer. Start timing by using the
second pulse signal received as benchmark and make the relative timestamp of
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the whole test systems test data to ensure the consistency of space and time. No
need to correct time of the computer due to the relative timestamp or read the
absolute time of computer every time when making time stamp, It can improve
the real-time performance of the system further.

5 Conclusion

We provide an embedded software testing platform in this paper, and designed
a multi-function communication card based on the memory reflection technique,
the card not only has the function of reflective memory card, but also has
RS232/422/485, CAN interface to achieve the serial communication function.
The card is used at every test node to form a reflective memory network, all the
serial communication data can be automatically transmitted to all the nodes in
the network through the optical fiber real-time. In addition, we also build a high
precision clock synchronization system to ensure the synchronous operation in
different nodes.
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Abstract. It is essential to perform SI(SI) simulation in the high speed FPGA 
system with DDR2 memory devices. IBIS model is chosen for simulation 
because IBIS model could easily be download from website of related integrity 
circuit(IC) or created according to datasheet of IC. The PCB-level SI simulation 
flow and analysis methods based on IBIS models are illustrated in this paper, 
especially some useful application notes. Proper SI simulation which a good 
guide to routing could solve problems caused by high speed transmission in 
PCB. 

Keywords: IBIS, FPGA, SI simulation. 

1   Introduction 

The development of integrity circuit design and manufacturing approach have 
contributed to faster switch rate, steeper rising edge and falling edge of digital chip, 
especially in the high density, high speed FPGA system with memory devices for data 
buffering and transport. Besides, in pursuit of lower power makes lower power supply 
voltage. These factors causes a severe challenge to SI, such as reflection, 
monotonicity, crosstalk, etc. So the better way to solve SI problem is to perform SI 
simulation analysis before making PCB. At present, SPICE model, IBIS model, 
Verilog model are popular as the model for SI simulation. IBIS model is chosen for 
simulation because of its advantages mentioned in the following part. 

In this paper, PCB level SI simulation flow and analysis methods based on IBIS 
model for FPGA system with DDR2 memory devices application are investigated. 
The rest of the paper is organized as follows: Section 2 describes the three models for 
simulation and how to choose the proper model for simulation; Section 3 describes 
the introduction of FPGA system with DDR2 memory devices; Section 4 introduces 
the simulation flow and some useful application notes; Section 5 presents 
experimental results and analysis methods and lastly section 6 concludes the paper. 
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2   Choice of SI simulation model 

Creating PCB board level SI model, which different from other traditional design 
methods, plays an important role in the PCB board level simulation. The correctness 
of SI simulation model will determine the valid of the design, while the SI model 
generating will determine the feasibility of the method. 

Presently, there are various SI models used for PCB board level SI simulation, 
especially SPICE model, IBIS model, Verilog-AMS model (VHDL-AMS model) are 
most commonly used in modern electronics design. The three kinds of SI models will 
be explained as follow and the difference among them will be concluded, as well how 
to choose proper SI model in our design will be discussed. 

2.1   SPICE model 

SPICE is an acronym for Simulation Program with Integrated Circuit Emphasis and 
was inspired by the need to accurately model devices used in integrated circuit design. 
It has now become the standard computer program for electrical and electronic 
simulation. The majority of commercial packages are based on SPICE2 version G6 
from the University of California at Berkeley although development has now 
progressed to SPICE3. The increased utilization of PCs has led to the production of 
PSPICE, a widely available PC version distributed by the Micro-Sim Corporation 
whilst HSPICE from Meta-Software has been popular for workstations and is now 
also available for the PC. 

SPICE model is composed of model equations and model parameters.  Because of 
model equations, it is easy to connect the SPICE model with simulator algorithm 
closely and get the better analysis efficiency and results. The analysis precision of 
SPICE model depends on the source of model parameters and the application scope of 
the model equations. 

SPICE simulation software such as Hspice, Pspice, Spectre, Tspice, 
Smartspice,Ispice, and so on, is frequently used for simulation, of which Hspice from 
Synopsys and Pspice from Cadence are much more commonly used. In fact, Hspice as 
SPICE industrial standard simulation software is popular in the electronics field. 
Although it has characteristic of high precision and powerful function, Hspice do not 
provide front- end input panel so that netlist should be prepared before simulating. So 
Hspice does not fit for beginners and is mainly applied to integrity circuit design. 
While Pspice which provides graphic front end input panel and friendly user interface 
is best for individual user and used for PCB and system level design. 

When SPICE model is used for PCB level SI analysis, it is necessary to provide 
correct SPICE models of integrity circuit IO cells and semiconductor manufacture 
parameters of  semiconductors by IC designer and manufacturer. While these models 
and parameters belong to their own intellectual property rights, so it is hard for them 
to provide SPICE model when providing chip products. 
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2.2   IBIS model 

IBIS, or the "Input/Output Buffer Information Specification," is a device modeling 
standard that was developed in 1993 by a consortium of companies from within the 
electronic design industry. IBIS allows the development of device models that 
preserve the proprietary nature of IC chip designs, while at the same time providing 
information-rich models for SI and EMC analysis. 

IBIS provides a fast and nicety IO buffer modeling method based on I/V curve and 
a standard file format which includes output impedance of driver, rising/falling time, 
input load, and so on. So IBIS model is best for high speed circuit simulation such as 
ringing and crosstalk. Now IBIS standard is certificated by EIA and defined as 
ANSI/EIA-656-A standard. 

It is impossible for IBIS model which only describes behavior of driver and 
receiver to reveal intellectual property rights of circuit internal architecture. In other 
words, chip supplier could express their up to data gate level design using IBIS model 
and not expose excessive information of products. Compared to SPICE model, IBIS 
model using look-up table to calculation will save calculation quantity by ten to 
fifteen times. 

A standard IBIS model file consists of three sections: Header Info which contains 
basic information about the IBIS file and what data it provides; Component, Package, 
and Pin Info which contains all information regarding the targeted device package, 
pin lists, pin operating conditions, and pin-to-buffer mapping;V-I Behavioral Model 
which contains all data to recreate I-V curves as well as V-t transition waveforms, 
which describe the switching properties of the particular buffer. 

However, IBIS model is not absolutely perfect. Although IBIS file could be created 
by user or described from translating SPICE model, any translation tool will be of no 
use if it is impossible to get the minimum rising time. IBIS could not ideally deal with 
driver circuit of which rising time is controllable. IBIS model is short of modeling 
ground bounding noise. 

2.3   Verilog-AMS model 

Compared with SPICE model and IBIS model, behavior model language Verilog-
AMS model and VHDL-AMS model are late to appear. Verilog-AMS and VHDL-
AMS are superset of Verilog and VHDL respectively, while Verilog-A is a subset of 
Verilog-AMS. 

Verilog-AMS is a true mixed signal language that uses most of the constructs 
available in Verilog and Verilog-A. The Verilog-AMS language can easily model 
mixed signal hard blocks and analog blocks that interface to the digital content of the 
IC. These models can be simulated with the Verilog-AMS simulator at a much faster 
speed than simulating the analog circuits or Verilog-A net lists with the digital net 
lists using mixed-mode simulators. The Verilog-AMS language can greatly simplify 
model creation and also be the interface between the analog and the digital circuits. 

Models are created to allow for faster verification and simulation, but the models 
will only help if they accurately represent the circuit they are meant to model. 
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Verilog-AMS allows the designer to model many of the important characteristics of a 
circuit. 

Some of the features that may be important to include in the model in order to 
accurately verify the circuit are: 

(1) Polarity of I/O and control signals – This ensures that there are no inversions 
in the expected I/O and the actual signals. 

(2) Dependency on control signals – This is an important feature to include in the 
models as it will ensure that all of the blocks are enabled when expected. It 
also covers polarity of the control signals. 

(3) Dependency of analog signals – This can modify operation with changing 
supply voltages and biases that are required for correct operation. 

(4) Timing – The inclusion of timing will help to verify the top level operation 
between the analog and the digital. Some uses of timing can include ensuring 
proper clock speed, and timing of the delays on the inputs and outputs that 
connect to the digital logic. 

(5) Bandwidth/ Slew Rate – Can accurately model some timing aspects of the 
analog circuits and their output signals. 

(6) Voltage Limits – Model the voltages at which the output or input saturates. 

2.4   Choice of SI simulation model 

It is impossible to carry out all PCB level SI analysis using only one kind of model up 
to present time. So in the high speed digital PCB design, it is necessary to mix various 
models above-mentioned to create transmission models of key signals and sensitive 
signals. Next comes the discussion about how to choose models for various ICs or 
transmission line. 

(1) Discrete passive device. It can get the SPICE model of discrete passive device 
from IC manufacturer, or build the simplified model via experiments, or 
modeling by special tools such as three dimension electromagnetic field model 
extracting software. 

(2) Critical digital integrity circuit. It must use the IBIS model or SPICE model 
from IC manufacturer for more precise. At present, most of the IC designers 
and manufacturers provide products and related IBIS models simultaneously 
by the way of web or other ways. 

(3) Non-critical integrity circuit. If IBIS model could not easy to get from IC 
manufacturer, you can choose similar or default IBIS model according to pin 
function of chip. Of course, you can also build simplified IBIS models by 
experiments. 

(4) Transmission line. Reduced SPICE model of transmission line is adopted in 
the SI preanalysis and solution space analysis, while whole SPICE model of 
transmission line which is based on actual layout design is used after routing. 
It is necessary to accurately modeling transmission line by three dimension 
model extracting software for more precise. 
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3   Introduction of FPGA system with DDR2 memory devices 

In this paper, FPGA-DDR2 architecture of radar imaging signal processing system is 
taken for an example. As we can see from the block diagram, FPGA 
V4FX140FF1517 produced by Xilinx and DDR2 Mt47H256M8HG-3 produced by 
Micron are used in the design. The scheme supports two ranks of memory, each rank 
containing four 2Gbits (256M x 8) DDR2 memory devices. Total memory supported 
in the system is 2 GB. Now, the characteristics of FPGA and DDR2 technology will 
be simply illustrated as follow. First, FPGA V4FX140FF1517 has the bright 
characteristics of high performance, high logic integration and reduced power 
consumption. There are some parameters to indicate the excellent performance, such 
as 500 MHz system clocking; 1+ Gbps SelectIO™ technology for parallel I/O; 622 
Mbps~6.5 Gbps RocketIO™ transceivers; 256 GMACS (18x18) Digital Signal 
Processing circuitry; 450 MHz, 680 DMIPS PowerPC® processing, that is ,up to 
1,360 DMIPS in a single device; up to 200,000 logic cells; triple-oxide technology to 
achieve performance goals while reducing power consumption as much as 50%; hard 
IP integration to implement key system functions with up to 80% lower power than 
equivalent functions constructed in logic cells; save 1 to 5 Watts per FPGA and 
achieve performance goals while staying within your power budget. Second, DDR2 is 
the second generation of double data rate (DDR) synchronous dynamic random access 
memory (SDRAM) capable of significantly higher data bandwidth. DDR2 
improvements include lower power consumption, improved signal quality, and on-die 
termination schemes. Compared to the previous generation single data rate (SDR) 
SDRAM memories, DDR2 SDRAM memories transfer data on every edge of the 
clock, use the SSTL18 class II I/O standard with memories from up to 4 Gbits of data, 
and is widely available as modules such as dual in-line memory modules (DIMMs) or 
as components. 
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DDR2
SDRAM 
256M*8

 (4 Devices)

RANK1

DDR2
SDRAM 
256M*8

 (4 Devices)
FPGA 

Xilinx Virtex 4
V4FX140FF1517

CS1#
ODT1

CS0#
ODT0

DQ[31..0]

DQ[31..0]

DQS[3..0]
DQS[3..0]

ADDR[14..0],BA[2..0],DM[3..0],CK[3..0]

CKE1

CKE0

RAS#,CAS#,WE#

 

Fig. 1. FPGA and DDR2 interface diagram.  

When performing SI analysis, we concentrate on the connectivity between FPGA 
and DDR2. As seen in the block diagram, the controller FPGA address and control 
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signal drives 8 DDR2 receivers. The topology for these signals should be carefully 
planned to avoid reflections. The data and DQS signals are easier to handle, as there 
are only two devices on these lines. Careful placement of memory devices will help 
the designer to achieve an efficient topology of both address/control and data/DQS 
bus. So the relative placements of FPGA and DDR2 should also be concerned, as 
shown in figure 2. 

FPGA 
U1

DDR2
U15

DDR2
U19

DDR2
U14

DDR2
U18

DDR2
U13

DDR2
U17

DDR2
U12

DDR2
U16

 

Fig. 2. Relative placement of FPGA and DDR2.  

The signals that compose a DDR2 memory bus can be broken into four unique 
groupings, each with their own configuration and routing rules. 

(1) Data Group: Data Strobe DQS[3:0], Data Strobe Complement DQS#[3:0], 
Data Mask DM[3:0], Data DQ[31:0] 

(2) Address and Command Group: Bank Address BA[2:0], Address A[14:0], and 
Command Inputs RAS#, CAS#, and WE#. 

(3) Control Group: Chip Select CS# [1:0], Clock Enable CKE[1:0], and On-die 
Termination ODT[1:0] 

(4) Clock Group: Differential Clocks CK[3:0] and CK#[3:0] 

4   PCB-level SI simulation flow and useful application notes 

In the SI simulation of FPGA-DDR2 architecture, Cadence PCB SI and SigXplorer as 
simulation tools are used to fulfill the task. Figure 3 shows the processing flow of SI 
analysis. The flow could be divided into three parts, that is, PCB preferences setting, 
analysis preferences setting and simulation results analysis. The first two parts are set 
in the PCB SI, while the third part is fulfilled in the SigXplorer. Each part also 
include some steps which are illustrated in the flow chart. Some application notes 
should be taken attention while simulating. 

(1) Assign the logic model for FPGA and DDR2: When performing the fourth step 
of first part, we can get the IBIS models of FPGA and DDR2 from their own website 
separately. The models should be verified firstly in the Model Integrity and also 
edited furthermore to meet requires of simulation. The IC manufacturers always 
provide IBIS model of their products for general purpose, that is, the information of 
IBIS model files often include various IO models and part numbers of the same series 
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products. So we should choose proper IO logic model to fit our design. Let’s take the 
IBIS model files of FPGA Virtex 4 and DDR2 MT47H256M8HG for examples. 

Cross-Section 
Setting

DC Nets 
Setting

Devices 
Setting

Assign SI 
Model

SI Audit

Simulation 
Preferences

Devices 
Models

Interconnect 
Models

Power Integrity

EMI

Extract Signal 
Topology

Modify 
Simulation 

Preferences 
and Simulation

Simulation 
Results 
Analysis

PCB SI 
PCB Preferences 

Setting

PCB SI 
Analysis Preferences 

Setting

SigXplorer 
Simulation and 

Results Analysis

 

Fig. 3. The processing flow of SI analysis 

First, when opening the IBIS model file of Virtex 4, we can find that it doesn’t 
define the IO model for every pin because the pin of FPGA could be programmed. So 
we can edit the IBIS file to assign the desired IO model for the pins which are 
connected with DDR2. In the FPGA-DDR2 architecture, SSTL_18 IO cell model is 
used to fit for the specification of DDR2. Figure 4 shows the V/I curve of SSTL_18. 

 

Fig. 4. The V/I curves of SSTL18_I 

Second, we can also find that the IBIS model file of DDR2 include the models of 
different part numbers and different data rates of every part. For example, the file 
includes two kinds of model name: *_533 and *_800, but actually MT47H256M8HG-
3 which belongs to *_800 is used. Thus, it can only retains *_800 so that it is not 
necessary to modify the IO model when extracting the signal topology. 

(2) Review the simulation parameters: Simulation parameters in PCB SI should be 
matched with that in SigXplorer. 
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(3) Stimulus signals: In reference to DDR2 read and write timing diagram from 
datasheet of MT47H256M8HG, the rate of data stream is 667Mbit/s for DDR2-667, 
So the simulating frequency of clock, address/command, control, data are 333MHz, 
167MHz, 167MHz, 333MHz, respectively. 

(4) Topology: According to a full range of module configurations that generate a 
standardized base for all DDR2 Small Outline Dual In-line Memory Modules 
(SODIMMs) defined by Joint Electron Device Engineering Council (JEDEC), the 
topologies for address and command nets are designed with symmetrical routing, 
which is similar to binary tree, as shown in Figure 5. All the address and command 
nets are routed to eight individual memory devices, and each net utilizes a 50 ohm 
stub resistor. From a SI perspective, it is easy to control the routing length and ensure 
robust SI. In figure 5, the order number of transmission line represents the same 
length of transmission line. The length of TL1 is as long as possible, while the length 
of TL6 is as short as possible. 
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UD13UD13

UD17UD17

TL5TL5

TL3TL3

UD12UD12

UD16UD16

TL5TL5
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Fig. 5. The topologies for address and command nets 

5   Signal topologies and simulating results analysis 

5.1   Signal topologies and simulating results 

According to DDR2 signal grouping mentioned in section 3, one signal topology and 
simulating results of each group will be illustrated as follow. The frequency of 
stimulus signals are in accordance with those mentioned in section 4.3, both the duty 
cycle of the stimulus signals are 50%. The IO logic model of FPGA data signals and 
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differential clock signals are SSTL18_II, the others of FPGA are SSTL18_I; the IO 
logic models of DDR2 are DDR2_800. 

 

Fig. 6. The topology of data signal 

 

Fig. 7. Simulation results of data signal 

 

Fig. 8. The topology of address/command 
signal 

 

 

Fig. 9. The simulation results of 
address/command signal 

 

Fig. 10. The topology of control signal 

 

Fig. 11. The simulation results of control 
signal 
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Fig. 12. The topology of clock signal 

 

 

Fig. 13. The simulation results of clock signal 

5.2   Overshoot & undershoot analysis 

AC overshoot and undershoot for DDR2 signals defined in DDR2 SDRAM 
specification is shown in Figure 14. With respect to MT47H256M8HG-3, maximum 
peak amplitude allowed for overshoot/undershoot area is no more than 0.5V. 
Maximum overshoot/undershoot area of address and control signals are 0.80V/ns, 
while maximum overshoot/undershoot area of clock and data signals are 0.23V/ns. 

Comparing the simulation results with the DDR2 SDRAM specification, we find 
that the maximum overshoot/undershoot of data signals are beyond the limitation. 
There is no serial resistors or parallel resistors in the topologies of data signals. So the 
IO logic models of data signals are changed from DQ_FULL_800 to 
DQ_FULL_ODT50_800 for matching impedance of termination, that is, ODT 
function is enabled to ensure the matching between drivers and receivers. The 
simulation results meet the requirements of DDR2 SDRAM specification. So in 
practical system, ODT function should be enabled. Figure 15 shows the simulation 
results of turning on ODT for data signals. 

Time(ns)

Maximum Amplitude

Maximum Amplitude

Overshoot Area

Undershoot Area

VDD/VDDQ

VSS/VSSQ

Volts(V)

 

Fig. 14. AC overshoot and undershoot definition 
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Fig. 15. The simulation results of turning on ODT for data signals. 

5.3   Monotonicity analysis 

To some extent, monotonic signal means that both rising side and falling side of 
signal waveform are monotonic between Vil_max (maximum input low threshold 
voltage) and Vih_min (minimum input high threshold voltage). Some causes of non-
monotonic edge are large fan-out, excessive load, and short traces with impedance 
discontinuity. In our design, address/command signals are connected to eight 
receivers so that the quality of these signals could not always be monotonic. So proper 
topology such as binary tree should be applied to these nets. 

5.4   Overshoot & undershoot analysis 

The purpose of timing analysis is to get maximum available tolerance of timing 
between clock and data in worst case by circuit principle and datasheet of chip, and 
then apply the timing limitation to placement and routing. 

From Figure 1, we know that the style of clock signals and data signals between 
FPGA and DDR2 memory is belong to source synchronous connection type, whose 
clock is provided by FPGA. The timing calculation is based on the following formula: 

_ _ _ _ min _ _

_ _ _ _ max _ _

ft data fast Switchdelay hold co ft clk fast

ft data slow Settledelay cycle setup co ft clk slow

T T T T
T T T T T  

(1) 

ySwitchdelafastdataftT ___  the flight time of data signal when FTS mode is fast, that is 

switchdelay of data signal; ySettledelaslowdataftT ___ — the flight time of data signal 

when FTS mode is slow, that is settledelay of data signal; slowclkftfastdkft TT ____  
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the flight time of clock signal when FTS mode is fast or slow; holdT  the hold time 

of receiver; setupT  the setup time of receiver; and coT  the valid time of clock 
to data output; 

These parameters could be acquired from related datasheet of chip and DDR2 
SDRAM specification. The timing could be justified so long as the simulation results 
comply with the formula. However, the timing of DDR2 signals does not always fit 
for the specification at first. And some methods should be taken to improve the timing, 
such as serial resistor, parallel resistor, modifying routing length, changing the 
topology, and so on. 

The slew rate of signal represents rising waveform and falling waveform change 
rate, which ensures the setup time and hold time. The slew rate can be calculated 
according to datasheet of DDR2 SDRAM or DDR2 SDRAM specification. 

6   Conclusion 

The development of new process and new devices have contributed to more and more 
common application of high speed devices. SI analysis takes an important role in the 
high speed system design. SI analysis methods based on IBIS model, especially some 
useful application notes are illustrated in this paper and have been successfully 
applied to the SI simulation of FPGA system with DDR2 memory devices, which is 
part of radar imaging system.  
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Abstract. This study developed a FNN model for air-conditioning system of a 
passenger car to predict the cooling capacity; compressor power input and the 
coefficient of performance (COP) of the automotive air-condition (AAC) system.  
An experimental rig for generating the require data is development., the 
experimental rig was introduced at steady-state conditions while varying the 
compressor speed, air temperature at evaporator inlet, air temperature at 
condenser inlet and air velocity at evaporator inlet. A computer simulation has 
been conducted. The results of predicted by FNN are compared with the values 
obtained from experiments.  It has been demonstrated that FNN model for 
automotive air-conditioning systems performance prediction has high coefficient 
in predicting the AAC system performance. 

 
Key words: Air-condition system, Fuzzy neural network, coefficient of performance  

1   Introduction 

The analysis of the performance and operational strategies of Heating Ventilation and 
Air Conditioning (HVAC) systems becomes very important for the effective usage of 
energy [1].  HVAC systems have been discussed with the goal being performance 
improvement over classical control [2-3].  The techniques include expert systems, 
neural networks, fuzzy logic, and genetic algorithm.  Automotive air-conditioning 
(AAC) system is used to maintain comfortable condition in the compartment of 
passenger cars. To achieve such condition, the panel outlet for airflow direction, 
velocity, volume and temperature has to be adjustable over a large range of climatic 
and driving conditions.  The compressor of the AAC systems is belt driven by the 
engine hence its speed is directly governed by the engine speed and causes the 
cooling capacity of the system to vary with the engine speed.  The AAC system must 
need to have capable of lowering the air temperature in the passenger compartment 
quickly and quietly.  These conditions make it complicated to analyze the AAC 
systems compared to that of the stationary air-condition systems, as described by 
Kargilis [4] 
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Traditionally, the performance of an AAC system has been done experimentally by 
many researchers such as Rubas and Bullard [5] on determination of COP of 
refrigerant cycle for AAC system, Ratts and Brown [6] on effects of the R-134a 
refrigerant charge level on the performance of the AAC system, A1-Rabghi and Niyaz 
[7] on COP determination using two types of refrigerants,  R-12 and R-134a, as a 
function of compressor speed and Kaynakli [8]on determination of optimum 
operating conditions for AAC system using refrigerant R-134a.  Hosoz [9] carried 
out experimental work on an AAC system operating in both air-conditioning and heat 
pump modes, with varying compressor speed and air temperatures at the inlets of both 
outdoor and indoor coils. 

ANN has been proven to be a useful tool in modeling in refrigeration and 
air-conditioning system for performance consumption [10].  Chang[11] studied on 
relationship of power consumption, chilled water temperature and cooling water 
temperatures of chillers in air-conditioning system.  Ertunc [12] applied both ANN 
and adaptive neuron-fuzzy inference system (ANFIS) models to predict performance 
of evaporative condenser such as the heat rejection rate, temperature of the leaving 
refrigerant along with dry and wet bulb temperature of the leaving air stream.  A 
complete review on application of ANN for energy and energy analysis of 
refrigeration, air conditioning and heat pump systems has been done by Mohanraj et 
al. [13]. Recently, Abdel-Hanmid [14] investigated fuzzy logic control of the air 
conditioning system of building for efficient energy operation and comfortable 
environment.  Ning Li [15] reported an ANN-based on-line adaptive controller to 
control indoor air temperature and humidity simultaneously within the entire expected 
controllable range by varying compressor and supply fan speeds.  

Although there has been many researchers of ANN applications in air-conditioning 
system, quite a few studies being done on AAC with fuzzy neural network.  It is well 
known that Fuzzy neural network (FNN), which incorporates the advantages of fuzzy 
inference and neuron learning, has been exploited by many researchers. FNN combine 
the human inference style and natural language description of fuzzy systems with the 
learning and parallel processing of neural networks [1-2]. In this study, FNN model 
for an automotive air-conditioning (AAC) system was developed which employs a 
vapor-compression circuit working with refrigerant R-134a.  The model was 
developed using several steady-state input data of the AAC system obtained from the 
actual experiments.  The presented FNN model is then used to predict the AAC 
system performance namely cooling capacity of the evaporator, the input power to the 
compressor and the coefficient of performance (COP) of the AAC system.  The 
result values to the real experimental data are analyzed.  

2    Fuzzy neural networks 

Generally, a wide class of MIMO nonlinear dynamic systems can be represented by 
the nonlinear discrete model with an input-output description form [16]: 

( ) ( 1), ( 2),..., ( 1); ( ), ( 1),..., ( 1)y n y n y n y n k n n n pf u u u   (1)
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Where y is a vector containing m  system outputs, u is a vector of system 
inputs; f  is a nonlinear vector function, representing m  hyper surfaces of the 
system, and ,k p  is the maximum lag of the output and input respectively. 
Selecting ( 1),..., ( 1); ( ), ( 1),..., ( 1)y n y n k n n n pu u u ( )y n   as the fuzzy 
network’s input-output  ,n nx y  at time t , the above equation can be put as 

( )n ny xf                               (2)

The aim of the new FNN algorithm is to approximate f such that  
ˆˆ ( )n ny xf                              (3) 

Where ŷ  is the output of FNN.  The objective is to minimize the error between the 
system output and the actual output ˆn ny y .  The structure of FNN is described 
below.  
  The structure of FNN illustrated by Fig.1 consists of five layers to realize the 
following fuzzy rule model: 

Rule: 
1 1 2 2if (  is  ) ( ) ... ( ),k k r rkx A AND x isA AND AND x is A

1( )....( )ik m mkthen y is a y is a   
Where ( 1,2,...., , 1,2,..., )jka j m k u  is a constant parameter in rule k
( 1,2,..., )ikA i r  is the membership value of the input variable ix  in rule k  , r  is 

the dimension of the input vector 1( ,... rx xx x u is the number of fuzzy rules, m
is the dimension of the output vector 1ˆ ˆ ˆ ˆ( [ ,..., ]my y y y .  In FNN, the number of fuzzy 
rules u  changed.  Initially, there is no fuzzy rule and then they are added and 
removed during learning. 

 
          Fig.1.Structure of FNN      Fig.2. schematic diagram of the AAC system experimental rig. 
 

Where 1 2ˆ ˆ ˆ ˆ, ,..., T
my y y y is the output of the system  T

1 2[ , ,..., ]k k k mka a a a is its 
connecting weight to the output neuron. The inputs to the FNN model is(x1, x2, x3, x4), 
x1, is compressor speed represented by compN , x2 is air temperature at evaporator inlet 
represented by , ,a i evpT , x3 is air temperatures at condenser inlet represented by 

Automotive Air-conditioning Systems Performance ...

,

,

, ,a i condT , x4 is air velocity at evaporator inlet , ,a i evpV . The output of the model is Y 
(y1, y2, y3), y1 is the cooling effect represented by LQ , y2 is the compressor input 
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power represented by W, y3 is the coefficient of performance (COP) of the system.  
The FNN model is developed through 2 stages: training stage and testing stage.  The 
network is trained to predict an output based on input data during the training stage.  
To validate the result, the model is tested using difference sets of input.  In this 
paper, we use MATLAT environment. 

In this network, all parameters are modified by EKF algorithm [17]. 

3  Description of the experimental 

The schematic diagram of the AAC experimental rig developed in this study is 
illustrated as figure 2.  It consists of three sections which are a vapor-compression 
refrigeration circuit, a closed air duct for evaporator section, and open air duct for 
condenser section respectively.  The ducts are designed according to the British 
Standard for rating of duct mounted air cooling coils.  Original components of a 
Denso air-conditioning system are used to construct the AAC system.  The Denso 
air-conditioning system is used in a typical compact size car working with refrigerant 
R-134a.  As seen in this figure, the main components of vapor compression 
refrigeration circuit consist of a swash-plate compressor, an evaporator, a condenser, 
an expansion valve, a receiver drier, a sight glass and insulated interconnecting pipes.  
    During the experiments, the AAC system was run until a steady-state condition 
was attained.  During series of experiments, four operating parameters were varied, 
each with their respective range as shown below.  The condenser air velocity was 
held constant at about 1.6 m/s at all time. 

4  Result and discussion 

During this study the output results predicted by the model were compared with the 
results obtained from the experiments.  About 70% of the data was dedicated for 
training and remaining for capability prediction of the FNN model.  The 
performance was assessed by determining the average values of the mean square error 
(MSE), the root mean square error (RMSE), and the error index (EI).  During the 
training process the weighing coefficient were adjusted by using extended Kalman 
filter (EKF) algorithm.

Table 1: Performance of FNN model 
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The properties of the FNN model for the AAC system are tabulated in table 1. Figs. 

3 are the plots of performance of the AAC system predicted by the FNN model vs. the 
corresponding values obtained from experiments.  Note that in all cased, the 
correlation coefficients R are very close to unity.  This indicates that the FNN model 
was able to predict the performance parameters of the AAC system with a very good 
accuracy.  As shown in Fig.3, the plot of cooling effects predicted by the FNN model 
vs. the values obtained from the experiments.  The FNN predictions yield a mean 
square error (MSE) of about 1.09×10-5kw, root mean square error (RMSE) of 0.33%, 
error index of 0.56% and correlation coefficient, R of 0.99.  These values show that 
the FNN model is able to predict the heat absorbed by the refrigerant in the evaporator 
with a very good accuracy.   

 

 
Fig.3. FNN prediction of the cooling effect  vs. the experimental results. 

5  Conclusions 

In this paper a Fuzzy neural network (FNN) based on the functional equivalence 
between a RBF and a FIS has been developed to predict the performance parameters 
of an experimental AAC system.  The FNN model contains five layers.  Training 
and testing data set for the FNN model were obtained from steady state tests 
conducted on the AAC experimental rig.  The cooling load, compressor power input 
and the coefficient of performance of the AAC system experimental rig are predicted 
using the trained FNN model.  The mean square error, root mean square error, error 
index and the correlation coefficient were used to assess the performance of the FNN 
model.  From the result of the experiments, the FNN model was found to be capable 
of accurately predicting the performance parameters of the AAC system.  All 
performance parameters are found to be very close to unity so that it indicates that the 
FNN model can predict the performance parameters of the AAC system with a very 
good accuracy. 
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Abstract. The parallel processing plays an important role in efficient and effec-
tive computations of function optimization. This paper proposes a parallel opti-
mization algorithm for the committed generating electric powers of thermal 
plants based on Firefly Algorithm (FA). An economic condition for the power 
systems can be determined through the optimization techniques for transmission 
loss, power balance and generation capacity. The aim of the proposed parallel 
algorithm with communication strategies is to correlate agents in subgroups and 
to share the computation load over several machines. The expense criteria for 
each generation unit and the coefficient matrix are formulated as the objective 
function, which is to be computed in our parallel optimization for electricity flow 
of the transmission losses in the power systems. Four selected functions and two 
cases of six units and fifteen units of thermal plants are tested in our experiments 
for optimization. Through a comparison between different methods in related 
works, our experimental results show that the proposed method results in the 
higher effect and accuracy.   

Keywords: Parallel firefly algorithm, Electric power generating plant outputs, 
Economic load dispatch 

1 Introduction 

The parallel processing is an essential requirement for optimum computations in mod-
ern equipment. The parallelized strategies simply share the computation load over sev-
eral processors [1]. The sum of the computation time for all processors can be reduced 
compared with the single processor works on the same optimum problem. For optimal 
combination, the parallel computation is a more significant to determine power outputs 
for all generating units in the economic load dispatch problem (ELD), because of it is 
a large-scale non-linear constrained optimization problem [2]. In traditional methods, 
the cost function of each generator was represented approximately by a single quadratic 
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polynomial. These methods offered good results but when the search space was non-
linear and it had discontinuities they became very complicated with a slow convergence 
rate, and they were not always seeking to the feasible solution. So, the obtained global 
optimal solution became the challenging ELD [3]. A numerical method, dynamic pro-
gramming method [4] was one of the approaches to solving this drawback through the  
non-linear and discontinuous ELD problem, but it suffered from the problem of the
curse of dimensionality or local optimality.  
Recently, many swarm intelligence algorithms have been developed to solve the 
optimization problem, e.g., genetic algorithm (GA) [5], particle swarm optimization 
(PSO)[6], and firefly algorithm (FA) [7]. These have proved to be very effective in 
solving nonlinear problems without any restriction on the shape of the cost curves.  
These algorithms are a promising answer to overcoming the above-mentioned draw-
backs. However, these heuristic methods do not always guarantee to discover the glob-
ally optimal solution in finite time. The parallel algorithm with communication strate-
gies can improve the diversity solutions to avoid of dropping locally optimal, but to get 
globally optimal solution in the optimization. In this paper, the concept of parallel pro-
cessing and a communication strategy are applied to parallel FA for solving for the 
committed electric power plant planning problem. 

2 Problem description 

ELD problem assumes quadratic cost function along with system power demand and 
operational limit constraints [8]. The objective of ELD problems is to minimize the fuel 
cost of committed generators (units) subjected to operating constraints. Practically, the 
economic power dispatch problem can be formulated as:  

Minimize  
                                                   (1) 

Subject to  
                                (2) 

,                                   (3) 
where, FT is the total fuel cost,  n is the number of units, Fi and Pi are the cost function 
and the real power output of ith unit respectively, PD is the total demand, PL is the trans-
mission loss,  and  and are the lower and upper bounds of the ith unit respec-
tively. The equality constraint, Eqs.(2) states that the total generated power should be 
balanced by transmission losses and power consumption while Eqn.(3) denoting unit’s 
operation constraints. Traditionally, the fuel cost of a generator is usually defined by a 
single quadratic cost function. 

,                                    (4) 
where, αi, βi, and γi are cost coefficients of the ith unit. One common practice for in-
cluding the effect of transmission losses is to express the total transmission loss as a 
quadratic function of the generator power outputs in one of the following forms [1]: 

N

i

N

j
jijiL pBpP

1 1                                              (5) 
Kron’s loss formula:
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                     (6) 
where Bij is called the loss coefficients. B-matrix loss formula: 

                                    (7) 
where, P denotes the real power output of the committed units in vector form and B,
and are loss coefficients in matrix, vector and scalar respectively, which are 
assumed to be constant, and reasonable accuracy can be achieved when the actual 
operating conditions are close to the base case where the B-coefficients were derived. 

3 Parallelized Firefly Algorithm 

Parallelized firefly algorithm (pFA) is extended from the basic version of firefly algo-
rithm (FA). Therefore, the basic version of FA needs briefly to review and pFA will be
then presented respectively.

Firefly Algorithm   

FA was developed by the inspiration of behavior of fireflies [9]. Three idealized rules 
were simulated in FA including fireflies brightness is attractive to each other ones; less 
bright one will move towards the brighter one, and attractiveness is proportional to the 
brightness and they both decrease as their distance increases. The brightness of a firefly 
is affected or determined by the landscape of the objective function. A firefly’s attrac-
tiveness is proportional to the light intensity seen by adjacent fireflies. 

,                                                       (8) 
where β is a variation of attractiveness with the distance r; 0 is the attractiveness at 
= 0. The movement of a firefly is attracted to another more attractive (brighter) firefly 
 is determined by: 

,                         (9) 
where  and  are locations of fireflies  and .The movement of firefly  is attracted 
to another more attractive (brighter) firefly  is determined by the second term is due to 
the attraction. The third term is randomization with  being the randomization param-
eter, and  is a vector of random numbers drawn from a Gaussian distribution or uni-
form distribution at time . If , it becomes a simple random walk.

Parallel Firefly Algorithm  

In the parallel structure, several groups are created by dividing the population into sub-
populations to construct the parallel processing. Each of the subpopulations evolves 
independently in regular iterations. They only exchange information between subpop-
ulations when the communication strategy is triggered. It results to achieve the benefit 
of cooperation. The parallelized FA is designed based on original FA optimization.  The 
fireflies in FA are divided into G subgroups. Each subgroup evolves by FA optimiza-
tion independently, i.e. the subgroup has its own fireflies and finest solution. These 
finest fireflies among all the fireflies in one group will be traveled to another group to 
replace the poorer fireflies and update after running some fixed iterations.
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The detail processing steps of the pFA are as follows. 
1. Initialization: Generate fireflies’ population and divide them into G subgroups. Each 
subgroup is initialized by pFA independently. Assign R-the number iterations for exe-
cuting the communication strategy,  the number fireflies  and  the solutions for 
the j-th group, i 0, 1,…, 1; j 0, 1,…, G 1, where G is the number of groups, Nj 
is the subpopulation size and t is the current iteration and set to 1. 
2. Evaluation: Evaluate the value of objective function f ( ) for fireflies in j-th group. 
3. Update: if light intensity, move firefly i toward firefly j by using the update the 
Global firefly, Eq. (9).
4. Communication Strategy: Migrate k best fireflies among Gt

j to (j+1)-th group Gt
j+1,

mutate Gt
j+1 by replacing k poorer fireflies in that group and update every group in each 

R iterations.
5. Termination checking: Repeat step 2 until the predefined value of the function is 
achieved or the maximum number of iterations has been reached. Record the best value 
of the function f ( ) and the best firefly among all the fireflies .

Testing results for numerical functions   

Four benchmark functions are used to test the accuracy and the convergence of the 
proposed algorithm. All the benchmark functions for the experiments are averaged over 
different random seeds with 25 runs. The goal of the optimization is to minimize the 
outcome for all benchmarks. The initial range and the total iteration number for all test 
functions are listed in Table I. 

Table 1. The initial range and the total iteration of four tested standard functions 

Test functions
Range Max

iteration[xmin, xmax]

Rosenbrock [ 100,100] 200

Quadric [ 100,100] 200

Rastrigin [ 30,30] 200

Sphere [ 100,100] 200

The final result is obtained by taking the average of the outcomes from all runs. The 
results are compared with the FA. Table 2 compares the quality of performance and time 
running for numerical problem optimization between parallel FA and original FA. 
Clearly, almost these cases of testing benchmark functions for parallel FA are faster 
convergence than original FA. The average of four benchmark functions evaluation of 
minimum function 25 runs is 7.75E+06 with average time consuming 7.48E+00 seconds for 
parallel FA and 1.03E+07 with average time consuming 7.87E+00 for original FA get better
36% in accuracy and 5% in time speed respectively.
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Table 2. Comparison between the FA and pFA in terms of quality performance evaluation and 
speed

Test
Functions

Performance evaluation
Accuracy

%
Time consumption

(seconds)
Speed

%

FA Parallel FA
Comp-
arison

FA Parallel FA
Comp-
arison

 4.10E+07 3.10E+07 24% 6.30E+00 6.08E+00 4% 
 2.47E+03 1.55E+03 37% 1.27E+01 1.22E+01 4% 
 1.66E+02 8.57E+01 48% 6.54E+00 6.18E+00 6% 
 4.70E+03 3.16E+03 33% 5.96E+00 5.48E+00 9% 

Average 1.03E+07 7.75E+06 36% 7.87E+00 7.48E+00 5% 

4 Optimization for committed electric power generating plant 
outputs 

The search space in the ELD consists of two kinds of points: feasible and unfeasible. 
The feasible points satisfy all the constraints, while the unfeasible points violate at least 
one of them. Therefore, the solution or set of solutions obtained as the final result of an 
optimization method must necessarily be feasible, i.e., they must satisfy all constraints. 
It is common to handle constraints using concepts of penalty functions which penalize 
unfeasible solutions, i.e., one attempt to solve an unconstrained problem in the search 
space solution using a modified fitness function [10]. The penalty function is applied 
to the fitness function in Eq. (1) as follows:    

(10) 

where penalty (Pi) equals zero if there is not any violated constraint; otherwise it is 
greater than zero. The penalty function is usually measured based on a distance of the 
nearest solution in the feasible region or to the effort to repair the solution. 

       (11) 

where  and  are penalty factors, positive constants associate with the power bal-
ance and prohibited zones constraints, respectively. These penalty factors were tuned 
empirically and their values could be  set to 1000 and  set to 1 in the studied cases 
in simulation section. The  is expressed as follows:  

   (12) 

The process of pFA for ELD is depicted as follows: 
Step 1. Initialize the firefly population, the attractiveness β with the distance r is defined. 
Step 2. Update the velocities to update the location of the fireflies. 
Step 3. Rank the fireflies according to their fitness value of the function as Eq. (11),
find the current near best solution found so far and then update the locations and the 
emission rate. 
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Step 4. Check the termination condition to decide whether go back to step 2 or end the 
process and output the result. 

5 Experimental results 

Two cases of six-unit and fifteen-unit systems are tested for the proposed method of 
pFA. The experimental results are compared to other methods such as GA, FA, and 
PSO [11][12][13]. The optimization goal for the objective function as Eq. (11) is to 
minimize the outcome and then to dispatch ELD for power outputs.  The parameters 
setting for pFA is the initial attractiveness with the distance equals to 0.5, and 0.2,
the total population size and the dimension of the solution space D = 6 for six-
unit system ( for fifteen-unit system). Objective function contains the full iter-
ations of 200 is repeated by different random seeds with 10 runs. The final results are 
obtained by taking the average of the outcomes from all runs. The results are compared 
with the GA and PSO for ELD respectively. 

A. Case study 1- Six units system  
A system with six thermal units is used to demonstrate how the proposed approach 
works. The load demand is 1200MW. The characteristics of the six thermal units are 
given in Tables 3.

Table 3. The generating units capacity with 1200MW power demand and coefficients  

Unit γ $/MW2 β $/MW α $ Pmin MW Pmax MW

1 0.0070 7.0 240 100 500

2 0.0095 10.0 200 50 200

3 0.009 38.5 220 80 300

4 0.0090 11.0 200 50 150

5 0.0080 10.5 220 50 200

6 0.0075 12.0 120 50 120

In this case, each solution  contains six generator power outputs, such as P1, P2, P3, 
P4, P5 and P6. Initialization of solution for power generating units is generated ran-
domly. The dimension of the population is equal to 6. In normal operation of the system, 
the loss coefficients for the 100-MVA base capacity are listed as follows.  

, 

, 
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and . 
Table 4 provides the statistic optimal results of the evaluation fitness function contain 
the full iterations of 200 is repeated by different random seeds with 10 runs.  That in-
volved the average of 10 runs for generation power outputs, generation total cost, total
power loss value, and total computation times respectively.  

Table 4. The best power output for six-generator systems  

Unit Output FA[12] GA[11] PSO[13] pFA
P1 (MW) 459.5422 459.5422 458.0056 459.2242
P2 (MW) 166.6234 166.6234 178.5096 171.5735
P3 (MW) 258.035 253.035 257.3487 255.4936
P4 (MW) 117.4263 117.4263 120.1495 119.8301
P5 (MW) 156.2482 153.2482 143.784 154.7214
P6 (MW) 85.88567 85.88567 76.75549 73.76758

Total Power Output (MW) 1239.761 1235.761 1234.553 1234.530

Total Generation Cost ($/h) 14892 14862 14861 14845
Power Loss (MW) 37.7610 35.7610 34.5531 34.5300

Total CPU time (sec) 296 256 201 202

Fig. 1a shows the comparison of the proposed method of pFA for optimizing the com-
mitted electric power generating plant outputs with six-generating unit system in dis-
tribution outline of the best solution for 200 iterations is repeated 10 trials, with GA 
and PSO methods in the same setting of the condition. 

B. Case study 2- fifteen-unit system  

The system contains fifteen thermal units [4]. The load demand is 1700MW. The char-
acteristics of the fifteen thermal units are given in Tables 5. Each solution  contains 
fifteen generator power outputs, listed from P1 to P15. The dimension of the population 
is equal to 15.  

Table 5. The generating units capacity with 1700MW power demand and coefficients  

Unit γ $/MW2 β $/MW α $ PminMW PmaxMW

1 0.000230 10.5 670 150 455
2 0.000185 10.6 575 150 455
3 0.001125 8.5 375 20 130
4 0.001125 8.5 375 20 130
5 0.000205 10.5 460 150 470
6 0.000300 10.0 630 135 460
7 0.000362 09.7 549 135 465
8 0.000338 11.3 227 60 300
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9 0.000807 11.2 173 25 162
10 0.001203 10.7 175 25 160
11 0.003587 10.3 187 20 80
12 0.005513 09.9 231 20 80
13 0.000371 13.1 225 25 85
14 0.001929 12.3 309 20 60
15 0.004547 12.4 325 15 55

In normal operation of the system, the loss coefficients with the 100-MVA base capac-
ity are as follows.

; ,  MW. Table 6 provides the statistic results 
that involved the generation cost, evaluation value, and average CPU time.  

Table 6. The best power output for fifteen-generator systems  

Unit Outputs FA[12] GA[11] PSO[13] pFA

P1 (MW) 455.21 455.01 455.01 455.01
P2 (MW) 91.98 93.98 120.03 85.00
P3 (MW) 90.06 85.06 84.85 84.83
P4 (MW) 89.97 89.97 75.56 45.29
P5 (MW) 156.00 150.00 162.94 152.00
P6 (MW) 350.76 350.76 322.48 357.49
P7 (MW) 226.36 226.36 165.70 242.22
P8 (MW) 60.00 60.00 60.34 60.56
P9 (MW) 52.37 52.37 91.84 29.60

P10 (MW) 26.10 25.10 45.10 50.40
P11(MW) 25.96 25.96 42.70 30.60
P12(MW) 74.01 74.01 77.97 80.00
P13(MW) 61.99 66.99 45.38 66.27
P14 (MW) 36.22 34.22 47.37 26.24
P15 (MW) 52.05 51.05 55.00 55.00

Total Power Output 
(MW)

1847.84 1837.84 1829.27 1827.60

Total Generation 
Cost ($/h)

1241.09 1235.09 1234.61 1234.61

Power Loss (MW) 147.84 137.84 129.27 127.60
Total CPU time (sec) 410 370 303 305

Fig.1b shows the comparison of the proposed method of pFA, with FA, GA, and PSO 
methods for optimizing the committed electric power generating plant outputs with 15 
generating unit system in convergence property distribution outline of the best solution 
for 200 iterations is repeated 10 trials. Compared with FA, GA, and PSO methods in
the same condition, the proposed method pFA outperforms the other methods. 
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a) b)
Fig. 1. Comparison of convergence characteristic between four methods (FA GA, PSO, and the 

proposed approach of pFA) for:  a) six-generator system, b) fifteen-generator system    

The observed results of quality performance in terms of convergence speed and time 
consumption show that the proposed method of parallel optimization outperforms the 
other methods. 

6 Conclusion 

In this paper, we presented an approach based on the parallel firefly algorithm for op-
timizing the committed electric power generating plant outputs. The proposed parallel 
algorithm with the communication strategy can share the computation load over several 
machines and   improve the diversity solutions to avoid of dropping locally optimal, 
but to get globally optimal solution in the optimization. Four selected benchmark func-
tion and two cases of six-units and fifteen units of thermal plants were implemented to 
evaluate the solution quality and computation efficiency of the proposed method. In 
generating plants, the linear equality and inequality constraints, and transmission loss 
were considered to formulate the objective function. Our simulation results were com-
pared with FA, GA, and the PSO methods. It shows that the proposed pFA method 
obtains the better quality for optimal solutions, and less computing time than other three 
methods.
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Abstract. Genetic programming (GP) is inspired by the popular genetic algo-
rithm (GA). The searching result of GP is a program that includes both opera-
tors and operands. The operators are the obstacle to the crossover and mutation 
process because invalid programs would be generated. In this paper, the con-
cepts of VLIW is incorporated in the design of a GP scheme. A program in the 
proposed scheme is represented using only operands. The simulation results 
show that this approach is feasible and the performance could be increased by 
the instruction-level parallelism of the VLIW structure. 

Keywords: Genetic programming; GP; Very long instruction word; VLIW 

1 Introduction 

Genetic algorithm (GA)[5][6] is a kind of Evolutionary computation (EC)[1]. It is an 
approach to find the sub-optimal solution to various kinds of problems. The basic 
concept is to design the data structure for representing the solution. In the optimiza-
tion process, a population of the data structure instances are generated and evolved. 
The individuals in the population explore the solution space by evolution. The ac-
ceptable solution would be found if the evolution mechanism is properly designed. 

GA is useful for the problems that the closed form solutions are not available. The 
process searches for a sub-optimal solution with the affordable resources by randomly 
explore the solution space. Genetic programming (GP)[7][10] inherits the concepts 
from GA for finding a program. Its computation complexity is generally higher than 
GA's. In many EC algorithms, including GA and GP, part of the computation can be 
parallelized[3]. With the advance of computer technology, concurrent computation 
becomes more affordable than before. This makes GP practical to solve more prob-
lems in time. 

In this paper, we develop a scheme for GP that exploits the concurrency nature. In 
Sec. 2, we briefly introduce GP and some implementation approaches. In Sec. 3, we 
propose a GP scheme with the VLIW concepts. In Sec. 4, a few preliminary simula-
tions are performed and discussed. Finally, we conclude this work and describe the 
future directions in Sec. 5. 
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2 Genetic Programming 

In this section, the concepts of genetic programming (GP) is introduced. GP is in-
spired by GA and it is useful in various problem domains[11][9]. However, their 
properties are different in many aspects. The differences are described in the follow-
ing sections. 

2.1 Concepts of GA and GP 

The concept of GA is to evolve the population (a set of individuals) to search for the 
optimal solution. An individual of GA is a bit vector representing a solution (data 
point) in the search space. The typical process of GA consists of the following opera-
tions: initialization, selection, reproduction, and termination. 

GP specializes GA in that each individual represents a “program”. A typical repre-
sentation of a GP individual is an expression tree. The leaf nodes represent the input 
variables and constants, and the tree nodes represent operators. The complexity of a 
program is limited by the maximum depth of the tree. The evolution process of GP is 
similar to that of GA with some modifications: 

The crossover operator applies to subtrees. The bit-level operation in GA is not 
applicable in GP because an operator has its specific meaning. 
The mutation operator applies to a tree node or a leaf node. When mutating a tree 
node, the value should correspond to a valid operator. Another approach is to sub-
stitute the whole subtree with a randomly generated subtree. 
Theoretically, it is impossible to determine the 100% fit. In GA, it is possible to 
find the exact solution given unlimited time and precision. In GP, we search a pro-
gram behavior that satisfies the given training set. A training set is typically much 
smaller than the real data domain. Therefore, the problem of over-fit is an issue in 
GP. A simple approach is to terminate the evolutionary process after a given num-
ber of iterations. 

2.2 Variants of GP 

In addition to the tree-structured representation, several linear structures have been 
developed. Many of them may produce invalid expressions during evolutions. One of 
the exceptions is the Gene Expression Programming (GEP)[4] which uses a syntax 
that is safe for crossover and mutation operations. 

Another popular approach is called the Linear Genetic Programming (LGP)[2][8]. 
The representation of an LGP program follows the design of CPU instructions. A
program is a sequence of instructions, and each instruction consists of an operator and 
operands (if any). The genetic operations apply to instruction level and usually sim-
pler and faster. However, simply reuse the instructions in a linear structure is not fea-
sible in many cases. For example, crossover instructions inside a conditional instruc-
tion cause the shift of the branching target location(s). It is observed that LGP tends to 
converge to a good solution in many cases. One of the reasons is that an LGP may 
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contain redundant instructions. After crossover or mutation, a redundant instruction 
may become a meaningful instruction. Thus, the probability of exploring toward the 
good direction is increased. 

3 GP Scheme with VLIW Concepts 

From the literature, we learn that GA performs well for searching sub-optimal solu-
tions. However, GP is not effective enough to be useful in practical problems. The bit-
level crossover and mutation is the key to the success of GA. There are two notewor-
thy assumptions of GA: 

The probability of producing an invalid solution is low after crossover or mutation. 
The more similar the bit pattern is to the optimal solution, the closer the sub-
optimal solution is to it. 

Although inspired by GA, the two assumptions are not easy to be satisfied in GP. A
GP solution is a mixture of operators and operands. Unless a special syntax is de-
signed, op-level (operator and operands) crossover and mutation are likely to produce 
invalid programs. Considering the second assumption, it is obvious that op-level simi-
larity is not significant to program similarity. For example, c=a+b is quite different 
from c=a*b and can be treated as two different-purposed programs. 

Based on the above analysis, we found that the existence of operators causes the 
problem. A GA solution is a sequence of data elements; the related operators are de-
fined as part of the fitness function. A GP solution contains both the data and the re-
lated operators; the fitness function is typically used to measure the difference be-
tween the evaluated values and the expected values. In the following proposed GP 
scheme, we represent a program using only operands. 

In modern computer architectures, there is a design called very long instruction 
word (VLIW). It was proposed to exploit instruction-level parallelism. A VLIW in-
struction encodes a few operation fields that can be executed in parallel. Each opera-
tion field specifies the operator and operands for execution. Suppose that all the sup-
ported operators are executed in each instruction, the operators can be implicit. Com-
bining the specialized VLIW instruction and the redundant operations in LGP, the 
scheme for designing an operand-only program representation is developed as fol-
lows. 

1. Define the available operators. For each operator, define the associated operands. 
For each operand, define the valid data range. 

2. Define the order of the operators. The order is fixed in all the instructions. Thus the 
operators can be implicit. 

3. An instruction is a sequence of operand groups. Each operand group is a sequence 
of operands for the corresponding operator. 

4. A program is a sequence of instructions. It can be viewed as a table of operands 
(Fig. 1).

5. Define the GP crossover and mutation operations. 
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6. Define the normalization method to ensure an operand valid after crossover or mu-
tation. If the operands are defined to be always valid after changes, this step can be 
skipped. 

With this scheme, the operators are implicit in a program and cannot be changed by 
the GP operations. The modification to the conventional GP process is that the pro-
gram normalization is performed (if necessary) whenever a program is generated or 
changed. 

Fig. 1. An example program representation of the proposed GP scheme. 

4 Simulations and Discussions 

In this section, a few simulations are configured and performed (Sec. 4.1). The simu-
lation results are discussed in Sec. 4.2. 

4.1 Simulation Configuration 

The target algorithm is the arithmetic mean of four integers. The range of each integer 
is [0, 255]. The test dataset of 100 cases is randomly generated. Two instruction ar-
chitectures are defined for the simulations. The first one (A1) provides the four primi-
tive arithmetic operations and the load operator. The second one (A2) prepends an 
additional add( ) operator to A1. The definitions of the operators are listed below:

add(r1, r2, r3) R[r3] = R[r1] + R[r2]
subtract(r1, r2, r3) R[r3] = R[r1] - R[r2]
multiply(r1, r2, r3) R[r3] = R[r1] * R[r2]
divide(r1, r2, r3) R[r3] = R[r1] / R[r2]
load(r1, v1) R[r1] = v1
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R[ ] denotes a register of floating-pointer number. The valid index value rk is 
from zero (inclusive) to the number of registers (exclusive). The value v1 is a non-
negative integer, and its range [0,9999] is fixed throughout the simulations. The nor-
malization method of rk and v1 is the modulus of the maximum value plus one. The 
crossover and mutation are performed at the op-level. To simplify the simulation, we 
choose the single-point crossover and random selection. The population size is 200,
the selection rate is 0.25, and the mutation rate is 0.01. The evaluation results is stored 
in the last register. The fitness function is the negative value of the mean square error 
(MSE) to the test data.

In addition to the above configuration, we extend the simulations to use another se-
lection strategies. The original strategy randomly selects 25% of the population for 
breeding the next generation. The second strategy is to keep the best one in the select-
ed portion (the concept of elitism in GA). Combining with the instruction types A1 
and A2, the elitism version is called A1e and A2e respectively. 

4.2 Simulation Results 

We vary the control parameters to perform the simulations: the type of instructions 
(A1, A2, A1e, or A2e), the number of registers (8 or 16), and the number of instruc-
tions (10 or 20). For each simulation, 5000 generations are evolved to search for the 
best program. We trace the MSE of the best program in each iteration and plot Fig. 2
to Fig. 5. 

Fig. 2. Simulation results of configuration type A1. 
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Fig. 3. Simulation results of configuration type A2. 

Fig. 4. Simulation results of configuration type A1e. 
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Fig. 5. Simulation results of configuration type A2e. 

Comparing the results, some properties are observed: 

A1e is better than A1, and A2e is better than A2. It indicates that the elitism in GA 
is also applicable in our GP scheme. 
The performance of A2 is better than A1 (so for A2e and A1e) in terms of mean 
square error and convergence trend. It indicates that instruction-level parallelism 
would be a good property for GP optimization. 
Using more registers is helpful for searching a good program. 
It is not easy to determine the effects of the number of instructions. It seems that 
this factor is coupled with the number of registers and the types of the instructions. 

5 Conclusions 

In this paper, we proposed a GP scheme that incorporates the VLIW concepts. It fea-
tures that a program is represented with operands. The operators are implicit.Thus, the 
probability of invalid programs after reproduction is decreased. The simulation results 
show that (1) the elitism in GA can be used in this scheme; (2) the instruction-level 
parallelism is helpful to the searching process; and (3) more registers is also helpful. 

Due to the limited time, we only perform a small number of simulations. The pre-
liminary simulations show that our design would be a candidate approach in GP. In 
the future, we would like to extend the simulation scale to verify the effectiveness in 
different applications. 
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Abstract. Unwanted convergence to a local optimum, rather than global opti-
mum, is possible to take place in practical multimodal optimization problems. 
Communication between artificial agents in the stochastic algorithms is one of 
the solutions to this issue. This paper proposes a novel parallel optimization al-
gorithm, namely FDA, based on the communication of the pollen in Flower pol-
lination algorithm (FPA) with the agents in Differential evolution algorithm 
(DEA) to solve the optimization problems. A communication strategy for Pollens 
and Agents is to take advantages of the strength points of each algorithm to ex-
plore and exploit the diversity solutions in avoiding of dropping to a local opti-
mum. A set of benchmark functions is used to test the quality performance of the 
proposed algorithm. Simulation results show that the proposed algorithm in-
creases the accuracy more than the existing algorithms. 

Keywords: Parallel optimization algorithm; Differential evolution algorithm; 
Flower pollination algorithm. 

1 Introduction 

Parallel processing plays an important role in efficient and effective computations 
of function optimization, because of it is an essential requirement for optimum compu-
tations in modern equipment [1][2]. The parallelized strategies simply share the com-
putation load over several processors. The sum of the computation time for all proces-
sors can be reduced compared with the single processor works on the same optimum 
problem. Moreover, due to physical constraints in real-world problems, there are dif-
ferent optimal solutions in the search space and the best results of the obtained optimum 
cannot always be realized [3]. Collaboration between two algorithms is to take the 
strength points of the two algorithms. The strength point of the algorithms is considered 
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motivation to merge them in parallel to overcome the issue of earlier dropping a local 
optimal.  

The communications among agents while parallel processing would enhance the co-
operating individuals, share the computation load, and increase the diversity optimiza-
tions. They can exchange information between the populations whenever a communi-
cation strategy is triggered. The parallelized structure can prove faster speed and more 
accuracy than the original structure, and it also extends the global search capacity than 
its original one [4]. 

Furthermore, advantages of the meta-heuristics that included the Flower pollination 
algorithm (FPA) [5], and Differential evolution algorithm (DEA)[6] have been consid-
ered for recently. The FPA was inspired from the pollination behaviors of flowering 
plants and the real-life processes of the flower pollination such as self-pollination or 
cross-pollination were mimicked for modeling mathematically for FPA. The cross-pol-
lination can be considered as the global pollination because of the pollinators such as 
agents, bats, birds and flies can fly the long distances. However, the self-pollination is 
the fertilization of one flower, such as peach flowers, from the pollen of the same flower 
or different flowers of the same plant, thus they can be considered as the local search. 
Similarly, DEA is an optimization algorithm based on the stochastic direct search. This 
algorithm is to optimize a problem by iteratively trying to improve a candidate solution 
according to a fitness value. There are lots of advantages of these algorithms, and many 
applications have been solved successfully by them[7]. However, these algorithms also 
have the disadvantages such as a premature convergence in the later search period and 
the accuracy of the optimal value which cannot meet the requirements sometimes [8]
[7].

In this paper, the communication strategy and the concepts of the parallel processing 
are applied to develop a diversity enhanced optimization. In the proposed method, the 
several weaker individuals in FPA will be replaced with the better artificial agents from 
DEA after fixed iterations. On the contrary, the poorer agents of DEA will be replaced 
with the better pollens of FPA. The benefit of this strategy is to avoid the locally con-
verged optimal in complex constrained optimization problems.   

2 Related work  

Flower Pollination Algorithm.  

Flower Pollination Algorithm (FPA) was emulated the characteristic of the biological 
flower pollination in flowering plant [5]. In this algorithm, the rules of the flowering 
plant were mimicked to formulate the equation of optimization in as follows.  
1. The global pollination processes are biotic and cross-pollination through which the 
pollen transports pollinators in a way that obeys flights.  
2. Local pollination is explored as abiotic and self-pollination. Reproduction probabil-
ity is considered as flower constancy which is proportional to the resemblance of the 
two flowers in concerned.  
3. The switching probability p  [0, 1] can be used to control between the local and 
global pollination.   
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4. Local pollination can have fraction p that is significant in the entire processes of the 
pollination because of physical proximity and the wind. To simplify the proposed algo-
rithm development, it was assumed that each plant has a single flower and each flower 
emit only a single pollen gamete. This means that a flower or pollen gamete is viewed 
as a solution xi to a problem.  FPA was designed with major stages as global and local 
pollination. To model the local pollination, both rule 2 and rule 3 can be represented 
ass.

                                    (1) 

where and  are pollen from different flowers of the same plant species. is drawn 
from a uniform distribution in [0, 1] and it is considered as a local random walk, if 
and  comes from the same species or selected from the same population. In the global 
pollination, the pollens of the flowers are moved by pollinators e.g. insects and pollens 
can move for a long distance since the insects typically fly for a long range of distances. 
This process guarantees pollination and reproduction of the fittest solution represented 
as . The flower constancy can be represented mathematically as: 

                                  (2) 

where  is solution vector at iteration t, γ is a scaling factor to control the step size. 
Lévy flight can be used to mimic the characteristic transporting of insects over a long 
distance with various distance steps, thus, L > 0 from a  distribution. 

                     (3) 

where Γ(λ) is the standard gamma function, and this distribution is valid for large steps 
s > 0.  

The switching probability or the proximity probability p can be effectively used 
likely in the rule (4) to switch between common global pollination to intensive local 
pollination. The effectiveness of the PFA can be attributed to the following two reasons: 
In rule 1, insect pollinators can travel long distances which enable the FPA to avoid 
local landscape to search for a very large space (explorations). In rule 2, the FPA en-
sures that similar species of the flowers are consistently chosen which guarantee fast 
convergence to the optimal solution (exploitation). To begin with, a naive value of p =
0.55 can be set as an initial value. A preliminary parametric showed that p = 0.8 might 
work better for most applications. 

Differential Evolution Algorithm  

Differential evolution algorithm (DEA) [9] belongs to the class of genetic algorithms 
(GAs)[10] which use biology-inspired operations of crossover, mutation, and selection 
on a population in order to optimize an objective function over the course of successive 
generations. DEA have four main operations included initialization, mutation, 
crossover, and selection. Evolution is performed on a population of solutions and for a 
certain number of generations. The following steps show how DEA works: 
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Step1 Initialization: an initial population of  agents is generated randomly. Each 
agent is a candidate solution containing  dimension of unknown parameters. The pop-
ulation evolves through successive generations.  

                                                       (4) 

where  is a vector indicates an agent in a population belonging to a current gener-
ation . .  All agents in a popu-
lation are generated by enforcing the constraint of boundaries in which 

 where  and .
Step2 Mutation: after the initialization, DEA runs a mutation to explore the search 
space. There are some mutation strategies that denoted as DE/x/y/z. It specifies the 
DEA mutation strategies by indicating the vector /x/ to be perturbed, the number /y/ of 
difference vectors used to perturb /x/, and the type /z/ of crossover. In this paper, the 
original DEA is considered. A vector  is computed by each vector . 

                                                                            (5) 

where  is a factor of scaling variable to speed up convergence of the DEA; 
the indexes  are mutually exclusive integers randomly selected from the 
interval .
Step 3 Crossover: a crossover operation recombines agents to a new solution. It can 
make up increasing the diversity in the population but including successful solutions 
from the previous generation. Usually, DEA adopts exponential or binomial crossover 
schemes. Here, the binomial crossover is used. It changes components that are chosen 
randomly from  and makes the number of parameters inherited from the 
mutant obey a nearly binomial distribution. A new candidate solution is calculated as 
given. 

                                                (6) 

where  is new a trial vector that , with 
;  is crossover rate with  ;
. The constant  obviously affects the amount of crossover op-

erations. Usually, 0.6 <CR < 1 is a good value for fast convergence. 
Step 4 Selection: the population size constant is kept in consecutive generations. This 
operation determines if the vector or the vector survives in the next generation. 
The selection operation works by the following relations. 

                                                                           (7) 

where  is the objective function to be optimized. If the value given by  is lower 
than the value of , then replaces in the next generation, otherwise is 
kept. Therefore, the population can improve or be the same in optimization of the the

, but it never becomes worst. 
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After selection, the algorithm goes back to iterate Step 2. Mutation, crossover, and se-
lection are applied until a certain condition i.e. maximization of the number of genera-
tions  or minimization of the objective function stops iterations. 

3 A Communication Strategy Agents and Pollens 

The advantages of both FPA[5] and DEA[9] algorithms are strong robustness, fast 
convergence, and high flexibility. They have been applied to solve successfully many 
problems in engineering, financial, and management fields [11, 12]. However, the dis-
advantage of them also exists such as the premature convergence in the later search 
period. This could make the accuracy of their optimal values are not to meet the re-
quirements in sometimes. It could be easy to converge to a local optimum if the swarm 
size is too small for searching solution based on its own best historical information. 
This issue could be overcome by applying the enhanced optimizations.  Enhanced op-
timization can be implemented by constructing the communication between two algo-
rithms. The exchange information among subpopulations can be figured out whenever 
the communication strategy triggers. The communication strategy for exchanging in-
formation between Agents and Pollen can be described as follows. The best agents in 
DEA could be copied to move to other subpopulations in FPA replace the poorer pol-
lens of them, and update the positions of all subpopulations in every period of exchang-
ing time. The flow information of communicating the agents and pollens is employed 
with the communication strategy. In contrast, the finest artificial pollens among all the 
flowers of FPA’s population would migrate to the weaker agents in DEA, replace them 
and update all positions for each population during every period exchanging time.   

A parallel structure is made up of several groups by dividing the population into 
subpopulations. The diversity agents for the optimal method are built based on con-
structing of the parallel processing. The subpopulations are evolved into regular itera-
tions independently. The advantages of each side of algorithms are taken into account 
by replacing the poorer individuals of them with the finest ones, and the benefit of 
cooperation between them is archived. During all iterations of the proposed method 
FDA, the exchanging period time of communication between FPA and DEA is set to 
R. The population size of FDA is set to . The numbers of the population sizes of DEA 
and FPA are  and  be set to  respectively. The top fitness k agents of in group 
with  will be copied to the place of worst agents in group with  for replacing the 
same number of the agents, where  is the current iteration, during running with

. The description of the proposed method can be summarized the basic steps as 
follows. 

Step 1. Initialization: Population size of FDA is generated randomly by initializing the 
solutions of FPA and DEA. The number iteration of R is defined for executing the com-
munication strategy. The N1 and N2 are the numbers of agents and pollens in solutions 

and for populations of DEA and FPA respectively, 
, 1 . where is dimension of the solutions and is current iteration with setting 

initializing  to 1.  
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Step 2. Evaluation: The fitness function values of f2( ), f1( ) are evaluated by both 
DEA and FPA in each iteration according to the fitness function. The evolvement of 
the populations is executed by both FPA and DEA. 

Step 3. Update: The global pollination and local pollination of FPA are updated by 
using  and the agents and food source positions of DEA are updated by 
using . The best fitness value and their positions are memorized.

Step 4. Communication Strategy: The best pollens among all the flowers of FPA’s pop-
ulation are copied with k the top fitness pollens in N1, migrate to another place of group 
in DEA population then replace the weaker agents in , and update for each popula-
tion in every R iteration. In contract, do the same with agents among all the individuals 
of DEA’s population. 

Step 5. Termination checking: Go to Step 2 if the predefined value of the function is 
not achieved or the maximum number of iterations has not been reached, otherwise, 
ending with minimum of the best value of the functions:  and the 
best bee position among all the agents or the best pollen among all the agents . are 
recorded. 

4 Experimental results 

The performance quality of the proposed algorithm of FDA is evaluated by using a set 
of multimodal benchmark functions [13][14] to test the accuracy and the speed of it.
The outcome values of the test functions in the experiments are averaged over 30 runs 
with different random seeds. All the optimizations for the test functions are to minimize 
the outcome. 

Table 1. The initial range and the total iteration of the benchmark functions

Test Functions Ranges Dimensions Iterations

2
1 1
( ) [ 10 cos(2 ) 10]n

i ii
F x x x 5.12 30

2
2

2 1
( ) sin( ) (sin( )) , 10n mi

ii

ixF x x m 30

3 1
( ) sin( | |)n

ii i
F x x x 5.12 30

2 2
1 1
( / ) 2

4 1
( ) [ 2 ] cos , 5

n nm
i ii i

nx x
ii

F x e e x m 20 30

4 6 2
5 ij1 1
( ) exp( ( ) )i ij ji j

F x c a x p 0,10 4

5 1
6 1
( ) [( ) ( ) ]T

i i ii
F x X a X a c 0,10 4
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The simulation results of the proposed method are compared with those obtained 
results of the previous algorithms as the DEA[6], FPA[5] and Genetic algorithm (GA) 
[15], in terms of their performance of the accuracy and running speed. Let 

,  and   be the real value 
vectors of  m-dimensional for DEA, FPA and GA respectively. The optimization goal 
is to minimize the outcome for all benchmarks. The outcome of the performed optimal 
for the test benchmark function is a minimizing problem. The population size for the 
methods of FDA, DEA, FPA and GA are set to 40 for all runs in the experiments. The 
setting parameters for DEA, FPA, and GA could be found in [3,4,10]. Table 1 lists the 
initial range, the dimension and total iterations for all test functions. 

Table 2. The comparison quality performance evaluation of DEA, FPA, and FDA  
for solving the optimization problems 

Test func-
tions

Function values Comparison performance

DEA[4] FPA[3] FDA with DEA with FPA

1 1.65E+02 1.73E+02 1.29E+02

2 1.45E+00 1.48E+00 1.05E+00

3 -4.87E+03 -4.10E+03 -6.09E+03

4 1.60E-03 1.60E-03 1.10E-03

5 -2.94E+00 -3.04E+00 -3.32E+00

6 -7.15E+00 -8.15E+00 -9.72E+00

-7.86E+02 -6.56E+02 -9.95E+02 26% 29%

The parameters setting for FDA with DEA side is initial with setting Limit to 10. The 
percentage of the onlooker and employed agents are set to 50%. The total population 
size N1 is set to  as equal to 20 and the dimension of solution space d is set  to 30, 
as in ref.[4]. Corresponding to the parameters setting with FPA side is the initial prob-
ability p is set to 0.55, , the total population size N2 set to 20 and the 
dimension d is set to 30, as in ref. [9][3].  Each benchmark function is tested with 1000 
iterations per a run. The performance is evaluated in the average of the results from all 
runs. Comparing percentage is set to abs (FDA-original algorithm) *100/(FDA).

Fig. 1. The experimental results of function F1 
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Table 2 compares the performance quality for the multimodal optimization problems 
of three methods of DEA, FPA and the proposed FDA. Observed, the results of the 
proposed method on all of these cases of testing multimodal benchmark problems show 
that FDA method almost increases higher than those obtained from original methods of 
DEA and FPA. The maximum case obtained from FDA method increases higher than 
those obtained from the DEA and FPA methods are up to 42% and 44% respectively. 
However, the figure for the minimum cases is only the increase 07% and 06% for DEA 
and FPA respectively. Thus, in general of the proposed algorithm, FDA obtained the 
average cases of various tests multimodal optimization problems for the convergence, 
and accuracy increased more than those obtained from the DEA and FPA methods are 
26% and 29% respectively. 

Figures 1 and 2 show the experimental results for the first three multimodal benchmark 
functions over 30 runs output obtained from GA, DEA, FPA and proposed FDA meth-
ods with the same iteration of 1000. 

Fig. 2. The experimental results of function F2 

The above figures show clearly that, all of the cases of testing functions for FDA have 
performance quality highest in terms of the accuracy and convergence.
Table 3 shows the performing quality and running time comparison of the proposed 
FDA with GA method for the multimodal optimization problems. The columns of com-
parison times and qualities are calculated as absolute of the obtained from FDA minus 
that obtained from GA then divided the obtained value of the FDA method. Clearly, the 
results of the proposed method on all of these cases of testing multimodal benchmark 
problems show that FDA method almost increases higher quality and shorter running 
time than those obtained from GA method. In general, the proposed algorithm obtained 
the average cases of various tests multimodal optimization problems for the conver-
gence, and accuracy increased more than those obtained from the GA method is 35%, 
and for the speed is faster than that got from GA method is 3%.    
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Table 3. The comparison quality performance of GA and FDA  
for solving the optimization problems 

Test 
functions

Consumption Time Comp.
times

Performances Comp. 
qualitiesGA[10] FDA GA[10] FDA

1 2.4794 2.4370 1.92E+00 1.26E+00 51%

2 0.896 0.8686 -5.27E+03 -6.19E+03 14%

3 0.9874 0.9501 1.89E+02 1.29E+02 45%

4 0.7775 0.7931 1.710E-03 1.11E-03

5 0.8917 0.9071 -2.23E+00 -3.28E+00 47%

6 0.9892 0.9794 -8.04E+00 -9.71E+00 21%

1.1703 1.1543 -8.48E+02 -1.01E+03 35%

5 Conclusion 

This paper, a novel proposed method for the optimization problems was presented with 
the parallel optimization based on Agents and Pollens communication strategy, namely 
FDA. The enhanced diversity agents by the parallel process to optimization could take 
an important significance in the solutions for the issue of losing the global optimum in 
the optimal algorithms for the multimodal or complex constrained optimization prob-
lems. The proposed communication strategy is innovative because of the introduction 
of strength points of DEA and FPA in the cooperation of optimization algorithms.  By 
this way, the poorer pollens in FPA could be replaced with new best agents from DEA 
after running the exchanging period. In contrast, the worst agents in DEA could be 
replaced with fresh finest pollens from FPA in every exchanging period. Compared 
with original DEA, FPA, and GA, the quality performance of the proposed FDA algo-
rithm shows the better results of the testing set than those obtained from the DEA, FPA, 
and GA methods in terms of convergence and accuracy. For the maximum cases of 
testing set increase higher than those obtained from the DEA, FPA, and GA methods 
are up to 42%, 43%, and 45% respectively. However, these figures for the minimum 
cases are only the increase 08%, 05%, and 15%. Thus, in general of the proposed algo-
rithm obtained the average cases of various test problems for the convergence, and ac-
curacy increased more than those by 26%, 29%, and 35% from DEA, FPA, and GA 
respectively. 
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Abstract. The most recent return in the investment is one of the most popular 
element that investors take into consideration because of its fast and direct 
return characteristic. With the ongoing discussion about stock portfolio design, 
we construct the investment model by two phases and draw an analogy in this 
research. The first step is using ISCI in selecting the potential stocks; and the 
second step is designing the stock portfolio by the GARCH model and the 
IABC algorithm aiming for gaining the highest return in the investment. The 
analysis data used in our experiments include the stock price of daily return in 
continuous five years in 2011 to 2015. The experimental results indicate that 
using IABC in constructing the stock portfolio is a stable investment strategy 
and the gained maximum return is also higher than the portfolio constructed by 
the GARCH in the Taiwan stock market. 
 

Keywords: Portfolio, ISCI, GARCH, IABC 

1   Introduction 

An economic depression is recession that affects many countries around the world 
including Taiwan, hence it becomes the major issue to finance and invest 
management. Markowitz Mean-Variance Model (MV) is proposed and analyzed for a 
market consisting of one bank account and multiple stocks. The MV model's lower 
estimation risk is most striking in small samples and for investors with a low risk 
tolerance. 
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Investment Satisfied Capability Index (ISCI) is derived from Process Capability Index 
(PCI). Chang (2009) applies ISCI to select stocks at Taiwan stock market. The 
experimental result shows that stock portfolio construct from ISCI has the higher 
returns than fundamental analysis and TAIEX. 

ARCH (Autoregressive Conditional Heteroskedastic) process introduced in Engle 
(1982) allows the conditional variance to change over time as a function of past errors 
leaving the unconditional variance constant. The stationarity conditions and 
autocorrelation structure of the Generalized Auto Regressive Conditional 
Heteroskedastic (GARCH) model are derived (Bollerslev, 1986). Using an empirical 
example of uncertainty of the inflation rate the paper demonstrates that the GARCH 
model provides a better fit and a more plausible learning mechanism than the ARCH 
model. 

Artificial Bee Colony (ABC) is one of the most recently defined algorithms by 
Dervis Karaboga in 2005, motivated by the intelligent behavior of honey bees. Tsai et 
al. presented IABC in 2009. The formula, which takes the location of the employed 
bees in the consideration for moving the onlooker bees, is modified, and the concept 
of universal gravitation is introduced into the process in IABC to calculate the 
interactive affection between different numbers of employed bees. Compared with 
standard ABC algorithm, IABC algorithm simplifies the parameter setting and 
achieves better performance. This research applies IABC to obtain the optimal 
portfolio. 
 

2   The experiment design 

There are two phases in this research, and the selecting data of the stock daily return 
comprise five years of 2011 to 2015. In the first phase of Stock Selection that includes 
two stages. We set up five criteria in the investment information website “HINET 
MONEYDJ” to filter the stock and acquire 110 stocks in the first stage. Then 
applying investment satisfied capability index to execute opting for stocks in the 
second stage. 

According to Evans and Archer (1968), investment risk will ease when the stock 
portfolio involves 10 to 15 stocks. Chang (2013), contrast stock portfolios with 10 and 
15 stocks, the portfolio with 15 stocks has the better return on investment and less 
fluctuation of current events. In this research, we choose stock portfolio with 15 
stocks to proceed GARCH and IABC return predictability, and comparative analysis 
with Taiwan stock market. 

2.1   Stock selection  

With investment satisfied capability index to sift the stocks, and take the lower limit 
return of the rate of treasury, the following formula of investment satisfied capability 
index: 
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 (1) 

where μ stands for the daily average return rate of the stock, σ indicates the standard 
deviation of daily rate of return of stock, and LRL is the investors anticipate the lower 
rate limit of return. 

2.2   GARCH model construction 

Time-Series Model analysis includes four steps, as follows: 
STEP 1: Jarque-Bera Test. Examine the normal distribution of Time-Series data. 

 

 (2) 

 
where S stands for the skewness and K is the Kurtosis variable. 

STEP 2: Ljung-Box Q test. Residual analysis. 
 

 (3) 

 
where n indicates the samples and k is the chi-squared distribution with P degrees of 
freedom. 

STEP 3: Unit Root Test. Use ADF (Augmented Dickey-Fuller test) to examine the 
data of stationary state. 

STEP 4: GARCH forecasting model. The last step is to predict by GARCH Model, 
the formula as follow: 

 

 (4) 

 (5) 

  (6) 

2.3   Capital allocation by IABC  

In this work, we utilize IABC to decide the capital allocation into the selected stocks. 
To use IABC, the operation includes five steps, which are listed as follows: 

STEP 1: Initialization: randomly spread n e percent of the population into the 
solution space, where n e indicates the ratio of employed bees to the total population. 

STEP 2: Move the onlookers: move the onlookers by Eq. (8) with roulette wheel 
strategy based on the probabilities calculated by Eq. (7). 
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 (7) 

where  represents the probability of selecting the ith employed bee, S denotes the 
total number of the employed bees,  is the accumulation of fitness values 
of all employed bees, and  denotes the fitness value of the ith employed bee. 
 

 

 

(8) 

where  indicates the position of the ith onlooker bee, t stands for the number of 
iteration, n is the number of employed bees that taken into the consideration,   
represents the employed bee that have been chosen, j denotes the dimension of the 
solution space, and  means the pulling force between the employed bees and the 
target onlooker. 

STEP 3: Move the scouts: when the iteration matches the multiples of the 
predefined Limit iteration, the employed bees, whose fitness values are not improved, 
become the scouts. 

 
 

 
(9) 

where  and  denote the lower and the upper boundary of scout i in all 
dimensions, respectively, and  is the random number in the range of [0, 1]. 
 

STEP 4: Update the near best solution: memorize the near best fitness value and 
the corresponding coordinate found so far by the bees. 

STEP 5: Termination checking: if the termination condition is satisfied, exit the 
program; otherwise, go back to step 2. 

3   Experiments and experimental results 

In our experiments, we select 15 stocks from the Taiwan Stock Market based on the 
highest ranks of their ISCI values. The selected stocks are listed in Table 1. 

Table 1  The final section screened 15 of stocks.  

No. Ticker Symbol No. Ticker Symbol No. Ticker Symbol 
1 4426 6 3552 11 3004 
2 1476 7 3450 12 3691 
3 3131 8 2474 13 2456 
4 1536 9 5490 14 9938 
5 3008 10 1707 15 2395 

 
After the stock selection process, the portfolio is generated by the GARCH model 

and the IABC model, respectively. The experimental results are compared year by 
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year with the Taiwan Stock Broad Market. The experiments cover the data in 2011 to 
2015. Since we present the experimental results based on the year, there are five 
charts of experiment results with accumulated values of the stock return demonstrate 
seriatim as follows, where the X-axis stands for the trading days and the Y-axis 
denotes the accumulated return per year. 
 

 
Fig. 1. The accumulated return by the GARCH model, the IABC model, and the Taiwan Stock 
Broad Market in 2011. 

In 2011, the accumulated return obtained by the IABC model reaches 54% at the 
end of the year; the accumulated return obtained by the GARCH model and the 
Taiwan Stock Broad Market fall in -17% and -19%, respectively. 

 

 

Fig. 2. The accumulated return by the GARCH model, the IABC model, and the Taiwan Stock 
Broad Market in 2012. 
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In 2012, the accumulated return obtained by the IABC model climbs up to 83%; 
the accumulated return obtained by the GARCH model is also with a satisfactory 
result at 85%, and the Taiwan Stock Broad Market reaches 9% at the end of the year. 

 

 
Fig. 3. The accumulated return by the GARCH model, the IABC model, and the Taiwan Stock 
Broad Market in 2013. 

In 2013, the accumulated return obtained by the IABC model climbs up to 135%; 
the accumulated return obtained by the GARCH model is also with a satisfactory 
result at 146%, and the Taiwan Stock Broad Market reaches 11% at the end of the 
year. 

 

 

Fig. 4. The accumulated return by the GARCH model, the IABC model, and the Taiwan Stock 
Broad Market in 2014. 
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In 2014, the accumulated return obtained by the IABC model climbs up to 55%; 
the accumulated return obtained by the GARCH model is 30%, and the Taiwan Stock 
Broad Market reaches 8% at the end of the year. 

 

 
Fig. 5. The accumulated return by the GARCH model, the IABC model, and the Taiwan Stock 
Broad Market in 2015. 

In 2015, the accumulated return obtained by the IABC model climbs up to 92%; 
the accumulated return obtained by the GARCH model is 55%, and the Taiwan Stock 
Broad Market reaches -9% at the end of the year. 

As given above, it’s clear to see that the portfolio constructed by IABC present 
higher performance in three-fifth over the test period; and the portfolio constructed by 
the GARCH model presents better result in two-fifth of the whole test period. 
Nevertheless, no matter using which method, the accumulated return is always higher 
than the Taiwan Stock Broad Market. 

4   Conclusion and future works 

With applying the ISCI in selecting the potential stocks, the stock investment 
portfolio are constructed by the IABC model, and the GARCH model in this research. 
The investors can receive higher return by selecting the optimal stock portfolio and 
proceeding the capital allocation. The experimental results show that the asset 
allocation by IABC is better than the prediction of GARCH and market. It implies 
that the IABC model has the investment strategy with steady and the maximization of 
return. 
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Abstract. Learnable evolution model (LEM) is an efficient evolution-
ary algorithm for function optimization proposed by Michalski. However,
because the design of LEM is for continuous optimization, how to ap-
ply it to discrete optimization has become an important issue. In this
paper, we present a discrete version of LEM for discrete optimization of
traveling salesman problem (TSP), called LEMTSP. The proposed algo-
rithm makes LEM capable of solving problems in the discrete domain
while preserving its convergence speed. More important, the proposed
algorithm can use all the crossover operators designed particularly for
discrete problems.

Keywords: learnable evolution model, evolutionary computation, trav-
eling salesman problem

1 Introduction

Evolutionary computation (EC) is one of the most efficient techniques for finding
a near-optimal solution for the optimization problems in a reasonable time iter-
atively. EC can be categorized into two types in terms of the problems they try
to solve: continuous and discrete. The solutions can be encoded as floating-point
numbers if the problem in question is continuous; otherwise, they are gener-
ally binary or integer encoded. For example, ant colony optimization (ACO)
[1] was proposed for discrete optimization, and particle swarm optimization [2]
was proposed for continuous optimization. Moreover, the evolutionary compu-
tation algorithms can be divided into two types: Darwinian and non-Darwinian
types. The main difference is how to select the parents to generate offspring.
The stochastic selection is used in Darwinian type of evolutionary computation.
On the other hand, the deterministic selection is used in non-Darwinian type of
evolutionary computation.

The Learnable Evolution Model (LEM) [3][4][5][6][7] is a fast non-Darwinian
methodology for evolutionary computation. Unlike the standard evolutionary
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computation, such as genetic algorithms (GA) , LEM is guided by a machine
learning process to speed up the convergence process. Over the past ten years,
LEM has been successfully applied to theoretical and application domains, such
as numerical function optimization [4], heat exchange design [8], finned-tube
evaporators design [9], classification[7] and so on. But all these applications are
in the continuous domain. This study is aimed at making LEM not only capable
of solving discrete optimization but also using other efficient genetic algorithm
operators.

The remainder of the paper is organized as follows. Section 2 will first in-
troduce the learnable evolution model and then gives a brief introduction to
the learning step of LEMTSP. Also given in Section 2 is a simple example to
demonstrate how LEMTSP works. Section 3 describes in detail the instantia-
tion of LEMTSP. Performance evaluation of LEMTSP is presented in Section 4.
Conclusion is given in Section 5.

2 The Proposed Algorithm

2.1 Learnable Evolution Model

A simple outline of LEM is as shown in Algorithm 1. Unlike genetic algorithm,
which uses crossover to generate the offspring, LEM uses the learning and in-
stantiation steps to generate new individuals. In the deterministic selection step,
the individuals with high-fitness are assigned to the high-performance group, de-
noted H-group, from the current population. In addition, the individuals with
low-fitness are assigned to the low-performance group, denoted L-group. The
learning step is used to reason descriptions that distinguish between H-group
and L-group in the current population. The descriptions are the results of the
learning step. Subsequently, the instantiation operator uses these descriptions to
create new individuals. The Darwinian evolution in the LEM is to maintain the
diversification by applying some form of mutation.

Although the learning method is symbolic, we try to extend the LEM to solve
problems in the discrete domain, with a focus on the so-called combinatorial
optimization problems. We will use the traveling salesman problem (TSP) as
an example. Using LEM to solve the TSP, two issues need to be addressed are
learning and instantiation. Learning is the most important step of LEM. LEM
concentrates on searching a small search space bound by the learning result. This
can eventually speed up the convergence speed of LEM. The original learning
step of LEM is only suitable for problems in the continuous domain. Thus, the
first issue is how to make learning work for problems in the discrete domain.
Another issue in the discrete domain is how to perform instantiation to generate
the new offspring that satisfy the descriptions and the constraints of the TSP.
In other words, learning and instantiation need to be modified for the TSP.

2.2 The LEMTSP

As far as the learning step of traditional LEM is concerned, it is required that
the fitness value of any individual in the high fitness group (H-group) is better
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Algorithm 1 Learnable Evolution Model

1: Generate a population
2: while The terminate condition is not met do
3: Deterministic selection
4: Learning
5: Instantiation
6: Execute Darwinian evolution
7: end while

than any individual not in the H-group. Similarly, it is required that the fitness
value of any individual in the low fitness group (L-group) is worse than any
individual not in the L-group. Fig. 1 shows that the selection process of H-group
and L-group is deterministic and is strictly based on if the fitness value is better
or worse than a predefined threshold. Another way is to select the best H-group
ratio individuals into H-group from the current entire population and the worst
L-group ratio individuals into L-group. In general, LEM uses only the H-group
because individuals in the L-group are not enough good but not really bad,
especially after several iterations.

In this paper, we will use only the H-group too and do not consider the L-
group. The learning step is used to find which properties are common in the
H-group. These common properties of H-group are called descriptions. They are
called elementary in LEM and are in the following form:

[L rel R] (1)

where

L (left side) is a single attribute
R (right side) is a single value from the domain of attribute in L.
rel is a relational symbol from the set {=, �=, >,≥, <,≤}.
Another type of description is called composite in LEM.

Fig. 2 shows that a smaller and more valuable region is bounded by the
descriptions. In this region, all the solutions satisfy the descriptions. LEM would
concentrate its search on this region. It is not sure that the region of the later
generation is included in the region of the previous generation.

In this paper, we will use the edge-set representation (ESR) for the TSP to
simplify the learning step. An ESR is a set of edges, which forms a legal tour.
For instance, the example given above in Eq. (??) can be represented by the
following:

G = {S0, S1, s2} (2)

where

S0 = {e01, e03, e12, e24, e34}
S1 = {e01, e04, e13, e23, e24} (3)

S2 = {e01, e03, e14, e23, e24}
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Fitness

Fitness ordered individuals

L−group

H−group

Fig. 1. H-group and L-group
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Search Space

Fig. 2. Search space and learning

After all the individuals are converted to ESRs, all the learning step has to
do is to compute the intersection of all the ESRs of H-group, as follows:

D =

|G|−1⋂
i=0

Si (4)

For example, for G in Eq. (??), the intersection is given below.

D = S0 ∩ S1 ∩ S2 = {e01, e24} (5)
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Then, D is interpreted into the form of descriptions, like

[Eab = 1] (6)

where the edge eab is in D. For example, in Eq. (??), the descriptions are [E01 =
1] and [E24 = 1]. The two description are true and satisfied by all the individuals
in the H-Group. And all the individuals in H-Group contain the two edges e01
and e24.

3 Instantiation for TSP

Instantiation is an important step of LEM to generate new individuals according
to the descriptions generated in the learning step. In the numerical optimiza-
tion problems, the descriptions would restrict the range of attributes. In the
instantiation step, a value in the restricted range is selected and assigned to the
attribute of new individual. But this is not suitable for the TSP. Traditionally,
there are two types of methods to construct a TSP tour; one is order-based and
the other is edge-based [10]. The order-based methods construct a TSP tour
based on the order of cities. The edge-based methods consider which edges are
selected into the tour. For the viewpoint of the edge-based methods, the descrip-
tions of LEMTSP just contain which edges must be in the tour. There is no
information about how to select the other edges to complete a legal TSP tour.
From the viewpoint of the order-based approaches, the descriptions are just the
partial fragments of the order of cities. The descriptions contain no hints about
the order of the other cities. A random method can be used to decide the order
of the other cities. It is reasonably to expect that a tour generated in this way is
usually bad in that TSP is very sensitive to the randomness. Additionally, such
a random selection of the other edges could construct an illegal tour, or a worse
tour.

An alternative is to combine the descriptions and TSP-specific heuristics,
such as nearest-neighbor. But this alternative is too specific for the TSP, and
will be not easy to extend to the other combinatorial optimization problem. In
this paper, we combine the crossover and mutation operators of the evolutionary
computation and the descriptions to generate the new individuals. This has three
advantages:

1. It may reduce the randomness in the instantiation.

2. It is easier to extend.
3. It can inherit the results of the previous iterations.

In the instantiation step, two parents are randomly selected from H-group to
crossover to generate one offspring. Next, the LEMTSP applies the mutation
operator to the offspring. The offspring would be inserted into the population to
replace the old individuals.
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For the TSP, there are too many different crossover and mutation operators,
such as edge-recombination crossover (ERX) , heuristic crossover (HX), order
crossover (OX) , partial-mapping crossover (PMX), and so on. Each operator has
its advantages and disadvantages. Our goal is to make LEMTSP independent of
the crossover and mutation operators so that different operators can be chosen
by different requirements because it is impractical to develop an LEMTSP for
each operator.

4 Experimental Result

In this section, we evaluate the performance of the proposed algorithm LEMTSP
by using it to solve the traveling salesman problem. The benchmarks for the TSP,
from TSPLIB. Unless stated otherwise, all the simulations are carried out for 30
runs, with the population size fixed at 40, and each run contains 200 iterations.

To improve the quality of the final results of LEMTSP, we use several useful
techniques to solve the TSP. The nearest-neighbor method is used in creat-
ing the initial solution for all the algorithms involved in the simulation. The
LinKernighan local search method is employed as the local search method for
fine-tuning the quality of the final results. Using the nearest-neighbor method
to create the initial solution is important to LEMTSP. Because the descriptions
found in the learning step are regarded as an explanation of why the individuals
in H-group are better, a better initial solution can be used to ensure that the
descriptions have a higher probability to be correct at the early generations. If
the initial solution is randomly created, the descriptions may lead the search to
a wrong direction because of the randomness used in creating the initial solution
at the early generations. For instance, one or more edges are randomly selected
for all the individuals in the initial solution, even though the probability is low,
the chance is still there.

4.1 H-group ratio

To balance the intensification and diversification is an important issue of evo-
lutionary computation. The H-group ratio of LEM can influence the balance
between the intensification and diversification. The LEM may fall into the pre-
mature convergence because of the too small H-group ratio. If the LEM has the
bigger H-group ratio, the not enough good individuals are with more probability
into the H-group. The learning process would be noised and misled by these not
enough good individuals. Fig. 3 shows the experimental results of LEMTSP with
varied H-group ration from 0.5 to 0.1. The vertical axis of Fig. 3 is represented
the relative percentage of result to the H-group ration 0.5. In this experiment,
the ERX operator is used by LEMTSP. We can find that the H-group ratio 0.25
to 0.15 is appropriate to the most benchmarks.
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Fig. 3. The impact of H-group ratio

4.2 Crossover operators

Because LEMTSP is operator independent, we use the partial-mapping crossover
(PMX), order crossover (OX), edge-recombination crossover(ERX), and heuristic
crossover (HX). PMX is the most popular and simplest crossover operator for
the TSP, and it is order-based. OX is another popular order-based crossover
operator. On the other hand, ERX and HX are edge-based crossover operators.
The Table 1 shows the comparison of LEMTSPs with different operators. The
H-group ratio is the same 0.2. In the Table 1, the star mark denotes the best
one in this benchmark. In most benchmarks, ERX is the most suitable operator
for LEMTSP. In the 21 benchmarks, ERX is the best one in the 15 benchmarks.

5 Conclusion

LEM is a non-Darwinian methodology for evolutionary computation. The most
attractive characteristic of LEM is its fast convergence speed. Originally, LEM
is used to solve the numerical function optimization or similar problems. In
this paper, we propose an extension of LEM to solve the traveling salesman
problem. We propose an edge-set representation (ESR) for the TSP to simplify
the learning step because for the TSP, all the learning step needs to do is to
compute the intersection of all the ESRs of the H-group. In the instantiation
step, the composite cities is proposed. Thus, we do not modify any operators to
make them suitable for LEMTSP. The advantage is that LEMTSP is operator
independent. LEMTSP preserves the fast convergence speed of the original LEM.
In the future, we will extend the LEM to the other combinatorial optimization
problems, like knapsack problem, vehicle routing problem, and so on.
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Table 1. Experimental results of LEMTSP using PMX, OX, ERX and HX

PMX OX ERX HX

u574 38282.9 38230.6 38189.3* 38193.3
u724 43131.2 43134.2 43057.6* 43068.3
pr1002 266829.4 267122.2 266419.5* 266585
u1060 231748.8* 232441.4 231773.4 232998
vm1084 247714.8 247310.7 247059.4 246941.6*
pcb1173 59612.3 59688.1 59545* 59786.2
rl1304 266129.3* 266821.2 267033.7 266428.8
rl1323 279506.8 279099 278338.4* 278384.5
u1432 159468.1 159195.7 158960.7* 159099.7

#best 2 0 6 1
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Abstract. The goal of the paper is to lengthen lifespan of Wireless Sensor 
Network(WSN) node with effective strategies to reduce energy consumption. 
On the basis of studying wireless sensor network node structure, energy 
consumption and transmission between nodes, put forward a kind of effectively 
energy saving management method for nodes. The scheme adopts the self-
organized protocols of dynamic selection cluster head nodes with multiple hops 
routing, hierarchical topology structure, fast data fusion technology, and 
dynamic management of power for hardware under the condition of low power.

Keywords: Wireless sensor network (WSN); Energy conservation; Transmitted 
between nodes; Dynamic management of energy.

1   Introduction

Wireless sensor network consists of many cheap nodes. These nodes can achieve 
functions of data acquisition, data processing, data transmission. These abilities 
required power provided by the node's own Micro motor. Wireless sensors are often 
work in some bad or dangerous environment, replacing energy are difficult. Even if 
the energy of node can replace, the cost is also relatively big. Instead of replacing 
energy of the wireless sensor network node, the effective strategy of reducing energy 
consumption and trying to prolong the life cycle of the network are adopt. Using 
appropriate way of management wireless sensor network node will greatly improved 
the performance of network, effectively reduce the energy consumption.

2   The structure of wireless sensor network node

Sensors usually refers to the measured non-electricity and can convert them to electric 
quantity that is converted according to certain rule processing. It usually consists of 
sensitive components and conversion components, measurement circuit, power circuit. 
A wireless sensor node includes a wireless data transmission module, a data 
management module and the function of general sensors. It often also includes data 
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acquisition module that consists of sensitive components and conversion components, 
measurement circuit of a module.
  Wireless sensor node are mainly divided into two categories: acquisition node and 
gathering node. They usually include the same hardware configuration, but functions 
of them are different. Acquisition nodes are responsible for collecting data and 
transmitting data to gathering nodes. Gathering nodes are responsible for gather data 
that are transmitted from acquisition node. The composition block diagram of the 
wireless sensor node is shown in figure 1.

Fig. 1. composition block diagram of wireless sensor nodes.

As the common sensor, data acquisition module can collect non-electric quantity 
information that include temperature data, light intensity, pressure data, displacement 
data, flow data, liquid level data, acceleration data and so on. Then these non-electric 
quantity information are converted to signals that are suitable for transmission and the 
measuring. These signals are converted into digital signals through the A/D 
conversion.

Data processing module process gathering the data and usually consist of the 
microprocessor and memory, etc. They are responsible for the management of control 
node including data processing operations, data forwarding control according to the 
routing protocol, power management, task processing, etc.

The data transmission module is responsible for communication with other nodes, 
transport information collected from nodes and control exchange information for 
network.

Power supply circuit module provides the energy for the data processing module, 
data transmission module and data acquisition module. It generally composed of 
power supply circuit and voltage conversion circuit. The power supply provides 
usually use fixed batteries or solar cells at present.

3   The energy consumption and fuel consumption of wireless   
sensor nodes

Wireless sensor node energy consumption mainly come from the sensor data 
acquisition module circuit [1], micro controller and the memory of a data processing 
module, the data transmission module of RF circuit.

Data 
acquisition 
module

Data proce
ssing module

Data 
transmission 
module

Power supply module

X.-H. Huang342



Sensor circuit consume less energy. The amount of reducing energy consumption 
is not large.

The power consumption of the microprocessor can be divided into two parts: the 
dynamic power consumption and static power consumption [2]. Reducing the 
dynamic power consumption is the main of reducing the energy consumption. 
According to the literature 3, the dynamic power is associated with the power supply 
voltage of the microprocessor, physical capacitance, the clock frequency. The relation 
between them is:

fαCVP 2
D  (1)

PD is as dynamic power, V as the power supply voltage, C as physical capacitance 
C, f as the clock frequency,αalpha factor for activities.

Therefore, reducing the clock frequency reducing the power supply voltage can 
reduce dynamic consumption of power. Literature 3 show that the power supply 
voltage and decrease the clock frequency can reduce dynamic power consumption, 
the working state of the processor from 200 MHz to 150 MHz and 1.5 V conversion 
to 1.2 V can save 52% of power consumption.

Management of dynamic power consumption can achieved by a Dynamic Voltage 
regulation technology (Dynamic Voltage supply, DVS) [3], in addition to by reducing 
Dynamic power consumption of each module itself. DVS technology can dynamically 
change the working voltage and frequency of the microprocessor, times changes 
along with the work load of nodes, thus reduce the unnecessary power output of idle 
period.

RF circuit energy consumption is the largest of node component. According to the 
requirements of wireless sensor nodes, the RF circuit generally is with low power 
consumption, low price, small size of mature devices. This kind of radio frequency 
circuit is chosen by considering the energy consumption, lowing output power and 
energy saving mode. For example, the Norwegian Nordic VLSI's single-chip RF 
transceiver nRF905, power consumption of it is low, with 10 dbm output power of the 
emission, 11 mA of current, 12.5 mA of current on working in the receive mode, and 
with closing mode and free mode that easily realize energy saving.

With controlling dynamically the operation mode of the RF module, 
microprocessor can change work load situation between the working model idle and 
free model, in order to reduce power consumption.

4   Energy saving management of wireless sensor nodes spread 
way

  Reducing the energy consumption of wireless sensor nodes can be realized by 
energy saving management of spread way between nodes and reducing work load, 
besides it can be realized through the dynamic power consumption management way
Wireless sensor network is composed of many acquisition node, number of gathering 
nodes ,the transfer device and the control center (PC).Among them, the acquisition 
node is responsible for data acquisition, data processing and communicate between 
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nodes; Gathering node is responsible for the upload data collected by other nodes, and 
issued commands from transfer device; Transfer unit is responsible for uploading data 
collected together, transferring command from control center forward to gathering 
node; Control center is responsible for controlling the entire network, and the 
processed data to the user.
  There are the following features of Wireless sensor network node distribution:
(1) Node location is random distribution in the wireless sensor network, the network 
protocol of WSN is self-organizing. In the actual work environment, sensor nodes are 
usually not accurate positioning, the relationship between nodes cannot know in 
advance. It would require that sensor nodes have the ability of organization, to 
establish and organize network itself.
(2) The wireless sensor network nodes are numerous, wide distribution. To ensure 
accurate information, a large number of sensor nodes are deployment in the 
monitoring area.
(3) The communication distance between nodes is not long. Point to point 
communication distance between wireless sensor network nodes is usually only a few 
tens of to hundreds of meters.

From the above network composition and node distribution way, reducing the work 
load node need to reduce the communication time and communication distance 
between nodes. Different ways of communication between the wireless sensor nodes 
have great effect on the communication time and communication distance. In the 
mode of transmission between nodes, a good network protocol and resource 
management strategy can effectively reduce the node working load, prolong the life 
cycle of wireless sensor network. Therefore, wireless sensor network mode of 
transmission should be centered on data, using self-organization, multiple hops 
routing, The network structure by using dynamic topology. In addition, fast data 
fusion technology can be use with quick information fusion and separation. it will 
improve the efficiency of network operation and the ability to randomly select the 
best path.

Power of wireless sensor network is very limited to sensor node computing power , 
storage capacity and carry their own energy, and is particularity by topological 
structure variation. Wireless sensor network protocols are quite different because of 
its particularity. The routing protocol and MAC protocol is different with the 
traditional wireless network protocols. MAC protocol of WSN decided usage mode of 
wireless channel. The MAC layer protocol needs to be considered in the design of 
energy efficiency, and design simple and efficient protocol according to the 
characteristics of the wireless sensor network. Routing protocol of WSN can be 
divided into energy awareness routing protocol, protocol of location routing based on 
query, reliable routing protocol [3].According to the characteristics of the wireless 
sensor network and application requirements, self-organizing, multiple hops routing 
protocol can be use appropriate.

In traditional network architecture, nodes only have transfer function for the 
purpose of transmission, support for the provision of application on the network 
transmission, without data processing. Wireless sensor network is data-centric. Its 
purpose is to obtain the perceived object, accurate information for a long time. The 
fast data fusion technology can realize to achieve sensor data of the wireless sensor 
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network node to be combination fast and reasonable, to reduce data redundancy, to 
obtain more reasonable data, thus improve the network efficiency.

Dynamic topology network structure should be adopted, because wireless sensor 
network nodes are numerous and dense. On the premise of meet the network coverage 
and connectivity, it adopt dynamic topology through controlling power and selecting 
backbone node and remove unnecessary communication links between nodes to form 
a communication network structure optimization. Therefore, a good wireless sensor 
network topology should adopt node power control and hierarchical topology 
structure [4]. The node power control adjust the transmission power of each node in 
the network according to node communication distance and time to reduce 
unnecessary transmitted power of all nodes. A hierarchical topology control protocol 
reduces communication distance in one hop by using clustering mechanism to reduce 
energy consumption.

5  Wireless sensor node energy saving management solution

  From above the node energy consumption and the characteristics of the mode of 
transmission between nodes, energy conservation and management of wireless sensor 
nodes could reduce the energy consumption of wireless sensor nodes through 
dynamic power consumption management and decrease the work load of node 
method to effectively achieve energy saving.

Wireless sensor node management way of energy saving measures are available 
from the following points to consider: dynamic power consumption management and 
reducing the workload of nodes are adopted to reduce the working time RF module, 
which reduced the traffic between nodes; Reduce RF module transmission power; 
Reduce the working time of the microprocessor. It is not only to consider hardware 
designing ,but also to solve the software management.

Wireless sensor nodes management software includes data acquisitioning and 
controlling of sensor network, wireless data transmission controlling, battery status 
monitoring, charging controlling. To reduce the power consumption of the 
microprocessor can be accomplished by the dynamic power consumption 
management of the microprocessor, and the energy consumption of the largest RF 
transceiver is controlled by soft of wireless data transmission.

Wireless data transmission part of the software consists of RF unit and baseband 
unit, and RF unit provides air interface, data communication of baseband unit which 
provide link of physical channel and data grouping. Microprocessor responsible for 
link management and control, the implementation of communication protocol of 
baseband and related processes, including creating links, frequency selection, link 
types support, media access control, power mode and security algorithm [5].Therefore, 
self organization, multiple hops routing, hierarchical, dynamic topology structure of 
network protocol are adopted in the baseband unit, in order to reduce traffic and 
balance the node energy, reduce energy consumption of nodes, so as to extend the life 
of the node.

To avoid repeated communications and information overlaps and waste of 
resources, hierarchical design is adopted with the organization, multiple hops routing 
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protocol, to reduce communication time between nodes and communication distance. 
Due to the hierarchical cluster nodes as in the design of energy consumption is the 
largest, energy may be consumed ahead of time and the part of the network may be 
paralysis, so random selection of cluster head nodes and dynamically balance of the 
path are adopted. When energy consumption of cluster head node is too large, the 
sensor network can dynamically select nodes with less energy consumption according 
to the cluster head nodes energy consumption condition, balance the node energy 
consumption, extend the life cycle of the whole network.

Network topology can improve the efficiency of the network protocol to save 
energy to prolong network lifetime. Dynamic topology in the network coverage and 
connectivity of the premise remove unnecessary communication links between nodes 
through the power control and backbone node selection to achieve efficient data 
forwarding.

At the same time, the power mode management adopts the method of dynamic 
management to control the power mode in the baseband unit to reduce unnecessary 
power output. Different from the traditional power control, dynamic management of 
arousal and dormancy mechanism using heuristic node to change point state between 
sleep and active. This way can save the energy consumption of the free time as far as 
possible, strike a balance between performance and energy consumption.

Data collection control part of the software can increase the data processing part in 
addition to control sensors for data acquisition, based on the energy saving 
consideration. Data processing part adopts fast data fusion technology in the sensor 
nodes to rapid integrate and separate information, reduce the data redundancy in the 
entire network, reduce traffic, saving storage resources and network bandwidth.

6  Conclusion

  A kind of wireless sensor node energy saving management scheme is put forward, 
after analysis of wireless sensor nodes, energy consumption and the analysis of the 
mode of transmission between nodes. The scheme adopts the fast data fusion 
technology by dynamic selecting cluster nodes with self-organization, multiple hops 
routing, hierarchical topology structure of routing protocol, and achieve dynamic 
power management under the condition of low power design of hardware.
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Abstract: The rare earth permanent magnet synchronous generator (PMSG) 
has advantages of high power density, simple structure, reliable operation etc., 
particularly suitable for military and civilian small generating units. According 
to the characteristics of the generator, the research was developed on the design 
theory, main performance parameters, and 2 pole single phase small power

4kVA rare earth permanent magnet synchronous generator (PMSG) was 
designed based on improved genetic algorithm(IGA), by adopting a series of 
measures such as slot stator, big and small groove and sine winding, the voltage 
sinusoidal waveform distortion rate was reduced effectively. Simulation and 
test results show that the performance of the prototype designed reasonably.  

Keywords: single phase PMSG; improved genetic algorithm; optimization 
design; simulation 

1 Introduction 

By using permanent magnet excitation instead of electrical excitation, single phase 
rare earth permanent magnet synchronous generator can eliminate the excitation loss 
without the excitation source compared with the traditional electrical excitation 
generator, therefore, it can improve the efficiency of the generator, and it is especially 
suitable for military or civilian small gasoline engine and diesel engine generator set 
used as power supply in the open or temporarily. The output voltage of electric 
excitation synchronous generators can be regulated with the load size by using 
automatic voltage regulator (AVR) to adjust the excitation current and compensate the 
armature reaction so as to keep a constant output voltage basically. However, as for 
the permanent magnet generator, due to its intrinsic characteristics of permanent 
magnet, the air-gap magnetic field cannot be adjusted by AVR[1]. Meanwhile, the 
optimum design for permanent magnet synchronous generator is a complex 
constraints, multivariable, mixed discrete, nonlinear programming problem, the 
objective function and constraint conditions are all nonlinear numerical function and 
more extreme value function of design variables, so it is difficult to solve the problem 
of motor optimization design fundamentally by using the traditional optimization 

© Springer International Publishing AG 2017
J.-S. Pan et al. (eds.), Advances in Intelligent Information Hiding  
and Multimedia Signal Processing, Smart Innovation, Systems and Technologies 64,  
DOI 10.1007/978-3-319-50212-0_42

349



method. Genetic algorithm (GA) is a method based on the theory of natural selection 
and genetic development which is a random search and optimization algorithm. The 
algorithm can solve a lot of problems without many requirements and limitations, and 
its good robustness and parallelism make it do global search effectively, at the same 
time, the diversity of the algorithm for the optimization of special problem provides 
flexibility, which makes GA be widely used[2].However, the standard genetic 
algorithm (GA) is a kind of method only using basic genetic operator’s group 
operating algorithm, derived from biological genetics and the natural law of survival 
of the fittest. While this kind of algorithm is simple, there exists problems of the 
important parameter selection difficult and slow convergence speed. In order to solve 
these two problems, combined with the specific requirements of the optimization 
design, we use the improved genetic algorithm which is a new generator structure 
optimization design method in this paper, meanwhile, reasonably design a single-
phase permanent magnet synchronous generator stator slot and stator winding and 
rotor magnetic circuit structure in order to eliminate and weaken the air-gap magnetic 
field of tooth harmonic and higher harmonic influence, make the air-gap magnetic 
field is close to sine distribution, reduce the voltage waveform sine distortion rate and 
the voltage regulation, reach the purpose of optimization design [3]. 

1 characteristics of structure of a new type single-phase permanent magnet 
generator  

The parameters of new type of single-phase synchronous permanent magnet 
generator (PMSG) shown as follows: power 4 kVA, frequency 50Hz, rated output 
voltage 230 v. and the structure is shown in figure 1. Stator winding is a single-phase 
concentric sine winding, the stator core adopts chute and big and small groove design, 
rotor magnet steel is built-in structure. Magnetic steel structure arranged as the 4 
poles of radial magnetic circuit structure, but the magnets are placed as 2 poles 
structure in fact. This structure has the advantage of less processing cost than the 
magnet steel surface paste structure , for it needs only to rush in open permanent 
magnet rotor slot. Meanwhile, rotor radial magnetic circuit has high mechanical 
strength, and can increase per pole flux, so it is particularly suitable for small power 
single-phase permanent magnet synchronous generator. 

 

Fig. 1. Structure of single-phase PMSG 
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2 Main dimensions of the new generator and how to 
determine the size of permanent magnet 

The main dimensions of the generator refers to as inside diameter iD and effective 
length of the stator core leff .The main dimensions determines the generator quality 
and material cost[4]. The main dimensions of the generator design choice of 
reasonable has a decisive role on the technical and economic indexes. In this paper, 
we use the improved genetic algorithm (IGA) for calculating the main dimensions of 
the single-phase permanent magnet synchronous generator and the size of permanent 
magnet. 

2.1 Mathematical model for optimal design 

Mathematical model for optimal design of generator includes three aspects: 
objective function, design variables and constraints,  

2.1.1 Object function 
 

Generator design optimization results reflected in whether achieving optimization 
goal finally. In recent years, the problem of energy crisis has become a global focus, 
therefore, under the premise of the generator performance, how to reduce the cost of 
generator has become our primary thinking[4]. Due to expensive materials such as rare 
earth permanent magnet used in generator, we select the corresponding cost of unit 
efficiency as objective function [5], namely: 

 ( )( )( ) min min cu cu Fe Fe m m N N

N N

m t m t m t U IF xf x
U I p

  (1) 

In above, cum is the price for the copper materials; Fem is the price of steel 

materials; mm is the price of nd-fe-b materials; cut is the total weight of copper 

materials used; Fet is the total weight of the steel materials used for; mt is the total 
weight of nd-fe-b permanent magnet materials. 

2.1.2 Design variables 

We select the following parameters as optimization design of permanent magnet 
synchronous generator variables: the stator inner diameter 1iD , length of core effl , 

permanent magnet thickness mh , the width of the permanent magnet mb ,rotor 

diameter 2D ,rotor diameter 2iD , stator outer diameter 1D , namely: 
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2.1.3 Constraints 

The constraint condition of rare earth permanent magnet motor mainly refers to the 
technical requirements and guarantee the performance of machine of some constraints, 
according to single-phase permanent magnet synchronous generator design 
engineering experience and the required performance index[6], we select constraint 
parameters as follows: efficiency , voltage regulation U , voltage waveform sine 

distortion rate k  and heat load AJ , respectively shown as follows: 
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Because the genetic algorithm is a kind of unconstrained optimization methods, we 
should first change the constrained optimization problem into unconstrained 
optimization problem. Based on this way, a penalty function is introduced, and its 
purpose lies in the low of the fitness of the individual risk increase its elimination, 
speed up the convergence speed [7]. This penalty function is shown as follows: 

)(),(
)(,

)(
maxmax xgxgkff

xg
x  (4) 

In above, ( ) 0g x is constraint conditions; ( )x is punish value; maxf is 

maximum generator cost; 0 is the importance of the constraint set of punish 

coefficient, among 0 ~ 1 values; k is additional punishment for illegal restraint 
degree size corresponding coefficient, average value is 0.05[3] according to experience. 
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2.2 The optimization design of single-phase permanent magnet synchronous 
generator by using improved genetic algorithm (IGA) 

This paper uses the improved genetic algorithm for generator structure design. 
Programming with existing numerical computing resources of the world's top 
MATLAB, use MATLAB to control, ANSYS run in batch mode, in this iterative 
operation to achieve the purpose of optimization. The algorithm implementation 
process is shown in figure 2. 

Start

Identify variables, produce the initial 
population N=0

Objective function values, the 
calculation of the sort 

Calculating the dynamic 
nonlinear fitness 

Adaptive crossover 
and mutation

Crossover mutation after the 
new group 

Calculate the new objective function 
value, sorting 

After the M a parent elite individuals 
involved in the new group 

The number of 
iterations H<100

Compute the optimal objective function 
value 

N<1

The optimal objective function 
value output 

End

Save before M the 
best individual as 
elite individual 

reservations 

H=H+1

N=N+1 Has a 
better copy N 

individual save, 
initial group as part 

of the next cycle 

 
Fig. 2. IGA algorithm flow chart of PMSG 

2.2.1 Fitness function 

In order to reduce the cost of materials of single-phase permanent magnet 
synchronous generator, we should minimize the value of objective function [4]. And 
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improved genetic algorithm(IGA) is to find the highest fitness solution, so we should 
transform the objective function by changing the minimum problem into maximum 
problem. Therefore, we define the fitness function as follows: 

)(xf
F  (5) 

In above, ( )f x is the objective function. 

2.2.2 Cross operator and mutation operator 

In order to get rid of disadvantages of conventional sort standard genetic algorithm 
selection method, the improved genetic algorithm(IGA) is used in front of the 
crossing method of selection sort, at the same time, using adaptive crossover and 
mutation of genetic algorithm for operation, it can make the crossover operator and 
mutation operator regulate with the increase of genetic algebra and ongoing 
automatically [8]. As the group has a tendency to into local optimal solution, the 
corresponding improved crossover probability and mutation probability; when spread 
group in the solution space, decrease the crossover probability and mutation 
probability. This improvement occurs at the same time in order to maintain the 
diversity of the population which can guarantee the convergence ability of genetic 
algorithm that let each generation of the individual is uneasy to be destroyed, 
effectively improve the optimization ability. The improved crossover operator and 
mutation operator of computation expression is: 
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In above, maxf is the biggest fitness in the population value; avgf is generation 

population average fitness value; f is the larger of the two individual fitness value; 
k is constant variation. 

Table 1.  Structure parameters of the prototype 

Parameter value parameter value

Outer diameter of the stator 204/mm Outer diameter of the rotor 119/mm
Inner diameter of the stator 120/mm Inner diameter of the rotor 30/mm

The length of the core 158/mm The air gap length 1/mm
The thickness of the magnet 9/mm Slot number 24

The width of the magnet 60/mm Pole 1
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In the use of improved genetic algorithm to optimize the design, if we find most of 
the individual fitness value of groups near a certain value, the genetic search can be 
considered complete. [9] 

The structural parameters of single-phase permanent magnet synchronous 
generator for optimization design by using the improved genetic algorithm are shown 
in table 1. 

Having determined the generator main structure parameters, we will discuss the 
optimum design of generator stator winding, the stator core and stator slots. 

3 Stator winding and stator iron core 

3.1 Sine concentric winding 

Because of the air-gap magnetic field of permanent magnet generator contains rich 
higher harmonic, such as 3, 5, 7, 9..., therefore, to weaken the harmonic of the stator 
winding induction electric potential, the design of the most effective measures is 
using sine concentric windings [7]. Namely: under the condition of the motor stator 
slot number is a certain number, we can make the number of coil turns in each stator 
slot i.e. relative value of the total current in each slot distribute in air gap according to 
the sine law, the air-gap magnetic potential produced by the winding current are 
weaken in different extent apart from the fundamental wave. Thus we can get 
magnetic potential waveform sine wave[10]. The design of the prototype of the pole 
number is 2, i.e. 2 p = 2, the stator slots number Z=24, this generator per pole per 
phase slot number q = Z / 2 PM = 24/2 x 1 = 12, pole pitch tau = Z / 2 p = 24/2 = 12, 
coil span for 1-12, 2-11, 3-10, 4-9, 5-8, 6-7, the winding is known as sine concentric 
winding, and winding space distribution is shown in figure 3. 

 
Fig. 3. PMSG stator winding spatial distribution diagram 
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3.2 Stator core with chute  

Stator trough selects the semi-closed trapezoidal groove 24 slot uniformly 
distributed along the circumference of the stator, the stator iron core adopts chute 
design, by using Ansoft software Maxwell, we can analyze the influence of different 
chute width on the generator voltage waveform sine distortion rate [3]. The results are 
shown in table 2. 

Table 2.  Structure parameters of the prototype 

skew width 0 0.25 0.5 0.75 1 1.25 1.5 1.75 2
Linear voltage waveform 

distortion rate % 1.547 1.382 1.065 0.773 0.619 0.301 0.217 0.334 0.481

Table 2 shows that the stator chute can effectively reduce the no-load voltage wave 
of tooth harmonic content so as to reduce the output voltage waveform sine distortion 
rate, especially when the stator chute width is 1.5times that of the stator slot pitch, the 
generator voltage waveform sine distortion rate of the would be the minimum, and the 
generator output voltage waveform sine would be best[4]. So, we chose the stator 
chute width as 1.5 times of the stator slot pitch. 

4 Design of the stator slot  

Considering the stator winding is sine concentric winding, which has per different 
number of turns in each slot and its distribution according to sine rule, in order to 
make use of stator core material reasonably, we design the prototype with the shape of 
each slot is directly proportional to the number of turns of coils in each slot that has 
shown in figure 4. This design can make every slot filled with coils rate roughly equal 
73%. In addition, the stator slot type the size can reduce slot leakage, slot design 
leakage reactance, and it is helpful to reduce the voltage regulation [11]. 

     
Fig. 4. PMSG Skewed stator core      Fig. 5. PMSG mesh generation diagram 
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5 Finite element analysis of magnetic field and 
performance simulation 

5.1 Grid subdivision 

Now we will analyze the prototype by using two-dimensional finite element 
method, which is a numerical calculation method based on discretization, it has the 
following two prominent advantage, which makes it particularly suitable for the 
calculation of the electromagnetic field distribution in the interior of the permanent 
magnet motor. One is that it can deal with internal medium boundary conditions very 
conveniently by using equivalent surface current on the side of the permanent magnet 
instead of permanent magnet excitation function, which can be easy to calculate the 
structural parameters of permanent magnet generator; The other is that the method of 
each section is unified which makes it easier to standardize [12]. By this way, first we 
use Maxwell 2D software package for grid subdivision mesh subdivision which is the 
most crucial step to finite element discretization. Figure 5 is the grid subdivision of 
prototype. It can be seen from figure 5 that the grid density of stator and rotor would 
be minimum while the grid density of air gap would be maximum. So through 
different grid density subdivision we can save computing resources and ensure the 
accuracy of the calculation. 

5.2 Analysis of the generator internal electromagnetic field 

Using Ansoft Maxwell we can analyze the flux density distribution of cloud of 
generator shown in figure 6 when it is in no-load. It can be seen from the diagram, the 
flux density value of stator yoke of generator is maximum which has reached 2.35 T, 
at this moment, the iron core of the generator is close to saturation. The purpose of 
this design is to increase the utilization rate of ferromagnetic materials so as to 
improve the power density of generator [9]. It can be seen from the diagram, the 
generator uniform magnetic field distribution, magnetic saturation area is less, only in 
the stator yoke department is saturated, the whole generator magnetic circuit design is 
reasonable. By PMSG load external circuit, apply permanent part of the perceptual 
load rated R = 8.81Ω, we can get the flux density distribution of cloud of generator 
shown in figure 7when it is in load. Compared with figure 6, we see that when the 
generator in load, the iron core saturation degree increase relative to the case in no-
load, generator stator yoke of flux density value increase to 2.45 T, at the same time, 
all parts of the stator iron core flux density amplitude is increasing, the center line of 
the air-gap magnetic field of electric skewed compared with no-load, it is because the 
armature reaction cause gap magnetic field distortion [13]. 
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Fig. 6. No-load flux density cloud 

diagram of PMSG 

 
Fig. 7. No-load flux density cloud 

diagram of PMSG 

5.3 Performance simulation 

5.3.1 Generator load voltage and load current 
The output voltage and output current waveform of generator when it is in-load 

cases are shown in figure 8 and figure 9 respectively. As you can see by the picture, 
they are all sine wave, load voltage and current waveforms almost has no distortion, 
the peak value are 330 V and 35.4 A respectively, according to the power calculation 
formula, we can get the motor output power as follows: 

VAIUP NNN

.cos  (8) 

 
Fig. 8. PMSG output voltage waveform 

diagram 

 
Fig. 9. PMSG output current waveform 

diagram 

6 Automatic voltage regulating system 

In order to remain the output voltage of prototype constant, we use automatic 
pressure regulating system which is designed to ensure output voltage steady at 230 V 
in case of load or temperature change through oil machine speed regulation. The main 
factors causing the change of output voltage can be classified the following three 
aspects: First is the generator itself within the impedance of the output voltage caused 
by the pressure drop of the fall; Second is the demagnetization effect of armature 
reaction which causes the main magnetic flux decreases with the decline of the 
excitation voltage output. Third is the temperature change that makes the generator 
impedance size change and permanent magnets working point change which cause the 
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output voltage changes [13]. The role of the generator speed control system is to 
compensate the above voltage change by closed-loop feedback control.  

The new type of small power 4kVA generator prototype adopt the way of coaxial 
connecting generator directly from a gasoline engine, and we use the generator 
terminal voltage closed loop feedback to control the generator speed, through the 
acquisition of generator terminal voltage signal instantaneous value compared with 
the given value, after amplification to control stepping motor positive and reverse 
rotation direction adjust the size of the oil motor oil door, realize automatic control of 
oil machine with load speed, control in high and low way. When generator voltage 
measured value is greater than the given value it is in low status, the relay switch 
action drive stepper motor reverse rotation should be turn down the gas, at same time, 
oil machine to slow down so as to reduce the generator voltage. On the contrary, 
when the generator voltage measurement value is less than the minimum value given 
it is in high status, the relay switching action is a stepping motor drivers come up on 
the gas, oil machine speed up to increase the generator voltage. When the generator 
voltage measurement value is between the maximum and minimum of the given value, 
the sealed relay switch should keep the gas constant, and the oil machine speed 
running within a certain range [14]. Set according to the requirement of the voltage rate 
w % values given the maximum max (1 %)g gU U U and minimum values of a 

given voltage min (1 %)g gU U U , gU voltage of generator terminal voltage 

NU is equal to the rating of a given voltage, the voltage of the automatic control 
system should ensure the output voltage change between the range 
of (1 %) NU U U [15]. 

7 Prototype test results 

After the test, prototype various performance indicators are shown as in table 3, the 
test results show that the prototype various performance fully meet the design 
requirements, prototype design is successful. 

Table 3.  Comparison table of the performance index from measuring and calculating 
of prototype 

project power efficiency Waveform 
distortion rate

Voltage 
regulation Voltage counter emf

Design value 4/kVA 92/% 5/% 18/% 230/V 220/V
The measured values 3.99/kVA 95.7/% 0.498/% 13.2/% 235.6/V 223.3/V

8 Conclusion 

Improved genetic algorithm (IGA) is applied in this article to design a 4 kVA 
prototype of new type of small power single-phase permanent magnet synchronous 
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generator with minimum cost of the stator winding. By using Ansoft software 
Maxwell we analyze the load magnetic field of generators and output characteristic. 
The simulation results and experimental results show that, with chute of the stator 
core and sine winding single-phase permanent magnet synchronous generator has a 
smaller output voltage regulation, less voltage waveform harmonic component, low 
waveform distortion rate, which fully meet the design requirements. 
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Abstract. In the inevitable trends of the modern aerial equipment, unmanned 
aerial vehicle (UAV) is one of the most concerned components to research. This 
paper presents a saving memory optimization algorithm of Compact artificial bee 
colony (cABC) for UAVs route planning problem. In the proposed method, route 
length and danger exposure are modeled mathematically as the objective func-
tion, and the compact algorithm concept is implemented to accommodate the 
route planning situation. In the compact algorithm, actual design variable of so-
lutions search space of artificial bee colony algorithm is replaced with a proba-
bilistic representation of the population. A probabilistic representation random of 
the collection behavior of bees is inspired to employ for this proposed algo-
rithm. The real population is replaced with the probability vector updated based 
on single competition. The computational results compared with other algorithms 
in the literature shows that the proposed method can provide the effective way of 
using a modest memory for UAV route planning problem. 

Keywords: Unmanned aerial vehicle, Route planning, Compact artificial bee 
colony 

1 Instruction 

An Unmanned Aerial Vehicle (UAV), commonly known as a drone is an aircraft with-
out a human pilot on board. Its flight is controlled either autonomously by computers 
in the vehicle, or via remote control by a pilot on the ground or in another vehicle [1]. 
UAVs provide a safe alternative where a UAV with an onboard vision or thermal cam-
era go through and scan this area. The images captured by the UAV can be sent back 
to a ground control station whether it can be processed either manually or autonomously 
to locate the object of interest [2]. The UAV technology has opened a sea of opportu-
nities in its potential use in civilian domain. Civilian agencies or departments, as well 
as civilian commercial companies, can utilize this technology in emergency response, 
search and rescue, transportation, and surveillance, monitoring or inspection of infra-
structure. As there are no pilots, the mission of UAVs should be gracefully predesigned 
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to make sure the UAVs can complete it with less power consumption, less exposure to 
the enemies and many other constraints [3]. This is achieved mainly by preplanning the 
flying routes of the UAVs. The flight route planning in a large mission area is a typical 
large-scale optimization problem. The metaheuristic algorithm is one of the preferred 
ways to solve the large-scale optimization problem. However, in the field of route plan-
ning for UAV, no application of compact algorithm exists yet. Compact algorithm sim-
ulates the behavior of population-based algorithms by employing, instead of a popula-
tion of solutions with its probabilistic representation. An effective compromise used in 
the compact algorithm is to present some advantages of population-based algorithms 
but the memory is not required for storing an actual population of solutions. In this way, 
the space for storing the number of parameters in the memory is smaller.

In this paper, we use an original artificial bee colony (ABC) [4] and an improved 
ABC as compact algorithm [5] to solve UAV route planning problem. A fitness func-
tion according to the satisfied points and avoid threats is mathematically modeled as an
objective function of the optimal route planning.

2 Mathematical Model in UAV Route Planning

The goal for route planning is to calculate the optimal or suboptimal flight route for 
UAV within the appropriate time, which enables the UAV to pass through the danger-
ous threat environments, and self-survive with the perfect completion of the mission 
[3]. The design of optimal flight route for UAV needs to meet certain performance 
requirements according to the special mission objective, and subject to the constraints 
of such as the terrain, data, threat information, power energy, and time. UAV route 
planning can be modeled mathematically as follows. A UAV workplace is described as 
a route in the global coordinates , with the start position and the target position. 
The route planning problem is transformed into a D-dimensional function optimization 
problem. The original coordinate system is transformed into new coordinate 
whose horizontal axis is the connection line from starting point to target point. The 
corresponding transformation formula is as follows:

                                   (1)
where the point (x, y) is coordinate in the original ground coordinate system; the point 
( ) is coordinate in the new rotating coordinate system, where is the rotation an-
gle of the coordinate system from the X-axis to the line; Start–Target, ( ) is 
the point Start in the coordinates . The horizontal axis X’ is divided into 
equal partitions with points then optimize vertical coordinate Y’ on the vertical line 
for each node to get a group of points composed by vertical coordinate of points. 
After drawing vertical lines through these points, a set of lines denoted .
A complete route from start point to end point through connecting these points together

can be constructed by sampling at random on vertical lines of
Thus, the route planning problem is transformed into optimizing the following set of 
points .
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The search agents are generated in the beginning with respect to the UAV’s initial po-
sition and regarding its sensing range. The objective function of performance indicators 
for UAV route can be formulated by as following.

                                  (2)
where and are the function of threat intensity criteria. and the distance criteria of 
the route; is balanced coefficient between safety performance and distances, 
whose value is determined the special task for UAV. If flight safety is of highly vital 
importance to the task, then will be chosen a larger, otherwise will be set a small. 
The threat intensity criteria of the route can be calculated as:

where is the threat intensity between and ; is the threat cost for each point 
on the route. The length of path, supposing that the start state and the target state are 
and , the length of a path can be approximated by

                            (4)
where is the length of path and represents the distance between and 

. It is calculated as . The sample 
points on the path segment between and can be taken evenly. 

]; is a predefined sampling step length. Threat point of the path 
segment can be calculated as:

                                            (5)

where and are distance of and the nearest threat point from them re-
spectively. 

3 UAV Optimal Route Planning with Compact Algorithm 

This section presents the compact algorithm based on the frame of ABC algorithm 
for solving UAV route planning problem. We first review briefly ABC and then present 
the compact method processing for the constrained optimization problem of route plan-
ning for UAV.

3.1 Artificial Bee Colony Algorithm

The Artificial Bee Colony (ABC) algorithm was inspired from finding nectar and 
sharing the information behavior of bees [4]. The artificial agents were known as em-
ployed bee, onlooker, and scout which play different roles in the optimization process. 
The employed bee stays on a food source, which represents a spot in the solution space, 
and provides the coordinate for the onlookers in the hive for reference. The onlooker 
bee receives the locations of the food sources and selects one of the food sources to 
gather the nectar. The scout bee moves in the solution space to discover new food 
sources. The process of ABC optimization is listed as follows: 
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1. A portion of the population called the employed bees is generated into the solution 
space randomly. The probability of selecting a food source is calculated as.

                                                     (6)

where denotes the position of the ith employed bee and  denotes the fitness 
function; represents the number of employed bees, and Pi is the probability of select-
ing the ith  employed bee. The roulette wheel selection method is used to select a food 
source to move for every onlooker bees.

                                   (7)

where denotes the position of the i-th onlooker bee, t denotes the iteration number, 
θ is the randomly chosen employed bee, represents the dimension of the solution and 

(.) produces a series of a random variable in the range from -1 to 1.
2. Update the best food source found so far.

                                    (8)
where is a random number and r range from 0 to 1. The best fitness value and the 
position, which are found by the bees. If the fitness values of the employed bees do not
be improved by a continuous predetermined number of iterations, which is called 
“Limit”, those food sources are abandoned, and these employed bees become the scouts
3. Termination Checking: Check if the amount of the iterations satisfies the termination 
condition. If the termination condition is satisfied, terminate the program and output 
the results; otherwise go back to selection step.

3.2 Compact ABC for UAV Route Planning

The methods of compact algorithm try to simulate very similarly to searching operators 
of the population-based methods. A probability distribution is used generating new can-
didate solutions that being iteratively biased toward an optimal solution. Two opera-
tions of searching and selecting could be combined considerably in the optimization 
algorithms. The compact method, the actual population base of ABC will be described 
as a virtual population by encoding within a data structure, namely Perturbation Vector 
(PV). PV is the probabilistic model of a population of solutions, which suggested use 
in [6][7]. Candidate solutions are probabilistically generated from the vector, and the 
competing components toward to the better solutions are used to change the probabili-
ties in the vector. The virtual population can be configured by considering probability 
density functions (PDFs)[8] through the framework of facilitated EDA. A probabilistic 
model of the actual population is the Gaussian distribution that is adapted by truncating 
PDF. The distribution of the individual in the hypothetical swarms must be based on a 
PDF. Gaussian PDF with mean μ and standard deviation σ is used to assume a distri-
bution each particle of swarms. The generated trial solutions are allocated in boundary 
constraints. If the variables of the algorithm are normalized as probability generated 
trials in interval arrange of -1 to +1, for , where is the dimension of the 
problem, the memory of storing particles will be reduced significantly in the boundaries 
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. The design parameters of the PDF for each variable are normalized in each 
search interval arrange of (-1, +1). Therefore, PV is a vector of m×2 of matrix the for 
specifying the two parameters of the PDF of each design variable as defined.

                                                      (9)
where and are mean and standard deviation values of a truncated Gaussian (PDF) 
within the interval of (-1, +1) respectively. The amplitude of the PDF is normalized by 
keeping its area equal to 1. The apex is time steps. The initialization of the virtual 
population is generated for each design variable , e.g. is set to 0 and k, 
where k is set as a large positive constant (e.g. referencing k set to 10). A generated 
candidate solution is produced from .

                        (10)

where is the value of the PDF corresponding to variable xi, and erf is the error 
function[9]. The slot memory only needs to store vectors and on memory when-
ever the probability density function is trigged. The PDF in Eq. (10) is then used to 
compute the corresponding Cumulative Distribution Function (CDF) [10]. The codo-
main of CDF is arranged from 0 to 1. The CDF describes the probability that a real-
valued random variable with a given probability distribution to be found at a value 
less than or equal to . The newly calculated value of is inversed to from CDF. Two 
designed variables are used to compete for finding out who is winner or loser. The 
winner or loser vectors are according to the evaluation of fitness function value that is 
better or worst. The new solution is then evaluated in Eq.(2) and compared against 

to determine who is the winning and losing individual. The com-
peting algorithm for winner and loser is based on the elements and of the PV 
are updated to the new solution based on the differential iterative.

                         (11)

where is virtual population size, which is only parameter typical of the compact 
algorithm and it does not strictly correspond to the population size as in a population-
based algorithm, for further detail about a reported see in[11]. Regarding values, 
the update rule of each element is given as.

              (12)

The virtual population size, in real-valued compact optimization, is a parameter which 
biases the convergence speed of the algorithm. A new candidate solution is obtained 
based on a comparison between it and the elite.

3.3 UAV Optimal Route Planning Based on cABC

The processing steps of the compact method are simulated as the behavior of popu-
lation-based algorithms by sampling probabilistic models. The fitness value of the po-
sition is calculated and compared with best to determine a winner and a loser. Eqs. 
(11) and (12) are then applied to update the probability vector . If rand is smaller 
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than Prob (probability Eq. (6) is calculated from employment bee phrase), will be 
calculated by Eq. (8). Update local and update global are implemented in Onlooker bee 
phrase Eqs.(7) and (8). If f(sol) < fbest the value of function is memorized the value of 
the global best is then updated.  The route planning optimization for UAV is summa-
rized as the pseudo-code in Fig. 1.  

1) Initialization probability vector (PV(μ, )):
for i=1:n do =0; =k= 10;

2) Initialization parameters: trial=0; limit=10;
while termination is not satisfied do

3) Employed Bee Phase
generate from PV; Calculate f( ); // Obj. function Eq.(2)
if (f( )<f(sol) then sol= ; f(sol)=f( ); else trial=trial+1; end if
//Update PV
[winner, loser]=compete( ) // According to Eq. (11), (12) 

4) Onlooker bee phase
=sol;

if (rand<Prob) 
for i=1:n do

(i)= (i)+rand*( (i)-x(k)); with random k=1,..,n
end if
Calculate f( ); //Update local
if (f( )<f(sol) then sol= ; f(sol)=f( );
else trial=trial+1; end if //Update global
if (f(sol)<fbest then best=sol; fbest=f(sol);

5) Scout Bee Phase
if (trial==limit) then

=generated from PV; end if
end while 

Fig. 1. The pseudo code of compact (cABC) for UAV Optimal route planning

The basic steps of the optimization process are described as follows:
Step 1: Modeling UAV workspace including the threats, and the UAV's start and target 
positions.
Step 2: Parsing solution is as mapping search agents to a model of route planning during 
optimization. 
Step 3: Implementing the cABC to find optimal routes of the above model.
Step 4: Guide the UAV to the target position by the optimal routes selected

4 Simulation results
In this section, a simulation of UAV route planning is conducted based on compact 
artificial bee colony (cABC).
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4.1 Setting environment of UAV working

An optimization of route planning is carried out in order to verify the proposed 
method of cABC. Initialization parameters of the algorithm are as follows. The envi-
ronment map of the simulation is set to grid network areas. The number of threats, grid 
network set or reset as GUI scheme shown in Figure 2. The parameters are set as the 
initial e.g.  is set to10 of food source, the dimension of the solution space 
is set to 10.  The maximum number of iterations is and it is repeated by dif-
ferent random seeds with 10 runs. The final result is obtained by taking the average of 
the outcomes from all runs. The results are compared with the several methods in liter-
ature such as Ant colony optimization (ACO) [12], Bat algorithm (BA) [13], Biogeog-
raphy-based optimization (BBO) [14], Genetic algorithm (GA)[15], Particle swarm op-
timization (PSO)[16], and original ABC.

(a) (b)
Fig. 2. Workspace initialization setting for UAV route planning simulation a) gen-
erating randomly VORONOI diagram, b) optimization for UAV route planning

4.2 Experimental results. 

Figure 2 shows GUI scheme for the proposed method of UAV route planning. The 
initial setting for environmental simulation e.g. threats, space, UAV positions and the
coordinate system is shown in Figure 2 a, and the obtained sequence UAV route plan-
ning is shown in Figure 2 b. Results of the average obtained optimal route planning of 
the proposed method are compared with the obtained from ACO, BA, BBO, GA, PSO, 
and the base version of ABC methods. 

Table 1. The minimum objective function values found by algorithms averaged over 10 runs
Max

Iteration
Algorithms

ACO BA BBO GA PSO ABC cABC
50 12.4819 13.5782 14.1072 7.3797 6.076 4.5491 4.8541

100 12.3884 11.6048 10.5705 6.0887 4.1725 3.4353 3.3523
150 11.1408 11.4874 9.7978 3.7267 4.5459 3.1636 3.4269
200 11.3976 10.4323 10.8224 3.6358 2.9917 2.9434 3.0080
250 11.1958 10.4213 10.0553 2.9715 4.8005 3.1409 3.0506
300 11.1058 11.0113 10.1553 2.9715 4.8005 3.1409 3.0360

Tables 1 shows the average obtained optimal values of the proposed method for fitness 
function of the route planning in Eq. (2) with different max iteration numbers. Clearly, 
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the proposed method of cABC and the base ABC perform other methods. The obtained 
results by cABC are as good as those obtained by base ABC. 
Figure 3 indicates the comparison of a mean of best so far of the proposed method, 
ACO, BA, BBO, GA, PSO methods for the objective function in Eq. (2). Fortunately, 
the proposed method also provides the better results than those obtained by other meth-
ods in terms of convergence speed.

Fig. 3. The comparisons of minimum value obtained from fitness function over 10 runs of 

ACO, BA, BBO, GA, PSO, ABC and cABC in term of the converged speed
The real numbers of population or population size of population-based algorithms need 

but that size for compact ABC is only one with dimension . The number memory 
variables of cABC is smaller than that of ABC in the same condition of computation 
such as iterations.  

5 Conclusion

This paper presented a saving memory optimization method for Unmanned aerial ve-
hicle (UAV) route planning in complicated field environments. The implementation of 
the compact for optimization algorithms could have important significance for the de-
velopment of embedded devices small size, low price, and light weight. A novel type 
of improved version of the artificial bee colony algorithm (ABC) as a compact ABC
has been described for a UAC route planning problem while avoiding the threat areas.
In the compact algorithm, the actual design variable of solutions search space of ABC
algorithm is replaced with a probabilistic representation of the population. The simula-
tion results compared with other optimization methods in the literature, show that the 
proposed method is a feasible and saving memory way in UAC route planning, and can 
provide the performance of optimization significantly as within the category of 
memory-saving algorithms. In UAC route planning, there are many issues worthy of 
further study, and efficient route planning method should be developed depending on 
the analysis of specific complex field environments. 
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Abstract.  Due to the complex environmental constraints in the field of 
transport and logistics, optimization for the vehicle fuel consumption problem 
satisfies not only one criterion but also several criteria.  In this paper, a novel 
multi-objective method for an optimal vehicle traveling based on Whale opti-
mization algorithm (WOA) is proposed. In the proposed method, two criteria of 
distance and path-travel gasoline of the vehicle traveling issue are transformed 
into a minimization one. The vehicle routing and traffic status in the environ-
mental transportation are considered to model the fitness function for the solu-
tion in WOA. The path of the globally best whale in each iteration is selected, 
and reached by the vehicles in sequence. In addition, the information of traffic 
status updates to vehicle periodically times from traffic navigation system dur-
ing the traveling. Series scenarios of simulations are implemented in different 
traffic environments for the optimal paths when the vehicles reached the desti-
nation. The results show that the proposed method provides the confirm the 
practicality of the model of transport and logistics, and this proposed method 
may be the alternative method of optimization for the vehicle traveling in the 
logistics.  

Keywords: Whale optimization algorithm, Vehicle fuel consumption, Multi-
objective optimization.  

1  Introduction 

Fuel consumption, emissions, long travel time and accidents can be both direct and 
indirect consequences of vehicle traffic congestion and rough driving pattern [1]. 
Solution to alleviate the vehicle congestion problem is to build new high-capacity 
streets and highways. Nevertheless, this solution is very costly, time-consuming and 
in most cases, it is not possible because of the space limitations. Optimal usage of the 
existent roads and streets capacity can lessen the congestion problem in large cities at 
the lower cost. However, this solution needs accurate information about current status 
of roads and streets which are a challenging task due to the complicated  and changing 
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environments[2]. Fortunately, the advancement in electronics, communications and 
information technologies and the Internet have led to the rapid proliferation of wire-
less sensor networks (WSN) [3]. It is envisioned WSN as a promising answer to these 
problems. Sensor-enabled products and their networks are becoming a commonplace, 
and central to the everyday life, e.g., traffic control and navigation, object tracking 
and monitoring, and so on. A promise of providing alternative paths with accurate 
information about current status of roads, streets, and shortest path distances can be 
helpful to reduce fuel consumption and lessen traffic congestion based on WNS 
equipped. A large number of inexpensive sensors, small size and integrated with a 
sensing unit and wireless communication capabilities in WSNs can support to the 
traffic control and navigation system. In those systems, the sensor nodes are being 
deployed in a wide terrain to perform their intended tasks efficiently. Typically, the 
heterogeneous sensor networks that are more practical, having better network perfor-
mance, and lifetime, scalability, efficient load-balancing, and are cost-efficient [4]. 

In the transportation, a cost of a vehicle traveling along a route depends on several 
factors. Among of them, two main types of the factors include an indirect and direct 
relationship with the traveling schedule [5]. The indirect to traveling schedule one 
includes depreciation of the tires and the vehicle, maintenance, driver wages, tax, etc.  
The direct relationship with the traveling schedule includes distance, load, speed, road 
conditions, fuel consumption. Fuel consumption is per unit of distance, fuel price, etc.  
By comparison, the factors in the type of directly related to fuel consumption can be 
regarded as variable cost or fuel cost. In addition, if other factors are kept constant, 
the fuel consumption then mainly depends on distance, time traveling and congestion. 
Furthermore, metaheuristic methods have been applied successfully to solve many 
problems in many areas including the traffic control related vehicle routing schedule 
[6]. Metaheuristic methods have been inspired by the natural phenomena or the evolu-
tion genetic, or swarm intelligent [7]. Whale optimization algorithm (WOA) [8] is a 
recent novel swarm intelligent optimization method. As a result of NP-completeness 
of the dynamic vehicle routing problem, metaheuristic methods have been developed 
increasingly to cope with the high computational costs and complexities of classic 
methods, especially for high degrees of freedom. The vehicle fuel consumption prob-
lem with respect to a single objective function are generally non-smooth and ques-
tionable practicality time when turning their course of moving abruptly. 

In real life, there are many situations and problems that are recognized as multi-
objective problems. This type of problems containing multiple criteria to be met or 
must be taken into account. Often these criteria are in conflict with each other and 
there is no single solution that simultaneously satisfies everyone. Optimization vehi-
cle traveling along a route is affected by several constraints parameters. Therefore, in 
this paper, we have worked out a fuel consumed vehicle traveling to apply the two 
objectives simultaneously, which are the distance and edge-travel gasoline criteria. 
This can be implemented based on a multiobjective approach in a WOA context, 
namely MOWOA.  
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2 Vehicle Transportation in Grid Networks

Vehicle routing and scheduling models are very useful for the dynamic vehicle 
transportation in the urban area. Real time information of street length, lanes, vehicle 
density, direction, velocity restrictions of a certain road are all recorded and collected 
by WSNs with the aid of city traffic surveillance system and global positioning system 
for vehicle identification and navigation [1]. The actual need of routing is to search 
the optimal way from a source to a destination that satisfies the driver’s needs. Used 
WSN in traffic navigation is an effective way in the applications of the city traffic 
surveillance system. For little infrastructure, a number of sensor nodes in WSNs are 
used to monitoring a local area and getting the traffic information. There are two dif-
ferent types of the equipped WSN for a traffic observed system includes the struc-
tured and unstructured ones [9]. In the unstructured style, it contains a dense collec-
tion of sensor nodes and the nodes may be deployed in an ad-hoc manner. However, 
the structured style, the number of sensor nodes are deployed in pre-planned manners. 
This structured style can be deployed with fewer sensor nodes for traffic information 
gathering where these nodes are placed at specific locations to provide coverage op-
timization. Figure 1 shows the installed sensors road in the urban traffic network, and 
the WSN communicates with a local area network or wide area network through a 
gateway. 

BS-Base station

CN-Coordinator Node
SN-Sensor  Node

Fig. 1.   An effective way in the applications of WSN for city traffic surveillance 
system

The roadside sensor node acts as the end device to collect the traffic information and 
the intersection node sensor acts as a coordinator and transfers the collected traffic 
information to the gateway or the base station. The gateway acts as a bridge connect-
ing the WSN and other networks, and it enables the data to be processed or stored by 
other resources. 
The traffic model used in this work is simulated on the grid networks. Congestion 
analysis and least fuel navigation are based on the traffic information collected from 
the WSNs of the urban area. The routing of vehicles can be modeled as a directed 
graph  which V is a set of the intersections nodes and E is a set of the 
roads  as edge in the grid network. Each navigation path candidate is composed of 
node-edge sequence. All the  intersection nodes of the  local  area  are  labeled for  the  

A Multi-Objective Optimal Vehicle Fuel Consumption ... 373



navigation and  different permutation sequence of these nodes that  contain a candidate 
path of a navigation is a potential solution. The objectives of a least gasoline consump-
tion and the shortest paths are considered to formulate for fitness function. The first 
objective function is based on length of the path. Supposing that the start state and the 
target state are  0 and , the length of a path can  be  approximated by

                                                                   (1)

where  is the length of path and   represents the distance between  
and . In the coordinates , since the path Start –Target is  divided into 

 equal segments, the value of  can be  calculated as  follow:

                                                  (2)

The initial population is generated such that along each sensing direction, an agent is 
created at a certain distance from the vehicle, determined by the range of the used 
sensor. The objective function is shortness path that can be defined as the Euclidean 
distance between the agent and the goal point in each iteration:

                                                              (3)

The second objective function is based on edge-travel gasoline cost and congestion 
weight. The congestion weight can be determined by the traffic condition at the 
regular time obtained from traffic surveillance system. Edge-travel gasoline cost in the 
navigation path can be calculated with the congestion weight constructed according to 
the current traffic condition.

                                                      (4)

Where  is the congestion weight of the segment , and   is the gasoline 
consumption of the vehicle in the segment . A congestion weight is set to 1 or 0 that 
depends on the current traffic condition.

3 Multiobjective WOA for Vehicle Fuel Consumption

The original version of the whale optimization algorithm (WOA) [8] is only for single 
objective optimization. In order to solve multiobjective functions of the vehicle fuel 
consumption, WOA needs to be extended to multiobjective whale optimization algo-
rithm, namely MOWOA. The basic version of WOA and Pareto optimal front are first 
briefly reviewed, and the fuel consumption problem will be dealt with then it based on 
MOWOA. 
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3.1 The Whale Optimization Algorithm

WOA was imitated by the bubble-net hunting strategy of humpback whales [8]. It was 
worth mentioning here that bubble-net feeding is a unique behavior that can only be 
observed in humpback whales. The spiral bubble-net feeding maneuver is mathemati-
cally modeled in order to perform optimization. The humpback whales search ran-
domly according to the position of each other.

,                                               (5)

where  is a random position vector (a random whale) chosen from the current 
population.  and  are coefficient vectors which can be calculated as 

 and   respectively. In which  is linearly decreased from 2 to 0 over 
the course of iterations and  is a random vector in [0,1]. The location of prey can be 
recognized and encircled by whales. Let  be the position vector of the best solution 
obtained so far. The humpback whales swim around the prey within a shrinking circle 
and along a spiral-shaped path simultaneously. To model this simultaneous behavior, 
there is a probability of 50% to choose between either the shrinking encircling mech-
anism or the spiral model to update the position of whales during optimization. The 
mathematical model is as follows:

                                     (6)

where  is the position vector with  indicates the current iteration.  is a constant for 
defining the shape of the logarithmic spiral. is coefficient vector with the random 
values greater than 1 or less than 1 to force search agent to move far away from a 
reference whale. In contrast to the exploitation phase, the position of a search agent is 
updated in the exploration phase according to a randomly chosen search agent instead 
of the best search agent found so far. This mechanism and | A | > 1 emphasize explora-
tion and allow the WOA algorithm to perform a global search. So that A is used to 
smoothly transit between exploration and exploitation: by decreasing A, some itera-
tions are devoted to exploration (| A | 1) and the rest is dedicated to exploitation (| A 
| < 1).

3.2 Pareto Optimal Front

The domination of a solution vector  on a vector 
 for a minimization problem if and only if  for  

and . It means that is no component of  is larger than the 
corresponding component of , and at least one component is smaller. Similarly, the 
dominance relationship could be defined by

                                                    (7)
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For maximization problems, the dominance can be defined by replacing symbol of  
with the symbol of . Therefore, a point  is called a non-dominated solution if no 
solution can be found that dominates on it.The Pareto front  of a multiobjective can 
be defined as the set of non-dominated solutions as following.

                                          (8)

where is the solution set. A good approximation could be obtained from the Pareto 
front, if a diverse range of solutions should be generated using efficient techniques 
[10].

3.3 Optimal Mobile Robot Planning based on MOWOA

The optimal solution of multiobjective optimization can be obtained from the Pareto 
optimal solution. Multiobjective optimization issue for a minimization problem with -
dimensional decision vectors and  objectives is given by

Subject to                                ,                                (9)

where x is a decision vector as a set of (  and  is the objec-
tive function with the objective vector as a set of ( . The decision 
vector  is belonging to the -dimensional decision space , which is corresponding to 
the space dimensional of search agents in WOA. The objective function  be-
longs to the dimensional objective space in which it is mapping functions from 
the decision space to the objective space.  are lower and upper bound con-
straints of the agent range, respectively. The set of all the search agents  meeting the 
constraints forms the decision space feasible set . The 
purpose of optimization is to find the Pareto-optimal solution. The decision space in-
cludes the dimension  and the objective space   A population of  search agents is 
generated randomly so that these search agents should distribute among the search 
space as uniformly as possible. This can be achieved by using sampling techniques via 
uniform distributions. The model of the path planning problem with the two objective 
functions are defined by Eqs. (3) and (4) consist of the objective function  There-
fore, from Eqs.  and  can be formulated in the optimum mathematical form 
in MOWOA as.

                                             (10)

where decision vectors are the estimated coordinates corresponding to solu-
tions in WOA.   are the lower and upper bound constraint values,  is 
the objective function of the length path constraint, and  is the objective function of 
the fuel consumption constraint. Obtaining the multiobjective Pareto optimal solution 
is the ultimate goal of building a multiobjective optimal model for gasoline consump-
tion issues, which meets both the shortest path constraint and the fuel consumption 
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path constraint. Therefore the main essence of MOWOA can be described as determin-
ing the dominant relationship according to the decision space feasible set  and the 
Pareto front  saving Pareto optimal solution set  in an archive by Eq. (10) and 
updating the best solution of multiobjective.

4 Simulation results

In this section, the proposed multiobjective whale optimization algorithm (MOWOA) 
for optimal vehicle fuel consumption is investigated. Two objective functions of and 

, and Pareto archived evolution strategies have been done by applying MOWOA.  A 
criterion for performance evaluation of multi-objective optimization algorithm is the 
error rate (ER). The error rate measures the probability whether the obtained non-
domination solution is the actual Pareto frontier or not. The calculation method is 
given in Eq(12). 

                                                                              (11)
where  is number of the obtained optimal points in Pareto frontier.  If the obtained 
solution is an actual Pareto frontier elements, then   is set to 0, otherwise,  is set 
to 1.  

Setting environment network for traffic navigation system. 

An optimization of least fuel consumption for urban area vehicle navigation is car-
ried out in order to verify the proposed method. Initialization parameters of the algo-
rithm are as follows. The population size is 100. The maximum number of iterations 
is 300. The environment map of the simulation is set to grid network of 200*300-
unit areas. The number of coordinator nodes, grid network set or reset as GUI 
scheme shown in Figure 2.  

(a) (b)

Fig. 2. Setting environments of an area vehicle navigation: a) generating randomly network 
space, b) Sparing solution as mapping to optimization process
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Experiments have been conducted some tests with different grid network setting 
based on two objective functions which are the path length and path-travel fuel con-
sumption.

The basic steps of the optimization: 
Step 1: Modeling traffic navigation workspace including grid network with edge travel 
and coordinator nodes, and the vehicle locations.
Step 2: Sparing solution is as mapping search agents to a model of traffic navigation 
during optimization. 
Step 3: Implementing the proposed MOWOA to find optimal fuel consumption path 
of the above model.
Step 3.1:  WHILE   the maximum number of iterations has not been reached, i.e., 

, DO
If (A<1) Update the global best location Eq. (5);
Else       Update the locations of agent Eq. (6);

Take the best position of agent;   
Calculate the objective values and the constraint- violated degree of each 
agent by Eq. (10)

Step 3.2:  Store all non-dominated feasible agents into the feasible archive, and non-
dominated infeasible agents into the infeasible archive; Update the feasible archive 
and the infeasible archive;
Increase the loop counter ;
Step 3.4:  Output optimal results.
Step 4: Guide the vehicles to the destination by the optimal path selected.

Experimental Results 
Results of the average obtained least fuel consumption paths of the proposed method 
are compared with the obtained from Dijkstra [11] and A  algorithm [12] methods. 
Tables 1 shows the average fuel consumption and time consumption of 300 runs navi-
gation of the proposed method, A  algorithm and Dijkstra for a single objective func-
tion of the edge-travel gasoline cost and congestion weight in Eq. (4). Clearly, the 
proposed method outperforms on gasoline consumption over the two methods of 
Dijkstra and A  algorithm. Figure 3a indicates the comparison of a mean of best so far 
of the proposed method, Dijkstra and A  algorithm for a single objective function in 
Eq. (3). Fortunately, the proposed method also provides the better results than those 
obtained by Dijkstra and A  algorithm methods in terms of convergence speed.

Table 1. The comparison the proposed method, with the Dijkstra, and the A+ algorithm 
methods in terms of quality performance evaluation for time and fuel costs in single objective 

of consumption

Methods Ave time cost(h) Ave fuel cost
Dijkstra [11] 1.31 1.2x10-2L

A  algorithm [12] 1.25 1.3x10-2 L
Proposed method 1.12 1.1x10-2 L
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The experiment is to verify the effectiveness of the paths generated by grid setting 
scheme based on the proposed method and the performance is analyzed by compari-
son with another method as multi-object genetic algorithm MOGA [13].  The proba-
bility of the obtained non-domination solution Pareto frontier is calculated according 
to Eq.(12),  ER = 0.1 for MOWOA, however, this figure for MOGA for vehicle trav-
eling problem is bigger as RE=0.2 that shown as in Figure 3b. Obviously, the pro-
posed method shows the solution closer to Pareto front, that means it got results are 
better than the obtained of MOGA. 

(a) (b)

Fig. 3.    Several graphical results of running the proposed method of multiobjective whale 
optimization algorithm (MOWOA) for the optimal vehicle traveling:  a) average convergence 
of the proposed method, Dijkstra and A* algorithm method for a single objective function Eq. 

(3), b) The comparison of Pareto front solution for the path traveling between MOGA and 
MOWOA methods

5 Conclusion 

This paper proposed a novel multi-objective whale optimization algorithm 
(MOWOA) for optimization of the vehicle fuel consumption problem. The environ-
ment of current traffic condition, the path distances, and the vehicle locations was 
modeled to the objective functions and search agents are mapped to a parsing solution 
in each iteration of a vehicle traveling during optimization. As the technology for 
traffic navigation advances and moves from simply improved traffic signs and mes-
sage boards to automated online traffic information systems and vehicle specific route 
guidance advisories. A traffic navigation system equipped with Wireless sensor net-
works (WSN) and the vehicle equipped with the Global positioning system (GPS) can 
make up a grid network of vehicle transportation. 
In the proposed method, a grid network of vehicle transportation was used to repre-
sent solution constraint, and MOWOA handles two objectives simultaneously: the 
shortness distance and path-travel gasoline of the vehicle traveling. The optimal solu-
tion of these two objectives can be obtained from the Pareto optimal solution by cal-
culating the probability of the obtained non-domination solution Pareto frontier. The 
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vehicle routing and traffic status in the environmental transportation are considered to 
model the fitness function for minimizing vehicle fuel consumption. 
The path of the globally best whale is selected in each iteration, and reached by the 
vehicles in sequence permutation. In solving combinatorial optimization problems, 
first an initial solution must be generated randomly to be chosen as the current solu-
tions, then a number of neighbor solutions of the current solutions can be searched 
and the best of them will be chosen as the new current solution. In addition, the in-
formation of traffic status updates to vehicle periodically times from traffic navigation 
system during the traveling. Simulations results show that the proposed method effec-
tively provides the vehicle traveling optimization with a convincing performance. 
Compared with the obtained of Dijkstra, A*algorithm, and the MOGA methods, the 
quality of the proposed method MOWOA is slightly increased performance, and the 
error rate of the proposed method is decreased less than MOGA method. 
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