
Green Energy and Technology

F.M. Rabiul Islam
Kabir Al Mamun
Maung Than Oo Amanullah    Editors 

Smart Energy 
Grid Design for 
Island Countries
Challenges and Opportunities



Green Energy and Technology



More information about this series at http://www.springer.com/series/8059



F.M. Rabiul Islam • Kabir Al Mamun
Maung Than Oo Amanullah
Editors

Smart Energy Grid Design
for Island Countries
Challenges and Opportunities

123



Editors
F.M. Rabiul Islam
School of Engineering and Physics
University of the South Pacific
Suva
Fiji

Kabir Al Mamun
School of Engineering and Physics
University of the South Pacific
Suva
Fiji

Maung Than Oo Amanullah
School of Engineering
Deakin University
Truganina
Australia

ISSN 1865-3529 ISSN 1865-3537 (electronic)
Green Energy and Technology
ISBN 978-3-319-50196-3 ISBN 978-3-319-50197-0 (eBook)
DOI 10.1007/978-3-319-50197-0

Library of Congress Control Number: 2017934213

© Springer International Publishing AG 2017
This work is subject to copyright. All rights are reserved by the Publisher, whether the whole or part
of the material is concerned, specifically the rights of translation, reprinting, reuse of illustrations,
recitation, broadcasting, reproduction on microfilms or in any other physical way, and transmission
or information storage and retrieval, electronic adaptation, computer software, or by similar or dissimilar
methodology now known or hereafter developed.
The use of general descriptive names, registered names, trademarks, service marks, etc. in this
publication does not imply, even in the absence of a specific statement, that such names are exempt from
the relevant protective laws and regulations and therefore free for general use.
The publisher, the authors and the editors are safe to assume that the advice and information in this
book are believed to be true and accurate at the date of publication. Neither the publisher nor the
authors or the editors give a warranty, express or implied, with respect to the material contained herein or
for any errors or omissions that may have been made. The publisher remains neutral with regard to
jurisdictional claims in published maps and institutional affiliations.

Printed on acid-free paper

This Springer imprint is published by Springer Nature
The registered company is Springer International Publishing AG
The registered company address is: Gewerbestrasse 11, 6330 Cham, Switzerland



Preface

Island countries are extremely vulnerable to the risks of climate changes. These
island nations will suffer an uneven share of the global consequences when climate
change accelerates. Furthermore island countries are highly reliant on imported
fossil fuel (diesel and petroleum), which are not only major contributors to
greenhouse gas emissions but are also very expensive. The new concepts and ideas
to develop renewable energy (RE) based power grid in Island countries will reduce
fossil fuel consumption and assist the transition to a low-carbon economy but to
achieve that RE based power grid, a number of issues need to be addressed.

In Island countries, a number of small islands do not enjoy the comfort of
trouble-free electrical grid because they are either weakly connected or completely
separated from the grid. On the other hand, they need to have access to renewable
energies abundant in their surroundings, while keeping their tourism, agriculture,
and landscape capital intact. Guidelines for the inclusion of such installation into
existing built environments as well as natural contexts are needed.

The obstacles to the fast adoption of renewable energy sources (RES) in such
areas are of many types and known since long time and implementation of such
technologies are even more complex in Island countries. This book identifies
challenges, solution, and opportunities of RES implementation in Island countries
and provides guideline for future smart grid.

Chapter “Possibilities and Challenges of Implementing Renewable Energy in the
light of PESTLE & SWOT Analyses for Island Countries” of this book discusses
two different decision-making techniques: one of them is PESTLE analysis (po-
litical, economic, social, technological, legal and environmental) which can be used
in energy planning and for business analysis and second, SWOT analysis
(strengths, weaknesses, opportunities and threats) which has been utilized to
incorporate strategic analysis and for decision-making. The overall chapter presents
a holistic idea of prospects and contests of implementing renewable energy in
various islands.

Chapter “Utilization and Optimization of Diesel Generation for Maximum
Renewable Energy Integration” presents informed consideration of the issues sur-
rounding existing generation, prompting the audience to identify residual value
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across these assets, and in return identifies a pathway for improved RES integration.
To prevent the increase of carbon emission, the use of quick renewable energy such
as PV system and simple solutions considered the clean energy to keep both the
population and environment safe are described in Chapter “Optimal Control System
of Under Frequency Load Shedding in Microgrid System with Renewable Energy
Resources”. A comprehensively examination on the commercially available and
emerging mitigation methods with a framework that systematically explores the full
range of technical methods for PV in distribution network have been explained in
Chapter “Power Quality Impacts and Mitigation Measures for High Penetrations of
Photovoltaics in Distribution Networks”. The strategies of sliding mode control for
grid tied and off grid photovoltaic system with multilevel inverters for islanding
regions are the main targets of Chapter “Grid-connected and Off-Grid Solar
Photovoltaic System”. A detailed overview of feasibility design and control strategy
of a flywheel energy storage system (FESS) with suitable structure in order to
increase reliability and stability of the power in the RES is explained in Chapter
“Feasibility Study and Design of a Fly-wheel Energy System in a Micro-grid for
Small Village in Pacific Island State Countries”. Small-scale energy microgrid with
battery-based energy storage system (ESS) enabled with solar–wind hybrid
renewable energy system is discussed in Chapter “Energy Storage Systems in
Solar-Wind Hybrid Renewable Systems” and the performance has been validated
through simulation studies under islanded conditions. The frequency variation
issues in presence of PV and wind generation systems have been shown and use of
storage systems for dynamic grid support is analyzed in Chapter “Frequency
Stability Improvement in Weak Grids by Storage Systems”. The specific power
converters for storage systems grid interfacing are studied with reference to
superconducting magnetic energy storage (SMES), FESS, supercapacitors, and
batteries with different case studies also presented in Chapter “Frequency Stability
Improvement in Weak Grids by Storage Systems”.

Energy trends in an Island and possible cases with solution to that have been
presented in Chapter “Identifying Energy Trends in Fiji Islands”. Chapter “Energy
Grid Management, Optimization and Economic Analysis of Microgrid” proposes a
non-dominated sorting genetic algorithm (NSGAII) for the multi-objective optimal
operation management (MOOM) for distributed microgrid. Chapter “Energy
Management of AC-Isolated Microgrids Based on Distributed Storage Systems and
Renewable Energy Sources” presents the frequency and voltage regulation and the
energy management strategy for an AC islanded microgrid based on distributed
energy storage and RES. To satisfy the load demand of an island Chapter “Optimal
Design and Energy Management of a Hybrid Power Generation System Based on
Wind/Tidal/PV Sources: Case Study for the Ouessant French Island”, focused on a
typical hybrid power generation system using wind energy, marine energy (tidal
current), and PV in Ouessant French island which has also taken under scope with
another set of energy generator combination from hybrid diesel, MCT, and battery
system for power supply and power management and presented in Chapter “Hybrid
Diesel/MCT/Battery Electricity Power Supply System for Power Management in
Small Islanded Sites: Case Study for the Ouessant French Island”. An optimal
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power flow of battery, wind, and PV in a hybrid system in South Africa has been
presented in Chapter “Optimal Power Flow of a Battery/Wind/PV/Grid Hybrid
System: Case of South Africa” with reduced operation cost and allows consumers
to generate substantial income by selling power to the grid.

The aim of this book is to identify the challenges, solutions, and opportunities
of the design and assessment of realistic state-of-the-art smart energy grids (SEG) to
store and regulate diversified energy sources such as photovoltaic, wind, ocean
energy, and other renewable energy productions in order to meet the electrical
energy needs of Island countries.

In summary, this book contains current energy situation of Island countries with
technical analysis, weather data analysis, availability of renewable sources, and
socioeconomic structure supported by various data table, system structure design,
simulation, and case studies.

Suva, Fiji F.M. Rabiul Islam
Suva, Fiji Kabir Al Mamun
Truganina, Australia Maung Than Oo Amanullah
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Possibilities and Challenges
of Implementing Renewable Energy
in the Light of PESTLE & SWOT
Analyses for Island Countries

F.R. Islam and K.A. Mamun

Abstract Energy structure redesigning and implementation of renewable energy
generation in the distribution grid usually depend upon the availability of resources,
socioeconomic structure, political issues, and environmental concern. In this sense a
developing Island country faces huge challenges for implementing renewable
energy, but those countries are blessed by several opportunities. However, the
challenges that prevent developing island countries to reach at a milestone level
include capital cost in addition to the devastation caused by natural disaster and the
recent trends of decrease in fuel prices which seems to be a cheaper resort for fossil
fuel-based generation in terms of expenditure. At present, it seems that the inves-
tors, most of the government and various stakeholders are not in a position to take a
concrete decision in the field of renewable energy due to the lack of sufficient
research on the opportunities and challenges of renewable energy generation in this
context. Hence the strategic planning processes of renewable energy implementa-
tion for Island countries need a holistic analysis to meet the increasing energy
demand from renewable energy sources. In this chapter, major opportunities
available for renewable energy generation are explored and analyzed. Two different
decision-making techniques are used, namely PESTLE analysis (Political,
Economic, Social, Technological, Legal and Environmental) which can be used in
energy planning and for business analyses, and SWOT analysis (strengths, weak-
nesses, opportunities and threats) has been utilized to incorporate strategic analyses
and for decision making. This chapter presents an overall idea of prospects and
challenges of implementing renewable energy in various Island countries.
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1 Introduction

For sustainable development and to ensure the symphonic concomitance of life and
environment, renewable energy is the ultimate choice for the next generation.
Supports from government and nongovernment business organization play a vital
role for the implementation of renewable energy.

With the continuous development of society, the demand for energy supply is
increasing gradually. Due to the advancement in technology, environmental
friendly and availability, renewable energy (RE) has been proved as effective and
one of the best choices to guarantee the future development of the world [1]. As
most of the Islands countries are developing stage, utilization of renewable energy
is essential for their sustainable development [2].

Island countries are the most suitable market place in the world for the standalone
renewable energy sources. Due to the geographic location and exclusive dependency
on imported fossil fuel for power generation, most of the island countries face the
world’s uppermost energy costs, with vulnerability in supply chain and interrup-
tions. The average cost of energy in the Caribbean, ranges from US$0.32 to US$0.60
per kWh [3, 4] as shown in Fig. 1, which is almost five times of the mainland U.S.
The scenario is even worse in the Pacific Islands, in some countries the tariff exceeds
more than US$0.75/kWh [5] as shown in Fig. 2. To meet the essential demand for
electricity many governments subsidizing the cost of electricity in spite of weak
economic conditions which ultimately cause the high price of food and other
essential items, consequently reduces investment for other infrastructures. On an
average the Pacific Islands countries, utilize their 40% of total GDP to import
petroleum products [6], while for Caribbean Islands it is up to 48% [7].

Information about the present energy scenarios along with opportunities for the
future and the potential challenges are the essential elements for the researchers,
investors and policymakers to set a trajectory for sustainable energy infrastructures
development to ensure green and clean environment.

Strategic planning is a prolonged tool for the development of any country and
regional structure which is typically carried out on the basis of participation

Fig. 1 Electricity tariffs in Caribbean islands
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processes. A number of techniques have been used for renewable energy planning
around the globe. PESTLE and SWOT analyses are of remarkable ways to address
sustainable planning [8–15]. In this chapter, a comprehensive analysis has been
conducted on renewable energy implementation in Island countries in the light of
PESTLE and SWOT analyses to evaluate the present situations and opportunities
with challenges for the integration of renewable energy into the grid. It is antici-
pated that this chapter will be helpful for the investors and also could be helpful for
the government of Island countries to develop the policy for renewable energy
sector.

2 PESTLE and SWOT Analyses on Renewable
Energy Resources

One of the comprehensive methods for understanding a business environment is
PESTLE analysis. It can be explained as a bird’s eye view where an organization or
individual tries to determine exact trends of the market from a macroeconomic point
of view. While PESTLE analysis gives a thorough concept of the external envi-
ronment where an organization operates; SWOT analysis identifies the internal
environment of the organization. Both PESTLE and SWOT are decision-making
tools where PESTLE analysis helps the investors to take decision about the
investment and SWOT analysis supports the policymaker for further development.
PESTLE and SWOT analyses have few similarities in their matrix and in this
chapter the similarities in the field of renewable energy in various Islands will be
explained with the other characteristics as shown in Fig. 3. Once the fundamentals
of the PESTLE have been recognized, they can be utilized to explain in details to
accumulation SWOT analysis.

While analyzing the renewable energy integration in most of the Island’s power
grid, it has been found that they have environmental and political strength; weak-
ness in legal practice and technology; opportunities in the advancement of

Fig. 2 Electricity tariffs in Pacific island countries
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technology; social life and political interest while threats from the environmental
disaster and economical situations that represent the matrix of PESTLE and SWOT
as shown in Fig. 3.

3 PESTLE Analysis

As discussed in the previous section PESTLE has wider coverage of business and
external issues hence from the business organization point of view the PESTLE
analysis will be further deliberated in this section. The analyses used in this chapter,
consist of investigation that collect evidence and data, produce information that are
applicable in renewable energy sector for Island countries. Here a brief description
is given below for all the components of PESTLE analysis.

Political issues: Geographical location, regulatory authority, government poli-
cies, bureaucracy, international relationship, corruption, and many more are
included in political issues.

Economic issues: Employment, gross domestic product (GDP), inflation, eco-
nomic stability, local, and foreign investments are the major economic factors that
influence the development of renewable energy; especially in an Island country
along with wages rate, labor force, and division of income.

Social issues: Local energy demand, lifestyles, social cultural structure, business
culture, demographics, and few other issues are considerable when PESTLE
analysis is carried on renewable energy.

Fig. 3 Relationship between PESTLE and SWOT with respect to RE in island countries
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Technological issues: Technological factors are vital when integrating renewable
energy to the existing grid or even to design a new grid for the Island countries.
Next few chapters of this book will discuss on these issues and their solutions. In
this study we will focus on various aspects in technology which should be taken
into consideration, such as monitoring and control, network design, tariff system,
research facilities in Island countries, and few others.

Environmental issues: Climate changes, natural resources, or availability of
renewable energy sources and natural disaster will be taken into consideration as
the environmental factors.

Legal issues: Policies related to the renewable energy implementation and
business organization along with the law and order situation are the main legal
issues which has significant impact on the integration of renewable energy sources
into the grid of Island countries.

The overall PESTLE analysis can be illustrated in Fig. 4, where all the factors of
PESTLE analysis are divided into subfactors for the renewable energy implemen-
tation in Island countries and these factors will be explained in details in
Sects. 1.3.1–1.3.6.

Fig. 4 PESTLE analysis for implementing renewable energy in island countries
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3.1 Political

A number of the Caribbean Islands and Pacific Islands were under the rule of British
or France for a long time. Currently, most of them are enjoying independence and
democracy. The political traditions of these Islands reflect the diverse ways and time
[16, 17]. Therefore, the developments in various Island countries are not very
similar. Bureaucracy is still a big problem for the development and decision-making
while corruption also is a factor which needs to be realized for few countries [18]. As
they have a vast geographic area and numbers of islands as shown in Figs. 5 and 6,
they are the main victim of climate changes. At present, most of the governments are
trying to implement renewable energy sources with attractive policies for the
investors to fight against the environmental changes. The target for renewable
energy integration in the grid by various Island countries [19, 20] is shown in
Table 1.

Table 1 shows that a number of Island countries have a target of achieving
renewable energy more than 50% by the 2020 which reflect the interest of the
government of that particular country on renewable energy integration. But, when
the question comes about the achievement of the target, along with the government
interest a number of other issues need to be considered by the government and
stockholders. One of those issues is the economic factors which will describe in the
next section.

Fig. 5 Geographical location and area of Pacific island countries (Courtesy of the University of
Texas Libraries, The University of Texas at Austin)
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Fig. 6 Geographical location and area of Pacific island countries (Courtesy of the University of
Texas Libraries, The University of Texas at Austin)

Table 1 Comparison of RE
target by various island
countries

Country RE target Target year

Fiji 100% 2030

Australia 23% 2020

Palau 20% 2020

New Zealand 90% 2025

Samoa 100% 2030

PNG 100% 2030

Kiribati 3% 2020

Tuvalu 100% 2020

Niue 100% 2020

Tonga 50% 2015

Vanuatu 100% 2030

Cook islands 50% 2015

Solomon islands 50% 2015

Trinidad 5% peak 2020

Belize 85% 2017

St. Lucia 35% 2020

Barbados 100% 2021

Bahamas 30% 2030

St. Vincent 60% 2020

Antigua 15% 2030

Possibilities and Challenges of Implementing Renewable Energy … 7



3.2 Economical

The United Nations classifies 52 countries and territories as Small Island
Developing States (SIDS) with fifty million people. Forty-three million inhabitants
are living in the Caribbean Islands and the Pacific Islands regions. The economical
classifications are diversified within these countries as few of them are compara-
tively rich with developing country standards, such as Singapore and Bahamas, on
the other hand a number of them are still in lower income group, including
Comoros, Haiti and Kiribati [21].

Table 2 shows selected indicators on the economic framework for the Caribbean
and Pacific Islands. Global economic situations have influenced development
prospects for both the regions. Island countries economic developments have
always been enormously interrupted with a series of external and internal factors
such as a number of natural disasters (cyclones, earthquake) and global oil shudders
and the global economic crisis.

According to world bank “For the current 2017 fiscal year, low-income
economies are defined as those with a GNI per capita, calculated using the World
Bank Atlas method, of $1025 or less in 2015; lower middle-income economies are
those with a GNI per capita between $1026 and $4035; upper middle-income
economies are those with a GNI per capita between $4036 and $12,475;
high-income economies are those with a GNI per capita of $12,476 or more” [24].

Table 2 Selected economic indicators of Caribbean and Pacific islands

Country Total revenue [22]
(percentage of GDP
average 2012–5)

Gross debt [22]
(percentage of GDP
average 2012–15)

GDP per capita
[23] CIA estimated
in 2014 (USD)

Economic
class
[19, 24]

Fiji 27.3 48.8 8200 Upper middle

Palau 42.5 NA 16300 Upper middle

Samoa 34.5 53.9 5200 Lower middle

Kiribati 99.3 10.1 1700 Lower middle

Tuvalu 114.7 47.6 3300 Upper middle

Tonga 28.1 NA 4900 Lower middle

Vanuatu 24.4 20.6 2600 Lower middle

Solomon 50.1 14.2 1900 Lower middle

Trinidad 32.3 42.6 32100 High income

Belize 27.7 75.4 8200 Upper middle

St. Lucia 25.9 78.7 11600 Upper middle

Barbados 36.1 95.1 16200 High income

Bahamas 17.8 57.8 25000 High income

St. Vincent 26.7 75.2 10800 Upper middle

Antigua 20.1 95.7 22600 High income

8 F.R. Islam and K.A. Mamun



The recent economic trends show that island countries have the capability to
utilize their financial resources to introduce renewable energy into the grid and
people have the purchasing power to enjoy the private renewable energy systems in
Island.

3.3 Social

Social cultural structure of a country plays an important role for the faster growth of
renewable energy generation. The factors which should be taken under consider-
ation for PESTLE analysis of renewable energy implementation are energy
demand, family and community structure, gender legislative responses and
demography.

Family structure and the energy demand could be vital for accepting and
rejecting of a particular renewable energy technology by the society. Recently,
energy engineers and planner of Bangladesh experienced a rejection of family size
solar cooking system which was not appropriate for that particular country [25].
While considering the situation of Pacific Island Countries (PICs) the most common
structure of families is based on communal values of lifestyle and in a traditional
village, people share the responsibilities and rewards in a community managed by a
hereditary leader. The extended structure of family ensures the demand for each and
every one.

Gender legislation and equity in work force can bring a success in the imple-
mentation renewable energy integration which has been recently experienced in
India [26]. To ensure the equity in labor force both Caribbean and Pacific Islands
countries are improving the situation every year. Figure 7 shows the labor force
participation rate with female to male ratio [22].

Fig. 7 Labor force participation rates (ages 15–64) with female to male ratios [22]

Possibilities and Challenges of Implementing Renewable Energy … 9



Most of the Pacific Islands are normally small in size; they are located in
extensive distances from the main island and also from each other. As a result, the
government is facing huge challenges to electrify these isolated inhabitants. Utility
companies are normally supplying electricity only to the main island [27]. The
opportunity of small and medium-scale investment in renewable energy sources
implementation is enormous in these particular areas due to the social demand and
government interest.

3.4 Technological

From the investors point of view Island countries have huge potential for business
as most of the technologies required for renewable energy generation need to
import from other countries. Most of the Island countries preferred solar photo-
voltaic (PV) technology for the rural electrification as it decrease system cost and
can operate stand-alone mode without any grid connection. For further development
on new renewable technologies, few reputed research institute and universities (e.g.,
The University of the South Pacific, Universidad de Puerto Rico, University of the
West Indies, and other universities) have been working based on the local problem
associated with renewable energy and they also attracted foreign stockholders for
further research in island environments for new technologies. Still the enormous
source of ocean energy and geothermal energy sources are unexploded due to the
lag of appropriate technologies where government is also interested for foreign
invest which is especially true for pacific region [28].

The application of new technologies especially smart grids and microgrids are
still very new to these Island countries but few countries already adopted them with
the technologies. Implementing more renewable into the grid needs further training
on feed in tariff system, smart network design, distributed generation, smart
metering, monitoring and control of the grid which indicate a new path way of
capacity building, research and investments in renewable energy sector. On the
other hand, maintenance and monitoring of these technologies of the existing
network is also an issue for the continuous development in energy sector [29].
Table 3 shows the present scenarios of technology support system introduced by
various Island countries [19, 20].

3.5 Legal

Confidence of the investors and consumers depend upon the law and order situation
of a particular country. Safety and security is a must for the investment and attracts
foreign investors. Although most of the governments are trying to ensure a stable
law and order situation, but there is still a great concern of security for the investors
even today in the Island countries. In recent times, few incidents have been reported
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in those countries which indicates lack of respect for the rule of law which caused
anxiety and pressures subsequently community problems, including an increasing
crime rate and domestic violence. According to United Nation office on Drug and
Crime (UNDC), the law and order situation of the Pacific Island countries are in
better position with a lower rate in New Zealand (0.9) and highest rate in PNG
(10.4) in respect to the murder, while Caribbean Islands are much higher with a
lowers rate in Barbados (8.8) and highest rate in Belize (34.4) [30]. Figure 8 shows
the comparison of murder rates in various countries of Pacific and Caribbean
Islands. Apart from the crime the legal, presence of policies are yet to be finalized in
different countries which is not a suitable condition for the potential investors [20].

3.6 Environmental

Renewable sources are readily available in most of the Pacific Island countries
[19–21, 31] as well as Caribbean Islands inherited by their geographic location,
while the natural disaster like cyclone is a threat for the development and invest-
ment in this sector. The environmental impact on RE can be simply explain with
frequency of typical cyclone through Pacific and Caribbean Islands as shown in
Fig. 9 [32] and Fig. 10 [33], respectively. From Figs. 9 and 10, it is observed that
almost every year these island countries are facing tropical cyclone which is a great

Table 3 Technology support
availability in various island
countries

Country Net metering Feed in tariff

Fiji x ✓

Australia ✓ ✓

Palau x x

New Zealand ✓ x

Samoa ✓ ✓

PNG No inf. No inf.

Kiribati No inf. No inf.

Tuvalu No inf. No inf.

Niue No inf. No inf.

Tonga No inf. No inf.

Vanuatu No inf. No inf.

Cook islands No inf. No inf.

Solomon islands No inf. No inf.

Trinidad x x

Belize x x

St. Lucia ✓ x

Barbados No inf. No inf.

Bahamas No inf. No inf.

St. Vincent ✓ x

Antigua No inf. No inf.
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Fig. 8 Comparison of murder rates in various Pacific and Caribbean islands

Fig. 9 Tracks of cyclone on record to affect in one of the PICs [32]
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barrier to the renewable energy integration as few of them become catastrophic
even for the whole nation. Recently Fiji and other pacific Island countries experi-
enced such a tropical cyclone TC Winston (category 5) in 2016 which cause an
enormous damage to the existing electric network, the intensity of the cyclone is
shown in Fig. 11 [34].

4 SWOT Analysis

SWOT is an abbreviation for Strengths (S), Weaknesses (W), Opportunities (O) and
Threats (T). To identify the overall strategic position of a business and its envi-
ronment, SWOT analysis is one of the most popular tools. In SWOT analysis, it is a
general assumption that ‘O’ and ‘T’ are the external factors with minimum control,
on the other hand ‘S’ and ‘W’ are the internal factors with essential control for an
organization.

The main objectives of SWOT analysis are to determine the strategies for an
organization with specific business model considering the organization’s resources
and abilities suitable for the environment in which the firm will operate.

Fig. 10 Tracks of all cyclone on record to affect in Caribbean islands [33]

Possibilities and Challenges of Implementing Renewable Energy … 13



The renewable energy implementation in various Island countries can be justi-
fied using SWOT analysis, where the strength of these countries are the increasing
demand for the energy, dependence on the imported fossil fuel, long team financial
benefits along with political interest. There are a number of weaknesses in this
particular field as most of the island countries have serious problem of infrastruc-
ture, especially in the Pacific region. It seems that technologies are lagging behind
due to insufficient polices is the major problem associated with the future of RE
implementation.

On the other hand, the geographic location with enormous sources of RE are the
main opportunity for these countries to become self-sufficient in energy with RE.
But unfortunately the natural digester along with the global economy and fuel price
always become a threat for the implementation of RE. Figure 12 shows the most
common SWOT matrix for renewable energy implementation in those Island
countries which may vary a little based on the energy demand, supply and other
factors discussed earlier in PESTLE analysis.

Fig. 11 Fiji in the center of TC Winston 2016 [34]
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5 Summary

Most of the small island nations faces a lot of barriers and issues that constraint
the authorities and investors to promote RE practices toward the sustainable
development. Although feasibility studies show potential sites for new projects
and such potential attracts expression of interest from different investors.
However, the risks and remoteness of the sites and locations give investors
second thoughts with hesitations. The factors affecting the initiation, execution,
and completion of the potential projects and operation of existing projects can be
summarized as:

5.1 Climate

Island countries are prone to at least one or two natural disasters during the cyclone
period in every year. Cyclones are accompanied by torrential rain fall which leads to
flooding and leads to damages to the existing national grid, and also causes land-
slides results inaccessibility to the potential sites. It also damages solar farms and
wind farms by the strong gust of winds and falling trees or flying objects [35, 36].

Drought is also a major concern to the authorities since the largest renewable
generation plants in some Islands countries (i.e., Fiji) are hydro plants. Long spells
without rain give authorities no choice but to run thermal generators to meet the
demand of electricity [37].

Fig. 12 SWOT matrices for renewable energy implementation in island countries
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5.2 Financial

In a small developing Island country, it is very difficult to initiate large projects with
huge amount of capital investment without any external support. The initial cost to
commissioning the project is huge compared to the operating cost of the plants
[38, 39]. In order to execute the project, huge loans are taken by companies. To
attract funding from investors are not easy as most are hesitant of the past results
since only few documentations are made on payback incentive.

5.3 Fuel Shudders

The continuous decrease in fuel price have also discourage renewable energy
practice since the thermal generators will be cheaper and will work at higher effi-
ciency upon commission, while renewable energy generation source may not be
working as planned out or lead to new problems. However, decreasing fuel prices
also gives an implication that a sudden increase is inhabitable since the fuel price
trend for many years have portrayed that an increase of fuel price is just in the corner.

The market price of crude oil ($/barrel) fluctuates all year around annually for
the past 16 years going from a maximum of about US$150/barrel to a minimum of
about US$12/barrel (Fig. 13) [40].

Surprisingly, the increasing demand in the past few years has a drastic decrease
in the price of crude oil since each barrel now cost as low as US$60 (Fig. 14) [40].

Since crude prices have decreased drastically promoting renewable energy
technologies seem to be a challenge as it is human nature to adopt to cheaper
technologies. The reduced price will decrease the generation cost of diesel engines
hence increasing profit for the Authorities and will discourage the investors to
invest on renewable energy resources due to higher generation cost per kWh.

Fig. 13 Historical crude oil prices
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5.4 Policy

Most of the Island countries have adopted renewable energy policy partially but
considering the present situation and the target they set for the year 2020 or 2030 as
shown in Table 1, these policies need to be revised or improve. In few countries the
energy policies are not yet available or clear, which is actually a major barrier to the
implementation of RE.

5.5 Lack of Technical Expertise

It is very natural that Island countries will suffer from the lack of technical expertise
to coordinate the renewable energy project independently without external supports.
Since most of the Islands are in developing state hence all the major projects on
renewable energy resources are done by professionals hired from abroad to carry
out the required tasks. A major part of the project fund is paid to external expertise
and companies to complete such projects. Also, small island nations pay huge
amount of money just to hire expertise on particular field to inspect or consult on
potential resources or the existing power plants.

With the enormous opportunities and renewable resources most of the Island
countries are below the target level of renewable energy implementation. The
overall barriers can be summarized as: capital investment and high cost of access
the remote island, climate conditions, sufficient management and technical capacity
for management, maintenance and repair of renewable energy systems, socioeco-
nomic structure with small number of population in remote islands. The suggested

Fig. 14 Falls of crude oil prices during recent months
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pathways to overcome these challenges are attracting national and international
investors, building awareness of people for using renewable energy, implementing
the energy policy to achieve a secure and sustainable energy network from
renewable sources.
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Utilization and Optimization of Diesel
Generation for Maximum Renewable
Energy Integration

J.M. Hamilton, M. Negnevitsky, X. Wang, A. Tavakoli
and M. Mueller-Stoffels

Abstract Globally, the vast majority of generation within off-grid communities is
supplied via diesel generation. The extent to which renewable energy source
(RES) technologies can be effectively integrated into these systems depends, to a
large degree, on the configuration and control of such existing infrastructure.
Utilization and optimization of existing diesel generation is accordingly a key
consideration for any successful RES proposal. This chapter explores both modern
and legacy diesel technology and control, as available to maximize RES penetration
within a hybrid diesel islanded network. Diesel generators are relatively inexpen-
sive to purchase, offering a proven, reliable and stable generation source. Diesel
generation is also supported via the ease and availability of both supplier
engagement and technical expertise, services readily at hand to consumers. Their
downside has proven to be the diesel fuel itself, given both volatile commodity
pricing and damaging environmental emissions. These issues have created oppor-
tunity for alternative generation sources, and as we will seen throughout the pro-
ceeding chapters, the advent of both available and cost competitive RES
technologies has given remote communities genuine generation alternatives. RES
technologies will become increasingly important to island countries as they seek to
reduce their emissions and operational costs. How readily RES technologies are
adopted, will depend on how effectively these technologies can be integrated into
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existing networks, with this chapter advocating a hybrid diesel architecture as one
solution to quickly and effectively deliver high RES penetrations. How do islanded
countries embrace the challenges and opportunities of emerging RES technologies?
Will diesel generators become obsolete within these future power systems struc-
tures? This chapter considers these queries, presenting existing generation as part of
the recommended transition. In discussing the role of conventional generation, the
audience is asked to recognize the residual value within legacy assets, identifying a
cost optimized pathway for improved RES integration.

1 Introduction

Globally, diesel accounts for the majority of generation into off-grid and remote
power systems [1, 2], with these communities exposed to some of the world’s
highest power prices [3–6]. Renewable energy source (RES) technologies are
becoming increasingly relevant to these consumers, as they seek to not only lower
their cost of energy, but also reduce the environmental emissions directly resultant
from diesel fuel use [7, 8]. Power systems incorporating both conventional (ther-
mal) and RES generation are termed hybrid power systems (HPS’s). Unfortunately
while RES technologies can offer cost competitive supply alternatives, their output
is unpredictable, and at high levels of RES penetration a potential conflict arises.
As RES penetration increases within a HPS, diesel generators constrain RES uti-
lization, unable to lower their output below minimum load settings. These load set
points are predetermined to ensure engine efficiency and preserve engine condition.
Under high RES penetration, diesel load set points produce surplus generation,
which must be absorbed via regulating devices such as dump loads or energy
storages systems. Hence systems configured for high RES penetration currently
involve increased complexity, expense and waste. Regardless of approach, it is not
currently feasible to totally eliminate diesel generation within a HPS. Instead,
minimal diesel usage is targeted.

Ancillary technologies available to increase RES penetration include battery,
flywheel, dump load and demand management systems. All technologies require
significant investment, increasing the possible RES penetration, but also increasing
the HPS complexity. Improved access to RES technologies requires architectures
offering minimal diesel and ancillary reliance. A key challenge in reducing the
dependence on such technologies remains the performance of existing diesel gen-
erators, specifically their inability to run sustained at low loads [9, 10].

This chapter presents one approach to achieve a cost optimized level of RES
penetration within a HPS. One which provides much of the benefit associated with
prior ancillary approaches, yet at a fraction of the expense. Low load diesel is the
ability to run diesel infrastructure below legacy load limits, for the acceptance of
additional RES contribution. The chapter commences with discussion of the his-
torical context and relevance of diesel generation, before introducing consideration
for both the diesel fuel and emissions compliance aspects. The opportunities and
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challenges for diesel generation within islanded countries are then presented, ahead
of recent developments within advanced diesel technology and control. Operational
theory is briefly discussed, before model development and case study methodolo-
gies, both adopted to determine the impact of hybrid diesel power system perfor-
mance under low load diesel application. Given consideration of the economies of
low load diesel, the chapter concludes, finding low load diesel application to offer a
viable, low cost, low complexity pathway to improved RES utilization.

2 Historical Diesel Perspectives

Rudolf Diesel invented the compression ignition engine in 1892, and since then our
understanding, utilization and demand for the internal combustion engine has
continued to grow and evolve within our environment. Diesel’s first engine found
little commercial application; it was not until he replaced the conventional fuel of
the day, coal, with a by-product from the recent crude oil boom, that he developed a
successful prototype engine. Today, both engine and fuel bear his name, having
found application extensively across the transport (automotive, trucking, marine
and rail), industrial and mining sectors. Stationary power generation remains only a
small subset of this wider diesel engine market. This statement contrast dramatically
with the prevalence of the diesel generator within islanded networks, by both
installed capacity and total annual generation, diesel remains the largest energy
supplier to islanded consumers globally [4, 11]. Diesel generation is accordingly
critical for islanded communities, yet represents only a small percentage of any
diesel suppliers’ order book. It is primarily for this reason, that diesel technology
research and development has failed to prioritise stationary power generation
applications over the past decade. This is not to say that modern diesel techno-
logical and control advances have not been significant, it is simply to point out that
they have not been progressed to address any perceived consumer need within
islanded power systems. Modern technological and control advances have in
reality, been driven by efficiency and compliance initiatives targeting the larger
transport and industrial markets, with this technology filtering down into stationary
power generation product lines via the economies of generic/commoditised engine
platforms (shared engine platforms across markets). The distinction is subtle;
however, the resultant technology pass-through presents significant opportunity for
islanded networks, should they explore the full range of modern diesel generator
capabilities.

How has the diesel generator risen to such prominence within islanded net-
works? For one very telling reason, the ease and availability of equipment, fuel and
technical expertise. Diesel generator and fuel supply networks are well established
to practically every corner of the globe [12]. Diesel generators power Antarctic
expeditions as readily as they supply nomadic desert tribes, with little need to
deviate from stock standard engine architectures. Diesel generation has been
demonstrated in such remote applications for decades, representing a low risk
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supply approach. Indeed given both the geographic isolation and entrenched
operational practices, diesel generators have, in many instances, been seen as the
only generation options for islanded communities. Add the short lead times and
small capital investment, and you can appreciate why diesel generation now rep-
resents the majority of existing and planned generation to islanded consumers [13].
Unfortunately, some significant downsides are associated with large-scale adoption
of diesel generators for energy supply, principally diesel price volatility and diesel
fuel emissions [14].

3 Diesel Fuel

Consideration of diesel fuel characteristics is always relevant in consideration of
diesel generator performance, given the ability to bias performance comparisons via
the introduction of non-standard fuel or atmospheric conditions (one reason for
diesel test standards). Diesel fuel also represents the largest single contributor to the
levelized cost of diesel electricity within islanded countries [15]. Thus, some
familiarity of diesel fuel standards and test conventions is essential for the engineer
in assessing the role of diesel generation within any power system. The term diesel
fuel can refer to any fuel used within a compression ignition engine, however
commonly refers to fuels refined for commercial vehicle use (ASTM International
grade 2-D for the United States). Importantly such classification and standards set
defined limits for the viscosity, volatility, cleanliness, density, acidity, low tem-
perature performance, stability and heating value for various grades of diesel fuel.
Such parameters are relevant to the operation of islanded diesel fired generation
given their impact on the operability, reliability, cost and cleanliness of the resultant
energy provision. Viscosity, the resistance to flow, is critical to successful lubrica-
tion where the fuel itself provides a barrier to opposing surfaces. For diesel fired
generation this characteristic impacts fuel pump and injector performance, with both
components at least partially dependent on the fuel for lubrication. Importantly, fuel
cleanliness is also key to successful lubrication, with both inorganic components and
organic acids responsible for abrasive and corrosive engine wear at certain levels.

Low temperature operability involves the solidification of wax components
under certain temperatures, with the potential to gel the fuel. The quality of fuel
available for islanded generation thus has an appreciable impact on engine per-
formance, with any change to fuel quality likely to impact system performance [16].
Such considerations are most commonly encountered when biodiesel blending is
contemplated. Biodiesel is the synthesis of vegetable or animal-based diesel fuel, as
opposed to a fractional distillate of crude oil. Biodiesel blending, as the name
suggests, involves the addition of biodiesel to crude based diesel products, and is
considered further, separately in this chapter. Biodiesel blending represents a
common approach to reduce diesel emissions, and while the potential to reduce the
environmental impact of diesel generation exists, the quality of the fuel must be
accessed to fully appreciate the engine and emission impacts.
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Diesel fuel comprises of thousands of individual hydrocarbon components, most
of which have a carbon number between 10 and 20, as shown in Fig. 1. Most
commonly these compounds represent hydrocarbons from the paraffinic,
iso-paraffinic, naphthenic or aromatic classes [17]. The impact of hydrocarbon class
to fuel properties is summarized in Table 1.

The cetane number of a diesel fuel represents a measure of the combustion speed
and ignition quality. It is an inverse of the octane rating, similarly used to define
gasoline (petrol) fuel auto ignition tendency. The higher the cetane number, the
superior the fuel quality.

Fuel density is conventionally represented as kg/m3 or g/cm3, representing the
mass per unit volume of the fuel. Relatively density, sometimes referred to as
specific gravity, is defined as the ratio of fuel density to the density of water at a
reference temperature. Another common measure for fuel density used in the
United States is API gravity, expressed as degrees API, Eq. 1 [18].

API0 ¼ 141.5
relative density

� �
� 131:5 ð1Þ

The heating value of fuel is the heat energy released upon ignition as represented
adopting either a mass or volumetric basis. To convert between one to the other, the
density of the fuel is used. Common values for both density and net heating value
are shown in Table 2. The heating value of petroleum fuels can be estimated via
Eq. 2 [18].
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Fig. 1 Diesel fuel generic
carbon distribution. Source
Chevron 2007 [17]

Table 1 Hydrocarbon class fuel performance properties

Fuel property n-Paraffin Isoparaffin Naphthene Aromatic

Cetane number ++ +/0 +/0 0/−

Low temperature operability − +/0 + +

Heating Value − − 0 +

+ positive or beneficial impact on fuel
0 neutral or minimal impact on fuel
− negative or detrimental impact on fuel
Source DieselNet 2013 [18]
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Net Heating ðMJ/kgÞ ¼ 46:423� 8:972q2 þ 3:170q
� �

1� xþ yþ zð Þð Þ
þ 9:420z� 2:499x

ð2Þ

where

q represent the fuel density in g/cm3 at 15 °C,
x represents the mass fraction of water,
y represents the mass fraction of ash,
z represents the mass fraction of sulfur.

4 Emissions Compliance

Intuitively, the engineer understands the link between engine load and temperature,
a heavily loaded engine becoming hot in a very short time. From an emissions
perspective, any change in engine and thus exhaust temperature, has a significant
impact on exhaust emissions. In part such emissions performance is representative
of combustion efficiency, however, thermal deactivation of the after treatment
catalysts can also play a significant role. Hybrid diesel architectures place additional
requirements on the way diesel engines are loaded and operate, and in doing so,
detrimentally impact the emissions performance of the system.

Until recently, emissions compliance was approached via engine redesign, lar-
gely targeting combustion refinement. Engines have simply been made more effi-
cient to meet prescribed targets. However, with increasingly stringent emissions
limits, the rate of technology development is proving insufficient to deliver the
required performance. Engine manufacturers are in addition to efficiency
improvement, increasingly forced to adopt post combustion emissions treatment.
As a result, most new diesel engines sold into regulated markets, now offer some
form of advanced exhaust after treatment. Discussion on this topic is particularly
relevant to systems targeting high RES penetration, given the temperature critical
nature of many exhaust after treatment approaches (chemical treatments/catalytic
reactions, for example), and the notable impact high RES penetration has on engine
loading and thus exhaust temperatures.

Table 2 Density and net heating value of different fuels

Fuel Density(15 °C) g/cm3 Net heating value

MJ/kg Btu/lb MJ/m3 Btu/gal

Gasoline 0.735 43.33 18,630 31,830 114,200

Premium gasoline 0.755 42.89 18,440 32,390 116,200

Jet fuel 0.795 42.85 18,420 34,060 122,200

Diesel fuel 0.850 42.64 18,330 36,240 130,000

Source DieselNet 2013 [18]
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Diesel engines, as with all combustion engines, produce an exhaust stream,
expelling unwanted by products via the combustion process. Under ideal combus-
tion conditions, these emissions would consist of carbon dioxide (CO2), water
vapour (H2O) and unreacted air charge, Nitrogen (N2) and Oxygen (O2).
Unfortunately, ideal combustion conditions are almost impossible to recreate, given
the complexities of the process, and as such additional pollutants are also exhausted
to atmosphere. These pollutants result from any combination of unburnt fuel, the
presence of foreign substances (lubrication oil or particles of engine wear), catalytic
reactions, or any combination of reactive components exposed to the high temper-
ature and pressures resultant in the cylinder during combustion. Common pollutants
include carbon monoxide (CO), various hydrocarbons (HmCn), nitrogen oxides
(NOx), sulphur oxides (SOx) and particulate matter (PM) [19]. It is even possible for
exhaust after treatment system to contribute additional components to the exhaust
profile, thus any change in engine duty cycle, fuel, control or environment needs to
consider the possibility of emission variation and non-compliance.

Diesel emissions become a problem when the unwanted exhaust gases or pol-
lutants exceed threshold quantities. One complexity of exhaust emissions compli-
ance remains the different engine processes responsible for different pollution types.
A risk to any engine modification program remains the possibility that measures
successful in addressing one specific emission parameter, subsequently
impact/increase the levels of other pollutants. A co-ordinated emissions compliance
approach is thus a complex undertaking. In addition, increased attention is now
being paid to particulate size, with various adverse health impacts linked to not only
the type and volume of pollutant, but also the particle sizing. One common approach
to classification of diesel exhaust particle matter defines particulates less the 10lm
according aerodynamic diameter as follows (diameter of 1 g/cm3 sphere) [20];

• PM10—particles less than 10lm (typically material originating from engine
wear)

• Fine—particles less than 2.5 lm
• Ultrafine—particles less than 0.1 lm (typically heavier hydrocarbons)
• Nano—particles less than 0.05 lm (typically lighter hydrocarbons).

A typical PM size distribution is presented in Fig. 2 with two distributions, by
number and by mass provided. Of relevance, the reader should note the high
percentage of PM content within the nanoparticle range. PM exhaust emissions are
thus characterized by a large number of very small, very light particles. These
particles are so light that they have essentially no appreciable impact on the total
mass of PM, with the tendency to beoverlooked. The distinction is important given
increasing concern over the health impacts of small particle exposure (particles
which penetrate deeper into organic tissue given their size), with modern engines
performance standards evolving to address PM emission by both number and mass.

Carbon dioxide (CO2) contributes the largest relative concentration of all such
pollutant exhaust gases, principally given its role within the ideal combustion cycle;
unfortunately, it is also a key contributor to human induced climate change, with
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recent increases in the atmospheric levels of CO2 known to play a role in the
adverse warming of the earth’s climate. CO2 emissions are directly correlated to an
engine’s fuel consumption, and thus improvements in engine fuel efficiency directly
result in reduced CO2 emissions.

Carbon monoxide (CO) is a colourless, odourless gas, which becomes flam-
mable at high concentrations. CO emissions from diesel engines typically range
from 10 to 500 ppm [21], although exceedance of these limits can occur during
engine transients. The oxidation of CO with O2 over certain catalysts can release a
significant amount of heat, resulting in possible thermal deterioration of various
emissions after treatment technologies.

Hydrocarbons (HnCm) and particulate matter largely result from unburnt fuel and
lubrication oil, with the latter effectively controlled with exhaust particulate filters.
The generic formula for hydrocarbons represents n atoms of hydrogen with m
atoms of carbon. Hydrocarbon gases may exhibit an irritating odour, and can be
carcinogenic. Concentrations of hydrocarbons in diesel exhaust typically range
from 20 to 300 ppm [21].

Nitrogen oxides (NOx) principally consist of Nitric oxide (NO), and Nitrogen
dioxide (NO2), both poisonous and highly reactive gases. Concentrations of NOx

within diesel exhaust emissions are typically between 50 and 1000 ppm [21].
While NO is a colourless, odourless gas, NO2 is a red/brown gas of unpleasant
odour. NOx have been identified as principal agent in the formation of ozone (smog)
on hot summer days. As NOx formation remains temperature dependent, one
effective way to reduce NOx formation is to lower the cylinder temperature.
Selective catalytic reduction (SCR) of NOx with urea has also proved highly
effective at controlling NOx emissions [22].

Sulphur oxides (SOx), SO2 and SO3 generally originate from sulphur present in
diesel fuel and lubricating oils, as a result efforts to limit sulphur oxides have
involved the development of low sulphur and sulphur free fuels. For low sulphur
fuels, lubrication oil consumption can start to present as a major source of SOx

emissions.

Fig. 2 Diesel particulate size
distributions. Source
DieselNet 2013 [20]
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Measurement of diesel exhaust emissions are typically performed on a
dynamometer test stand, with the dynamometer responsible for providing resistance
to the engine torque via mechanical or electric resistance, Fig. 3. Pollution is
typically recorded as grams of pollutant released per kWh of mechanical energy. It
is important to note the destination between mechanical and electrical energy, for a
diesel generator, engine mechanical output is always higher than the generator’s
electrical output (considering for losses in the generator). Engine manufacturers will
typically use kWh mechanical (kWhm) as a metric for fuel consumption and
emissions reporting, with the reader required to confirm a similar measurement
basis for any two test reports prior to comparison. The engine is run through a
predetermined test cycle representative of real life operation. It is typical for high
ramp rate events, common within a hybrid diesel system under high RES pene-
tration, to represent a large share of any averaged emissions contribution, despite
these events representing only a small percentage of total operating hours. Exhaust
gas is typically collected by the sampling instrument, Fig. 4, prepared for analysis
(including dilution and chilling) and analyzed using any one of electrochemical,
infra-red or magnetic response.

Commercially available exhaust gas emissions sensors conveniently package
multiple analysis technologies into a single unit, with the user able to operate the
instrument without knowledge of the underlying principal. In this regard, emissions
performance testing is simplified, however the operator should be aware of the
specific instrument accuracy, sampling and response times as these are often
insufficient to capture transient response. PM emissions are treated separately from
gases exhaust emissions, with analysis typically using either opacity (optical) or

Fig. 3 Diesel engine test bed. Source John Deere 2005 [23]
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gravimetric (weight) assessment of deposited particles to determine the PM mass.
Under both of these approaches, comparison across tests can be poor unless the
methodology is standardized, hence PM measurements are notoriously hard to
correlate across dissimilar test and of most benefit in determining relative
variations.

Diesel particulate filters are the most common and cost effective form of post
exhaust solid phase emissions treatment, consisting simply of a particulate trap. The
filter screens the exhaust flow utilizing a number of possible filtration mechanisms
to remove particles from the exhaust stream. Such particles are primarily carbon
soot, with the volume of soot sufficient to obstruct flow through the filter in as little
as a few hours of operation. Diesel particulate filters subsequently use filter
regeneration techniques to extend the service life of the filter indefinitely. In
principal, these techniques allow for the supply of heat and air to the embodied
carbon for the promotion of oxidation to gaseous CO2.

Emissions control catalysts are the most common and cost effective form of post
exhaust gas phase emissions treatment, consisting simply of passive catalyst system
through which the exhaust gas is diverted. Catalytic converters typically adopt a
noble metal as the active catalyst, such as platinum (Pt), palladium (Pd) or rhodium
(Rh). Diesel oxidation catalysts have been used successfully to control CO, HmCn,
and organic PM via oxidation of these exhaust gas compounds. Unfortunately,
oxidation is also the mechanism for SOx reaction to sulphuric acid H2SO4. Diesel
oxidation catalysts are generally not effective at oxidation of NOx emissions, with
SCR catalysts generally adopted for this task. Another disadvantage of this
approach is the temperature dependent performance of many catalysts, with reaction
conversions increasing with temperature. Accordingly, function at light load and
low temperature can present some problems for catalytic conversion systems,
Fig. 5. A potential solution to light load applications has been the use of element
absorbers to store emission contaminants (washcoat storage), until higher engine

Fig. 4 Exhaust emissions
measurement equipment.
Source DieselNet [24]
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loading provides more favourable catalytic temperatures, this approach however
also adds further complexity to the emissions process.

The engineer charged with RES integration can start to appreciate the com-
plexities of emissions compliance in addition to the integration and control
requirements of any hybrid diesel architecture. In support of this goal, the signifi-
cant reduction in total kWh generated via diesel supply can be used to demonstrate
significant net environmental and health improvements, however should per kWh
emissions performance exceed acceptable limits, modification to the after treatment
system may be required.

5 Islanded Markets, Challenges and Opportunities

The preceding discussion could quickly lead the reader to form an overwhelming
negative view towards existing diesel generation, however in moderation, existing
diesel generation presents islanded communities with a supportive platform from
which to advance RES integration. Admittedly, diesel fuel is expensive, both as a
commodity and considering the environmental impact associated with its extrac-
tion, refinement, transportation, storage and eventual consumption [27]. Diesel fuel
is however, in amble supply and can safely be stored, providing energy reserves for
systems looking to stabilize a stochastic renewable energy supply. The challenge
for many islanded countries is thus to, as far as possible, minimize diesel genera-
tion, via the introduction of alternative generation, and to limit diesel utilization to
the provision of essential services, those unavailable from commercial RES’s. The
opportunity remains to transition diesel from a base load energy source to an energy
storage source, and in doing so provide islanded communities with a pathway to
reduced diesel reliance.

Estimates as to the global market capacity of installed diesel generators is in the
order of 1000 GW, and growing, to meet the needs of emerging economies and

Fig. 5 CO and HC
conversion in diesel oxidation
catalyst. Source DieselNet
[25]
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communities hungry for electrification. This market serves among other commu-
nities the more than 10,000 inhabited islands around the world, home to an esti-
mated 750 million islanders [28]. Within Asia, Indonesia itself claims over 1000
habited islands, with a national policy in place to achieve 70–90% electrification
over the coming years. The state-owned electricity company, PNL, has an ambi-
tious “1000 islands” program to deliver solar diesel hybrid systems across their
portfolio. Within the Pacific Islands and Territories, a community exceeding some
3000 islands, major population centers rely almost exclusively on diesel generation,
while at the same time facing the worlds’ highest fuel costs [6]. Given a global push
for increased electrification, growth in islanded consumption and reducing RES
costs, these communities are increasingly turning to RES technologies to provide
for their future energy needs. Acknowledgeing that 97% of these communities
currently rely exclusively on diesel generation, there is both urgent and expansive
opportunity to implement renewable energy systems into this market.

Case studies reviewing the cost of diesel fired generation across the pacific
quantify the cost of diesel based electricity supply as between $300 and $400 US
per MWh. A similar review of off-grid diesel fired generation costs for mining
operations across Australia is presented in Fig. 6. It can be readily appreciated that
for both wind and solar technologies returning a cost of generation under $200 US
MWh, there exists amble scope for RES integration into these diesel systems.
Modelling across the same pacific case studies referenced earlier concluding cost
savings of between 12 and 16%, with PV generation contributing between 30 and
40% of the total island generation [5].

Fig. 6 Solar PV versus diesel generation cost comparison. Source AECOM 2012 [26]
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While economic and environmental justification for RES integration appears
straight forward, there are a number of issues to address. First the economic reality
is never clear cut, with the true cost of diesel generation very rarely passed directly
onto the consumer. Various government rebates, market subsidy’s and tariff
structures typically discount the cost of diesel fired generation to remote consumer
[29]. The rational for such intervention is often well intentioned, to promote
electrification to remote communities and to ensure affordable and accessible
electrical supply, however, barriers to renewable integration are introduced, with no
single entity able to appreciate the true pass-through cost of diesel generation.
Second, diesel generation is most likely the established fuel source to the com-
munity, with diesel fuel well established within the commerce and customs of the
community. Accordingly, those parties financially dependent on its continued
prosperity stand to oppose RES integration. The RES developer is often wise to
understand these existing commerce flows prior to finalizing the structure of any
project, with one solution to share financial gains widely across the community to
foster improved social license.

Unfortunately, the environmental argument is equally complex, with available
land and land tenure often impacting RES deployment. A number of RES tech-
nologies can require a substantial footprint, as compared to a conventional diesel
power station. Whether the proposed development impacts agricultural land, fish-
eries or possibly airspace, these resources are often limited and high prized within
islanded countries, requiring the design and approvals process to carefully manage
such considerations. Equally, the ownership model of these resources may involve
multiple parties, or even entire villages, with lease and access agreements often
difficult to secure in such instances. One solution to these concerns maybe to
incorporate RES technologies into community assets, for which the community
receives direct value, say in the case of elevating solar PV panels to provide
accessible shade and vehicle parking at a community venue.

Technological barriers exist for RES integration given the added complexity
additional generators impose into the network. In addition to scheduling and
co-ordinating, these additional sources with legacy generation to meet demand,
operators have to understand the safe levels of RES penetration given system
stability requirements and the inability of common RES designs to allow for
reactive power provision and islanded operation. Cultural barriers exist given the
significant opposition many communities can have to new and unfamiliar power
generation. The systems can be seen as complex, hard to operate and maintain, and
unreliable, given human tendency to first blame new and unfamiliar change for any
disruption, regardless of the actual fault condition. Many of these barriers are
genuine issues for islanded communities. With little established RES expertise
available, the operations and maintenance can appear overly complex. Historical
development models, reliant on external aid funding and expertise to develop RES
projects, do little to establish local ownership and expertise for the asset once the
project is operational.

Utilization and Optimization of Diesel Generation … 33



6 Hybrid Diesel Architectures

Off-grid hybrid systems are built to service communities unable to connect to
conventional network electricity supply, offering these consumers a comparable
level of service and reliability. As we have seen, the majority of these systems adopt
diesel generation for their energy supply, however with an increasing justification
for RES use, many islanded countries have transitioned to a hybrid diesel archi-
tecture. A hybrid diesel architecture is one using both diesel and renewable gen-
eration sources. The advantage of this approach is its ability to extract benefit from
each generation source, mitigating the downsides inherent to either technology in
isolation. Diesel generation is polluting and reliant on an available and affordable
diesel supply. Renewable generation is highly variable, with the power system
operator left with little control as to when and how much renewable generation will
be available to consumers. Hybrid diesel systems use diesel generation to provide
system stability and reliability, while integrating RES technologies to reduce
emissions and reduce generation costs. As such the approach mitigates many of the
risks inherent with RES reliance. The diesel generation system and infrastructure
remain in place and available should the operator need to restore historical per-
formance levels, with additional generation sources iteratively introduced to the
system as familiarity and confidence regarding their performance is established.
Hybrid diesel systems currently represent the default approach for any system
upgrade or redevelopment.

Which RES to adopt within a hybrid diesel system is always a site specific
consideration. Multiple RES technologies have been presented within this text, with
the developer afforded an apparent wide array of possible technologies. In reality
almost all systems currently use either wind, solar PV or both, as the mainstay of
their renewable portfolio. The reason for the dominance of these two technologies is
simply a matter of cost. Some considerations pertinent to either technology are
presented below for completeness.

Wind is currently the most cost competitive renewable technology, subject to a
suitable wind resource [30]. With the growth of the Chinese wind market, both as a
consumer and supplier of technology, the industry has seen technology develop-
ment move away from high wind speed platforms, to develop a range of moderate
to low wind, large rotor solutions. This shift is reflective of the lower wind resource
prevalent across much of mainland China, and indeed much of the rest of the world.
Accordingly, there is now more choice in wind turbine technology than ever before.
Key considerations for islanded countries contemplating RES suitability should not
overlook transportation and erection issues. Wind turbine blades alone can span in
excess of 70 m. Complex vehicle access can quickly rule out use of such a large
rotor, while availability of lifting solutions to install tall tower wind turbines can
equally become prohibitive if a crane with sufficient boom extension is not avail-
able regionally. Additionally with these large rotor platforms, rated to multi-MW
output, the turbines may simply be too large for the local demand. Consideration of
multiple smaller platforms may improve the purchasing position of the developer,
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with more prospective suppliers interested, however in response a larger number of
suitable sites need to be available for development. Sites closer than 1000 m to
occupied residences are typically avoided given the potential for audible noise
pollution. Finally, wind development needs to consider the site extreme wind speed
risk, with many cyclonic regions unsuitable for conventional wind technologies.
Custom tilt-down, tilt-up solutions are available to mitigate this risk, but unfortu-
nately limit the developer’s technology choice, as few suppliers offer commercial
products with this capability.

Solar is increasingly becoming the default option for hybrid diesel integration,
while the systems return a higher cost of energy in comparison to wind develop-
ments, they have many attractive advantages. Of immediate note solar develop-
ments do not require an extensive site resource evaluation. Whereas for a wind
project a minimum of 12 months of measured hub height wind data is required to
select the appropriate technology and prepare a business case, solar PV projects can
be commenced with little to no site monitoring. This ability allows solar projects to
commence with substantially less delay and cost in comparison to a wind project.
Solar also scales to practically any capacity the consumer may require, simply by
adding or subtracting panels. This modular functionality allows solar to be dis-
tributed across a network, say on residential rooftops, or centrally located at a large
solar farm, one downside to the latter being the large area required for solar pro-
jects, typically in the order of 6 acres per MW of installed capacity [31]. Solar is
also incapable of providing network frequency and voltage support without
inclusion of grid forming inverter technology. Regardless of the RES preference the
possible renewable penetration, and thus the effectiveness of the hybrid architecture
is significantly influence by the type, control and co-ordination of the generation
sources, as discussed further in the next section.

Ancillary technologies commonly integrated within hybrid diesel systems
include energy dissipation (dump load, co-generation, tri-generation) and energy
storage (battery, flywheel) systems. Energy dissipation systems are essentially used
to allow the generation to exceed demand, with the excess generation diverted to
serve an artificial (dump load) or supplementary (co-gen, tri-gen) loads. Fast acting
demand management of these loads can be used effectively to provide frequency
response and control within an islanded power system. For example should the
system encounter a dip in renewable output, instead of requiring a response from
the online diesel generation, such ancillary loads can simply be curtailed to
maintain the supply and demand balance. While dump loads are fairly cost effec-
tive, consisting essentially of paired dynamic resistors, the resultant energy
throughput serves no useful function. For the higher complexity and higher cost
co-gen and tri-gen applications, where waste heat is used to support a heating or
cooling application respectively, much of this available heat (up to 70% of the fuels
available thermal energy, of which almost half is recoverable) can serve a practical
need within the community. Finally energy storage technologies are now available,
facilitating storage of the energy for use within the system at a future time. The
benefit of storage approaches is enormous, able to extend RES integration to meet
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100% of an island countries demand. Unfortunately, such systems are currently cost
prohibitive, with standard hybrid diesel architectures preferring to adopting a dump
load capability to rationalize required system investment [13].

7 Advanced Diesel Technologies and Control

Advanced diesel technologies and control entail a range of approaches available
within a hybrid diesel architecture to achieve cost optimized renewable penetra-
tions. In other words, how to get the greatest value from any renewable capacity
available within a hybrid diesel system. Correct selection and control of your
generation sources is key to the effective operation of a hybrid diesel system, and to
this extent configuration and control is the primary metric impacting on the success
of any RES development.

7.1 Low Load Diesel (LLD)

Diesel generator sets are commonly adopted for a variety of reasons, including
equipment affordability, availability of fuel supply and access to engineering sup-
port. Unfortunately, conventional diesel generators need to operate heavily loaded
to ensure efficient and reliable operation, a scenario which leaves limited scope for
meaningful renewable generation. Thus, consumers become stranded between the
need to run their diesels heavily loaded, to ensure efficient operation, and their
increasing awareness of the adverse impacts of climate change, of particular rele-
vance to many islanded communities.

A range of innovative renewable energy technologies are increasingly becom-
ing both available and cost competitive with diesel generation [10]. A hybrid
approach coupling renewable generation with diesel generation is rapidly
becoming a default solution to both reduce fossil fuel reliance and the cost of
energy. As renewable penetration increases within a hybrid diesel system a
potential conflict arises, with the diesel generators unable to lower their output
below a minimum operating set point. Such load set points are predetermined to
ensure engine efficiency and preserve engine condition. Under high renewable
penetration, diesel load set points produce surplus generation, which must be
absorbed via regulating devices such as dump loads or energy storages systems.
Hence, systems configured for high renewable penetration currently involve
increased complexity, expense and waste.

Low load diesel technology offers one solution to minimizing surplus generation
under high renewable energy penetration, adjusting the way legacy generators are
used within an islanded power system. Conventionally, diesel is used for the
majority of power supply, with only a small component of renewable generation
possible. Under low load application, diesel use is more about energy storage, with

36 J.M. Hamilton et al.



diesel called upon to back up renewable generation, covering periods when
renewable generation is unavailable. How effectively communities’ transition from
diesel to emerging energy storage technologies relies on a systems ability to
maximize their current renewable penetration. Low load diesel technologies sig-
nificantly reduce the cost of high penetrations of renewable energy into remote and
off-grid power systems. Removing the barriers to low load diesel operation pro-
mises to deliver the lowest cost pathway to reduce remote community reliance on
diesel generation. LLD capability is available to both legacy and new diesel
generators.

To understand the emergence of low load diesel application, the engineer must
understand historical resistance to the practice, particularly as many communities
reliant on diesel for their energy maintain these perspectives. Historically, a number
of operational issues have been associated with low load operation including wet
stacking, slobbering, turbocharger sooting and cylinder glazing or honing [33]:

• Wet Stacking
Wet stacking is a condition diagnosed via the observation of unburnt fuel
condensing within the diesel engines exhaust (otherwise known as the engines
“stack”). Wet stacking is essentially a result of low cylinder temperatures, and
given the correlation between load and temperature it is easy to understand the
connection between low loads and wet stacking. At low loads, insufficient fuel is
delivered to the cylinder to maintain the optimal thermal equilibrium. In many
cases, constant rate engine cooling can contribute to this thermal imbalance,
with the introduction of variable load engine cooling an effective investment. As
the cylinder temperature drops, heat is removed from the hot combustion gases
at an increasing rate. As a diesel engine relies on these hot combustion gases to
provide an optimal combustion environment, a heat deficient leads to incom-
plete combustion. The fuel condenses in both the exhaust stack, turbocharger
and within the lube oil, while soot accumulates on injectors, pistons, cylinder
liners. Fuel seepage commonly presents an aesthetic and safety issue. By far the
largest engine impact results from soot build-up or carbonization of the engine
components, Fig. 7.
Wet stacking is a positive feedback process, with incomplete combustion further
reducing combustion efficiency across subsequent cycles. Sooting of the
injectors reduces the accuracy, timing and spray formation of fuel delivery into
the cylinder, and subsequently also impacts the combustion efficiency. Injector
sooting represents an issue of increasing concern for modern engines, with
modern technologies increasingly reliant on precise injector timing and burst
performance to meet efficiency and emissions targets, Fig. 8. It is now common
practice to adopt multiple injectors per cylinder, with each injector synchronized
to a multiple burst pre and post combustion injection schedule, requiring micro
second precision.

• Oil Dilution
Oil dilution results as a symptom of low cylinder temperature and pressure. We
have previously discussed the development of low cylinder temperatures, and
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equally, low pressures result from a combination of incomplete combustion and
low air charge boost pressure. Air charge boost pressure being directly pro-
portional to exhaust gas flow rates. Under these conditions the piston ring
provides only a partial seal to the cylinder liner, with the resultant piston flutter

Fig. 7 Wet stacking of a diesel engine. Source Clifford Power [32]

Fig. 8 Sooting of injectors and resultant spray disruption. Source Chevron 2007 [17]
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leaving an excessive oil film against the cylinder walls. Oil which has subse-
quently mixed with fuel and returned to the engine sump exhibits modified
properties as a result of additional contaminants, requiring more frequent oil
replacement.

• Turbocharger Sooting
At low loading exhaust volumes drop, to the extent that the turbocharger, Fig. 9,
may idle. At idle the gaskets within the turbocharger are unable to maintain an
effective seal, and oil passes through to the compressor. Oil ingress to the
compressor, in addition to shooting of the turbo impeller blades, results in
performance detrition, imbalance and possible turbo failure.

• White smoke
White smoke is a direct symptom of low temperature combustion, with unburnt
fuel leaving the exhaust stack as fuel vapour.

• Blow-by
Blow-by refers to the phenomenon of exhaust gas blowing past the piston ring
and into the crankcase. Some blow-by is unavoidable, however as blow-by
increases so does the crank case pressure, placing additional strain on the
crankcase seals and oil separator, leading to oil egress from the crankcase.

Fig. 9 Turbocharger geometry. Source MTU 2014 [34]
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• Black smoke
Black smoke is a direct symptom of low temperature combustion, with car-
bonized oil and fuel residue leaving the exhaust stack as black carbon particulate
matter. Black smoke usually occurs following a period of low load operation, as
the engine load is raised sufficiently to dislodge any carbon residue from the
piston and cylinders. Most vehicle drivers are familiar with this phenomenon,
having observation black exhaust smoke as a diesel truck accelerates. Upon
application of the throttle, a thick cloud of black smoke is released to the
annoyance of other motorists. While the black smoke presents health concerns,
the emissions are beneficial to the engine, as they represents a purge of the
engine’s carbon accumulation. Black smoking is also only a short term phe-
nomenon, lasting the period required to purge the carbon accumulation from the
engine.

• Con rod bearing wear
Varying cylinder pressures result in a non-uniform load profile across the con
rod bearings. Excessive loading leads to increased bearing wear and reduced
bearing life.

• Cylinder liner wear
Cylinder wear can often be misunderstood, as a number of distinct wear
mechanisms exist. Additionally, many engineers do not realize that modern
engines require no run-in period. Running in an engine was historically required
to remove slightly elevated ridges from the cylinder liners surface, effectively
matching the piston ring and cylinder tolerances. As modern cylinder liners are
produced with the required surface finish, they run efficiently off the shelf. The
critical parameter under either scenario remains the surface finish of the liner.
Too smooth, or too rough a surface and the liner has reduced capacity to hold
the required oil film essential for lubrication. As mentioned, two distinct phe-
nomena exist to reduce the surface roughness below optimal, bore glazing and
bore polishing. Bore glazing occurs as fuel and oil derivatives coat the cylinder
liner, flash burning to form a smooth glazed coating (similar in concept to
glazing ceramics during kiln firing). If left too long without a purge cycle,
cylinder glazing can require cylinder replacement or jeopardize the engine
condition. Liner polishing is characterized by a mirror finish within the cylinder
bore, indicative of local mechanical wear at that surface. The wear is often a
result of oil contamination, leading to replacement of both the cylinder liner and
oil, the later to restore the correct lubrication characteristics.

• Piston ring carbonization
Accumulation of carbon on the piston ring can result in polishing. Carbonization
results from the same low load mechanism described above, however in this
instance a high risk of piston seizure exists.

Thankfully a number of technologies and approaches exist to mitigate the issues
historically preventing low load application of diesel generator sets. Essentially,
they all seek to improve the thermal characterisation of the engine, with a number of
technologies discussed further below.

40 J.M. Hamilton et al.



7.2 Load Variable Cooling

Stationary power diesel generator sets commonly adopt a geared fixed speed
cooling fan. If the engine is running the fan is on. Not only is this inefficient, it
restricts low load capability given unnecessary air movement and some degree of
convective cooling of the engine. Load variable cooling is one easy approach to
improve both efficiency and low load diesel capability.

Heat transfer to the coolant system represents between one quarter and one third
of the total combustion energy for a conventional diesel engine [35]. This number
may surprise some readers, with a substantial amount of heat flowing from the
engine. Under normal operation this is actually the purpose of the cooling system,
to extract excess heat from the engine to ensure the function and condition of the
engine components. With increasing adoption of low load operation (that of
increased RES utilization), the thermal proposition is somewhat reversed, requiring
the retention of thermal inertia within the engine block (while a similar requirement
exists during startup, startup remains a short duration application, whereas low load
operation is not). Thermostatic valves are commonly employed to bypass the flow
of cooling fluid during startup and low load operation, however as stated, the
coolant fans typically remain on. Parasitic loss for cooling fan operation is typically
within the order to 2–3% of the engines rated mechanical output. Load variable
cooling introduces opportunity to reduce much of this parasitic loss, by as much as
80% [35], typically via the introduction of a hydrostatic or variable speed fan drive.
In addition to load variable cooling, redesign of the cooling system for low load
application introduces opportunity to incorporate heat recovery mechanisms into
the cooling circuit. Such heat recovery systems are common for combined heat and
power applications, where the waste thermal energy is used to supply a heat load in
parallel (co-generation). Under a load variable cooling application, this same heat
energy is efficiently stored within the system to serve as a thermal source when
benefit exists in elevated water jacket temperatures. The concept has found limited
commercial application, principally via the integration of a dump load element into
the engines water jacket, allowing for additional heat to be made available to the
diesel engine during periods of high renewable penetration (and consequently low
diesel loading). The benefit of which being higher permitted RES utilization via
reduced low load level operation and improved diesel engine ramp rate (transient)
response characteristics. Cold engine performance is known to delay transient
response by 50–100% subject to ramp rate requirements. While variable load
cooling has been observed to increase fuel efficiencies by up to 16%.
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7.3 Multi-burst Common Rail Injection

While modern diesel engines are essentially all direct injected, injector capability
varies significantly across platforms and suppliers. Common rail injection, sup-
ported by electronic governor control is essential to ensure the required injector
capability, that of accurate metering combined with fast response. Injector research
and development has also seen a move to higher and higher injection pressures,
primarily to improve fuel delivery and spray formation, a key driver of combustion
efficiency. Significant injector development and refinement is ongoing, with
advanced materials being incorporated to further improve response times and flow
control (for example direct acting piezoelectric injectors are able to provide flow
rate shaping via control of the charge stored in the piezoelectric stack). To this
extent injection systems now commonly represent over 30% of the entire engines
production costs.

Fortunately or not, refinement of inject performance is outside of the control
permitted for most diesel operators. However it is imperative in selecting a diesel
generating set that the engineer be aware of the injector options given the tuned
combustion staging available across a range of load profiles with improved injector
control and response.

7.4 Variable Injection Nozzle Geometry

Injector nozzle geometry is typically optimized for conventional loading applica-
tions, with variable injector nozzle geometry one recent development, providing the
ability to customize nozzle geometry for low load applications. The ability to
reduce nozzle geometry at low loads extends to superior fuel delivery pressures,
better spray penetration and formation and improved combustion efficiency.
Variable injector nozzle geometries are typically achieved via multiple injection
holes, with the injector able to select across ports to suit the loading condition.

7.5 Cylinder Switching/Deactivation

Cylinder deactivation, also known as variable displacement, is used effectively to
reduce fuel consumption and emissions under low load operation. The principal
involves turning off an even number of cylinders during low load operation to allow
for a higher fuel and air loading across the remaining cylinders. Cylinder deacti-
vation is achieved by keeping the inlet valves, and in some cases also the exhaust
valves closed, while deactivating the injectors to those same cylinders. Deactivated
cylinders reduce the air consumption across the air charge system, reducing
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pumping loses and allowing for higher cylinder pressures across all remaining
active cylinders. The resultant deactive cylinders act as an “air spring” further
improving the mechanical efficiency of the engine. As the engines mechanical
output remains fixed, simply with fewer cylinders to supply the required torque,
fuel loading increases to simulate proportionally higher loaded operation. A number
of deactivation combinations are possible to any engine, with the ratio of deactive
cylinders proportional to the de-rated capacity of the engine.

For example, an eight cylinder engine rated at 400 kW, deactivated to four
cylinders, would be capable of delivering an adjusted 200 kW. The benefit being
this load state now represents a higher cylinder loading and therefore efficiency,
than that available when the entire engine was active. It is vital that the engine
manufacturer select the configuration of cylinders to ensure balanced engine
operation under any available state, however this is easily achieved for large dis-
placement multi-cylinder engines. The benefits of cylinder deactivation also extend
to exhaust emissions given the temperature dependent nature of much of the pol-
lutant formation.

7.6 Turbocharging

Turbocharging has proven to be so successful in extracting additional energy from
the diesel engines exhaust stream that there exists a myriad of different turbocharger
designs and applications. One reason for this range of application is that tur-
bochargers have proven to be very effective at achieving peak boost pressures, or
operating effectively over a range of speeds, but not both. To recapture some of the
engines exhausted energy, as much as 25% of the engines total output, tur-
bochargers exist.

In principal, a turbocharger consists of an exhaust gas turbine rigidly coupled to
a compressor turbine. As the exhaust turbine spins in the high velocity exhaust gas
stream, it drives the compressor turbine, which in turn provides compressed air to
boost air charge density available to the engines cylinders, Fig. 10. Some issues
exist with turbocharger performance, principally turbo lag and low load/low
exhaust flow performance. Turbo lag represents a time delay post engine governor
response, as the exhaust side turbo waits for increased exhaust flow to become
available downstream of the cylinders. Of note these conditions have historically
been a deterrent to the use of highly turbo reliant [high brake mean effective
pressure (BMEP)] diesel engines, however thankfully a number of approaches exist
to improve these characteristics. Principally approaches to improve low load turbo
performance entail addition of multiple turbocharger elements to limit reliance on a
single stage turbocharger, including those discussed below;

• Superchargers are any application used to boost air charge pressure, in much the
same way as a turbocharger, only without the reliance on exhaust flow.
Typically superchargers are engine driven pumps or compressors, although
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dynamic or pulse supercharging is also possible. Dynamic or pulse super-
charging uses pressure wave formation as the principal to boost air charge
pressure available to the cylinder. Combined supercharger and turbocharger
systems offer improved low load engine performance with superchargers
experiencing no turbo lag. While superchargers offer many benefits over a
turbocharger they often (in the case of engine driven systems) impose an
additional fuel penalty on the system, limiting their application to services
unavailable to a turbocharger solution.

• Sequential Turbocharging (STC) involves the use of multiple turbochargers,
typically connected in series configuration (multiple stage STC), to provide for
precompression of the intake air, followed by further high pressure compression
within a subsequent high pressure turbo charger, Fig. 10. Sequential tur-
bocharging can also adopt parallel architectures (single stage STC), operating on
much the same principal, with deactivation of turbochargers under either
structure possible to tune the engine response. Sequential turbocharging in this
manner provides improved dynamic response, a wider operating range and
higher boost pressures than that available to single turbo architectures.

• Variable geometry turbocharging (VGT) involves either pivoting vanes
(Fig. 11), or moving walls to provide flexibility over the pressure ratio/flow
relationship, and by extension the torque characteristics of the turbocharger,
Fig. 12. The benefit for this additional complexity is improved low load and
transient response. VGT can also be used to enhance the function of engine
compression braking, via closing of the VGT vanes.

• Turbo compounding (TC) allows for improved turbocharger recovery, offering
improved fuel economy of up to 10% coupled with improved transient response
[23]. In principal, the system adds a power turbine to a conventional

Fig. 10 Air charge passage via sequential turbocharging. Source MTU 2014 [34]
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turbocharged system, where the power turbine is connected to either a gear train
or a generator (as opposed to the conventional compressor) to provide for an
additional source of energy to the diesel engine. In the case of mechanical
coupling the power turbo could be connected directly to the engines crankshaft
via a gear train, potentially boosting peak engine power output by up to 10%. In
the case of electrical coupling, the power turbo provides a source of electrical
energy which can be consumed by the engine or stored for future use.
Unfortunately TC offers little benefit under low load operation, and may actually
be detrimental to low load efficiency, unless the generator can be configure to
run as a motor, in which case, the process becomes assisted turbocharging.

Fig. 11 Variable gate turbo geometry. Source MTU: 2014 [34]

Fig. 12 Air charge boost
pressure response under VGT.
Source DieselNet 2013 [36]
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• Assisted turbocharging is much the same as turbo compounding, only the
energy flow is reversed and now flows from the engine to the turbocharger, for
the purpose of assisting turbocharger output. Assisted turbocharging can thus
provide significant advantage to low load application.

7.7 Reverse Power Acceptance

For vehicle applications, engine braking is essentially reverse power acceptance,
using the diesel generator’s mechanical friction to offer a dump load capability,
aiding to slow down the vehicle without excessive use of brakes. For stationary
power applications, the same functionality can be used to allow the diesel generator
to provide a load for the system. For example, under high renewable penetration it
is advantageous to run you diesel generators as lightly loaded as possible (refer to
the earlier discussion of low load diesel application). In such a scenario, should you
be able to maintain your diesel engines at no load (zero mechanical output, varies
from idle operation, as for the later, shaft speed is allowed to vary) a unique
problem arises, that of peaking RES output. As the RES generation varies, you will
inevitable overshoot the notional set point, say as the wind gusts around its average
value. In this instance where does the additional energy go. Your diesel engines are
not actively contributing kW’s to the system, as they are at no load, they therefor
have no ability to further throttle back to allow for additional RES contribution.
One possible solution is to use the engine braking (motoring) capability of the
diesel generator to absorb some of this short term transient. This approach has not
found practical application with islanded power systems, primarily given opera-
tional concerns over motoring generator sets and the risk of mechanical failure
quickly leading to engine destruction. Never the less, some permissible motoring of
the generator set could assist in elevating engine temperature and providing
improved engine response. An approach which has found some commercial
applications is that of engine integrating dump load, which allows a separate
resistive element to act as a resistive load, the resultant heat being used to increase
the engines thermal inertia. In support, it is also possible to maintain mechanical
inertia of the alternator via inclusion of a clutch, able to separate the engine and
alternator. In doing so the alternator can act as a synchronous condenser, allowing
for the diesel engine to be turned off whilst maintaining a fast start capability should
the diesel need to be brought online quickly. While the later approach involves
significant additional complexity, particularly within the engine control unit, its
ability to extend reverse power acceptance beyond the rated capacity of the engine,
and eliminate the no load fuel consumption has found favour with niche suppliers.
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7.8 Exhaust Gas Recovery (EGR)

EGR is a key technology in emissions compliance for modern diesel generators,
involving the recirculation of some exhaust gases back into the air charge volume.
This practice reduces NOx emissions, principally via the reduction in combustion
flame temperature. This result is achieved through a combination of reduced oxy-
gen, as exhaust gases displace some O2, reduced combustion efficiency, given the
additional moisture and CO2 introduced, and modified cylinder gas enthalpy. EGR
is not directly related to low load application, however as the practice involves
reduced cylinder temperatures it has an adverse effect on low load capability. As
such low load application should seek to eliminate EGR use and seek alternative
NOx reduction approaches.

7.9 Under Frequency Voltage Roll-Off (UFRO)

Temporary voltage relief, to aid improved engine response under large load
acceptance scenarios, is one easy mechanism to improve power security within
islanded power systems under high RES penetration. The application allows the
system voltage to dip temporarily, in proportion to the frequency dip, reducing the
load on the engine. UFRO is a common application within many automatic voltage
regulators and assists in the application of low load response.

7.10 Variable Speed Diesel (VSD)

Engine mechanical losses are proportional to engine speed, independent of load.
Hence as the load decreases within a constant speed application, the losses remain,
becoming an ever increasing percentage of the supplied energy. This is one reason
why it is typically undesirable to run an engine lightly loaded. At the same time,
diesel generator sets are sized for maximum demand, regardless of how infrequent
this demand might present. By definition, these units spend much of their life
partially loaded. Variable speed diesel concepts allow the diesel engine to move
away from fixed speed operation, typically lowering shaft speed at low loads, to
capture fuel efficiency and improved responsiveness associated with variable speed
operation. VSD concepts also add significantly benefit to any LLD application, with
low load VSD able to maintain combustion temperatures comparable to conven-
tional operation.

VSD application can adopt one of two approaches, with mechanical or electrical
solutions possible. The mechanical solution involves the integration of a variable
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speed coupling, typically a gearbox as commercialized by CVT corp [37], Fig. 13.
Regardless of the coupling mechanism, mechanical solutions add significant
complexity to the drivetrain, typically requiring an increased maintenance obliga-
tion. For this reason, electrical solutions appear to offer increased reliability and
suitability within islanded applications.

Electrical solutions essentially entail replacement of the synchronous alternator
with either a DFIG or permanent magnet generator (common technologies for wind
turbine application) [38, 39]. Electrical VSD concepts require a frequency converter
to meet the constant frequency requirement of the grid, and while the increased cost
and complexity of power converters have been a barrier, a number of electrical
VSD concepts are now commercialized, particularly in the small generator set
market [40]. Of relevance for hybrid diesel architectures it is possible for multiple
generators, say wind, energy storage and diesel to share a common power con-
verter, further reducing cost [41].

Theoretical fuel savings resultant from VSD application have been suggested up
to 50% [42], Fig. 14, although some deterioration in full load fuel efficiency is
observed given the losses inherent to the power converter. In addition, a VSD
application is able to extract a higher resultant torque than a conventional fixed
speed engine [43]. While power converter costs remain prohibitively high for VSD
adoption, as we see the cost of power converter technology reduce the benefits of
low load VSD technology are anticipated to be realized across a range of market
applications and generator set sizes.

Fig. 13 CVT corp variable speed transmission concept for variable speed generation. Source
CVT Corp 2016 [37]
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7.11 DC Diesel (DCD) Hybrids

As RES technologies reduce in price, emerging energy storage and battery tech-
nologies are commercialized, and wind turbines move towards full power con-
version platforms, increased justification presents for islanded applications to
implement direct current networks. Upon historical review, AC networks have
largely evolved from a requirement for efficient transmission of power, generated
within large central power stations, to consumers located across the vast geography
of the network. For islanded applications these requirements commonly do not
apply, with small community loads located in close proximity to available
renewable resources. In addition renewable and ancillary technologies such as solar
PV and battery storage work on direct current and are commonly distributed across
a network at both domestic and industrial levels. Further, with discussion of vari-
able speed wind and diesel generation, direct current output of these generation
sources also becomes viable. DCD acknowledges this technology shift in identi-
fying the optimal location and sizing for AC/DC power conversion, allowing for a
dedicated central DC bus or transmission system. AC conversion is only under-
taken, if at all, prior to consumption of AC within a residence or facility.

7.12 Biodiesel Blending

A brief discussion of biodiesel blending is presented given its increasing relevance
to hybrid diesel power systems and its direct impact on the engine thermal profile.
In principle, biodiesel presents an opportunity to utilize available on-island waste
products as a blended diesel derivative, thus reducing reliance on costly imported
fuels. However a number of issues require careful consideration, including

Fig. 14 Fuel consumption for VSD application [38]
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technical, economic and social impacts. Common queries include, what blending
ration is optimal, and what impact will the blended fuel have on engine perfor-
mance and emissions compliance? Is the available biodiesel feedstock reliably
available in sufficient quantities to support ongoing viability? Will biodiesel use
modify conventional agricultural practice and productivity (introducing competing
demand with food production)? Such concerns complicate the technical viability of
producing a biologically derived fuel from vegetable oils or animal fats. Suitable
sources of which include soybean, palm, coconut, used frying oil or algae. Even
when these feed stocks can be obtained at subsidized, or no cost, their refinement
typically adds a price premium to that of pure diesel, especially when considering
the small scale of operation typical of an islanded economy.

As such, biodiesel blends typically use any waste oil derivatives in small
quantities, far below the 7% blending limit currently imposed by equipment sup-
pliers [45]. Such limits are typically driven by engine warranty provisions and the
potential of biodiesels to foul piston rings and injectors above certain levels. Of note
standard provisions assume ever increasing biodiesel capability (Bxx limits) from
engine technologies.

Biodiesels blends can be characterized by the follow generic traits, although
some variation specific to feed stock does exists:

• Lower heating value;
• Higher cetane value;
• Higher viscosity (restricting use in cold climates);
• Higher freezing temperature (restricting use in cold climates);
• Lower toxicity;
• Increased combustion odour;
• Biodegradable (impacts storage life and water absorption);
• Modified corrosive properties.

In regards to emissions compliance, the general trends presented in Table 3 can
be expected, although these are subject to a number of parameters including the
biodiesel source and quality, engine configuration, test cycle and environmental
conditions. The general trend is for reduced resultant pollutant emissions linked to
biodiesel combustion.

Biodiesel blending is considerably more complex an undertaking than initially
apparent, it impacts on almost every aspect of the engine performance from injector
timing, combustion rate, compression ratio, flame propagation, oxygenation and
exhaust temperature. Some of these benefits are positive, while others are negative,
for both engine performance and longevity. In addition, biodiesel blending has
implications for LLD, VSD and DCD application, with careful consideration of
these impacts recommended prior to any widespread adoption. As a minimum
practice, biodiesel introduction should work iteratively up to targeted blend ratios
with the exercise more suited to a lab research environment than that of an oper-
ating islanded power system.
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8 Operational Theory

Diesel generators remain the backbone for the majority of deployed island country
networks. To understand how a diesel generator works, a basic understanding of the
diesel engine and generator component architectures and interaction is required.
A diesel generator consists of a diesel engine, controlled by the engine governor
and a synchronous alternator controlled by the automatic voltage regulator (AVR).
Both of these systems are co-ordinated by the Engine Control Unit (ECU).
Operation of the engine and alternator is considered separately in this text to reduce
system complexity for the reader, with the coordination of the two required to
define a conventional diesel generator. We start our discussion with consideration
for the diesel engine, often referred to as the prime mover, given its role in the
conversion of chemical energy to mechanical rotation. At its simplest level, the
diesel engine comprises of an engine block, cylinder head, cylinders, running gear,
pistons, fuel system, valve and injection systems, air charge system, cooling and
exhaust systems. These component groupings in turn consist of a number of
common components and subsystems, the function of which is briefly presented
below.

Table 3 Effects of biodiesel
fuel on exhaust emissions

Emission Effect of biodiesel

Regulated emissions

Carbon monoxide

Hydrocarbons

Nitrogen oxides

Total particulate matter (TPM)
OR

Unregulated emissions

Carbon particulates

Organic particulates (SOF)

Sulfate particulates

Visible smoke

PAH, nitro-PAH

Aldehydes
OR

Legend: biodiesel increases emissions (relative to

standard diesel)

biodiesel decreases emissions (relative to

standard diesel)

Source Diesel Net 2009 [44]
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The structural foundation of the engine is provided by the engine block, to which
the cylinder head is mechanically fastened. In this manner, the block can be con-
sidered the body of the engine. The function of the head is to provide a pressurized
seal for each cylinder environment, with the head commonly consisting of either a
single casting or multiple heads to cover respective cylinder groupings, subject to
the size of the engine. The cylinder head houses the injectors, intake and exhaust
values, in addition to the valve guides and seats. Within the cylinder head, porting
allows for the flow of coolant around the engine for dissipation of heat from the
cylinder walls. Gaskets, seal rings and grommets are commonly used to provide a
seal between the block and head given any irregularity which may exist between the
two surfaces.

The bore, defining the engine cylinder may be machined directly within the
engine block, however, it is preferable and common practice to insert a pressed
cylinder liner, given both exacting piston to cylinder tolerances and the ability to
replace liners should they exhibit excessive wear. Liners must be able to withstand
the extreme heat and pressure developed during combustion while maintaining
alignment of the piston and piston rings. To assist in lubricating, honing grooves
within the liner assist to retain a film of lubrication oil.

The running gear, responsible for torque transfer from the cylinders, consists of
any number of, con rods, bearings and crankshaft. The fuel system comprises of
fuel pump and injectors. The valve system in turn comprises of inlet and exhaust
valves, with a number of auxiliary components to support sequencing under correct
operation, Fig. 15. The air charge system commonly comprises a turbo, Fig. 10,
and intercooler. The function of the air charge system is to supply clean air to the
cylinders at an appropriate density to ensure efficient combustion. The air charge
manifold and ducting should be kept as short as possible with minimal obstructions
to ensure acceptable pressure losses. A turbocharger is used to boost the air pres-
sure, while an intercooler is used to reduce the temperature of this high pressure

Fig. 15 Running gear cross
section incorporating the
piston (1), crankshaft (2), con
rod (3), bearing (4), cross
head (5), and valve (6). Image
reproduced with permission
from MTU Friedrichshafen
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charge. Air filters are essential to any air charge system given the impact of dust and
debris on accelerating engine wear, although again pressure drop over such a filter
should be kept to a minimum.

The cooling system is essentially a heat exchanger working on either an
air-cooled or water-cooled principal. The basis for adopting either system is com-
monly engine size, with smaller engines adopting air-cooled systems and larger
engines reliant on water-cooled systems. For water-cooled systems the quality of
the water is vital to ensure reliable operation, with untreated river or sea water
unsuitable for use given the presence of minerals and salts, and the potential for
solidification of these elements (scaling). For this reason closed cooling systems are
common practice, eliminating any exposure of the treated coolant to the
environment.

Diesel engines are conventional classified by fuel type, speed, application or
rated capacity. Speed is by far the most common grouping with speed indicative of
both the weight, cost and by inference the life of the engine. For stationary power
applications, both high speed (>1000 rpm) and medium speed (400–1000 rpm)
solutions are common. For AC diesel generator sets, the speed of the engine is set to
the network frequency according to Eq. 3, [46].

n ¼ f
60
p

ð3Þ

where

n is the speed of the machine in rpm;
f is the required network frequency; and
p is the number of pole pares in the alternator.

Both two stroke and four stroke working cycles are common diesel engine
configurations. Two stroke engines having twice the power strokes of a four stroke
engine given a common rpm reference. It is however incorrect to assume that a two
stroke engine develops twice the power of a four stroke engine, in part because of
inefficiencies in combining the intake and exhaust functions with the compression
and combustion process respectively. The four stroke engine has many advantages
over its two stroke counterpart, including improved ramp rate and transient per-
formance and increased low load capability, both key selection criteria for any
islanded application.

The power output of a diesel engine is often referred to as brake power, simply
referring to the act of measuring this output against some form of mechanical
resistance or brake. Brake power is always lower than the theoretical power
(indicated power) of an engine given the presence of internal engine friction. The
mechanical efficiency of the engine can be defined as the ratio of brake to indicated
power. The brake power of an engine is calculated according to Eq. 4 [47], defining
the relationship between cylinder pressure and shaft torque.
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P ¼ p:l:A:w:N
k

¼ 2pxT ð4Þ

where

p is the brake mean effective pressure (average pressure acting on the piston as
applied throughout the entire stroke),

l is the stroke of the engine piston,
A is the piston area,
w is the number of working strokes per unit of time,
N is the number of active cylinders in the engine,
k is a constant dependent on units selected (typically k = 1000 for SI units), and,
x is the shaft rotational speed, and,
T is the shaft torque.

The role of the engine is to accept fuel and air, providing an optimal ignition
environment for the conversion of cylinder pressure to mechanical torque. Torque is
delivered through the engine via the running gear. It is the resultant output shaft
speed which provides the feedback loop to the governor, facilitating speed control.
The diesel engine and governor model, Fig. 16, describes the conversion of fuel,
supplied to the engine in response to actuator control, to cylinder pressure then
crank torque, and finally rotational shaft velocity. The role of the governor is to
regulate the output shaft speed (x) via control of the fuelling rate. Inherent to the
governor operation are governor and actuator delay (s2 and s3) [49]. Governor
delay representing the response time of the governor within the ECU. Actuator
delay is inclusive of any mechanical response delay, prior to injector response (shaft
speed change prior to fuel injection, thus introducing additional set point error).

In Fig. 16, pi and pf represent the indicated cylinder pressure and the engines
mechanical losses represented as an equivalent pressure drop. Diesel engine delay

Fig. 16 Diesel engine governor and engine model [48]
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(s1) results from both crank angle delay, the engines inability to accept a prede-
termined fuel load due to the crank angle position, and an ignition delay, deter-
mined by the cylinder environment. Crank angle delay is a function of cycle timing,
with a four stroke engine having to complete combustion and exhaust stokes prior
to any subsequent intake. Ignition delay represents a function of cylinder temper-
ature, pressure, fuel stoichiometry and environmental factors. Cylinder effective
pressure is developed according to Eq. 5, [48].

p ¼ C1 _mf et ð5Þ

where C1 is the proportionality constant, _mf is the fuel consumption rate (mf rep-
resenting the fuel delivery rate) and et is the thermal efficiency (the thermal effi-
ciency, defined as the brake power divided by the thermal energy of the consumed
fuel, is not to be confused with the mechanical efficiency). Mechanical torque is
developed according to Eq. 6 [48].

Tm ¼ P
2px

¼ C2p ð6Þ

where

C2 is a proportionality constant
p = pi − pf as defined earlier, and
T = Tm − Te, with Te representing electromechanical torque.

Shaft speed is defined considering H, the generator sets combined mechanical inertia.
The alternator essentially consists of two parts, the stator, which carries the

armature winding, in which emf is induced, and the rotor, which carries the field
winding, and is supplied via dc current. From an engine perspective, any change in
load must be met by a response from the governor, adjusting the fuel load to the
engine for constant speed output. Equally any change in load must be met by a
response in alternator excitation, which regulates the field current to maintain stable
terminal voltage. In this manner, the governor controls the system frequency and
the AVR controls the system voltage. The efficiency of the alternator is defined as
the ratio of realized power to that of supplied power. Typically, alternator efficiency
will increases with unit size, with an efficiency range of 0.92–0.95 characteristic for
commonly sized stationary diesel generators sets (100 kW to 1 MW in size).

The dynamic model of the synchronous generator is represented by a sixth-order
state-space model used in Simulink [49]. The internal impedance of the machine is
implemented via phase specific voltage sources in series with RL impedance. The
equivalence circuit is represented in q-axis and d-axis rotor reference frames, as
shown in Figs. 17 and 18. The subscripts used are defined as follows:

d/q represent the d- and q-axis quantity, respectively;
R/s represent the rotor and stator quantity, respectively;
l/m represent leakage and magnetizing inductance, respectively;
f/k represent field and damper winding quantity, respectively;
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Electrical system response is defined by Eqs. 7–12, [50]

Vd ¼ Rsid þ d
dt

udð Þ � xRuq ð7Þ

Vq ¼ Rsiq þ d
dt

uq

� �� xRud ð8Þ

V 0
fd ¼ R0

fd i
0
fd þ

d
dt

u0
fd

� �
ð9Þ

V 0
d ¼ R0

kdi
0
kd þ

d
dt

u0
kd

� � ð10Þ

Fig. 17 Equivalent circuit model of electrical system of synchronous machine in q-axis frame of
Ref. [49]

Fig. 18 Equivalent circuit model of electrical system of synchronous machine in d-axis frame of
Ref. [49]
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V 0
kq1 ¼ R0

kq1i
0
kq1 þ

d
dt

u0
kq1

� �
ð11Þ

V 0
kq2 ¼ R0

kq2i
0
kq2 þ

d
dt

u0
kq2

� �
ð12Þ

where

ud ¼ Ldid þ Lmd i0fd þ i0kd
� �

uq ¼ Lqiq þ Lmqi
0
kq

u0
fd ¼ L0fd i

0
fd þ Lmd id þ i0kd

� �
u0
kd ¼ L0kdi

0
fd þ Lmd id þ i0fd

� �

u0
kq1 ¼ L0kq1i

0
kq1 þ Lmqiq

u0
kq2 ¼ L0kq2i

0
kq2 þ Lmqiq

The equations for the mechanical system are below, Eqs. 13 and 14, [49];

xðtÞ ¼ DxðtÞþxo ð13Þ

DxðtÞ ¼ 1
2H

Z1

0

Tm � Teð Þdt�DDxðtÞ ð14Þ

where

D is the damping factor representing the effect of damper windings,
x(t) is the rotor speed,
x(o) is the operational speed,

The standard parameters of a synchronous generator are found either by test, as
in IEEE Std115-1983 (R1991) or IEEE Std 115A-1987, or supplied directly via the
manufacturer. Model specific detail data, specific direct and quadrature axis model
structures, with their associated element values, to transient and sub-transient
reactances and time constants is presented in Table 4.

The excitation system consists of an exciter, autonomic voltage regulator (AVR),
measuring elements, power system stabilizer and limiters and protective circuits as
shown in Fig. 19. The exciter provides dc power to the synchronous machine field
winding. The exciter is controlled by the AVR in steady state operation, although
during disturbances, due to field current changes in the generator, it also impacts on
the damping of power transients. The power system stabilizer provides an input
signal (based on rotor speed variation, accelerating power, and frequency deviation)
to the regulator, to dampen power system oscillation. Measuring elements obtain
excitation system input values such as generator armature voltage, armature current,
and the excitation current and voltage. A limitation and protection unit provides
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proper control and protective functions to ensure that capability limits of the exciter
and synchronous generator are not exceeded.

Excitation systems can be divided into three main categories [50]: DC excitation
system (type DC), AC excitation system (type AC) and static excitation system
(type ST). Type DC utilizes direct current generation with a commutator as the
system’s source. Type AC uses an alternator and either a stationary or rotating
rectifier to produce a direct current to the field winding of a synchronous generator.
Type ST utilizes a transformer or auxiliary generator windings and rectifiers as a
power source. A model for the AVR and exciter can be sourced either from [51, 52]
or may be supplied directly by the manufacturer. A typical model for the AVR and
exciter has been provided by Stamford, and is presented in Fig. 20 (Table 5).

Table 4 Standard parameters of a synchronous generator

Parameter Description Manufacturer’s value Units

Ra Stator resistance 0.033 pu

Xd D-axis synchronous reactance 3.13 pu

Xq Q-axis synchronous reactance 1.6 pu

Xl Leakage reactance 0.074 pu

X’d D-axis transient reactance 0.184 pu

X’q Q-axis transient reactance 1.6 pu

X”d D-axis sub-transient reactance 0.148 pu

X”q Q-axis sub-transient reactance 0.161 pu

T’do D-axis O.C. transient time constant 2.11 s

T’qo Q-axis O.C. transient time constant 0.012 s

T”do D-axis O.C. sub-transient time constant 0.012 s

T”qo Q-axis O.C. sub-transient time constant 0.089 s

Sbase MVA upon which above data is provided 830 kVA

Fig. 19 Excitation system of synchronous generators
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Fig. 20 Modified to IEEE2 Exciter (Stamford AVR’s), courtesy of Stamford AvK

Table 5 Generator and AVR
data for modelling, courtesy
of Stamford AvK

Parameter Model reference Value

Regulator forward gain (KA) 500

Feedback gain (KF) 0.04 > 0.01

Input filter constant (TR) 0.01 s

Amplifier time constant (TA) 0.1 s

Feedback time constant (TF1) 0.7 s

Feedback time constant (TF2) 0.05 s

Minimum AVR output (EA2) 0

Maximum AVR output (EA1) 8

Maximum rate of change (DM) 2500

Exciter gain (KE) 1

Exciter voltage offsets (KEF) 0

Exciter voltage offsets (KV) 0

Exciter current F/B gain (KC) 0

Exciter time constant (TE1) See below

Exciter time constant (TE2) 0

Exciter time constant (TE3) 0

Maximum exciter output (EC1) 3

Minimum exciter output (EC2) 0

Exciter saturation @ 75% (SE1) 110%

Exciter saturation @ 100% (SE2) 190%

Exciter time constant (TE1) 0.22–0.91
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9 Diesel Modelling Simulation (Conventional/D-UPS
and LLD)

System and technology simulation allows for rapid system prototyping and eval-
uation. Under such a methodology we examine three common diesel engine con-
figurations, as evaluated via simulation to determine the merits of the each specific
topology, case studies 1–3:

• Case 1: Two conventional diesel generators (CDG’s) paired.
• Case 2: One CDG and one Diesel UPS with large inertia flywheel.
• Case 3: One CDG and one low load diesel (LLD).

All modelled diesel generator units have identical capacities (1 p.u.) with a
constant 0.6 p.u. system load assumed. As, a CDG operating at 60% rated capacity
is close to its optimal efficiency loading, it would seem practical to run CDG one at
0.6 p.u. with CDG two turned off. In considering this mode of operation, we need to
examine the systems reserve requirements. Power systems are required to
demonstrate sufficient reserve to maintain consumer supply under a variety of
contingencies. One such contingency is loss of any single generator, should the
generator trip off-line for any reasons. This is exactly the scenario modelled for
discussion below, Fig. 21.

In Case 1, the second CDG unit is off to limit fuel consumption and preserve
engine condition. If both CDG’s were on, they would both be required to operate at
a conventional low load limit (30% of rated capacity). In Case 2 and 3, the sec-
ondary unit is replaced by either a Diesel UPS (UPS-D) with large inertia, or low
load diesel (LLD), which are considered On, but in idle mode. For the Diesel UPS
this entails decoupling of the engine and alternator/flywheel via a mechanical
clutch. For the LLD this entails operating the diesel generator set at no load.

In all case studies a simulated fault, leading to loss of the primary CDG, results
in the primary CDG being disconnected and at t = 4 s, Fig. 21. At this time the
system needs to respond to maintain supply to a constant consumer load. The
system behaves as follows:

The results of the simulation are presented in Fig. 22, demonstrating the fre-
quency response for different system configurations. In Case 1, CDG two is unable
to start in sufficient time to prevent an excessive drop in frequency, with the cold
reserve CDG engine unable to ramp sufficiently to avoid an under frequency power
system blackout. In Case 2, the inertia available in the grid is large (thanks to the
addition of the flywheel spinning reserve), the drop in frequency is subsequently
moderated (2% dip) when the 0.6 p.u. load is picked up by the Diesel UPS. The
system is critically damped, and the frequency is eventually returned to stable
operation after 10 s (a representative time for the reserve engine to be brought
online via closure of the mechanical clutch). In Case 3, the system frequency again
drops at a similar rate to that observed under conventional diesel operation, Case 1,
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(6% dip), although in this instance the LLD remains online, with the low load diesel
offering improved ramp rate response, to that of a cold start diesel. Figure 22 also
shows larger frequency transient under Case 3, although the settling time is short,
and supply is maintained.

Fig. 21 Different case configurations and loading represented under N − 1 simulation
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Review of the provided simulation provides useful insight into the real world
operation of diesel engines, their capabilities and constraints. We can appreciate
that power system security may often require more than one diesel engine to be in
operation, despite the ability of one diesel to readily meet the apparent load. The
need to have two diesel engines running pushes both into a load share arrangement,
where they are run inefficiently and lightly loaded. Accordingly system reserve
requirements often results in increased system fuel usage and engine wear. One
acceptable solution to this issue is to introduce spinning reserve into the system,
typically via the introduction of a flywheel (although a battery may alternatively be
used to provide synthetic inertia). System inertia provides a dampening effect,
affording the reserve diesel unit time to start, thus eliminating the need to have the
reserve unit in operation. While this approach ensures engine condition and saves
fuel, it unfortunately adds significant cost and complexity to the system design. In
Case 3, LLD application achieves functionally adequate spinning reserve via
operation of a low load diesel. For Case 3, LLD application achieves much of the
fuel reductions afforded under Diesel UPS application, with both approaches per-
mitting the primary diesel to run optimally loaded. (It is important to appreciate the
parasitic losses required to motor the flywheel when operational as a synchronous
condenser. These losses are approximately equivalent to no load LLD operation).
LLD application in principal permits a diesel engine to be run at low load for the
provision of security reserve. While LLD application consumes fuel to maintain a
no load state, it saves fuel in comparison to a twin CDG architecture, Case 1
(typically 2–3%). Both UPS-D and LLD approaches are thus able to offer the
required system security while both returning moderate fuel savings and improving
system flexibility. Within hybrid diesel systems, those utilizing RES generation,
such improved flexibility can deliver dramatically greater benefit. It is thus within
hybrid diesel architectures where LLD finds commercial application.

Fig. 22 Frequency response for different types of configurations
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Accordingly, discussion of the prior case studies can be extended to hybrid
diesel systems, inclusive of RES technologies. Within hybrid diesel networks,
spinning reserve is increasingly in demand to address RES variability. LLD offers
hybrid diesel architectures maximum RES utilization, while providing the addi-
tional spinning reserve requirements of such systems. LLD applications accordingly
offer optimal savings when paired with high penetration RES generation. In
Fig. 23, hybrid system performance is assessed, adopting both a conventional
(30%) and LLD (10%) low load constraint. The figure presents the average January
daily load profile, with RES generation and demand identical across simulations. Of
note, the system energy spillage is significantly reduced under LLD application.
Over the course of a year, LLD is modelled to return diesel fuel savings of 10%,
with a 16% reduction in fuel consumption possible under a no load limit (0%) [8].
LLD achieves this additional efficiency in partnership with RES generation, given
its ability to accept maximum renewable energy content (with the engines able to
run lightly loaded at high RES penetration). Within HPS LLD improves renewable
penetration, reducing fuel consumption, while maintaining system security without
the need for additional energy storage [9]. Accordingly under both diesel and diesel
hybrid architectures, LLD has a valuable role to play in maintain system security,
reducing fuel consumption, reducing system complexity and minimizing system
cost.

10 Economics of Diesel Generation

Diesel generation has historically been presented as the ideal solution to remote and
islanded consumers seeking improved electrification. Diesel generators remains a
low risk, readily available, well supported and demonstrated technology. However,
in recent years we have observed a reliance on diesel generation to expose such
communities to volatile commodity and thus energy pricing (terminal gate diesel
fuel price). Pricing which is many times higher than in established markets given
the premium paid for remote area transport and storage. Diesel prices paid by many
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Fig. 23 Load, RES generation and energy spillage under conventional (left) and LLD application
(right)
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islanded nations are among the highest paid globally, often 3 or 4 times the price
paid for conventional supply [6]. Society has also increasingly come to understand
the negative health and environmental impacts linked to diesel emissions.

A number of alternative technologies exist to reduce diesel reliance, with these
technologies capable of achieving cost parody with diesel generation [5]. While it is
difficult for any reference text to make comment on the cost competitiveness of
various RES technologies, given the pace of developments across this sector, it is
anticipated these technologies will decrease in cost as they achieve improved
economies of scale. The following case studies are provided to demonstrate the
current cost competitiveness of RES architectures, with an anticipation that future
RES costs will fall below the cost of diesel generation for many islanded countries.
As the following cases studies illustrate RES integration can achieve both economic
and environmental benefits for islanded communities, with the scale of such benefit
dependent on the geography, natural resource, population density, location and
seasonality of the application. As the case studies below will illustrate RES inte-
gration can be used to reduce energy costs, restructure an underperforming and
unreliable power system, or to remove diesel generation entirely from a network,
with both the costs and benefits scaling proportional to the intended application.

10.1 Viti Levu Island, Fiji, Pacific

Fiji is a Melanesian island nation in the South Pacific, consisting of 110 perma-
nently inhabited islands, home to over 880,000 islanders. Fiji has developed a
diverse mix of renewable technologies including hydro, wind and biomass, the
installed capacity of which exceeds 62% of total generation capacity [53]. Over
60% of generation is supplied via renewable technologies, delivering Fiji both the
lowest oil dependency and the lowest cost of energy among all the islands of the
Pacific [29]. Fiji is home to emerging economic activity, inclusive of mining,
manufacturing and construction industries, which expansion of RES integration,
including geothermal and solar, envisaged to meet 99% of demand across all
sectors by 2030.

Viti Levu, the main island within Fiji, Fig. 24, represents the majority of RES
capacity within Fiji, as serviced by a central 132 kV transmission backbone. As
such, RES penetration on Viti Levu is significantly higher than the national average,
Table 6.

10.2 Cabo Verde, Atlantic Ocean

Cabo Verde is a volcanic archipelago of 10 islands sitting of the western coast of
Africa. Given its climate and resources, it imports most of its food and relies on
desalination for most of its drinking water. The economy is heavily reliant on
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tourism and fishing. With a high dependence on diesel generation and unaffordable
electricity tariffs, the Cabo Verde’s utility became insolvent, requiring adminis-
tration by the government. As a result of subsequent modernisation, a quarter of the
countries energy supply is now met via renewable generation, Table 7, with the

Fig. 24 FEA service supply network, Fiji. Source FEA

Table 6 Fiji Energy market
metrics

Electricity access (2012) 92%

Installed capacity (2012) 263 MW

Renewable capacity combined (2012) 164 MW 62%

Renewable capacity hydro (2012) 129 MW 49%

Renewable capacity wind (2012) 10 MW 4%

Renewable capacity solar (2012) Unknown n.a.

Renewable capacity biomass (2012) 25 MW 9%

Total generation (2012) 823 GWh

Renewable generation combined (2012) 493 60%

Renewable capacity hydro (2012) 452 55%

Renewable capacity wind (2012) 33 4%

Renewable generation solar (2012) Unknown n.a.

Renewable generation biomass (2012) 8 1%

Electricity tariff (subsidized) 8 c/kWh

Electricity tariff (unsubsidized) 17 c/kWh

Source IRENA 2014 [29, 53]
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government setting a target to reach 50% over the next few years. Cabo Verde
endures one of the highest electricity tariffs in the world, creating a market attractive
to Independent Power Producers (IPPs), with the government keen to reprivatize the
utility and reach its RES targets purely via private investment, unsupported by any
feed in tariff or alternative subsidy.

11 100% Renewable Energy System Design

We have talked of increasing diesel fuel prices and falling RES prices. As these
price trajectories extend past the commercialisation of battery storage systems,
many market participants anticipate a rapid transition to 100% RES architectures.
While this end point appears to be the logical progression of higher and higher RES
penetration, indeed King Island in Tasmania is already able to run 100% diesel off,
both the timing and the costs associated with this transition are unknown. While the
commercialisation of energy storage will no doubt be advanced via the adoption of
partner technologies, such as electric vehicles (electric vehicle uptake creates an
ideal supply stream of repurposed batteries for the stationary power storage market)
Unfortunately cost parody for these systems is expected to be at least a decade
away. With this in mind, the prospects for any imminent energy storage revolution
should not be used as an excuse for delay or inaction by islanded countries. Many
cost effective steps are available to transition existing power systems in preparation
for an eventual 100% RES capacity. These include configuring a power system to
be modular and expandable, maximising the costs effective level of RES integra-
tion, and updating or reconfiguring diesel generation to allow for maximum RES

Table 7 Cabo Verde energy
market metrics

Electricity access (2012) 99%

Installed capacity (2012) 140.5 MW

Renewable capacity combined (2012) 33.9 MW 24%

Renewable capacity hydro (2012) n.a. n.a.

Renewable capacity wind (2012) 26.4 MW 19%

Renewable capacity solar (2012) 7.5 MW 5%

Renewable capacity biomass (2012) n.a. n.a.

Total generation (2012) 330 GWh

Renewable generation combined
(2012)

68.7 21%

Renewable capacity hydro (2012) n.a. n.a.

Renewable capacity wind (2012) 61.3 MW 19%

Renewable generation solar (2012) 7.4 MW 2%

Renewable generation biomass (2012) n.a. n.a.

Electricity tariff (subsidized) 38 c/kWh

Source IRENA 2014 [29]
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utilization. It is also important for all stakeholders to acknowledge diesel generation
as an essential component to the operability of islanded country power systems,
irrespective of energy storage. 100% RES configurations remain reliant on some
form of scheduled generation reserve for occasions when renewable supply and
storage is unable to meet demand. Diesel generation is ideally placed to meet this
requirement given the infrastructure is already in place. Thus, the end game appears
to be one of reduced reliance on diesel, acknowledging the residual value these
technologies can plan in transitioning communities to the power systems of the
future. This chapter has presented a few such opportunities, with the audience
reminded that for many islanded countries, electrification is an essential pathway to
improve the living standards and opportunities for their communities. How effec-
tively we meet this need remains reliant on our ability to communicate the
embodied challenges and opportunities available to existing generation
infrastructure.

12 Conclusion

It can be easy to identify opportunity for RES integration within islanded countries
solely reliant on diesel fuel for electricity generation. In response, the default
approach to system design and development is increasingly to adopt hybrid diesel
architectures. Less apparent are the societal challenges inherent in moving these
communities away from an established and reliable technology. As the level of RES
integration increases additional technical challenges also present around main-
taining robust and secure power systems.

This chapter presents possible solutions, advocating a step-by-step transitional
approach to the promotion of increased RES utilization. The main advantage of this
approach has been to extract maximum value from the existing generation footprint.
We have seen how diesel generator operability, often considered as a simple but
inflexible supply solution, is in fact a complex and adaptable technology, able, if
configured correctly, to run in cooperation with various RES technologies. Indeed
multiple approaches exist to configure and control legacy diesel generator as a
means to integrate greater levels of renewable penetration. As systems transition
from diesel dependence to greater RES utilization, the degree to which value is
returned depends heavily on an understanding of the opportunities and challenges
presented in this chapter. Principally opportunity to move away from legacy load
limit constraints, to capture significantly improved RES value under LLD
application.

Preliminary modelling has demonstrated how LLD approaches offer improved
system flexibility, given either a diesel, or diesel hybrid architecture. Under a hybrid
scenario, diesel assets are required to perform in parallel to a variable RES, and
hence the requirement for flexibility is greatest. While spinning reserve or energy
storage can be integrated into a system to improve RES integration, a simpler and
more cost effective approach is to run your diesel generator sets at low load. As the
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technical barriers to low load operation are addressed, LLD presents as both an
improved system security and improved RES penetration enabler, accessible to all
diesel power systems.
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Optimal Control System of Under
Frequency Load Shedding in Microgrid
System with Renewable Energy Resources

T. Madiba, R.C. Bansal, J.J. Justo and K. Kusakana

Abstract Nowadays many of the power systems are facing serious problems
because of the lack of know-how to utilize the available renewable energy resources
(RER) so as to balance between the power supply and demand sides. As the
consequence of the power unbalancing into their distribution networks, under fre-
quency load shedding (UFLS) which leads to life span reduction of various
expensive equipment and deteriorating production in general are of much concerns.
Thus, proper control system for the load flow in a system like microgrids (MG) with
RER in general is the first thing to carry out the assessment with the aim to solve the
power balancing problem within the power system networks. Actually, the major
problems which many utilities are facing all over the world are how to utilize the
available and future energy resource reserves in order to balance between the
supply and demand sides within their power distribution networks. Moreover,
because of the quick, improvised and unforeseen increasing number of consumers’
power demands and lack of additional macro energy resources plants which can
favorably respond to the instantaneous consumer requirements, optimal control
strategy (OCS) is inevitable. The OCS is required to maintain the steady-state
operations and ensure the reliability of the entire distribution system over a long
period. For that case, the OCS is required to principally stabilize parameters such as
voltage, frequency, and limit the injection of reactive power into the MG system
under stress. Therefore, in this chapter, the OCS is proposed as an approach to be
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applied in an intelligent way to solve the UFLS and blackout problems (BP) in a
typical MG with RER. The proposed control solution is analyzed using emergency
power supply reserves integrated with RER. These typical energy resources can be
wind and photovoltaic (solar PV) systems associated with the battery energy
storage system (BESS), hydro pump storage, biomass power plant and fuel cell
systems.

Keywords Optimal control system (OCS) � Microgrid (MG) � Under frequency
load shedding (UFLS) � Wind turbine � PV system � Batteries energy storage
systems (BESS) � Renewable energy resources (RER)

1 Introduction

Energy industry has been the major driving force for the technological development
of mankind through the famous biological theme of “survival of the fittest.” Actually,
the world population grows in arithmetic progress with the demand for energy. The
conventional power generating systems utilize fossil fuel (i.e., coal, gas and oil) as
their primary input sources to the boiler for combustion. Now, the by-products of the
combustion system (such as CO, NOx, and SOx) are the major causes of environ-
mental pollution which is detrimental to both human and animal health. In fact, the
carbon dioxide (CO2) emitted during combustion has been identified as the main
cause of global warming which result in undesirable climate change. Thus, to
eliminate the dependent on fossil fuels as the primary source of energy and mitigate
their environmental consequences, renewable energy resources (RER) like photo-
voltaic (PV), biomass and wind energy are the promising solutions [1].

More specifically, a small-scale power generating system close to the customers
is considered as a microgrid (MG) system. Technically, small capacity power
generating units such as those using RERs can be integrated in the MG system.
Some of the advantages of adopting the concept of the MG system include
reduction of line losses, network congestion and line costs by increasing the energy
efficiency [2]. On the other hand, there are challenges which hinder the direct
implementation of the RERs in the form of MG system into the existing power
networks. These challenges are voltage and frequency control, intelligent energy
management systems, power converters control systems which link various power
generating units in the MG system, and investment cost practical implementation as
well as the social acceptability. However, the higher level of flexibility and relia-
bility provided by the MG system when run both in grid-connected and islanded
modes of operations outweigh the above-mentioned challenges when observing
from the grid perspectives. In that case, the MG system and its components may
physically be close to customers and distributed geographically depending with
their energy resource allocation [3].
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The concept of the MG is that many micro generators are connected to grid with
the objective to reduce the need of the network distribution system [4]. However,
the MG can be integrated with the network system but this can produce a problem
to the safety and reliability of the grid due to the net loss of line flow, voltage and
power quality [5]. Generally, the MG operates in two modes which are islanded and
grid-connected. For single MG, different control strategies are used to stabilize the
output which utilizes P-f and Q-V control modes for grid-connected and isolated
mode [6]. The combination of a series of control strategies are utilized to enable
stable operation of the MG in each mode and switch smoothly between the two
modes [7]. A blackout in a power system refers to the absence of power supply in a
given area/community for a short or long period. These power blackouts can occur
due to natural disasters or technical reasons. The stable operation of a power system
requires frequency and voltage to be constant [8]. When power grid fails to supply
sufficient power [9], the appliances of under frequency load shedding (UFLS)
models could improve the system frequency dynamic response and enhance the
stability of power grid and in the past many researchers have focused on this subject
[10]. The UFLS models describe the detailed procedures of how many steps should
be taken and how much load should be shedded at each step [11]. Load shedding
scheme based on frequency alone has several disadvantages, among which are the
load may be tripped unnecessarily at low import level and too much load tripped at
high import level [12]. The traditional or conventional load shedding approach does
not provide optimum load shedding solution and cannot deal efficiently with
modern and complex power systems [13, 14].

To address these problems, the application of half-adapted and adapted methods
UFLS with less amount of loads being shed compare to the conventional systems
have been presented [15]. Although, nonlinear optimization model can solve this
problem more accurately, this method is very lengthy, that is, it increases com-
putational complexity when practical results are of interests as it takes longer time
[16]. Alternatively, computational intelligence techniques which have robust and
flexible properties when dealing with complex nonlinear systems could be an
option in addressing this problem [17]. The limitation of computational intelligence
techniques restricts their applications in load shedding in real time [18]. Because of
this reason, this chapter discusses a solution regarding load shedding and blackout
problems into the MG power system, and proposes a method of controlling the
voltage and frequency within the MG system when operating in grid-connected
mode as well as in islanded mode.

The chapter is organized as follows: the general introduction about the chapter
which includes the problem statement, literature review on MG concept and control
methods is provided in Sect. 1. In Sect. 2, the general configuration of the MG
system is prevailed with brief description of its various components including
renewable and nonrenewable energy technologies while Sect. 3 presents their detail
operating characteristics. The contribution of renewable and nonrenewable
resources into the MG system is explained in this section by highlighting the
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problem statement, objective function, system constraints and later on simulation
studies are presented. The conclusion and technical challenges to further improve
the performance of the MG systems are briefly explained in Sect. 4.

2 General Configuration of the MG System

The main work with electric utilities is to design and implement Community MGs
that utilize local renewable energy resources to provide a reliable and cost-effective
foundation for a modern grid. The operation principles the MG system technologies
is based on the number of its main components applied at supply and customer
sides [19]. The fundamental of realizations activities for different types of renew-
able energy technologies and others sources of energy include the major points
listed as follows: land clearing for site preparation and access routes; excavation,
blasting, and filling; logistic aspect of materials and fuels; construction of foun-
dations involving excavations and placement of concrete; operating cranes for
unloading and installation of equipment; construction and installation of associated
infrastructure [20], construction and reticulation plans of power cables; and closeout
and decommissioning activities may include removal of project infrastructure and
site rehabilitation [21]. The next subsections present the details characteristics of a
MG system containing various renewable energy technologies which can be used in
the MG system.

2.1 MG System General Model

This section explains an overview of the MG with various renewable energy
technologies (RETs) looking on the principles of their operating characteristics and
limitation. Their configuration when operating as MG system with power elec-
tronics interfaces is also briefly highlighted in the Fig. 1 The MG shown is con-
taining RETs such as diesel generator, micro-hydropower, hydro pump storage,
wind turbine generator, PV system, inverters, bidirectional converter and a battery
storage system in case of power shortage when there is no power from any of the
supply sources. From the demand side, there are a certain number of loads to be
feed with power during the specified period of the day according to the daily
consumption needs.

As said before, the subsections of the Sect. 2.1 give the brief descriptions and
the operating principles of some of the RETs to be applied into the MG system with
the objective to keep the power system operating continuously.
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2.1.1 Micro-Hydropower System

The micro-hydropower requires water from the river to be channeled through a
basin where sediment which may damage the turbine is removed. The water is then
passed to a tank before flowing downhill through a pipe called a penstock.
A turbine is located at the bottom of the penstock and is driven by the force of the
falling water to produce electricity [22]. The communities should be made to
participate fully from the beginning in order to own the project and maintain it
through its lifetime. Once the system is in operation, the local people pay a small
charge to use the electricity, which is used to cover maintenance and the eventual
cost of replacement. The locals are also involved in the construction which will
enable them to maintain the facility [23]. Today, small hydropower projects offer
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Fig. 1 Representation of a MG system general model
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emissions-free power solutions for many remote communities throughout the world
such as those in Nepal, India, China, and Peru as well as for highly industrialized
countries, like the United States. The energy head in the water flowing in a closed
conduit of circular cross section, under a certain pressure, is given by Bernoulli’s
equation [24]:

H1 ¼ h1 þ P1

c
þ V2

1

2g
ð1Þ

where H1 is the total energy head, h1 is the elevation above some specified datum
plane, P1 the pressure c the specific weight of water, V1 the velocity of the water,
and g the gravitational acceleration. The total energy head at point 1 is then the
algebraic sum of the potential energy h1, the pressure energy P1/c, and the kinetic
energy V1

2/2g, commonly known as the “Velocity head.” For an open channel, the
same equation applies, but with the term P1/c replaced by d1, the water depth [25].

2.1.2 Photovoltaic System

PV technology system seems to be the simple and desired method because of its
easier method of maintenance, installation process, which is highly important in a
small, remote island nation with limited technical expertise or access to replacement
parts. It can be developed as a distributed system of small-sized systems, which can
spread benefits widely and has the potential for widespread replication. The flexi-
bility of the grid stability and grid management is increased by the predictable PV
system. The major opportunities to develop PV technology is significant in private
sectors where the systems seems to be economical and competitive compared with
other options and the government expects it to become more so in the near to
mid-term [26]. Figure 2 represents a diagram of PV system supplying the AC load
via inverter and the DC load via a controller.

Fig. 2 PV generator system diagram layout
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2.1.3 Biomass System

The value of a particular type of biomass depends on the chemical and physical
properties of the large molecules from the source [27]. More recently, fossil bio-
mass has been exploited as coal and oil. However, since it takes millions of years to
convert biomass into fossil fuels, these are not renewable within a time-scale
mankind can use [28]. Burning fossil fuels uses “old” biomass and converts it into
“new” CO2; which contributes to the “greenhouse” effect and depletes a nonre-
newable resource [29]. Burning new biomass contributes no new carbon dioxide to
the atmosphere, because replanting harvested biomass ensures that CO2 is absorbed
and returned for a cycle of new growth [30]. One of the dilemmas facing the
developed world is the need to recognize this time delay and take appropriate action
to mitigate against the lag period [31]. Biomass can be converted into three main
types of products such as electrical or heat energy, transport fuel, and chemical
feedstock but of particular interest in this study, the main purpose here is the
generation of electricity [32]. The biomass system typical plant diagram layout is
presented in Fig. 3 As this can be seen in the diagram, the biomass heat system is
characterized by the input parameter Qin and outputs such as the energy from the
turbine Wt, cooling water Qout, and the pump Wp. The design of a biomass plant
technology is based on these four main factors as shown in the Fig. 3 [31, 32].

2.1.4 Battery Bank System Characteristics

Without batteries to store energy, it would only be possible to have power when
renewable energy sources are available or the diesel generator running [33–36]. It
must also be decided how many days’ worth of energy must be stored in the battery
bank. Generally, system designs allow for an autonomy range of 2–5 days. In the
case of the example, an autonomy capacity of 2 days will be taken into account.
The total battery energy of a certain number of kW is multiplied by two and results

Fig. 3 Biomass system plant
layout
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in kWh, which then gives system autonomy of 2 days [37–39]. When designing
MG system, solar power generation systems, the designer must pay specific
attention to the selection of PV modules, batteries, inverters, and installation
material and labor expenses, and specifically be mindful of the financial costs of the
overall project. The designer must also assume responsibility to assist the end user
with rebate procurement documentation [40]. Figure 4 shows how a storage battery
system unit is installed into the grid system with the objective to compensate with
power in case of shortage of energy for the household system.

2.1.5 Wind Turbine Generator Characteristics

Many rural areas have an ideal situation for developing community sized wind
projects on their reservations. Frequency control requires real-time balance between
generation and load, with system frequency deviation maintained within a certain
range and for a large interconnected system, frequency control performance is
important because of reliability concerns [41]. Figure 5 shows the wind turbine
generator system with the objective to give the idea of the operating principle of this
technology.

Fig. 4 Storage batteries diagram system interfacing DER

Controller

Generator Power
Grid

Drive
train

Wind

Fig. 5 Wind turbine generator system layout [41]
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The operation of wind system requires adequate knowledge of average wind
conditions as well as the information on the turbulent nature of the wind [42]. The
knowledge of wind turbulence of a given site is necessary for cost optimization of
modern large wind turbines and it is crucial in the designing of the supporting
structures for wind turbines [43]. It also helps in the design of appropriate control
system that can mitigate the impact of structural loading on wind turbine resulting
from the turbulent wind [44].

One of the most important criteria for determining the feasibility of a wind
project is the level of wind resource available. The amount of energy that can be
harnessed from the wind is greatly dependent on the wind speed. Small to medium
size wind turbines generally need at least a class two wind resource, which averages
4.1–4.9 m per second. To easily explain the wind turbine design and its aerody-
namic characteristics, first consider the speed of wind as a random variable. The
Weibull distribution function with two parameters is commonly used to describe a
wind speed data [45]. It provides a convenient representation of the wind speed data
for wind energy calculation purposes. The general representation of the Weibull
distribution is given by:

FðVwindÞ ¼ ðg=cÞðVwind=cÞg�1 exp �ðVwind=cÞgð Þ ð2Þ

where Vwind is the wind speed (m/s), c is the scale factor of the Weibull distribution
with unit of speed, and η is the shape factor of the Weibull distribution, which is
dimensionless. There are several methods for calculating the parameters of the
Weibull wind speed distribution for wind energy analysis. Generally, we can cal-
culate the two parameters using the following expression:

g ¼ rw=Vmeanð Þ�1:086 and c ¼ Vmean

cð1þ 1=g
; ð3Þ

where the c is the gamma function, Vmean is the average value of wind speed data,
and rw is the standard deviation of the wind speed data.

The mechanical part of the wind turbine consists of a yaw system, a pitch
system, blades, a tower, and a gearbox in which the extracted wind power from air
moving mass is transmitted to electrical system, i.e., generator for electric power
generation. The extracted power can be expressed as [46, 47]:

Pm ¼ q
2 ArV3

windCp k; bð Þ
k ¼ RT � xT=Vwind

�
; ð4Þ

where Pm is the mechanical active power in watts, q is the air density in kg/m3, Ar

represents the surface area swept by the blade in m2, Vw stands for the wind velocity
in m/s, and Cp (k, b) is the power coefficient which is a function of the tip speed
ratio (i.e., k) of the turbine blade and its pitch angle (i.e., b) in degree. Also, RT

represents the radius of the rotor in meter while xT is the mechanical speed of the
rotor in rad/s.
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Based on (4), the torque output by the wind turbine can be expressed as [48]:

T ¼ qpR3Cpðk; bÞV2
wind=2k: ð5Þ

Therefore, referring to (4) above, the rotor speed can be regulated to maintain k
at its optimum value kopt and Cp at its maximum designed value Cpmax. In this case,
the maximum power captured by the wind turbine is given by [49]:

Pmax ¼ qpR5Cpmaxx
3
opt=2k

3
opt ¼ koptx

3
opt ð6Þ

and the maximum torque is

Tmax ¼ qpR5Cpmaxx
2
opt=2k

2
opt ¼ koptx

3
opt ð7Þ

where kopt is the constant which is determined by the wind characteristics. The
coefficient Cp can be approximated using the wind turbine characteristics [48, 49]:

Cpðk; bÞk1 k2
k1
� k3b� k4

� �
e
�k5
ki þ k6k

1
k1
¼ 1

kþ 0:08b � 0:035
b3 þ 1

8<
: ; ð8Þ

where the coefficients k1–k6 depend on the wind turbine design characteristics
which are given by k1 = 0.5176, k2 = 116, k3 = 0.4, k5 = 21, and k6 = 0.0068 [50].

Therefore, it is important to install the turbine where the wind resource is at high
speeds. It should also be noted that wind speed increases with elevation. The wind
shear is a variable that describes how much the speed differs with elevation. Data
collection of wind speeds and direction will need to be conducted for a minimum of
1 year [49–51].

2.1.6 Fuel Cell

A fuel cell consists of two electrodes, the anode and the cathode, separated by an
electrolyte [52]. Thin layer of platinum or other metals, depending on the type of
the fuel cell, is coated on each electrode to activate the reaction between oxygen
and hydrogen when they pass through the electrodes. The overall reaction is shown
by the equation below [53]:

H2 ðg)þ 1
2
O2ðg) ! H2O(1) DH ¼ �287kJ mol�1: ð9Þ

There are five major types of fuel cells generally available in the market. All of
them have the same basic design as mentioned, but with different chemicals used as
the electrolyte [54]. These fuel cells are the following: Alkaline Fuel Cell (AFC),
Phosphoric Acid Fuel Cell (PAFC), Molten Carbonate Fuel Cell (MCFC),
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Solid Oxide Fuel Cell (SOFC), and Proton Exchange Membrane Fuel Cell
(PEMFC). These fuel cells require fairly pure hydrogen fuel to run. However, large
amount of hydrogen gas is difficult to transport and store [55].

2.1.7 Gas-Fired Power Stations

Gas-fired power stations generate electricity by burning natural gas. A distinction
must be made between gas turbine power stations and gas-fired steam power sta-
tions. Quick-start plants of this nature are used especially when power fluctuations
or grid outages have to be made up for in short order and more electricity has to be
made available extremely quickly [56]. What is special about gas-fired power
stations is that they are among the few types of power station that are peak
load-capable. In other words, gas-fired power stations can be run up from stationary
to peak capacity in a matter of minutes. Quick-start plants of this nature are used
especially when power fluctuations or grid outages have to be made up for in short
order and more electricity has to be made available extremely quickly [57].

2.1.8 Diesel Generators

A standby generator consists of an engine-driven generator that is used to provide
auxiliary power during solar blackouts or when the battery power discharge reaches
a minimum level. The output of the diesel generator is connected to the auxiliary
input of the inverter and engines that drive the motors operate with gasoline, diesel,
natural gas, propane, or any type of fuel [58]. As an option, the diesel generators
can be equipped with remote monitoring and annunciation panels that indicate
power generation data log and monitors the functional and dynamic parameters of
the engine, such as coolant temperature, oil pressure, and malfunctions [59].
Engines also incorporate special electronic circuitry to regulate the generator output
frequency, voltage, and power under specified load conditions [60]. The diesel
Generators are best used for backup power during long periods of little or no wind.
Under these circumstances the diesel generator runs just long enough to provide the
batteries with their bulk stage charge and for a portion of the absorption charging
stage [61, 62].

2.2 Comparison of Production Energies Options

Apart from its own merits, PV technology system is considered the best option for
many projects because of the potential state of development of other RETs in the
most of the countries. PV power is estimated to be the most expensive RET option
and micro-hydro is attractive on a cost basis [63]. Table 1 provides a summary of
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the strengths and weaknesses of the various RETs in comparison to one another,
and to the existing fossil fuel-based energy production system.

This is with regard to the financial costs of solar PV and other renewable energy
technologies (RETs) as compared to the existing fossil fuel-based energy produc-
tion in many developed countries. PV systems are currently a competitive option
for energy production in many of the countries in the world.

3 Contribution of Renewable and Nonrenewable
Resources into the Microgrid System

In this section of this chapter, a microgrid system has been considered as a case of
study with the objective to show how the voltage and the frequency can be con-
trolled when there are disturbances with the plan to keep the system running
properly.

3.1 Microgrid System Configuration

Figure 6 presents the typical MG system to be taken into consideration during
performance evaluation. The main components of the MG system are the Wind,
PV, diesel systems, batteries energy storage system (BESS) and loads. The BESS is
entitled to supply power to the system when there is lake of power from both diesel
generator and PV systems.

3.2 Problem Formulation

3.2.1 System Description

The MG used in this work is presented in Fig. 6. The system is composed of three
energy sources namely, a diesel generator, PV system, and their associated battery
storage systems. Additionally, from the consumer’s side, there are two identical
loads which are noncritical PL1 and Pc

L2
. The power from the diesel generator

system is considered to be produced at lowest cost and to keep its value as long as
the MG is operating. The aim is to meet the demand with the capacity of power
delivery and the control of voltage and frequency to the hybrid system. The
modeling of the MG under frequency load shedding (UFLS) scheme can be done
according to the logical method of solving this kind of problem.

Optimal Control System of Under Frequency Load Shedding … 83



3.2.2 Objective Function

The objective of this work is to minimize the cost of the fuel and the noncritical
power consumption by incorporating switches as control devices to the model
operating on ON/OFF. Both switches are applied to the number of variables in
accordance with number of samples Ns during the operation period of the hybrid
system. Mathematically, this can be written as optimal control problem where the
control objective is the minimization of the cost of the total daily energy produced
by the diesel generator to the loads. This problem can be characterized by the
Eq. (10) as follow:

Objective function:

min Cf

XNs

i¼1

[aP2
DG(j)þ bPDG(j)þ c]� Dt; 1� i�Nsð Þ; ð10Þ

where Cf is the cost of the fuel used to run the DG; a, b, and c are respective factors
applied to the fuel properties; Dt is the variation of time during what the hybrid
system will be operating daily; PDG is the output power from the diesel generator

Fig. 6 Typical configuration of microgrid system with renewable energy resources
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system to the hybrid system; i is the number of horizon, and Ns is the number of
samples considered for the optimization study of the hybrid system.

3.2.3 Constraints

The constraints equations of the system are characterized by the main expressions
which are power balance, frequency constraint, state of charge of the battery bank,
and boundary constraints of the control variables considered for this study into the
MG system.

(a) Power balance equation

The power balance generated at the common point of the connections should be
greater or equal to the total power demand at the same point. We can write the
Eq. (11) as follows:

Pe(k)þPPV(k)� PB(k)�
XnLoad
i¼1

PL � ui;
1� i� nLoad

1� k�Ns

� �
ð11Þ

where PL(t) is the power demand of the ith critical load at time t; Pe(k) is the
electrical power from the diesel generator, PPV(k) is the output power from the PV
system, PB(k) is the output power from the battery system, ui is the switch applied
to each load, and nLoad is the number of loads to be supplied into the hybrid system.

(b) Frequency constraint

The speed of the diesel generator in the MG power system changes in direct
proportion to frequency. As frequency drops in the system, the selected diesel
generator will turn slower and supply less energy. The accelerated power of the
small hydropower generator is written by the expression (12) as follows [60]:

Pa ¼ M dxd

dt ¼ Pm � Pe

M ¼ GH
pfs

xd ¼ xe � xs

8><
>: ; ð12Þ

where G is the machine rating (base) expressed in MVA; H is the inertia constant in
MJ/MVA; fs is the synchronous frequency expressed in Hz, and the considered
value is (60 or 50 Hz); M is the moment of inertia in MJ/MJ/rad/s; xd is the
electrical rotor speed displacement from synchronously rotating reference frame; xs

is the synchronous speed of the synchronous machine; xe is the electrical rotor
speed of the machine.

The motion Eq. (12) of the generator can also be expressed in the discrete-time
domain and is written as the expression (13):
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M
xðkÞ � xðk � 1Þ

Dt
¼ Pðk � 1Þ � Pðk � 1Þ; ð13Þ

In another form, Eq. (13) can be rewritten as (14) below:

xdðkÞ ¼ xdðk � 1Þþ Dt
M

Pmðk � 1Þ � Peðk � 1Þ½ �: ð14Þ

By recurrence manipulation, the displacement speed xd (k) can be expressed in
terms of its initial value, xd (0) as follows:

xdðkÞ ¼ xdð0Þþ Dt
M

Xk
s¼1

PmðsÞ � Dt
M

Xk
s¼1

PeðsÞ: ð15Þ

The boundary constraints of the frequency constraints are therefore written as
follows:

xmin
d ðkÞ�xdð0Þþ Dt

M

Xk
s¼1

PmðsÞ � Dt
M

Xk
s¼1

PeðsÞ�xmax
d ðkÞ: ð16Þ

(c) State of charge of battery bank

The state of charge of the battery bank as shown in Fig. 6 can be expressed in
discrete-time domain, by the following equation:

SoCðkÞ ¼ SoCðk � 1Þ � Dt
Cn

PBðk � 1Þ; ð17Þ

where Cn is the nominal capacity of the battery bank. The state of charge (SoC) can
be expressed in terms of its initial value, SoC(0) by the following expression:

SoCðkÞ ¼ SoCð0Þ � Dt
Cn

Xk
s¼1

PBðsÞ: ð18Þ

The lower and upper limits on the state of charge of the battery bank are
expressed as:

SoCminðkÞ� SoCð0Þ � Dt
Cn

Xk
s¼1

PBðsÞ� SoCmaxðkÞ: ð19Þ
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(d) Boundary constraints of control variables

The boundary constraints of the considered variable parameters into the MG
system under frequency load shedding scheme are explained and written by their
appropriated from Eqs. (20)–(23) as follows:

The active power of the DG is defined as the real part of the complex variable of
the apparent power. This quantity is physically limited in the selected generator.
The lower and upper generator active power limits are expressed by Eq. (20) as
follows:

Pmin
e �PeðkÞ�Pmax

e ð1� k�NsÞ: ð20Þ

The power generated by PV system is defined to be the real variable. This
quantity is physically limited in the selected PV plant. Thus, the lower and upper
boundaries of PV active power limits are expressed as in Eq. (21):

Pmin
PV ðkÞ�PPVðkÞ�Pmax

PV ðkÞ; 1� k�Nsð Þ: ð21Þ

The output power of the battery bank is also defined as the real-active power.
This quantity is physically limited in the selected batteries. The lower and upper
capacities limits are expressed by the Eq. (22) as follows:

Pmin
B ðkÞ�PBðkÞ�Pmax

B ðkÞ; 1� k�Nsð Þ: ð22Þ

The variations of the network frequency and voltage variables must be main-
tained under certain limits. These quantities are physically limited for the selected
equipment into the MG system. In this case, the lower and upper limits of frequency
and voltage can be expressed by taking the system nominal frequency and voltage
as in Eq. (23) with the following structure:

fminðkÞ� fnomðkÞ� fmaxðkÞ
VminðkÞ�VnomðkÞ�VmaxðkÞ; 1� k�Nsð Þ

(
ð23Þ

3.3 Simulation Results

For the adequate study, additional load data need to be provided in order to
complete the design of power supply resources. The main the objective is that the
supply side must meet the demand side capacities. Finally, the simulation results of
the MG model under frequency load shedding scheme are presented in this section.
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3.3.1 Optimization Algorithm

Several optimization methods of algorithm can be applied for the resolution of the
concerns defined in this work. The mathematical modeling of the problem of the
MG power system is a nonlinear objective function and there are some assumptions
to be taken into account. The fmincon function in MATLAB is proposed to find the
minimum of a constrained nonlinear multi-variable function. Otherwise fmincon
finds a constrained minimum of a function of several variables. Because of these
reasons, the fmincon function of MATLAB R2015 Optimization Toolbox is
implemented to solve all the issues of this problem. The equation can be solved by
this function is expressed as:

min f ðXÞ ð24Þ

subject to

AX� b ðlinear inequality constraintÞ;
AeqX ¼ beqðlinear equality constraintÞ;
CðXÞ� 0 ðnonlinear inequality constraint),
CeqðXÞ� 0 ðnonlinear equality constraintÞ;
Lb �X�Ub ðlower and upper boundsÞ:

8>>>><
>>>>:

ð25Þ

For the optimal control equation, the vector X contains the feeders speed for all
sampling intervals. The linear inequality constraints are integrated into A and b. The
lower and upper boundary constraints Eqs. (20)–(23) are incorporated into Lb and
Ub. The MATLAB code implemented to solve this problem has been applied using
closed loop control system.

Fig. 7 Daily variations of global radiation and total load profile
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3.3.2 Typical Application

The total variation of the typical daily load profile PL [kW] of the consumers and
the variation of the global radiation per square meter Rad [kW/sqm] for solar are
given of in the Fig. 7.

Additionally, for doing the study of the MG system described in Fig. 6 presented
under Sect. 3, it is required to have other parameters to be applied into the sim-
ulation of the power system that are given in the Table 2.

3.4 Results and Discussions

After simulating the MG system described in Fig. 6 of Sect. 3 with consideration of
all the supply sources are operating at their full supply capacity, the results of the
variation of the energy resources are given in the Fig. 8. From the results shown in
Fig. 8, it seems that system is operating normal. We can also note that there is no
need to shed any of the load as the system is running at full capacity with the main
power supply from the diesel generator, PV unit compensated by battery system,
making the system run without any problem. Additionally, the saving on the fuel is
evaluated to 30% of the daily total consumption of the nominal consumption of the
diesel generator. As the effect of variation of frequency and the voltage of the
hybrid system are good and this can be seen from the Fig. 9. The results are
characterized by two types of legends. The dashed red lines mean the maximum
values while the black lines mean the normal values of parameters.

When the deliverable capacities of the supply system are not meeting their
maximum capacities because of some of the disturbances such as default of the
radiation, storage capacity problem, and malfunctioning of the diesel generator set for
some reasons, these have impact on the frequency and voltage as shown in Fig. 10.

Table 2 Simulation parameters [65, 66]

Item No Parameter Value

1 Diesel Generator 6 kW

2 Sampling time 1 h

3 Battery nominal capacity
Battery maximum SOC
Battery minimum SOC
Battery discharging efficiency
Battery charging efficiency

4 kWh or 84 Ah or 1 kW
95%
40%
100%
80%

4 Accepted Frequency
Accepted Voltage

(50 ± 1.5) Hz
(1 ± 0.05) pu

5 Diesel fuel price 1.4 $/l

6 Diesel Generator parameters a = 0.246, b = 0.0815

7 PV system 0.7 kWmax
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Fig. 8 Variation of the supply capacities of the hybrid system at full capacity

Fig. 9 Variation of the all the parameters of the hybrid system
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The disturbance is caused especially when both the diesel generator and PV systems
are running at 80% of their installed capacities and both loads are still connected to
the bus. As consequence, the variations voltage and the frequency of the hybrid
system are under the lower boundaries limits which is very dangerous for the
system and this has effect on the shedding of one of the load.

As this can be seen in the Fig. 10, the variations of voltage, frequency and the
State of Charge are not following the rules because of lack of power as both
suppliers are not running at their full capacities. For that, the need to equilibrate the
system is necessary. Therefore, the system is running under frequency load shed-
ding and the only way to solve the problem is to compensate the supply side in such
a way it still be at its required capacity for to balance the MG system.

Fig. 10 Variation of parameters of the hybrid system when the DG set and the PV are not running
at its full capacity
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After adjustment of the power from diesel generator set as shown in Fig. 11, the
frequency and the voltage variations parameters have become normal which mean
both parameters ranging between the average percentage limits of the nominal
required values. In other words, no load shedding simply because the supply
capacity has met the demand and it is concluded that the hybrid system is running
under balancing condition.

4 Conclusion and Technical Challenges

The hybrid power system needs to be appropriately controlled with the objective to
keep the system operating continuously. Especially when the main power supply is
considered to be provided from the diesel generator, the reliability of the system is
highly recommended in for the success of the both supplier and consumers. The
fluctuations of the both frequency and the voltage into the microgrid system affect

Fig. 11 Adjustment of the supply capacities to correct the voltage, the frequency and the state of
charge of the hybrid system
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the productivity of the system. When there is no additional source of power to
compensate the existing sources of energy, this implies the elimination of one of the
loads to avoid the unbalancing of the microgrid power system. In case of
both critical and noncritical loads are still connected with supply side operating at
its less required capacity, the consequence of this is the under voltage which
automatically implies under frequency problem into the distribution system. The
good way to solve the variation of the frequency and voltage into the microgrid
system when there is unbalancing between the supply side capacity and demand
side is to carefully control the system in such a way that in case of disturbance at the
generator side as main supply capacity, the renewable energy need to compensate
with additional power to keep very small the variation of the voltage and frequency.
During the daytime, it always preferable to have the diesel generator set and PV
running at their full capacities so that when nighttime will come the battery can still
be able to supply the based load in the microgrid system. The effect of this, will
keep the variation of both frequency and voltage very low and there will be no need
to shed the load. The fluctuation of both frequency and voltage in the hybrid
systems are not a factor to consider because this aspect has bad effect on the
lifespan equipment used in term of maintenance and operating costs. Additionally,
after this problem is well solved, also the productivity and the rentability of the
hybrid system are achieved. As future recommendations for both off-grid and
grid-connected microgrid systems, it is always preferable to provide a reserve
renewable source of energy which may be efficient in price such as solar PV system
to compensate the existing suppliers and to save the operating cost of the diesel
generator. A second generator unit as a spare supplier source of energy is not
preferable because of the increase of the operating cost of the system which will
affect the rentability of the power system and the pollution of the atmosphere.
Finally, to prevent the increase of carbon emission, the use of quick renewable
energy such as PV system is the best and simple solution to be applied as described
in this chapter which is considered as clean energy to keep both the population and
environment safe.
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Power Quality Impacts and Mitigation
Measures for High Penetrations
of Photovoltaics in Distribution Networks

Peter Wolfs, M. Mejbaul Haque and Sawkat Ali

Abstract Island power systems often have high costs of generation in comparison
to most large-scale continental power systems due to a high reliance on diesel
generation. Many island systems are small with many being sub-megawatt in size.
Apart from the issues of the economies of scale, the costs in island systems are
increased by the difficulties of remoteness in terms of fuel delivery and access for
maintenance. Island systems often have access to good renewable resources such as
wind, biomass and solar resources. These have been successfully harnessed in many
systems to reduce the reliance on diesel generation. Island power systems often
have very high fractions of renewable energy. Many renewable technologies are
now mature and reliable and the costs of solar systems have continued to reduce.
The economics of the situation drive increasing interest and usage of PV systems.
Some technical challenges emerge once a considerable fraction of the consumer
energy is to be supplied from renewable sources. These key issues are intermittency
and voltage control. Intermittency is reduced with a technology diversified and a
spatially diversified portfolio of generation sources. Highly responsive backup
generation, load demand control and storage are often used to compensate for the
intermittent generation of renewables. Voltage can be easily controlled in new
systems that are specifically designed to work with renewables. Older systems may
need modifications such as partial reconstruction or the retrofitting of regulation
devices.
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1 Introduction

Solar energy is often included in the generation mix for island communities [1–5].
Island generation systems often are based on diesel fuel and this can result in a
significant economic burden. As an example the Pacific Island states spend on
average 14.77% of GDP on fuel and have high electricity tariffs [6]. These average
0.35 USD/kWh and can reach as high as 1.50 USD/kWh in outlying islands [6]. In
2014, a power purchase agreement (PPA) was struck for a 100 MW solar plant in
Dubai where energy was delivered for 58.5 USD/MWh [7, 8]. This is a wholesale
price of 0.0585 USD/kWh. A retail price may be three or four times higher but even
allowing for these multipliers, solar energy is often cheaper than diesel-fired energy.
Clearly, photovoltaics can potentially displace fossil fuels and provide an economic
advantage in an island power system. Island power systems can often tap a range of
renewable resources such as wind and biomass. In this case the diversity of sources
has an additional benefit [9, 10]. These sources are intermittent and the power
system reliability impacts do need careful consideration [11, 12].

Photovoltaics are a mature technology and now enjoy global annual installation
rates of approximately 40 GWp and prices have reduced to well below 1 USD/Wp
[7, 8]. For many island power systems PV can be readily installed as an effective
means of displacing diesel generation. Some PV might be connected in centralised
solar farms connected to a medium-voltage (MV) system. PV is frequently installed
by private customers as “behind the meter” commercial or residential systems [5].

These will reduce the energy demand and may be encouraged in several ways.
These may include tariff structures or financial incentives [8]. Small commercial
and residential PV systems will often achieve price parity with a public grid in an
island system [8–12]. It is possible that home owners will have a significant eco-
nomic motivation to install systems if the local regulations allow. Residential PV is
generally connected by single-phase inverters to low-voltage (LV) networks and
may produce an impact in these systems.

This chapter focuses on the management of island power systems with high
levels of PV penetration. Two impacts arise:

• Generation ramp rate impacts;
• Voltage impacts.

1.1 Generation Ramp Rate Impacts

Solar generation is directly affected by cloud cover as shown in Fig. 1. This figure
is the output power over one day from a 6 kWp rooftop solar installed at
Rockhampton, Australia, latitude 23.37° South. Rapid power reductions from 5 to
1 kW can occur several times each day. This is more than 65% of the array nominal
rating. These changes in generation can occur in a few seconds. Forty seconds of

98 P. Wolfs et al.



data are shown in Fig. 2. In this case, the largest generation reduction rate is
480 Ws−1 or 8% of the array rating per second.

The time for the generation to fall is determined by the cloud velocity and the
array dimensions. Larger arrays require longer times to shadow [13]. The total
generation from a group of distributed arrays will show less variability as the
impacts of a specific cloud will occur at different times on each array. When arrays
are sufficiently separated, the peaks and throughs due to passing clouds become
uncorrelated. This effect is termed in-plant spatial smoothing [13].

These cloud-induced generation changes do have adverse effects in small power
systems where a significant reduction in solar generation may force the remaining
generation to rapidly increase its output. Small grids with diesel generation are
particularly vulnerable as these cannot rapidly increase their output [13–15].
Utilities may force the solar plant to install energy storage devices to limit the rate
of change of the solar generation to ten or twenty percent per minute. It is possible
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to limit increases in the output of a solar system electronically by moving the solar
module operating point away from the maximum power point. The limitation of the
rate of decrease requires energy storage. Given the ramp down times will be five to
ten minutes batteries are the common choice [14], but some installations may use a
flywheel [17].

As the cost of solar generation reduces it becomes optimum in economic terms
to install larger amounts of solar generation. This might frequently exceed the load
requirements. While this appears wasteful, it is common in small wind and
micro-hydro systems to use dump resistors to regulate the system by spilling excess
generation. The King Island power system in the Australian Bass Strait has a wind,
solar, diesel hybrid power system. This uses a combination of demand response, a
battery, a flywheel and a fast responding energy dump resistor to balance the real
power within a microgrid [16, 17]. If the renewable resource is plentiful and may be
harnessed at a reasonable cost then a guarantee of high levels of diesel fuel
replacement offsets the increased capital cost.

For an island power system there is clear economic pressure to include a large
renewable fraction of energy production. This forces island power systems towards
very high penetration levels. The island power system designer will need to take
every advantage, such as renewable source diversity or spatial smoothing to reduce
the costs of fast responding generation or the costs of energy storage.

1.2 Voltage Impacts

Many island power systems will not require a power transmission system. Unless
the power system exceeds tens of megawatts or the distances are hundreds of
kilometres the transmission voltage levels are not warranted. If a transmission
system exists it will include the traditional mechanisms for voltage control such as
tap changing or reactive power control. The PV impacts are much more visible in
the medium-voltage (MV < 35 kV) and low-voltage (LV < 1000 V) networks. The
traditional MV systems will have active control devices such as on-load tap
changing transformers (OLTCs) and voltage regulators.

LV networks traditionally rely on passive designs to limit voltage variations. LV
distribution networks are generally radial. They can be unbalanced with respect to
loads and feeder structures and have high resistance to inductive impedance
(R/X) ratios. Nations that have a British or European heritage, and this includes
many island states, have a 400/230 Vac four-wire three-phase LV distribution
system. These have an extensive LV network when compared to a 234/117 V
three-wire split-phase North American-based systems. In 400/230 Vac systems, the
LV network typically produces more than half of network voltage drops.

The large-scale deployment of PV in distribution networks is limited by voltage
quality issues. These are most frequently over voltages and occasionally voltage
unbalance. In addition to utility scale solar farms, residential customers often install
rooftop domestic systems. The larger scale solar farms are less problematic in that
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dedicated transformers and regulation devices are often used. In the larger conti-
nental power systems, PV penetration levels are rapidly increasing in the LV dis-
tribution networks. Given that many customers can connect at a shared point of
common coupling (PCC) the effects of voltage rise produced by one customer can
affect others.

For high penetrations, mitigation techniques are essential to effectively and
efficiently manage the voltage impacts for both the MV and especially the LV
distribution networks. Distribution networks will have an operational life of several
decades. Only a small fraction of the network will be replaced or constructed in any
year. The possibility of significant amounts of PV in the LV distribution networks
was not considered when older networks were designed. High levels of PV in LV
distribution networks may alter the normal operational behaviour. The usual design
assumption was that power flows from the upstream high-voltage networks to the
downstream low-voltage networks. In this case it is sensible to set the voltages at
the head of a feeder at the upper end of the allowable voltage range. With high
levels of PV generation the demand reduces. At some times of the day the customer
loads may be low while their generation is high. In this case a customer’s excess
energy may be exported to the public network. If many customers exhibit this
behaviour the feeder flow may reverse. It would be very unusual for the reverse
flows to exceed the equipment current ratings. However, if solar generation causes a
reversal of power flow the feeder voltage profile rises [18, 19]. Given that the
voltage at the head of a feeder may be set close to the upper voltage limits the end
sections of the feeder can quickly exceed those voltage limits.

Voltage unbalance will exist in the network due to unbalanced distribution of
consumer loads and unbalanced impedances in the distribution networks which are
not normally transposed. The increased dynamic load range resulting from the
addition of PV will generally increase the voltage unbalance. Network impedance
unbalance in combination with a strong reverse power flow can result in two phase
voltages rising while the remaining phase voltage drops.

Higher negative sequence voltages can result in equipment damage [20]. High
voltages produced by excessive solar generation may cause inverters to trip on
overvoltage. This results in the loss of that generation. Customers at the ends of
feeders with voltage rise problems might be routinely prevented from producing
solar energy and this becomes an issue of fairness.

Overvoltage may encourage the network operator to impose limits on the
amount of renewable generation within a specific LV distribution network. Once a
network reaches a technical limit, often expressed as a percentage of the rating of
the distribution transformer to which PV arrays connect, further connections may be
refused. A network operator may avoid voltage rise problems by limiting the
amount of energy that a customer may export. For a commercial customer that
wishes to install an array of tens kilowatts or a few hundred kilowatts energy export
maybe forbidden. This often results in commercial arrays standing idle on week-
ends. If an island power system operator wishes to displace diesel generation it is
unfavourable for PV systems to be prevented from generating because of voltage
issues.
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A review of recent papers shows a strong interest on the voltage quality issues
caused by PV in LV distribution networks [21, 22]. A number of techniques exist to
alleviate these problems. This chapter provides an extensive review of the impacts
and technical approaches to increase PV penetration in both European- and North
American-inspired island networks.

2 The Growth of PV Installations

The growth in energy consumption occurs unevenly across the globe. In Western
nations the growth is low or even negative while in the developing world growth
rates are high. The populations of island nations often have relatively limited access
to electric power and are frequently in the high growth camp [23]. PV is one of the
most accessible forms of distributed renewable energy [24], and is predicted to
become the biggest contributor to electricity generation among all renewable energy
candidates by 2040 [25].

2.1 The Global Scenario

PV exceeded wind power as the largest renewable source after hydropower in 2014
[7]. Figure 3 shows the progress of cumulative installed PV capacity in the world
over the period 2000–2014. A more than 40% of the total PV capacity is integrated
with LV distribution networks in the form of rooftop domestic systems [7, 8].

1.3 1.6 2.0 2.6 3.7 5.1 6.7 9.2
15.8 23.1

40.3

70.4

101

139

177

0

20

40

60

80

100

120

140

160

180

200

2000 2001 2002 2003 2004 2005 2006 2007 2008 2009 2010 2011 2012 2013 2014

Global cumulative PV capacity (GW)

Fig. 3 Global cumulative installed PV capacity (2000–2014) [7]
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Table 1 presents numerical data for actual cumulative PV installed capacity by
region. The Asia-Pacific region, including China, has the highest growth rates and
should represent a major share of PV installations in the coming years.

2.2 PV Applications in Island States

Island states represent a relatively small part of the global PV installations and the
available data is scattered and incomplete. Good data sets are generally available for
the larger island power systems with examples being Hawaii [26] and Fiji [10].
These power systems have capacities of hundreds of megawatts. For example, the
Oahu and Maui grids are 1822 and 264 MW, respectively [26]. These highly
sophisticated and large power systems will follow renewable energy trajectories
that are similar to the rest of the developed world. As an example Hawaii has a
Clean Energy Initiative which aims to meet 40% of its current needs from
renewable sources by 2030 and has recently completed a major solar energy
integration study [26].

There are tens of publications describing small island power systems which
include PV and other renewables in their generation mix. There is strong evidence
that the smaller island power systems are embracing growing amounts of PV.
Grid-connected PV (GCPV) has become a regular feature of Pacific Island
Communities (PICs) [5]. Table 2 lists some key installations in selected PICs. Fiji is
included but this is not a small system. The vast majority of these installations have
occurred in the past ten years and most projects are less than five years old.

While many of these are small by international standards these arrays have a
large local impact. As an example Tokelau has 90% of its energy supplied by PV
and coconut biodiesel is used for backup power. This allows Tokelau to claim
which is a 100% renewably powered nation.

Table 1 Global PV cumulative installed capacity to 2014 [8]

Region 2011 (GWp) 2012 (GWp) 2013 (GWp) 2014 (GWp)

Americas 4.587 8.296 13.639 21.025

Asia-Pacific 11.127 18.674 39.713 63.542

Europe 53.486 70.999 82.003 89.015

Middle East and Africa 0.212 0.277 0.734 1.792
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3 Impacts of High Levels of PV Penetration in LV
Distribution Networks

A single-line diagram of a radial LV distribution network [27] is shown in Fig. 4.
An embedded generator, which can be PV, is connected at the load. In Fig. 4, V2 is
the substation MV bus voltage and X and R are the feeder reactance and resistance,
respectively. LV distribution networks have high R/X ratios and are not normally
transposed which gives some differences in the phase impedances. These networks
are designed to have unidirectional power flow. A hand calculation of the voltage at
the generator bus, VG, will show that voltage unbalance will result from asymmetry
in both the load currents and the feeder impedances. High levels of PV installations
will further increase the unbalance voltages if the range of the feeder current
unbalance is increased.

The voltage impact of integration of PV and other forms of distributed gener-
ation in LV distribution networks has been extensively reported [18–21, 28–36].
Overvoltage is the most frequent voltage quality issues that arise when several
consumers share a PCC which is most often formed when customers share a

Table 2 Installations in Pacific island communities 2014 [5]

Nation Selected installations

Cook
Islands

667 kWp of GCPV in 2012. A 950 kWp peak system is in the installation phase

Fiji 1278 kWp has been installed in projects ranging from 45 to 600 kWp

Micronesia 52.5 kWp in five systems

Kiribati Finance has been approved for a 400 kWp project

Marshal
Islands

557 kWp in four systems ranging from 12 to 279 kWp

Nauru 70 kWp in two systems

Niue 252 kWp in three systems ranging from 2 to 200 kWp

Palau 614 kWp in more than 10 installations

Samoa 4.2 MWp including a 2.2 MWp systems which is claimed, at the time of
publication, to be the largest in the Pacific

Tokelau 891 kWp in multiple PV clusters

Tonga 4.05 MWp in solar farms ranging from 500 kWp to 1.3 MWp

Tuvalu 448 kWp in six installations

Vanuatu 80 kWp in four systems

Fig. 4 Single-line diagram of
a distribution network [27]
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distribution transformer. Solar PV impacts on LV three-phase distribution networks
were investigated using a comprehensive assessment tool in [18]. PV output may
have a major impact at midday on week days in residential feeders. A combination
of high generation and lighter loads may significantly change the power flow
resulting in voltage rise and voltage unbalance. Feeder voltage profiles may
improve at heavily loaded phases, but there is still the risk of voltage rise and
reverse power flow on lightly loaded phases [18–21].

More frequent voltage variations cause additional operations of on-load tap
changers (OLTCs), line voltage regulators (VRs) and voltage-controlled capacitor
banks. This may reduce life time and increase the maintenance requirements. The
degree of voltage unbalance (VU) factor depends on how the solar PVs and loads
are distributed across the phases of the LV distribution feeder [18–21].

Significant efforts may be required to militate against such voltage variations.
Many voltage regulation devices may lack the appropriate operating range. To deal
with the conventional issues of voltage drop under peak loads, most devices provide
stronger boost ability in comparison to their voltage reduction or buck capability.
Voltage unbalance cannot be corrected with conventionally switched LTC and
capacitor banks and these may now require an ability to operative each phase
independently.

3.1 Voltage Regulation

A utility operator will be required to maintain the network voltages within a
standardised range. The dominant standards are IEC 60038 [37] for British and
European heritage systems and ANSI C84.1 [38] for North American-inspired
systems. The permissible IEC standard voltages are shown in Table 3. Some
nations utilising the IEC standard will define a preferred voltage range that is
substantially narrower than the permissible range. The ANSI C84.1 standard
specifies the normal and emergency ranges for 120 V power systems. The service
and utilisation voltage limits are shown in Table 4. The service voltage is the
voltage at the PCC where the consumer connects to the public network. The util-
isation voltage is measured at the point of usage within the consumer premises and
will be lower due to voltage drops within the customer’s installation.

Table 3 IEC 60038 voltage range for 230 V systems [37]

Service Utilisation

Minimum Maximum Minimum Maximum

Permissible range (V) 207 253 196 253
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3.2 Voltage Unbalance

The voltage unbalance factor (VUF) is defined as the ratio of negative sequence to
positive sequence voltage components and is expressed in percentage terms [39].
Voltage unbalance has a significant impact on the operation of three-phase motors
[40], and voltage unbalance can result in overheating and de-rating of all induction
motor loads. Voltage unbalance has several causes including unbalanced loading,
unbalanced solar generation and unequal system impedances [41]. Voltage unbal-
ance also depends on the location and rating of distributed PV. At the beginning of
a distribution feeder the impedances are low and significant load or generation
unbalance can be tolerated. At more distant locations the feeder impedances are
more significant and the unbalance problems increase [41].

4 Mitigation Methods

The traditional approaches used to solve voltage regulation or unbalance problems
are network upgrading; online tap changing (OLTC) transformers; fixed or swit-
ched capacitors and the curtailment of PV generation. Additionally, there are new
or emerging techniques which include inverter-based reactive power control; the
use of energy storage and flexible AC transmission system (FACTS)-based con-
trollers. These are now examined.

4.1 Traditional Mitigation Methods

4.1.1 Reconfiguration Reconstruction and Reconductoring

Distribution networks are routinely reconfigured to improve the voltage profile. In
British and European distribution systems the LV network can be a few hundred
metres long. A long LV section can be split and a new distribution transformer can
be added. Another option is reconductoring. The cross section of conductors is
increased to achieve lower impedances and this will reduce the voltage drop along

Table 4 ANSI C84.1 voltage range for 120 V systems [38]

Service Utilisation

Minimum Maximum Minimum Maximum

Range A
(normal) (V)

114 126 108 126

Range B
(emergency) (V)

110 127 104 127
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the feeder. Resistance is often important in the distribution network and larger cross
sections reduce this directly. Larger cross section conductors have a higher
X/R ratio which will make capacitive voltage regulation methods much more
effective. Although upgrading the feeders is very effective for reducing the voltage
drop and unbalance it can be an expensive approach.

In North American distribution systems the LV network is relatively short and
the voltage drops due to the LV conductors are more limited. In these systems the
transformer rating may be increased to reduce the transformer impedance. In these
cases the MV conductor impedances are more significant and network is often
reconductored.

In either distribution system type, the MV network can be reconfigured to reduce
the length of the MV feeders. This can be done, at considerable expense, by the
provision of a new point of MV supply. As power systems grow, new zone sub-
stations may be added between older stations to add additional capacity.

4.1.2 Transformer Tap Changers and Regulators

Online tap changing is widely used to regulate the bus voltages at distribution
substations. The majority of the distribution voltage quality problems occur in the
MV and LV distribution feeders which are traditionally purely passive. In very long
distribution feeders a pole-mounted voltage regulator based on an OLTC auto-
transformer maybe applied is shown in Fig. 5 [27]. The tap changing mechanism
may be based on mechanical contacts or power electronic switches [41–43].
A variation on the OLTC in Fig. 5 is shown in Fig. 6. In this figure a compensating
transformer introduces the boost or buck voltages. The switches do not carry the
full load current and this is reduced by the compensating transformer turns ratio. If
the voltage issues to be addressed are voltage rises it is important to select regu-
lators with an adequate buck range. Older regulators may not be capable of buck
operations.

Two limitations on OLTCs with mechanical switches are the slow response
which ranges between 100 ms and several seconds and the need to limit the

Fig. 5 Schematic of a typical
on-load tap changing
transformer construction [27]
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numbers of operations to manage the maintenance cost. Frequent voltage variations
produced by high penetrations of PV may reduce the service life of an OLTC.
Power electronics-based OLTCs offer improved performance and reduced main-
tenance costs due to the replacement of the mechanical tap changing contacts with
power electronic switches. These OLTCs can act as fast voltage regulators and in
principle cycle-by-cycle switching is possible. Potentially it is possible to respond
to rapid events such as sags and flicker. The insulated gate bipolar transistor (IGBT)
often forms switch device.

All tap changing devices have one limitation. A voltage discontinuity is caused
by their tap changes. The number of switches is limited so that the step size is finite.
An on-load voltage regulator (OLVR) based on electronic power transformer
(EPT) offers continuous voltage regulation. A schematic of this device is shown in
Fig. 7 [43]. The EPT provides a variable compensation voltage and a range of
power electronic solutions exist. The EPT may use a conventional compensation
transformer that is driven by a power electronic converter. The converter can be an
AC chopper, back-to-back bridge converters or a matrix converter. There are also
EPT topologies that utilise high-frequency transformers in an effort to reduce size
and cost.

Fig. 6 Schematic of a fast
on-load tap changing
transformer construction [27]

Fig. 7 Schematic of a fast
and continuous on-load
voltage regulator based on
EPT [27]
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In applications with high PV penetrations and OLTCs voltage instability may
arise during cloud-induced voltage fluctuations [44]. This can become severe when
cloud-induced voltage fluctuations develop faster than the action of voltage regu-
lators, and this may upset the operation of voltage regulation devices [45].

4.1.3 Switched Capacitors

The connection of a capacitor to a distribution feeder with a significant inductive
reactance will generally cause the voltage to rise. This statement is qualified as
capacitors are more effective in systems with high X/R ratios. Care must be exer-
cised in a distribution network where the ratio may be low. However, even in a
distribution network where resistances dominate a capacitor can still provide a
voltage benefit through power factor correction. Power factor correction will reduce
the line currents and voltage drops. An optimum capacitor size exists and over-
compensation can reduce voltages further.

4.2 Emerging Mitigation Methods

4.2.1 VAR Control of PV Inverters

An inverter based on the bridge configuration is able to transfer both real and
reactive power. This technical feature is the basis of static compensators
(STATCOMs) [46] and distribution-level static compensators (DSTATCOMs).
Figure 8 shows the technical range of real and reactive power for a bridge inverter.
The inverter will have an apparent power rating S. If the inverter is required to

Fig. 8 Reactive power
control capabilities of
grid-connected PV inverters
[51]
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export a certain amount of real power P then there will be an upper and lower bound
placed on the reactive power import and export. If the inverter is only partially
loaded with real power, that is P is less than S, then some reactive capability exists.
This feature can be technically exploited in inverters connected to battery storages
or to PV arrays. If spare capacity exists these devices can perform STATCOM-like
functions.

For PV inverters, a range of national standards exist. These include IEEE 1547
[47], AS 4777 [48] and VDE-AR-N4105 [49]. These will require the inverters to
operate within a specified power factor range. The inverters are often required to
operate at close to unity power factor. For example IEEE 1547 does not allow PV
inverters to provide reactive power. The German inverter standard, VDE-AR-
N4105, requires inverters to provide reactive power, in proportion to their gener-
ation, to assist in voltage regulation but in an open-loop fashion. STATCOMs can
perform both voltage regulation and voltage balance functions. If the regulatory
restrictions are set aside and only the technical ability considered then PV inverters
can perform this function. The utilisation of a PV inverter’s reactive power capa-
bility to control the phase balance in LV distribution networks with high PV
penetrations has been widely published [50–53]. Phase balancing is most easily
accomplished with three-phase inverters but can be achieved with single-phase
inverters.

4.2.2 Energy Storage Systems

Energy storage (ES) systems can be used to increase the penetration of renewable
energy in any power system. Batteries provide two major abilities:

• An ability to deal with intermittency;
• An ability to improve voltage regulation at the point of connection.

These are of benefit in any power system but in an islanded system where very
high penetration levels may be required an ES becomes more critical [54]. An
energy storage system can be centralised or distributed. Both can provide energy
buffering to reduce the impact of intermittency. A distributed system can potentially
provide the additional benefit of voltage regulation at many points of connection
[55, 56]. In a distribution feeder with high levels of PV, energy storages may absorb
excess PV generation and prevent the reversal of power flow. These storages can
discharge at times of high load to support the load voltages. If a distributed ES
system is to be used both to address an intermittency issue and to simultaneously
provide voltage regulation then a suitable communications and control infrastruc-
ture is required. The requirement to control the voltage implies there are significant
constraints on the free flow of electric power imposed by the power network

For PV systems batteries will normally be the most appropriate device for
dealing with intermittency within the power network. Some larger island projects
include [54]:
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• Kaua’i—1.5 MW 15 min advanced lead acid battery to mitigate intermittency
of a 3 MW PV array—commissioned December 2011;

• Pearl Harbour Hickham Air Force base—125 kW Zn–Br flow battery incor-
porated with 2400 kW of diesel, 150 kWp of solar and 50 kW of wind power—
commissioned December 2012;

• Sana Rita Jail Microgrid 1.2 MW PV, 1 MW fuel cell, 1.2 MW diesel and
11.5 kW wind, 2 MW, 4 MWh lithium ion battery, commissioned March 2012.

These are all relatively large installations operated by a utility or microgrid
owner. Energy storages can be installed by individual customers [57]. These are
described as being installed on the customer side of the metre or “behind the
meter”. An individual customer may have a number of motivations. In a large
power system the tariffs for energy supplied to the grid may be low. In a smaller or
fragile system the export of excess solar energy to the grid may be forbidden to
avoid voltage rise issues. In a very small and fragile power system the reliability of
the network may be low. In this case, a customer may install an energy storage that
is integrated with a PV inverter that can provide an uninterruptible power supply
function. For a customer in an island power system several of these scenarios may
apply.

Cost remains the major factor in deciding upon the practicality of installing
energy storages. A key concept is the levelized cost of energy (LCOE) or the cost of
storing and retrieving a kilowatt hour or megawatt hour of energy. This depends
strongly upon the capital cost and the cycle life of the battery. For lithium-ion
batteries in 2013, the LCOE varied between 100 and 350 USD/MWh for renewable
energy integration operations [58]. This corresponds to 0.10 USD to
0.35 USD/kWh. In a large-scale continental power system batteries are still
expensive and consequently batteries are not yet widely deployed.

The current costs are more tolerable in higher cost electrical grids as are often
found in island applications. In these cases batteries may make more economic
sense but price reductions are still desirable. It is anticipated that the rapid growth in
electric vehicle production will drive down the cost of larger format lithium bat-
teries. The investment in battery research for electric vehicles has driven the price of
lithium batteries well below that of other battery types [59]. In 2014 the cost of
lithium batteries to the automotive industry was 325 USD/kWh of usable storage
[59]. The industry target cost for 2022 is 125 USD/kWh [59].

An interesting concept is the repurposing of batteries removed from electric
vehicles that have reached the end of their working life. At retirement these batteries
still have 80% of their name plate. Ampere hour rating and potentially have sig-
nificant remaining life. These batteries have a scrap value and a value dictated by
any “second-life” use. This has the potential to provide large amounts of eco-
nomically priced batteries that are suitable for network storage applications [60].
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4.2.3 Dynamic Shifting of Customer Phase Connections

Much of the phase unbalance in the distribution network is due to unbalanced
loading. When networks are constructed, some effort is made to allocate customers
evenly across the phases. Over time, the allocations of customers can become
unbalanced due to new construction or changes in the utilisation of land. Customers
may install rooftop PV systems and these will be randomly distributed across the
phases. Customer loads will fluctuate on short- and long-time scales and a rea-
sonably balanced arrangement may be unbalanced in the future. Utility operators
will occasionally inspect distribution transformers and if significant current
unbalance is present this may be corrected by transferring some customer con-
nections from one phase to another. Emerging research areas include

• The identification of the phase connection of customers using smart metre data
[61], for the purposes of identifying cases where action is required;

• The automation of consumer phase changes, using pole-mounted switching
systems, to maintain balance [62, 63].

Automated systems that allow customers to be shifted can significantly improve
the phase balance. Typically only 10 or 20% of customers need to be connected to
phase shifting device at a few locations along the feeder length.

4.2.4 Coordinated Control Between Utility Equipment
and PV Inverter

The introduction of any new voltage control methods, such as control PV inverters
or ES systems, will require coordination with any pre-existing utility equipment.
The coordinated control of a distributed ES with an OLTC has been proposed as
shown in Fig. 9 [64].

The major objectives are to limit the PV-induced voltage rises, reduce the
numbers of OLTC operations, limit the network peak load and reduce distribution
resistive power. A central controller coordinates the distributed ES to charge the
battery storage at times of high PV generation to prevent reverse power flow.
During the peak hours, the central controller initiates an ES discharge to support the
peak load. Simulation confirmed this approach reduces the number of OLTC
operations and reduces the resistive losses. Many other examples of the coordi-
nation of voltage regulation equipment exist in the literature:

• OLTCs and SVCs coordination for an unbalanced radial distribution system
with PV generation [65];

• Network voltage regulators, switched capacitors and PV plants that undertake
voltage control at the PCC [66];

• OLTC, distribution feeder voltage regulators and distributed PV [67].
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A feature of any ES is the need to manage the battery state of charge
(SoC) across a daily operation cycle. A battery must be prepared by charging to
support a peak load. Conversely, a battery must be prepared by an earlier discharge
to have the capacity to absorb a reverse power flow caused by excessive generation.
Battery management systems that have a predictive or forecasting capability are
more capable of managing the battery SoC profile in comparison to systems that
charge and discharge at fixed times each day. If the demands on the storage system
can be forecast for the coming day of operation, it is possible to limit the amount
battery usage to optimally satisfy the requirements for that day. This will reduce the
cyclic wear cost by avoiding unnecessary charging and discharging and extend the
battery calendar life [55, 56].

4.2.5 Dynamic Voltage Restorers

A dynamic voltage restorer (DVR) is a power electronic converter-based series
compensator [68]. As shown in Fig. 10, a DVR can be realised with a voltage
source inverter (VSI) and a series compensation transformer. The DVR has limited
energy storage at the DC bus and cannot make a long-term contribution to real
power. The traditional application for the DVR is the compensation of sags and

Fig. 9 Coordinated control of distributed ESS with tap changer transformers for voltage rise
mitigation [64]
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swells to protect critical loads. These events last a few mains cycles and the energy
storage is limited. The normal storage choice is DC capacitors but super capacitors
or superconducting magnet energy storages (SMES) can be applied [68].

Figure 10 shows a four-wire variant of the DVR [69], as opposed to a three-wire
DVR which is more common in MV applications. This is more suitable for
three-phase, four-wire distribution systems where a voltage correction may require
positive, negative and zero sequence components. A DVR topology converter can
undertake functions in addition to the mitigation of sags and swells. Phase voltage
balancing can be performed by adding a negative or zero sequence voltage. These
voltages effectively cause a transfer of power between the phases but do not cause a
net real power flow [70]. The application of a DVR for compensation in a LV
residential feeder with rooftop PVs has recently been proposed [71].

4.2.6 Distribution-Level Static Compensator DSTATCOM

The DSTATCOM is power electronics-based current source connected in parallel to
the PCC of a distribution system [44]. A four-wire variant of the DSTATCOM is
shown in Fig. 11 [72]. The DSTATCOM inverter is typically supported by energy
stored in a DC capacitor. As such the device cannot provide a long-term real power
flow. The typical duties include the generation and absorption of reactive power for
voltage regulation at the PCC. A DSTATCOM can provide phase current balancing

Fig. 10 Schematic of a DVR connected to a distribution network [27]
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by injecting a negative or zero sequence current. It is permissible to transfer real and
reactive power between phases so long as the net real power flow is zero. This
allows a DSTATCOM to perfectly balance the phase currents upstream of the point
of connection.

A DSTATCOM has been used for reactive power compensation in order to
increase the PV hosting capacity of a distribution feeder [73]. A DSTATCOM was
proposed for voltage profile and unbalance improvement a residential LV feeder
with unbalanced distribution of rooftop PV systems [74]. Pole top mounting of
DSTATCOMs is an attractive option for treating LV distribution feeders which
may reach or exceed their voltage limits with higher PV penetration. Some recent
research has focused on using longer life but lower capacitance film capacitors for
the DC bus capacitors [75]. The bus capacitor carries significant current at twice the
grid frequency, typically 100 or 120 Hz, during phase balancing operations. Film
capacitors have very high current capabilities but the capacitance is limited. This
gives rise to higher peak bus voltages. The higher voltages can be dealt with using
higher voltage rating devices, such as silicon-carbide devices or carefully control-
ling the STATCOM so that the bus voltage peaks are minimised [72].

A general recommendation is that a DSTATCOM should be installed at 2/3rd of
the feeder length to give the best voltage unbalance reduction along the feeder
length. A DSTATCOM with sufficient rating can force the current unbalance to
zero at the point of connection by measuring the phase currents and calculating a
compensating current. An alternative operational method is to measure the unbal-
ance voltage and inject currents to force the unbalance voltage to zero.
A DSTATCOM operated in this sense can be considered to be a zero and negative
sequence short circuit.

Fig. 11 Schematic of a DSTATCOM connected to a distribution network [72]
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4.2.7 Unified Power Flow Controller

A UPFC consists of a series voltage injection element and a parallel current source
element operated that share a common DC link and DC storage capacitor [76, 77].
A four-wire variant of this arrangement is shown schematically in Fig. 12 [78]. The
two UPFC elements act as an ideal AC to AC power converter. Real power can
freely flow in either direction between the AC terminals of the two inverters. Each
inverter can generate or absorb reactive power at its own AC output terminals.

One function of the shunt inverter is to supply or absorb the real power to
regulate the voltage on the common DC link. The series converter can absorb or
inject real power and is capable of performing the long-term regulation of the line
voltage. Additionally the series converter can control the voltage unbalance at the
output terminals. The shunt inverter can perform a range of DSTATCOM functions
such as phase current balancing and reactive compensation. The rating of the
parallel element is a design choice. In a “heavy” design a full range of shunt
compensation may be offered. In a “light” design the shunt converter may be
limited to supporting the DC bus and satisfying the real power demands of the
series element. A UPFC for pole top applications with reduced DC bus capacitance
is proposed to mitigate voltage quality problems in LV distribution networks with
high levels of PV [78, 79].

4.2.8 AC Chopper and Matrix Converter-Based Voltage Regulators

The UPFC requires two back-to-back inverters with a common DC bus. The
application of these converters in reducing the influence of PV on the distribution

Fig. 12 Schematic of a UPFC connected to a distribution network [78]
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voltage profile has driven an interest in robust pole-mounted equipment. The DC
bus capacitor is a point of concern from a cost and reliability perspective. A matrix
converter offers a capacitor-free solution to AC–AC power conversion and a matrix
converter-based UPFC (MC-UPFC) has been proposed [80], and is shown in
Fig. 13. The matrix converter has one important restriction in that the input and
output power must instantaneously balance given the lack of any internal energy
storage.

The current MC-UPFCs are capable of voltage regulation and phase voltage
balancing. The current devices do not offer a generalised DSTATCOM perfor-
mance as the control possibilities for the input terminal currents are limited by the
lack of internal energy storage.

A simple, capacitor-free alternative are regulators based on AC choppers [81].
These devices can generally only provide an in-phase voltage boost or buck ability.
While there is less flexibility than found with an MC-UPFC or an inverter-based
UPFC, these devices are relatively inexpensive and single-phase regulators are
commercially available [82]. Three units may be combined to provide three-phase
voltage regulation ability.

5 Inverter-Dominated Grids

In very small island power supplies, especially those of a few hundred kilowatts or
less, there may be an absence of synchronous generation. In these cases, the power
grid is dominated by inverter sources. A grid-forming inverter (GFI) is required to

Fig. 13 Schematic of a MC-UPFC connected to a MV distribution network [80]
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regulate the power system frequency and voltage [83]. In their basic form, the large
grid-forming inverter is equipped with a significant battery. This inverter sets the
voltage and frequency at a central bus bar. In power system terms, this is a swing
bus. The inverter supplies real and reactive power as required to maintain the swing
bus voltage and frequency. If diesel generation is present it is normally run in a
constant power mode. The diesel is loaded at its maximum fuel efficiency point.
Solar generation can be connected to the AC power system but is often connected
via maximum power point trackers to the battery of the GFI. The GFI is fast
responding and has sufficient capacity to compensate for any intermittency in the
renewable generation.

The GFI can be a large centralised unit or a number of units that are controlled in
a coordinated fashion. In a physically small power system a single centralised
inverter or inverter group may be sufficient. The small physical size limits the
physical length of feeders and as a consequence few issues arise with voltage
regulation. For a larger inverter-based system it may be necessary to have a few
controlled voltage buses. These need to be coordinated by a control system. A range
of centralised and decentralised control choices are available. A centralised control
solution requires a centralised controller and reliable communications linkages with
the bulk of the inverter capacity. In a distributed solution the inverters will have
some local controls such as frequency and voltage droop schemes. A control net-
work may be imposed to provide secondary controls such as frequency adjustment
and load sharing.

6 Conclusions—The Future for PV in Island Power
Systems

Island power systems are relatively small and have high costs of generation in
comparison to most large-scale power systems. The high costs of electrical gen-
eration are often due to a reliance on diesel generation. Experience with remote
power systems, including continentally based systems that reach tens of megawatts,
has shown diesel generation is expensive at any scale. Many island systems are
sub-megawatt in size. The costs in island systems are increased by the difficulties of
remoteness in terms of fuel delivery and access for maintenance.

Luckily many island systems have access to good renewable resources such as
wind, biomass and solar resources. These have been successfully harnessed in many
systems to reduce, or even eliminate, the reliance on diesel generation. There are
very strong economic reasons to operate island power systems with very high
fractions of renewable energy. Many technologies are now mature and reliable. The
costs of renewable energy systems have continued to reduce. This is especially true
for solar generation. It seems inevitable that the economics of the situation must
drive increasing interest and usage of PV systems.
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The technical challenges emerge once a considerable fraction of the consumer
energy, say more than 20%, is to be supplied from renewable sources. The key
issues for an island power supply operator with a very high renewable fraction are
intermittency and voltage control.

6.1 Intermittency

Intermittency, in any power system, can only be addressed providing mechanisms
to maintain the balance between generation and load. The technical options in an
approximate order of preference are

• Reduce the intermittency through a technology diversified and a spatially
diversified portfolio of generation sources;

• Have some loads that are deferrable or rapidly adjustable which can respond to
any renewable generation changes;

• Install highly responsive backup generation that can rapidly replace any sudden
loss in renewable generation;

• Provide energy storage to act as a buffer;
• To provide extremely high levels of renewable generation and “spill” the excess

capacity.

The first three options are well understood and widely practised in many modern
power systems. In island power systems the degree of diversity will be generally
lower than in large continental power systems. This is a consequence of size which
is reflected in the numbers of generating units and loads. The first three solutions
are effective in large power systems. For a small power system, energy storage may
become a larger part of solutions which are required to maintain power balance.

Battery storage is the current emerging technology and provides workable
solution to the technical problem. Some mature technologies exist and large-scale
battery systems have been deployed. A number of manufacturers are producing off
the shelf products at a residential and commercial scale. The battery cyclic costs are
currently a challenge but large-scale investments in the electric vehicle industry are
forcing the costs lower.

The final option seems inherently wasteful but this becomes economically
sensible if the generation source cost is low. In recent years the cost of PV has
reduced enormously and as a consequence the proportion of PV in hybrid energy
designs has increased significantly.
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6.2 Voltage Control

The economics of island systems encourage high degrees of renewable penetration.
These will have an impact on the voltage profile in the distribution networks.

If a new island power system is to be constructed or new extensions are to be
added, it is completely possible and highly desirable to design a power system that
is inherently able to absorb the bidirectional power flows that might result from
distributed renewable generation. If bidirectional flow is to be allowed or encour-
aged, the networks can be designed with voltage profiles that lie centrally within the
allowable minimum and maximum voltage ranges. This requires that the voltages at
the head of feeders are set closer to the nominal voltage. This allows more voltage
rise to occur before the upper voltage limits are exceeded. It does reduce the
allowable voltage drop at peak load times. This requires either larger conductor
cross sections or shorter distribution circuit lengths. This will result in a modest
increase in the capital cost of the power system but this is very likely to be the best
technical and most economical solution.

If distributed solar generation is to be installed within an existing distribution
system then additional efforts will be required to regulate voltage profiles once a
critical level of penetration is reached. The exact level will depend on the voltage
profile and conductor impedances of the existing network. In general terms, a
high-quality network will be able to host more generation. This chapter has
explored the full range of traditional and emerging technology approaches that can
be applied. These range from the reconstruction of weak feeders to the deployment
of storage and distributed power electronics-based devices.
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Grid-Connected and Off-Grid Solar
Photovoltaic System

V. Karthikeyan, S. Rajasekar, Vipin Das, P. Karuppanan
and Asheesh Kumar Singh

Abstract PV systems are widely operated in grid-connected and a stand-alone
mode of operations. Power fluctuation is the nature phenomena in the solar PV
based energy generation system. When solar PV system operates in off-grid to meet
remote load demand alternate energy sources can be identified, such as hybrid
grid-tied or battery storage system for stable power supply. In the grid-connected
condition when solar radiation is insufficient and unable to meet load demand, the
energy is accessed from grid via net meter which makes more reliability in the
consumer ends. Power quality is a major concern, while injecting PV to the grid and
mitigating the effects of load harmonics and reactive power in the distribution
system is the challenging area. Off-grid solar PV system is independent of the grid
and provides freedom from power quality issues and electricity billing. The excess
energy can be accumulated in the battery storage units through superior control.
The main research challenges in off-grid are to provide support to load when sudden
changes happened in a closed network of the load. This chapter deals with the
operational behavior of solar PV system in grid-tied and off-grid system. It includes
the issues and research challenges during power unbalancing and environmental
(solar irradiation) and load conditions, etc. This chapter contains the control
strategies of sliding mode control for grid-tied and off-grid system. The simulations
have been performed for solar PV fed multilevel inverters for grid-tied and off the
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grid in islanding regions. Furthermore, the simulations are carried out for load
compensation by mitigating the effects of load harmonics and reactive power in the
distribution. The results are also presented to provide better insight to reader for
understanding grid-connected and off-grid solar PV system.

Keywords Solar PV system � Grid-tied � Off-grid � Load compensation

1 Introduction

Microgrids are the frameworks that incorporate distributed generation (DG) units,
energy storage systems (ESS) and loads, controllable burdens on a low voltage
system which can work in either stand-alone mode or grid-connected mode [1, 2].
In grid-connected mode, the microgrid alters power equalization of free market
activity by obtaining power from the main network or offering energy to the grid to
boost operational advantages. In the stand-alone mode, the microgrid is isolated
from the upstream distribution network, and the objective is to keep a continuous
power supply to clients utilizing DG offers [3]. To reduce the power oscillations of
non-dispatchable DG units, different control schemes are utilized as a part of the
microgrid, including power balance of each dispatchable DG unit, charging and
releasing of ESS, and load shedding [4]. The control techniques used inside a
microgrid can be a network operated based voltage-sourced converter (VSC) [5–9]
or a network framing control procedure [10, 11]. A microgrid typically requires a
power balancing technique—allotting dynamic, reference of reactive power, and
guaranteeing collaboration between the controllable units to accomplish steady and
economic operation [12–14]. The main block diagram of the solar photovoltaic
system integrated with the micro grid is shown in Fig. 1.

The PV inverter systems are widely operated in stand-alone and grid-connected
modes of operation. The stand-alone systems are beneficial in remote areas that are
isolated from the power distribution network. For remote areas where the AC mains
are not available, the stand-alone PV system provides power to the local users
behaving as an AC voltage source. Because of the unpredictive nature of the PV
source, a chargeable battery or backup supply is necessary to store the excess
energy during the high solar irradiation period and supply to the load when the PV
energy is not available. Fluctuating voltage and power are of major concern in the
stand-alone mode of PV generation systems. To address these problems, a control
strategy for voltage control using voltage source inverter in the voltage control
mode is used. In the grid-connected mode of application, the PV supported inverter
is considered as the controller. The inverter is configured as shunt controller, which
not only supplies the PV power to the grid but also performs the load compensation
by mitigating the effects of load harmonics and reactive power in the distribution
system. This chapter deals with integration of solar photovoltaic system to
microgrid and operates in grid-connected and off-grid mode [14, 15].

126 V. Karthikeyan et al.



1.1 Energy Storage System

The solar energy is fluctuating in nature and to maintain stability of power network
supporting energy sources are required. It is usually an energy storage system and it
provides supplementary or backup power when it is needed. The energy storage
system (ESS) can give a rich range of advantages to the electric framework, to
power end-clients, and to society overall [16, 17]. The variety of ESS can be
assembled into six wide application/use classifications:

• Charging and discharging cycle based on time,
• Operated with grid integration,
• Reduction of grid infrastructure,
• Benefits to clients,
• Integration with renewable energy generation, and others.

Fig. 1 Main block diagram of solar photovoltaic system integrated with micro grid

Grid-Connected and Off-Grid Solar Photovoltaic System 127



1.1.1 Charging and Discharging Cycle Based on Time

The two power supply profits by capacity are maybe the most commonplace:
electric vitality time movement and electric supply limit. The daily curve of ESS is
shown in Fig. 2. Energy stored time-shift includes:

i. Capacity of electric vitality when its quality and/or cost are low.
ii. Utilization of the stored energy when the quality and/or cost are high.

These are alluded to as “purchase low–sell high” exchanges. The advantage
determined is the contrast between:

i. The praise paid for energy that is stored and
ii. The “high” cost while selling except net losses occurrence while charging and

discharging.

For example, at night there is usually limited need for electricity and there is
often more supply than there is need. At those times, the cost to generate electricity
and the price for that electricity are relatively low.

Conversely, during weekdays, especially summer weekdays, electric energy use
is high and as are the cost to produce and the price to purchase the electric energy.

The second electric supply benefit—electric supply capacity—is related to a
reduced need for electricity generation equipment (i.e., capacity). Quite simply, if
storage use reduces the need to install generation capacity then the benefit from
storage is the avoided or reduced cost associated with building and owning that
generation equipment.

In the evening, there is normally restricted requirement for power and there is
regularly more supply than need. At those times, the expense to produce power and
the generation cost are generally low. On the other hand, during weekdays, par-
ticularly summer weekdays, the utilization of electrical energy is high and the
generation cost and the cost to buy the electric energy are high [18–22].

Charging at Low prize Discharging at 
high prize

Time

En
er

gy

Fig. 2 Daily curve of energy
storage system
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1.1.2 Operated with Grid Integration

There are a few services required to maintain the effective and reliable electric grid
operations which are as follows:

1. Stores or retrieves the energy.
2. Instantly or hour basis compromise of energy to balance out the grid.
3. Voltage regulation that is required while demand changes periodically or

rapidly.

Capacity is to some degree or even much preferred as subordinate administra-
tions resources over the traditional fossil-energized approach. There are two key
reasons. To start with, The ESS starts up instantly and it can be shifted quickly.
Thus, they are more responsive and adaptable as subordinate administrations.
Second, the life of ESS and wear are to some degree or even substantially less
delicate to yield variability.

The advantage is reduction of cost with respect to generation-based subordinate
administrations including decreased requirement for electricity storage equipments,
and power generation cost, for fuel and wear. Furthermore, energy storage can give
the greater part of the subordinate administrations and the same energy storage unit
can be utilized for other purposes [22–25].

1.1.3 Reduction of Grid Infrastructure

Simply, network infrastructure advantages are identified with energy storage use to
enhance the effectiveness, productivity, and cost adequacy of the power system
transmission and distribution (T&D) and/or to reduce the requirement for T&D
components.

To enhance T&D equipment execution, energy storage is associated with the
T&D equipment and it diminishes the peak demand [24–26].

1.1.4 Benefits to Clients

There are two subcategories of end-client advantages:

1. Electricity prize administration and
2. Reduction in losses because of electric administration quality and blackouts.

Electricity praise administration includes energy storage use to minimize the
end-client’s expense to buy power. The bill administration advantage may include:

1. Reduced expense for and utilization of electric energy or
2. Reduced use of electric demand.
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In addition, two categories are compared, however the advantages for decreased
from money related a misfortune leads blackouts. The first could be alluded to as a
power quality (PQ) related advantage. The second subcategory—which could be
alluded to as an unwavering quality advantage—is like the PQ advantage. It collects
if the capacity is utilized to diminish from expenses connected with electric
administration disturbances—“blackouts.”

1.1.5 Integration with Renewable Energy Generation

The energy storage is ready to assume a key part in the incorporation of renewable
energy (RE) based power generation into the electricity grid. The main block
diagram for integration of renewable energy resources to grid is represented in
Fig. 3. Exceptionally compelling is the utilization of energy storage to help with the
successful and dependable reconciliation of RE-based generation whose yield is
variable, essentially wind and sun powered and conceivably including sea wave and
tidal energy generation. A few main key terms include

1. Output variability,
2. A transient (time-related) befuddle among generation and power requirement

and
3. Undesirable electrical impacts created by RE-based generation.

Yield variability can be either short-term or for long duration. Brief term vari-
ability—enduring a few moments to numerous minutes—is brought about by
changes in wind speed, in some cases including noteworthy minute-to-minute
varieties, and quick vacillations of sun-based energy because of mists. Long haul
variability happens from year to year, season to season, and every day and in
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particular, consistently. Electric storage can be utilized to address both brief span
and long-term variability.

To address short-term variability, energy storage yield vacillates in a manner that
it counterbalances the RE-based generation’s variable yield. For example, if wind
generation yield drops because of lower wind speed, then energy storage yield are
expanded by the quantity expected to compensate. To address longer length vari-
ability consistently, energy storage releases to “fill-in” when the RE is not gener-
ating full power. The impact of energy storage utilized as a part of working together
with variable RE to address everyday variability is what is now and then called
“firming”—implying that the outcome is steady power yield, particularly in peak
demand conditions [27–30].

1.1.6 Others

Other energy storage advantages are those:

• No cost and/or
• No settled business sector and/or.

A vital advantage of other storage units is that ESS expands the use of GT&D
resource: GT&D base is utilized more in the evening since that is when storage
units are charging, so the energy generation and consumption would be more with
same GT&D equipment.

1.2 Stand-Alone PV Inverter Systems

Solar PV based stand-alone systems used in islanding regions are generally
designed as shown in Fig. 4 which requires some additional attention [31, 32]. The
standard voltage level of such applications generally in the range of 220–250 V
AC. As a result, the voltage level of the DC link of the DC–AC inverter that feeds
these loads needs to be maintained around 360–400 V. One possibility to achieve
such a high DC voltage is to use DC–DC boost converter to boost up the PV
voltage. The voltage levels of the PV modules that are available commercially are
generally in the range of 12–35 V. Therefore, to form a DC bus of around 360–
400 V several PV modules are to be connected in series to form PV string.
However, with such an arrangement, the system exhibits multiple local maximum
power points under nonuniform solar irradiation levels. Use of maximum power
point tracking (MPPT) using DC–DC converter varies the output DC voltage due to
varying MPP voltage because of varying PV cell temperature and solar irradiance
[33]. Variable DC link voltage across the PV inverter can affect the sensitive loads
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supplied. As there is no grid in a stand-alone system, the output voltage has to be
controlled in terms of amplitude and frequency. The stand-alone control is featured
with output voltage and frequency controller capable of handling variable loads.

1.3 Stand-Alone PV System Configuration

1.3.1 PV System Connected Through Single-Phase H-Bridge Inverter
for Low Power PV System

Figure 5 represents the PV-interfaced H-bridge inverter for stand-alone power PV
system. It consists of PV array system, DC–DC converter, conventional H-bridge
inverter and load, through filter network. The PV arrays are connected to the
inverter via a DC–DC boost converter used in MPPT or to increase the voltage
level. In order to extract the maximum power from solar PV, several MPPT
algorithms are being used in DC–DC converter. P&O algorithm is a common
approach to extract the maximum power from solar PV.

Fig. 4 Block diagram of stand-alone PV system
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1.3.2 Generalized PV System Connected Through Cascaded H-Bridge
Multilevel Inverter for High-Power PV System

In this section, the configuration of generalized N-cell PV system connected to a
cascaded H-bridge inverter for stand-alone system is shown in Fig. 6. The system
consists of N number of PV array systems. Each array consists of series/parallel
connection of PV modules. The array output is connected to a DC–DC converter,
i.e., boost converter for MPPT. The capacitors Cpv1, Cpv2, …, Cpvn are the input
capacitors connected to the boost converters. The output of each DC–DC converter
is fed to the N-H-bridges of the cascaded multilevel inverter.

The DC link voltages of each H-bridge are isolated as they are supplied from
separate PV system. The cascaded H-bridge inverter is able to produce n-level
output voltage, where n = (N − 1)/2. The capacitors C1, C2, …, Cn are the DC link
capacitors connected across the H-bridges. The switches Si1, Si2, Si3, and Si4 (i = 1,
2, …, N) are the power semiconductor switches of the H-bridges. The terminals Ai

Fig. 5 PV array interfaced single-phase H-bridge inverter

Fig. 6 PV array interfaced cascaded H-bridge multilevel inverter operated in voltage control
mode
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and Bi generate three different voltage levels +Vci, 0 and −Vci. This individual
three-level output of the H-bridges generates a total n-level output, +NVc, +(N − 1)
Vc, …, +Vc, 0, −Vc, …, −(N − 1)Vc, −NVc; assuming equal voltage across each
H-bridge, i.e., Vci = Vc. The inverter output uVc, through the filter network con-
sisting of series inductor (Lo, Ro) and parallel capacitor Co, feeds the load. It is
preferred to control the output voltage of series-connected H-bridge inverter such
that the load terminal voltage vo is regulated to a constant value for stand-alone
applications. This is called the operation of cascaded H-bridge inverter in voltage
control mode [34].

1.3.3 Modeling of Cascaded Multilevel Inverter

For analysis, the equivalent circuit of PV supported n-level cascaded multilevel
inverter is shown in Fig. 7. Where Q1 corresponds to the n-level cascaded multi-
level inverter switch and u is the control signal that belongs to the n-discrete values
between +N and −N. The value will be integer +N, +(N − 1), …, +1, 0, −1, …,
−(N − 1), −N; if all the PV arrays are at the same environmental condition such that
all the DC link voltages are equal or else it will assume any real value between
+N and −N, but belong to the n-discrete set.

Let us consider the state variable as capacitor voltage vo and its derivative _vo, the
system shown in Fig. 7 is represented by state-space representation as given in
Eqs. (1)–(4).

_z ¼ AzþB1uþB2c ð1Þ

vo ¼ cz; ð2Þ

where

A ¼ � Ro
Lo

� 1
Lo

1 0

� �
;B1 ¼

Vc
LoCo

0

� �
;B2 ¼ � 1

LoCo

0

� �
;C ¼ 0 1½ �

Fig. 7 Equivalent circuit of n-level cascaded multilevel inverter
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The state vector is defined by Eq. (3)

z ¼ _vo
vo

� �
ð3Þ

where c is the disturbance, which is dependent on the load current and its derivative
as shown in Eq. (4).

c ¼ Roilo þ Lo
dilo
dt

ð4Þ

The state variable vo and its derivative _vo should track corresponding references
so as to feed constant sinusoidal voltage to the load irrespective of the variations in
the input DC voltage and load conditions, reflected respectively in Vc and c. The
variation of environmental condition, i.e., changes in solar irradiation and cell
temperature, will cause the different output PV voltages in the DC link of the
H-bridges [35]. For sinusoidal reference voltage, the state-space realization of
reference model is given in Eqs. (5) and (6).

_zm ¼ Fmzr þGmh ð5Þ

z ¼ zm1

zm2

� �
¼ Rmxo cosðxotÞ

Rm sinðxotÞ
� �

ð6Þ

where, z ¼ zm1

zm2

� �
= model reference state vector, h ¼ RmxodðtÞ = input quantity;

F ¼ 0 �x2
o

1 0

� �
; G ¼ 1

0

" #
;

Rm amplitude of sinusoidal reference signal,
xo angular frequency of sinusoidal reference signal, and
d(t) dirac delta function.

The state error vector is defined in Eq. (7)

ze ¼ zm � z ð7Þ

The sliding mode control is used to regulate the load terminal voltage. The
switching function for the sliding mode control is defined in Eq. (8).

sðzeÞ ¼ beze ¼ b1ðzm1 � _voÞþ b2ðzm2 � voÞ ð8Þ

b1 and b2 are the positive gains, e is the voltage tracking error, zm1 and zm2 are
the reference of the state vector denotes the required reference voltage. It is shown
that under ideal condition of sliding mode control implementation, the variable
structure of control law is given by Eqs. (9) and (10) [4].
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u ¼ þN; for sðzeÞ[ 0 ð9Þ

u ¼ �N; for sðzeÞ\0 ð10Þ

The switching surface defined by Eq. (8) remains stable as long as the eigen-
value lies on left side of the s-plane, i.e., k = −(b2/b1), e.g., b2 = 1 and b1 = 0.001,
lead to k = −1000. It is worth noting that to implement control law (Eqs. 9 and 10),
the state vector requires derivative of the load terminal voltage. This can be easily
measured from the filter capacitor current ico and dividing it by the capacitance Co.
Hence there is no need of external differentiator circuit. The solution provided by
Eqs. (9) and (10) produces bipolar AC output voltage, which introduces large
harmonic content near switching frequency and introduces higher ripples in the
output voltage. The multilevel inverter control scheme used, attains reduced ripples
in the output voltage and the harmonic contents are shifted to the higher frequency
region, i.e., integer multiple of the switching frequency. With multilevel inverter
sliding mode control, the control input u assumes n-discrete integer values between
+N and −N, leading to nonideal sliding mode control which is equally asymptot-
ically stable as shown in [36].

1.4 Bidirectional Converter Integrated
with Solar PV System

Essential DC–DC converters, for example, buck- and boost-type converters (and
their derived topologies) do not have power transmission ability in a bidirectional
way. This limitation is because of the diodes in their structure, which avoids the
current in opposite direction. It is true in all type of unidirectional DC–DC con-
verter and in order to overcome this drawback, diode has to be replaced with
controllable switch with antiparallel diode. Such a common configuration is called
as bidirectional buck–boost-type converter. The basic circuit diagram of bidirec-
tional DC–DC converter is shown in Fig. 8. There are two terminals, which can be
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Fig. 8 Bidirectional DC–DC
converter
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connected into battery storage unit and other end is connected to DC link voltage.
To exchange the power transmission in a bidirectional way, switches S1 and S2 are
to be controlled.

When the power mismatches between solar PV (Ppv) and load power (Pload), the
controller enables the bidirectional DC–DC converter to balance the power. When
the error power (Ppv − Pload) becomes positive; the bidirectional converter operates
in buck mode to store the energy. If error power becomes negative, the bidirectional
converter operates in boost mode to discharge the energy. In charging mode, pulse
width modulation (PWM) is applied to S1, the converter operates similar to
buck-type converter and the equivalent circuit is presented in Fig. 9a. Inductor
stores the energy when S1 is on and during S1 is off, the inductor helps to the current
to be continuous to battery for charging. In discharging mode, PWM is applied to
S2, therefore, the converter operates similar to boost-type converter as shown in
Fig. 9b. When S2 is on, the inductor stores the energy and when S2 is off, the
inductor voltage plus input voltage are added together to supply the battery power
via DC link. By adjusting the PWM of S1 and S2, the power can be controlled in a
bidirectional way. Commonly a closed loop current controlled technique is pre-
ferred to control the power. The average current controller is used to control the
power.

1.5 Simulation Results

In this section, simulation is performed to verify the function of PV-interfaced
voltage source inverter topologies operating under voltage control mode. The
system parameters are given in Table 1. The electrical parameters for the solar PV
module are given in Table 2. For simulation study, the performance of two-level
and seven-level system configuration is tested with single H-bridge and three
H-bridges, respectively, for stand-alone PV system application.
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Fig. 9 Equivalent circuit of bidirectional DC–DC converter a buck mode, b boost mode
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1.5.1 PV-Interfaced Single-Phase H-Bridge Inverter

The 3.0 kW stand-alone PV systems are implemented by connecting DC–DC
converter with embedded GMPPT, chargeable battery, single-phase H-bridge
inverter, and AC load. The PV array unit is configured in the fashion of thirteen
series- and one parallel-connected PV modules. Figure 10a shows the DC link
voltage of the single-phase H-bridge inverter with Vc1 = 450 V and Fig. 10b rep-
resents three-level inverter output voltage with the peak Vc = 450 V. It is assumed
that the PV system is operating with the balance between the PV power generated
and consumed in AC load with suitable energy support at DC side. The energy
support at the DC side sinks the power if the power extracted from the AC side is
less than the PV generated power, and it supplies the power if AC side extracts
more power then generated by PV.

The sliding mode control is used for the cascaded multilevel inverter to control
the peak output voltage, Vo = 350 V, across the load terminal as shown in Fig. 10c.
The corresponding peak load current ilo = 18 A is shown in Fig. 10d. In this case, a
uniform solar irradiation level G = 1000 W/m2 is considered for all the PV mod-
ules in the PV array unit.

The performance of the sliding mode control for single H-bridge three-level
inverter is tested under dynamic change in environmental condition. If the solar PV
array receives the changing solar irradiation, the effect is reflected in terms of the
varying DC link voltage. Figure 11a shows the dynamic response of the DC link

Table 1 System parameters

Parameter Rating

PV array 9 kW

Input capacitor (Cpv) 100 µF

Inductor (L) 12 mH

DC link capacitor (C1) 2200 µF

Switching frequency of boost converter 20 kHz

Switching carrier frequency of H-bridge inverter, fc 1.5 kHz

Reference voltage state vector, Zm2 250 √2 sin (2.p.50.t)

Filter inductance, Lo 2 mH

Filter capacitance, Co 10 µF

Rated output power, Po 7.5 KVA

Table 2 Electrical parameters of solar PV module

Maximum power (PMAX) 250 W Temperature = 25 °C
Solar irradiation, G = 1000 W/m2

(standard test condition)
Voltage at MPP (VMPP) 30.43 V

Current at MPPT (IMPP) 8.22 A

Open circuit voltage (VOC) 37.70 V

Short circuit voltage (ISC) 8.69 A
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voltage of the single-phase H-bridge inverter. At the instant t = 0.65 s, solar irra-
diations get lowered to G1 = 600 W/m2, and it leads to lowering of the DC-link
voltages to Vc1 = 380 V. This is due to the fact that the MPP voltage gets lowered
at reduced solar irradiation level. Figure 11b shows the variation in AC output
inverter voltage. Figure 11c shows the controlled load voltage, showing that the
load terminal voltage is maintained constant under dynamic change in the envi-
ronmental conditions. Figure 11d, shows the load current plot.

Fig. 10 Under uniform solar irradiation, a DC link voltage of single-phase H-bridge inverter,
b three-level inverter output voltage, c controlled load voltage and d load current

Fig. 11 Varying solar irradiation a DC link voltage of single-phase H-bridge inverter,
b three-level inverter output voltage, c load voltage and d load current
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Now the simulation is carried without energy support at the DC side of the
inverter. At t = 0–0.65 s, the system is working with balance of power. Suddenly
the load on AC side is reduced at t = 0.65 s. Due to this, the voltage at the DC link
raises continuously due to less power drawn at DC side as shown in Fig. 12a. If
energy support is connected at the DC side, it draws the excess power and maintains
the DC voltage constant as shown in Fig. 12b. In other case, if the AC load is
increased suddenly, then without DC energy support, the voltage at DC side gets
collapsed as shown in Fig. 12c. With the DC energy support, the short of power is
supplied from the DC storage and voltage is maintained constant as shown in
Fig. 12d. Aforementioned theory, when the error power (Ppv − Pload) becomes
positive, bidirectional converter stores the energy in battery. Therefore, the state of
charge (SOC) increases from its nominal value as shown in Fig. 12e. Similarly
when the error power becomes negative, variation of SOC is shown in Fig. 12f.
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Fig. 12 Varying load condition a DC link voltage without DC energy support at light load b DC
link voltage with energy support at light load c DC link voltage without energy support at high
load, and d DC link voltage with energy support at heavy load, e variation of SOC at positive error
power, f variation of SOC at negative error power
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1.5.2 PV Interfaced Seven-Level Cascaded Multilevel
H-Bridge Inverter

In this section, the simulation is performed to verify the function of the PV system
compatible seven-level cascaded multilevel inverter operating in voltage control
mode. It is assumed that the suitable energy support is provided at DC side of each
H-bridge to maintain the power balance. The system parameters are given in Table 1.
The electrical parameter for the solar PV module is given in Table 2. For simulation
study, PV interface seven-level cascaded multilevel inverter for stand-alone appli-
cation is considered. A 9.0 kW stand-alone PV system is designed by connecting
three single-phase series-connected H-bridge inverters. Each single-phase H-bridge
inverter is supplied from 3.0 kW PV array with embedded DC–DC converter for
MPPT. The outputs of all the H-bridges are connected in series to form seven-level
cascaded multilevel inverter. Each PV array unit is configured in the fashion of three
series- and four parallel-connected PV modules. Figure 13a shows the DC link
voltage of the three single-phaseH-bridge inverter withVc1 = Vc2 = Vc3 = 150 Vand
Fig. 13b represents the seven-level cascaded multilevel inverter output voltage with
the peak Vcp = 450 V. The sliding mode control is used for the cascaded multilevel
inverter to control the peak output voltage, Vop = 350 V, across the load terminal as
shown in Fig. 13c. The corresponding peak load current ilop = 42 A is shown in
Fig. 13d. A uniform solar irradiation levelG = 1000 W/m2 is considered for each PV
array unit. A phase-shifted multicarrier unipolar modulation based voltage control
method is used in [37, 38].

In order to demonstrate the performance of the sliding mode control, the
seven-level cascaded multilevel inverter is tested under dynamic change in envi-
ronmental condition. Consider three PV array units delivering power to the load. If
the solar PV arrays do not receive uniform solar irradiation, the effect is reflected in

Fig. 13 Under uniform solar irradiation, a DC link voltages of three H-bridges of the inverter,
b seven-level inverter output voltage, c controlled load voltage and d load current
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terms of difference in the DC link voltages. Figure 14a shows the dynamic response
of the DC link voltage of three single-phase H-bridge inverters. At the instant
t = 0.65 s, the solar irradiations get lowered and become nonuniform in all three PV
array units due to shading, with solar radiation levels, G1 = 900 W/m2 for PV array
unit-1, solar irradiation level G2 = 800 W/m2 for PV array unit-2 G3 = 700 W/m2

for PV array unit-3, and it leads to the lowering of DC link voltages as
Vc1 = 145 V, Vc2 = 135 V and Vc3 = 125 V, respectively. Figure 14b shows the
plot of the seven-level cascaded multilevel inverter output voltage. It follows the
DC link input voltage of series-connected H-bridge inverter, i.e., at t = 0–0.65,
VA1B3 = 450 V and at t = 0.65–1 the inverter voltage is reduced to VA1B3 = 405 V.
Figure 14c shows the controlled load terminal voltage of the seven-level cascaded
multilevel inverter, showing that the load terminal voltage is maintained constant
under dynamic change in environmental conditions and Fig. 14d shows the
respective load current.

In another case at t = 0.65 s, the solar irradiations get lowered and nonuniform
in the three PV array units due to shading with PV array unit-1 and unit-2 having
solar radiation level G1 = G2 = 800 W/m2, and PV array unit-3 has solar radiation
level of G3 = 400 W/m2, and it leads to lowering of the DC link voltages to
Vc1 = 135 V, Vc2 = 135 V and Vc3 = 95 V, respectively, as shown in Fig. 15a. We
can observe that the inverter output voltage follows the PV array input voltage,
whereas sliding mode control forces the terminal load voltage to remain constant
under dynamic change in input voltage as depicted in Fig. 15b, c, respectively.
Moreover Fig. 15d presents the load current. This protects the sensitive load con-
nected to the PV system under varying environmental conditions. In order to show
the performance under dynamic changes in the load, a sudden change in load is

Fig. 14 Performance under nonuniform change in solar irradiation a DC link voltages of three
H-bridges of the inverter, b seven-level inverter output voltage, c controlled load voltage and
d load current

142 V. Karthikeyan et al.



created as shown in Fig. 16. The light load is connected initially, and it is suddenly
increased at the instant 0.65 s. The load current increases correspondingly with
variation in the load but the load voltage is maintained constant.

1.6 Grid-Connected PV Inverter System with Load
Compensation

The grid normally refers to the power distribution systems, which receives its input
power from substation at 440 V (l-l) and 220–250 V single-phase AC, at 50 Hz.
Usually power stations have very large capacity and providing power in megawatts.
But individual consumer can utilize the power in the range of 10–15 kW. The block
diagram of the common grid-connected PV system is shown in Fig. 17. The main
component in grid-connected PV system is the inverter. It converts available DC

Fig. 15 Performance under nonuniform solar irradiation, a DC link voltages of three H-bridges of
the inverter, b seven-level inverter output voltage, c controlled load voltage and d load current

Fig. 16 Performance during sudden change in load, a load current, b controlled load voltage
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power from the PV array into usable AC power consistent with voltage and power
quality requirements of the grid utility. A bidirectional interface is made between the
PV system AC output terminals and the grid utility network. This enables PV system
to supply power to the local loads or feed to the supply, when PV power is greater than
load demand power. At night or during high load demands, the power required by load
is greater than the PV generated power [39]. The excess power required by the load is
received from the grid utility. This safety feature is required in all grid-connected PV
systems, and ensures that the PV systemwill not continue to operate and feed back into
the utility grid when the grid is down for service or repair.

1.6.1 PV-Supported Cascaded Multilevel Inverter
for Power Conditioning

In order to increase the utilization of grid-connected PV inverter, the PV system can
be designed to provide the function of load compensation in addition to power
distribution. The designed PV generation system performs the operation of active
power filter (APF) to provide the power factor correction, load balancing, harmonic
elimination, and reactive power compensation and simultaneously inject the max-
imum power available from the PV array into the distribution system. When the
solar irradiation is available, the system can supply power to the load and simul-
taneously solve growing problems of harmonics, unbalanced loads, and poor power
factor problems in the distribution system.

The PV array is interfaced into the grid via DC–DC boost converters and a two
series-connected H-bridge DC–AC converter as shown in Fig. 18. The DC voltage

Fig. 17 Grid-connected PV system
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generated by a PV array varies widely and is low in magnitude. Therefore, the DC–
DC boost converter generates the boosted DC voltage as desired by the converter.
The inverter acts as a controller and exchange real power with the grid and performs
load compensation [40].

Generally, the grid-connected PV systems extract maximum power from the PV
arrays. The MPPT technique is usually associated with a DC–DC converter. The
system can improve power quality in the distribution system by compensating
current harmonics in the source side, reactive power compensation, and can also
inject real power in the distribution system depending upon the PV generation and
load requirement. The AC output of each H-bridge is connected in series such that
the synthesized output voltage waveform is the sum of all the individual H-bridges
and produces five-level output. Figure 19 shows the ideal active and reactive power
flow of the grid-connected PV system.

Fig. 18 Grid-connected PV system and using five-level cascaded multilevel inverter as controller

Fig. 19 Ideal active and reactive power flow of grid-connected PV system
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1.6.2 Power Flow Control Using Instantaneous Reactive
Power Theory

The instantaneous reactive power theory is based on the transformation of
three-phase quantities to the two phase quantities in a–b frame. The instantaneous
active and reactive powers are calculated in this frame. Figure 20 shows the block
diagram of the implementation strategy [41]. The mathematical derivation is
explained below using Eqs. (11)–(13). Consider the three-phase grid supply volt-
ages as below.

vsa ¼ vm sinðxtÞ ð11Þ

vsb ¼ vm sinðxt � 120Þ ð12Þ

vsc ¼ vm sinðxt � 240Þ ð13Þ

The respective load currents are given below using Eqs. (14)–(16).

iLa ¼
X

ILan sin nðxtÞ � hanf g ð14Þ

iLb ¼
X

ILbn sin nðxt � 120Þ � hbnf g ð15Þ

iLc ¼
X

ILcn sin nðxt � 240Þ � hcnf g ð16Þ

In abc coordinates, a-, b-, and c-axes are fixed on the same plane and are phase
displaced by 120°. The instantaneous space vectors, vsa and iLa are set on to the a-
axis and their amplitude varies in positive and negative directions at the same time.

Fig. 20 Block diagram of the reference current generation scheme
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This is true for other phases also. These phasors can easily be transformed into a–b
coordinates as follows (Eqs. 17 and 18).
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where a and b axes are the orthogonal coordinates. The instantaneous power p for
the three-phase circuit can be defined as in Eq. (19).

p ¼ vaia þ vbib ð19Þ

Similarly, the instantaneous reactive power q is defined as in Eq. (20).

q ¼ �vbia þ vaib ð20Þ

Therefore, in the matrix form the instantaneous real and reactive power are given
as in Eq. (21).

p
q

� �
¼ va vb

�vb va

� �
ia
ib

� �
ð21Þ

The a–b currents can be obtained using Eq. (22).

ia
ib

� �
¼ 1

D
va �vb
vb va

� �
p
q

� �
ð22Þ

where D ¼ v2a þ v2b
The instantaneous active and reactive power p and q can be decomposed into the

average and an oscillatory component using Eqs. (23) and (24).

p ¼ �pþ ~p ð23Þ

q ¼ �qþ ~q ð24Þ

where �p and �q are the average parts and ~p and ~q are the oscillatory parts of the real
and reactive instantaneous powers, respectively. The compensating currents can be
calculated to compensate the instantaneous reactive and the oscillatory component
of the instantaneous active power. In this case, the source transmits only the
non-oscillating component of active power. It is assumed that there is no battery
storage system connected to the DC bus. Therefore, the total energy delivered by
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the PV units may overcharge the DC capacitor. This energy should be injected into
the AC source/locally by controlling the signal pinject appropriately. However, the
DC bus voltage regulator determines the power pinject. The DC bus voltage passes
through a PI controller and its error is added to generate net average power p. The
energy exchange between the DC capacitor and the AC utility grid can control the
DC bus capacitor. The value of �p, pinject and �q are used to calculate the reference
current in a–b coordinate from Eq. (25) as below [41–44].

isha
ishb

� �
¼ 1

v2a þ v2b

va �vb
vb va

� �
�pþ pinject

�q

� �
ð25Þ

The reference current generated in a–b coordinate is converted back into the abc
coordinate with the help of Eq. (26).
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The error is obtained by subtracting the reference current from the measured
shunt active filter current as given in Eq. (27).

ek ¼ ishrefk � ishk ð27Þ

where k = a, b, c. The error ek is used to control the switching of the converter. The
switching logic for the cascaded H-bridge multilevel inverter using phase shifted
multicarrier modulation for current control has been already discussed in
Sect. 1.5.2.

1.7 Simulation Results

The functionality of the combined operation of APF with five-level grid-connected
PV generation system and the control system with load compensation has been
tested. A five-level cascaded H-bridge inverter is used as a voltage source inverter
for the shunt active power filter. The two H-bridges are connected to the DC–DC
converter with embedded MPPT controller to serve it as energy storage elements to
supply real power difference between the demanded load, and transfers maximum
available power from the PV system to the grid. Table 3 shows the system
parameters used in the simulation.
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1.7.1 Performance Without Shunt Controller

The three-phase grid voltage is sinusoidal of 440 V (peak) as shown in Fig. 21. In
normal operating condition when the shunt controller is not connected in the dis-
tribution system. The harmonic distortion of grid current also increases due to
connection of the nonlinear load. Figure 22 shows the load current waveform,
which also flows in the grid current, when shunt controller is not connected. The
total harmonic distortion of the grid current contains dominant lower order har-
monic content as shown in Fig. 23. It is observed that without shunt controller, the
grid current gets distorted significantly and it also leads to poor performance of the
system.

1.7.2 Performance with Shunt Controller

The performance of the PV supported five-level cascaded multilevel inverter shunt
controller is studied in this section. The PV supported shunt controller is connected
to the grid supplying nonlinear load. Figure 24 shows the response of the grid

Table 3 System parameters

Parameters Value

Three-phase source voltage 440 V

System frequency 50 Hz

Feeder impedance Rs = 0.01 Ω, Ls = 0.0005H

DC link capacitor 4400 lF

PV unit 15 kW

Load Linear 10.0 Ω, 0.01027H, Nonlinear 500 lF, 20 Ω

Fig. 21 Three-phase grid voltage
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current after compensation using five-level PV-supported inverter connected in
shunt with the distribution system. The five-level shunt controller is able to produce
grid current close to sinusoidal wave shape and free from harmonics as shown in
Fig. 24. Figure 25 represents the compensation current injected by the shunt con-
troller to compensate the current harmonics in the distribution system. The har-
monic spectrum of the grid current obtained through the PV supported five-level
shunt controller is shown in Fig. 26. Table 4 shows the individual harmonic
spectrum produced by the five-level shunt controller. It is clearly evident, that the
five-level shunt controller is able to produce reduced harmonic distortions.

Fig. 22 Three-phase load current

Fig. 23 Harmonic spectrum of grid current
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1.7.3 Performance of Shunt Controller with Environmental Changes

In this section, the characteristic of the grid-connected PV system under dynamic
change in solar irradiation condition has been studied. It is observed that to supply
15 kW of load power, the 5 kW power is supplied from AC grid and around 10 kW
is injected by the PV generation system during high solar irradiation period.
Figure 27 shows the regulation of the DC link voltage of the single-phase H-bridge
inverter. According to this figure, the real power extracted from the PV power plant
can pass through the grid. As it can be seen, the DC bus voltage experiences a swell
while the PV generated power has increased and returns to the nominal DC voltage.

Fig. 24 Three-phase grid current using five-level shunt controller

Fig. 25 Three-phase compensation current
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It is also clear that when the PV generated power has decreased, the DC network
voltage experiences the sag phenomena. However, Fig. 28 shows the power
transfer during charging and discharging periods of the DC capacitors.

Fig. 26 Total harmonic distortion of grid current

Table 4 Individual harmonic spectrums

Topology Harmonic distortion
in %

1 5 7 11 13

PV-based five-level cascaded
multilevel inverter

Before compensation 100 28.14 12.47 6.52 4.72

After compensation 100 1.03 2.47 0.20 0.19

Fig. 27 Power injection during high and low solar irradiation
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1.7.4 Performance of Shunt Controller with Load Variation

In this section, the effect of load changes on grid-connected PV generation system
has been studied. In interval 0.25 s < t < 1.0 s, the required load demand is 15 kW
in which grid supply 5 kW and PV generates 10 kW power constantly. As the load
demand increases after the interval 1.0 s, the grid supplies extra power as per the
load requirement, shown in Fig. 29. Figure 30 shows the grid current under
dynamic change in load condition at low solar irradiation. Figure 31 shows the grid
current under dynamic change in load condition at high solar irradiation. In this
case the load is continued increased at t = 0.5 s.

Fig. 28 DC link voltage of single H-bridge inverter

Fig. 29 Power injection during load variation
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2 Conclusion

The sliding mode control based load voltage control for PV-supported cascaded
H-bridge multilevel inverter is demonstrated for stand-alone applications. The
isolated DC supplies for the H-bridges of the cascaded multilevel inverter are
derived from the PV array with, DC–DC converter used for MPPT. The sliding
mode control regulates the net output AC voltage across the loads irrespective of
the different DC link voltages across the H-bridges due to varying environmental
conditions at each set of PV modules. The power balancing has been considered at
the DC bus of the H-bridges using EES system. The performance of the higher rated

Fig. 30 Source current during load variation at low solar irradiation

Fig. 31 Source current during load variation at high solar irradiation
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PV system with maximum power point tracking (MPPT) and voltage control
through the cascaded H-bridges has been verified using the simulation studies. For
grid-connected mode of application, the PV supported inverter is considered as
controller. The inverter is configured as shunt controller which not only supplies the
PV power to the grid but also performs the load compensation by mitigating the
effects of load harmonics and reactive power in the distribution system.
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Feasibility Study and Design of a Flywheel
Energy System in a Microgrid for Small
Village in Pacific Island State Countries

D. Aitchison, M. Cirrincione, G. Cirrincione, A. Mohammadi
and M. Pucci

Abstract In Pacific Island Countries (PICs), energy supplies depend on fossil fuel
(FF), with few exceptions. However, since the associated populations are often
scattered among different settlements in remote locations, renewable energy sources
(RES) are increasingly meeting their electrical production power demands.
Contrary to FF generated power, RES vary with season, time and weather condi-
tions. Consequently, to maintain stability, reliability and power quality, energy
storage is a key consideration for a viable RES set-up. Despite, there being many
different kinds of energy storage system, a flywheel energy storage system (FESS)
appears to be highly suitable for the microgrid (MG), because of their minimal
environmental impact (green energy storage) and high cycle life when compared
with other storage energy devices such as batteries. This chapter presents a detailed
overview of the feasibility, design and control strategy of a FESS for MG appli-
cations. The fundamental developments are as follows: first, to design a suitable
flywheel in order to increase reliability and stability of the power in the RES.
Second to design a control technique for the FESS based on a nonlinear observer
integrated with total least squares (TLS).
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List of acronyms

DG Distributed generation
DTC Direct torque control
ESS Energy storage system
FESS Flywheel energy storage system
FF Fossil fuel
FOC Field orient control
IGBT Insulated-gate bipolar transistor
IM Induction machine
IMPM Interior mounted permanent magnets
MG Microgrid
PCC Points of common coupling
PICs Pacific island countries
PMSM Permanent magnet synchronous motor
RES Renewable energy sources
RES Renewable energy sources (RES)
SV-PWM Space vector pulse width modulation
TLS Total least square
VOC Voltage oriented control
VSI Voltage source inverters

1 Introduction

Fossil fuels (FFs) are dominant in providing the world’s high electric energy
demands. The most well-known forms of FFs are coal, gas and oil; in general, they
are easily found and have a high energy density, which results in the capacity of
generating huge quantities of electrical energy. On the other side, FFs have disad-
vantages among which are their depletion rates, the emissions of CO2 into the air as
well as the generation of pollutants that represent a serious threat for human health
and the environment. Actually, pollution, global warming and CO2 emissions are
three major disadvantages of FFs and their reduction is of global concern [1].

One way to achieve this goal is the use of renewable energy sources (RES) and
many countries around the world are trying to increase the share of energy coming
from RES. The introduction of these sources into the existing grid, however, pose
some problems. Unlike FF-based generating units, RES units can be built close to
the loads and the energy produced can be supplied at distribution or transmission
voltage levels. In general, a small network or microgrid (MG) made up of local
loads, RES sources and energy storage systems are connected to the main grid at
different points (PCC = Points of Common Coupling), which gives rise to dis-
tributed generation (DG) [2].
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In Pacific Island Countries (PICs), and specifically in some Fiji Islands, the
dependence on FFs is a major issue, both for the impact on the environment and for
their high costs [3]. On the other hand, RESs are abundant and easy to access. In
addition, some of the smaller communities like little inland towns or small islands
do not all enjoy the comfort of trouble-free electrical grids, because they are either
weakly connected or completely separated from the grid: they need to have access
to complementary RES energies which are abundant in their surroundings, while
keeping their tourism, agriculture and landscape capital intact. The obstacles to the
fast adoption of RES in such areas are many and have been apparent for some time
[4–6]. For example, one technical obstacle consists of providing good service
quality in grids that are weak, in spite of the intermittent character of the RES. Such
problems are revealed as voltage and frequency instability. One way to overcome
this is to use energy storage systems in a MG allowing small-scale distributed
energy resources to be more reliable and stable. In these MGs, energy sources such
as wind, wave, tidal, and solar can be used along with storage devices (flywheel,
batteries) to avoid the need for a complicated and expensive grid infrastructure for
these remote areas and contribute to a high quality and reliable power supply.

The prerequisite for stable system frequency is to have an instantaneous balance
of demand and generation of active power. Inevitable energy oscillations, due to the
presence of intermittent RES in a MG, cause network frequency variations espe-
cially in weak microgrids [6]. This situation can have an impact on the power
quality or the MG security, such as violations of voltage limits and/or system
frequency oscillations, among others [6–8]. This condition is exacerbated by the
low inertia present in a typical MG. The necessary solution is the introduction of
energy storage systems (ESS) which acts as a buffer and permits a reliable and
stable power delivery. In general, the type of energy storage selected for a specific
application needs to be analysed according to many criteria such as lifetime, life
cycle, efficiency, capital cost, environmental impact, etc. [8]. The most common
solution is to use batteries or super capacitors, each acting according to the rapidity
of the time response, to compensate for the lack of active power generated by the
RES.

Another possibility is the use of a flywheel energy storage system (FESS).
FESSs are able to store a high level of energy density with a high rotor angular
velocity and large inertial mass. Besides, they are more convenient than electro-
chemical batteries due to long life (15–20 years), high power density, high effi-
ciency (90–95%), long cycle life (from 10,000 to 100,000 cycles), low maintenance
and low environmental impact [9, 10]. Furthermore, they are able to compensate
power flow fluctuations in a RES MG [11]: in this case the FESS has the task of
contributing frequency/voltage regulation into the RES MG for short time periods
[12]. In such applications, high performance of the FESS can be achieved by an
advanced control system and design development. In the past decade, the direct
torque control (DTC) and field orient control (FOC) have been applied to control
FESSs [9, 10] in order to obtain superior control of torque and flux, and therefore of
active and reactive power within the MG. Actually over the last few years, FESSs
have been ever increasingly employed by the industry for their comparative
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performance advantages in the areas of high dynamics, long lifetime and good
efficiency: FESSs are therefore well suited for short-term storage systems, which
are generally sufficient to improve the electric power quality [13] Because of easy
transportation and/or set-up small FESS in the range of kW can be more easily
adopted as compared to MW class of FESS. However, large power rating can easily
be achieved through the adoption of multiple FESSs which may be controlled in
parallel for optimal supply and reliability [13–15].

The goal of this paper is to study and design a FESS to solve the problem of
energy storage in small communities of the PICs, to partially or totally replace the
installed high-capacity batteries, which present problems of longevity, pollution and
low time constant for sudden load peaks [16, 17]. In particular, FESSs will be used
to provide continuous energy in spite of the intermittent delivery characteristic of
the RES. In such cases, the FESS stores the surplus energy when a torque is applied
by excess energy production from the energy sources, and it releases stored energy
when the energy source is insufficient to match the load. Under a different mode of
operation, they can also be used to supply energy at transfer rates exceeding the
abilities of RES in possible conjunction with super capacitors.

In response to the above, this chapter is organized as follows. Section 2
describes the load profile of a typical Fijian village and the associates local weather
conditions which in turn leads to a study of the local energy availability. Then on
this basis, Sect. 3 describes the microgrid architecture. The flywheel-based elec-
trical energy storage system development is explained in Sect. 4. The flywheel
dynamic model is summarized in Sect. 5. Finally, the sensorless control of the
FESS is presented in Sect. 6.

2 Energy Needs of a Remote Area in Fiji

In this section, the energy needs and the possible electrical energy storage (EES), to
be set-up in the area of Bua in Fiji, are analysed. The province of Bua is in the
Northern Division of Fiji (Vanua Levu) and the area of Dama is situated between
latitudes −16.76 and longitude 178.56 (Fig. 1). This area has been chosen both
because it is weekly connected to the grid and for the availability of data from the
Bureau of Statistics of Fiji [18]. The population of Dama Bua is estimated
approximately at 620 people and 135 households in 2015. At present, the electrical
energy is produced by a 10 KVA diesel generator which supplies only 56.3% of the
population, amounting to about 135 W for each household, on average.

On the basis of load profile, weather conditions and installed power, a design of
the possible RES-based MG is proposed with the help of HOMER® which is
capable of computing an optimized MG structure, where a FESS is integrated for
energy buffering and resultant continuous supply.

In this chapter, two different MG designs are presented. First, an array of 16
batteries is used in parallel connection with a bus voltage equal to 6 V. Then this
array of batteries has been replaced with a system of flywheels for the reasons
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explained in the introduction (disposal, pollution, transportation). However, a single
flywheel would have a huge volume and weight if designed with the same capacity
as the whole battery array, therefore a multiple flywheel array has been proposed,
connected in parallel and suitably controlled.

2.1 Load Profile

As is well known, the load profile generally varies according to the user type, the
daily time, the season and the temperature. For example, in Fiji for rural areas the
average power consumption for different electronic devices is given in Table 1 [19].

This paper assumes that the variation of the load profile over one day for every
month is constant during one year. This assumption is made on the basis that the
winter and summer seasons are not so different in temperature ranges in Fiji.

Fig. 1 Location of Dama Bua Fiji

Table 1 Load profile for
rural household devices [19]

Consumer Power
(W)

Operation time
(h)

Light 9 1–6

Water pump/iron/water
heater

400 2–3

Mobile phone 10 3

Radio 40 1–14

Computer 250 2–6

TV 65 3

Fridge 185 4

Fan 40 1–6
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The load profile as computed by HOMER® is plotted in Fig. 2, where the maxi-
mum power and total consumption during each day are equal to 50 kW and
643.27 kWh (the area under the power curve), respectively. It represents an average
hour load profile over one year, as created by HOMER®.

2.2 Solar and Wind Power Calculation

Solar radiation and wind speed patterns are two necessary factors used for calcu-
lating the available wind and solar power. Based on the geographical location of the
village, the average daily solar radiation in 2015 is plotted in Fig. 3. These values are
obtained from the available NASA data for 2015 as created by RETScreen@ [20].

Fig. 2 Load profile distribution per day based on Table 1

Fig. 3 Average daily solar radiation from January to December in 2015
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To estimate the output power of the wind turbine, HOMER® uses the recorded
average yearly wind speed (Fig. 4) as well as the well-known logarithmic or power
laws to calculate the wind speeds at the turbine hub height and finally the available
wind power [21].

3 Microgrid Architecture

On the basis of the load profile and the available energy, HOMER® has been
utilized to find a possible optimized MG architecture in order to reduce the actual
fuel usage cost. To this end, an optimal blend of the wind and solar energy has been
added to the present diesel generator and the necessary EES based on batteries has
been designed. Then the possibility of replacing the battery based EES with a FESS
has been explored.

3.1 Initial Structure (PV/Wind Turbine with Batteries)

The first structure considered is a blend of wind turbines and PV arrays together
with the original diesel generator and batteries for energy storage. A PV array is
interconnected with a DC/DC converter (a boost converter in general) to which also
a pack of batteries is connected through another boost converter (shown in Fig. 5).
The inverter interfaces with the original AC grid which is linked with the original
diesel generator, the wind turbine generation system and the AC loads.

The charge–discharge cycle of the batteries is presented in Fig. 6 together with
the input energy produced by the process of charging and discharging the energy

Fig. 4 Average wind speeds from January to December
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into a load. In this structure, the charging process of the batteries is obtained from
the excess energy of solar power and wind turbine. The average energy obtained
during 12 h is equal to 42 kWh (shown in Fig. 6).

The results of the output power of the wind turbine, solar panels and batteries are
summarized in the Tables 2, 3, and 4 respectively. The capacity of the wind tur-
bines is equal to 6 kW. Also, the total percentage of energy production in the MG
by the wind turbines is near to 26%.

Forty one percentage of energy is supplied by the solar power plant which has the
highest power production when compared to other sources of energy generation
(shown in Fig. 7). This means that in the target region, solar energy is one of the high
yield energy sources. Table 4 shows the total production of solar power per one year.

Fig. 5 First structure based on batteries energy storage

Fig. 6 Charge and discharge power of the batteries pack

Table 2 Wind turbine output
power

Wind turbine Value Units

Total rated capacity 6 kW

Maximum output 6.00 kW

Mean output 2 kW

Total production 18523 kWh/yr
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Economics

In the project, total cost minimization can be obtained by economic analysis.
Therefore, the economic investment is evaluated in this section. The initial capital
costs of different RES are shown in Table 5. The cost of energy in Fiji is

Table 3 Batteries output information

Batteries Value Units

Batteries capacity 110 kWh

Array in parallel 16

Number of Batteries 16

Bus voltage 6

Energy capacity 66 kWh

Number of hours 11 h

Energy input 12288 kWh/yr

Energy output 9853 kWh/yr

Table 4 Solar power output

Solar power plant Value Units

Rated capacity power 20 kW

Mean output power 3 kW

Mean output power 80.35 kWh/d

Total production per year 29329 kWh/yr

Maximum output 20.70 kW

Hours of operation 4309 h/yr

Fig. 7 Contribution power in the first structure
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approximately equal to 32 cents per kWh. Consequently, according to the profile
load, the consumption for 135 householders is calculated to equal 643.2 KWh/day.
Therefore, $45.74 Fiji dollars per month should be paid by each householder. The
total community payment for electricity alone is calculated near to $6175.32 FDJ
per month and the total capital cost estimation based on Table 5 is equal to $146376
FDJ ($71527 USD) as of November 2016.

In additional, annual fuel and maintenance costs for the typical diesel generator
are calculated in two steps:

First to calculate the fuel cost: the fuel price is assumed to equal to 1.77 Fiji
dollars per litre, then a total cost is obtained at 8 $/day (249 $/month). Second, to
calculate the maintenance cost for the diesel generator with 10 operating hours per
day the value is obtained below:

0:2 $=h� 10Hours work� 365 ¼ 730 $=year

Therefore, the total maintenance cost for all devices during five years is equal to
$19902.5. Thus, after 5 years, the total potential savings can be obtained and is
estimated at $90127.2.

3.2 The Second Structure (PV/Wind Turbine with Flywheel)

The second structure to be considered applies a FESS to a MG which is shown in
Fig. 8. This structure has been proposed for PICs with two required development
dependencies:

1. First development design of a suitable FESS (more details to follow in Sect. 4).
2. Second, the system will use sensorless control for the induction machine

(motor/generator) based on the nonlinear observer (more details to follow in
Sect. 5).

In this structure, the batteries are replaced by a FESS as shown in Fig. 8.

Table 5 Estimation cost of renewable energy sources

Power Capital cost Maintenance

Solar (PV) 10 KW 14097 $ (US dollars) 21 $/year

Battery 1 7 KW/h 1200 (US dollars) 50 $/year

Wind turbine 3 KW 18000 (US dollars) 50 $/year

Diesel 9 KW 6500 (US dollars) 0.2 $/hr

Converter 10 KW 12500 (US dollars) 100 $/year

Total ¼71527 (US dollars) 146376 FDJ-Nov 2016
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4 Flywheel-Based Electrical Energy Storage System
Development

The essential components of a simple flywheel energy storage system are: rotor,
shaft, bearings, electric drive motor/electric generator and enclosure/support frame
(see Fig. 9). Despite this simplicity, further complexity can be found in developed

Fig. 8 Second structure based on flywheel energy storage

Fig. 9 Typical flywheel
construction
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and refined commercial flywheel systems. The work reported herein addresses some
of the fundamental design decisions and optimizations of a simple flywheel—for
the above identified application and deployment situation.

The primary focus is directed at the rotor form and geometry so that it can
operate at a high rotational speed (10,000 rpm—considered low speed for some
flywheel applications) without exceeding rotor material safe working stress limits.
Simplicity of manufacture and construction have been factored into the early design
decisions and solution, to ensure ease of producibility, with the available resources
in the central Pacific region. Naturally, the objective of having the system devel-
oped and maintainable within the business centres of the central Pacific does not
and cannot mean that all technological components and/or sub-systems are sourced
locally, within this target region. Where possible and practical parts and systems
will be developed, made or assembled in the region. Outside of this possibility,
parts may be sourced from relevant and qualified sources overseas. The ultimate
aim is for a system that can be developed, manufacture (where practicable),
assembled and maintained locally.

The associated energy losses are also considered in the development work and
viable design solutions are investigated, modelled and optimized for the major
contributors, namely the mechanical bearings and the rotor windage losses.
Mechanical bearing power losses and severe life limitations are minimized through
the introduction of electromagnetic bearings, used in conjunction with mechanical
bearings for one investigated scenario. The mechanical load sharing and
self-stabilizing characteristics of this combined system make it an ideal solution. In
addition, the windage losses, due to the high rotor speed when running in an air
atmosphere, are reduced to a workable level through the adoption of a partial
vacuum environment, contained by the flywheel enclosure. Various options and
working vacuum pressures were investigated in conjunction with the practicality of
their implementation. Some of the findings are presented in the later sections of this
chapter. The implications and design detailing of the enclosure and shaft have been
considered but only at a fundamental level at this preliminary design development
stage. While the electrical motor/generator and microgrid elements are introduced
and discussed in the concluding technical sub-section which is dedicated to these
and allied themes.

4.1 Flywheel Rotor Materials and Configurations

In the design of a flywheel rotor, two notable decisions have to be made, among
many others. These decisions relate to the material of construction and shape of the
rotor. The shape is important due to the material composition, the limiting working
stresses and production processes used to shape it into the final form. Not all of the
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desired shapes can be made with the selected materials. Four of the most common
shapes and their suggested production materials can be seen in Fig. 10. In this
figure, the shape factor of each flywheel form is also listed. The factor relates the
maximum working strength ru (Pa) and the density qv (kg/m

3), to the energy per
mass WM (J/kg), as in Eq. (1) below.

W ¼ Jx2

2
ð1Þ

During operation, it is suggested that a maximum speed drop in the flywheel
rotor should not be greater than 50% [23]. Since the stored energy is related to the
square of the rotor angular speed, x2, the energy recovered from the rotor, in this
case, is 75% of the total stored energy in the flywheel. In order to fulfil the design
specifications, the demanded energy should be equal to the (target) energy of
25 kWh, (chosen as an initial estimate). The maximum rotational speed for a low
speed flywheel is typically limited to 10,000 rpm [24], which gives a minimum
rotational speed of 5000 rpm as per the argument above.

In this approach, three potential candidate materials are initially considered:
High tensile Steel AISI 4340, S2-glass and Carbon T1000. The last two materials
listed are composites and therefore can be applied to thick rim or a thin rim rotor
design solutions, as per Fig. 10. The high tensile steel is more suited to a Laval
disk. The solid disk has been removed from the development since the Laval disk
has all the advantages of the solid disk and fewer disadvantages. The relevant
details of the three materials are listed in Table 6. Here, the maximum allowable
working stress ru is determined by dividing the yield strength by a safety factor,
n. The value of n is material and application specific. For this scenario a typical
value of 1.5 has been chosen for the metallic material, however, close attention
must be paid to the selection of this value in a commercial design solution. For the
composite materials the ‘ultimate tensile strength’ is divided by a safety factor, n, of
2.0. Normally, composite material safe working limits demand thorough investi-
gations in order to be reliably determined.

Fig. 10 Shape factor of
common flywheel shapes [22]
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4.1.1 Thick Rim Flywheel

For a thick rim flywheel, there are two stress components that are considered
important in the design of the rotor. They are the radial stress, as presented in
Eq. (2) and the hoop stress expressed in Eq. (3) [23].

rr rð Þ ¼ 3þ m
8

qx2 r20 þ r21 �
r20r

2
1

r2
� r2

� �
; ð2Þ

rh rð Þ ¼ 3þ m
8

qx2 r20 þ r21 þ
r20r

2
1

r2
� 1þ 3m

3þ m
r2

� �
; ð3Þ

where q is the mass density (kg/m3), x is the rotational speed (rad/sec), m is the
Poisson ratio, r0 is the outer radius of the rotor (m), r1 is the inner radius of the rotor
(m) and r represents any radius within the rotor (m). It can be seen from simulations
that the hoop stress in a thick rim rotor is much higher than the radial stress.
Furthermore, the hoop stress is at its maximum at r1, the inner radius.

Consequently, when designing for the limiting hoop stress at the inner radius the
total stored energy W (J) can be calculated by: W = ½Jx2, where J is the flywheel
moment of inertia (kgm2). In the following investigations, the best rotor configu-
rations are calculated in response to the material specifications. Here the active
energy storage is kept to 25 kWh at a maximum rotational speed of 10,000 rpm.
Table 7 gives the computed results for the overall dimensions and mass of the
flywheels with a thick rim produced in the three targeted materials.

4.1.2 Thin Rim Flywheel

When designing a thin rim flywheel the procedure is similar to the thick rim
configuration. The only simplification which is applied is due to the small

Table 6 Material specifications [23, 24]

Density,
q (kg/m3)

Working stress,
ru (MPa)

Poisson
ratio, m

Unit price
($/kg)

Steel AISI 4340 7830 486 0.29 1.00

S2-glass 1920 735 0.22 24.60

Carbon T1000 1520 975 0.20 101.80

Table 7 Configurations of a thick rim flywheel, W = 25 kWh

Inner radius, r1 (m) Outer radius, r0 (m) h (m) m (kg)

Steel AISI 4340 0.135 0.23 13.10 11920

S2-glass 0.490 0.59 2.29 1488

Carbon T1000 0.440 0.54 3.85 1804
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cross-sectional area, resulting in a hoop stress that can be taken as constant
throughout the rim thickness. Then (3) can be simplified to (4) [22].

rh ¼ qr21x
2 ð4Þ

With this equation, the best configurations of a Thin Rim cylindrical flywheel
can be calculated and are shown in Table 8.

4.1.3 Equal Stress Flywheel (Laval Disk)

The equal stressed disk is also known as the Laval disk. As has been shown in
Fig. 10, this shape is ideally made from metals. The main reason for using of the
Laval disk is the high shape factor K which results in a high energy storage per
mass. The shape of an equally stressed disk can be obtained from the known
equations of equilibrium and compatibility written in terms of stresses for linear,
isotropic materials with constant characteristics [25], as follows.

dðrrrhÞ
dr

� rhhþ qx2r2h ¼ 0 ð5Þ

dðrrrhÞ
dr

� rhhþ qx2r2h ¼ 0 ð6Þ

If rr = rh = ru = constant, then from (5) the profile h(r) (m) can be computed.
This profile is given in Eq. (7).

h rð Þ ¼ hce
�Bv2 ð7Þ

With dimensionless constants B = qx2r0/2ru and v = r/r0.
The problem with this profile is that the radius goes to infinity. To create a

boundary on the infinite profile a rim is needed at the end of the profile [25]. By
creating a rim the shape factor is reduced. With b = rD/r0 as the ratio between the
inner radius of the rim and the outer radius and a = h0/hD as the ratio between the
thickness of the rim to the connection point. Both can be seen in Fig. 11. The radial
thickness b depends not only on B but also on a [26]. This relation is shown in
Eq. (8) and with this the link to the revised shape factor can be determined as
shown in Eq. (9).

Table 8 Configurations of Thin Rim flywheel W = 25 kWh

Inner radius, r1 Outer radius, r0 (m) h (m) m (kg)

Steel AISI 4340 0.135 0.23 13.10 11920

S2-glass 0.490 0.59 2.29 1488

Carbon T1000 0.440 0.54 3.85 1804
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In Table 9, the two optimum configurations for a steel, equal stress disk with and
without a small rim are given. The resultant profile of the flywheel rotor with a rim
can be seen in Fig. 12.

4.2 Flywheel Losses

For a flywheel to be efficient and useful the losses must be determined and the
‘high-loss’ aspects reduced at the design stage of the flywheel development. In this
study, an estimation of the air friction and bearing friction losses were made. In
turn, these findings influenced critical design decisions and informed the resultant
design solution.

4.2.1 Air Friction

The friction which results from the differential speed between the flywheel rotor and
the surrounding atmosphere (windage) typically causes energy losses. The equation
that is used to determine the air friction losses of a rotating circular disk in air is

Fig. 11 Constant-stress disk with constant thickness outer rim [25]
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given below in Eq. (10) [26]. The flywheel design reported herein is not a circular
disk but the suggested approach gives a close first estimate of the anticipated losses.
In the equation the terms are as follows: power loss Pa,l (W), qa is the gas density
(kg/m3), ba is the dynamic viscosity of the gas (Pa s), x the angular speed of the
rotor (rad/s), r is the cylindrical flywheel rotor radius (m) and h the thickness
(height) of the flywheel (m).

Pa;l ¼ 0:04q0:8a b0:2a ðxrÞ2:8ð2rÞ1:8ðaþ 0:33Þ; ð10Þ

with:

a ¼ h
2r

: ð11Þ

It is commonly understood that the enveloping gas (usually air) friction losses
are considerable for flywheel systems, particularly when operated at rotational
speeds as high as 10,000 rpm. Consequently, the effects of different ‘housing’ gases
and levels of vacuum were explored. Within the comparative analysis, four different
gases were considered and it was assumed that the upper ambient operating tem-
perature expected in the Pacific would be around 50 °C. The four gases under
consideration were air, ammonia, helium and hydrogen. These gases were chosen

Table 9 Configurations of Laval disk flywheel, W = 25 kWh

Steel flywheel AISI 4340 r0 (m) rD (m) hc (m) hD (m) m (kg)

Without rim 1.0 – 0.737 – 1934

With rim 0.525 0.391 0.752 0.195 2140

Fig. 12 The profile which results from Eq. (7) and rim added in red
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for their low density and low viscosity at 50 °C. In Fig. 13, it can be seen that when
the flywheel housing pressure is lowered the enveloping gas frictional losses are
decreased. It can also be seen that when the flywheel rotates at atmospheric pressure
in air; the power loss will be considerable (261 kW) for the case introduced above.
This is over 10 times the storage capacity of the system and clearly illustrates the
deficiency of the FESS operated in an air environment at ambient pressure.
A combination of other gases and a lower pressure reveals potential solutions to this
problem. Under these revised conditions the relative losses are significantly lower.

To further illustrate this point, in Fig. 14 the gas friction is plotted as a function
of flywheel rotational speed. In this plot the gas is helium at a pressure of 0.001 bar
(100 Pa).

The pressure of 0.001(100 Pa) bar was chosen as it is well within the range of
commercially available pumps which can draw vacuums down to 10−6 bar (0.1 Pa).
It can be concluded from this graph that the flywheel will slow down in 48 h from
maximum speed to the minimum speed (6.1 kWh is lost due to gas friction). This is
an average of 0.13 kW. Note that hydrogen demonstrates better operational results
than helium but the explosive potential when pure hydrogen blends with air is a
major safety concern and consequently it is not considered further. In contrast,
helium is not as flammable as hydrogen and is for this reason a better option.

4.2.2 Vacuum Generation

As has been discussed above, to reduce the flywheel windage losses the flywheel
rotor should be run in a vacuum. With this arrangement the system efficiency and
power storage duration can be considerably extended—making the flywheel a more

Fig. 13 Power loss due to the gas friction at various pressures
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viable and competitive option. Consequently, it was deemed beneficial for this
project to develop and hold a partial vacuum in the flywheel rotor chamber.
However, this decision presents some technical challenges, especially when it is
considered in the context of remote deployment within the Pacific island region. In
turn, these technicalities strictly govern the specifications and design of the flywheel
chamber and vacuum systems. Some of the pertinent points are introduced below.

Between atmospheric pressure and a perfect vacuum various levels of vacuum
exist that have internationally accepted definitions. These levels are loosely defined
around the capability of the pump types used to achieve them, as indicated in the
Table 10.

Several types of pump may be used in sequence or tandem in order to achieve
the desired vacuum level. Typically the pump-down sequence would be initiated
with a positive displacement pump which is capable of creating a low or rough

Fig. 14 Enveloping gas friction on flywheel with Helium at 10−3 bar (100 Pa)

Table 10 The capability of the pump types

Vacuum state Typical pump type Pressure (Pa) Suitability

Low (Rough) vacuum Positive displacement 1 � 105–3 � 103 Yes

Medium (Intermediate) vacuum Sorption 3 � 103–1 � 10−1 No

High vacuum (HV) Cryo or turbomolecular 1 � 10−1–1 � 10−7 No

Ultra high vacuum (UHV)a Ion or getter 1 � 10−7–1 � 10−10 No

Extremely high vacuum (XHV) Specialized equipment <1 � 10−10 No

Perfect vacuum Unachievable 0 N/A
aAmerican range definition (European range is 10−6–10−10 Pa)
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vacuum, down to 3 kPa. To increase the level to a medium (Intermediate) vacuum,
potentially down to 10 mPa, a sorption pump would normally be deployed while a
high vacuum (down to 1 µPa) would demand multi-stage pumping, typically fin-
ishing with a cryopump or turbomolecular pump. High vacuum pumps of this type
are widely available but they are well outside of the realms of field deployable
equipment for use in remote Pacific Island sites. Medium vacuums can be achieved
with single-stage pumping, using sorption pumps, but these pumps are also
impractical for the targeted application due to their typical reliance upon liquid
nitrogen (or a cryogen) and sensitive hardware. Furthermore, such pumps are
unable to operate continuously and cannot effectively pump hydrogen, helium or
neon—gases with lower condensation temperature than liquid nitrogen. In light of
these points the limiting vacuum that can be expected for practical field applications
must at first be considered to fall within the low vacuum range. Consequently, for
practical reasons, a positive displacement type pump should be used in the proto-
type flywheel development.

4.2.3 Bearing Losses

Since, in the previous section, it is concluded that low pressure conditions are
needed around the flywheel rotor, the mechanical flywheel bearings must conse-
quently be sealed and isolated from the vacuum in order to prevent the lubrication
from outgassing and affecting the quality and condition of the vacuum.

As a consequence, a form of lip seal is needed in order to isolate the bearing
lubrication from the vacuum. The frictional losses, in the case of the mechanical
bearings, are the rolling friction and hydrodynamic losses in the bearing due to the
associated lubrication—particularly in the higher loaded bearing at the base of the
flywheel, assuming a vertical rotational axis. These losses comprise a rolling fric-
tional torque Mrr, a sliding frictional torque Msl, a seal frictional torque Mseal, and
the frictional torque due to drag losses Mdrag. The equations for all these individual
losses can be found in the SKF catalogue [27]. Through the related analyses a
mechanical bearing was identified with relatively low losses. The calculated total
frictional torque amounts to 1.41 Nm. From this value it was determined that the
power loss would be 1.4 kW, which would require an increase of 5.6% of the stored
energy per hour for compensation purposes. This is a high loss value. Subsequent
analyses validated the use of electromagnetic support bearings to carry 87.5% of the
weight of the flywheel and therefore reducing the mechanical bearing losses down
to 170 W—due to support load reduction. This proposal introduced a reduction of
the stored energy losses to 0.68%. Further investigations are due to be conducted on
the feasibility of using a bearingless motor.
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5 Flywheel Dynamic Model

In previous sections losses are discussed: these are the bearing frictional losses and
air frictional losses. For the dynamic model used in this paper, the pressure around
the flywheel rotor is chosen to be 1 mbar Helium, while the magnetic support on
the bearing is 22 kN. This makes the resulting axial force be reduced from 25 kN
down to 3 kN on the bearing. The bearing frictional torque Mb (Nm) is given by
data from the catalogue of SKF [11] as follows:

Mb ¼ 5:4:10�6xþ 0:106 ¼ a � xþ b ð12Þ

From Eq. (12) the following equation results:

Tair ¼ 0:1393q0:8a b0:2a r4:6 aþ 0:33ð Þx1:8 ¼ cx1:8; ð13Þ

where Tair (Nm) is the torque due to the air friction on the flywheel rotor. The
resulting mechanical equation then results:

J
dx
dt

¼ M tð Þ �Mb � Tair ¼ M tð Þ � ax� b� cx1:8; ð14Þ

where M(t) (Nm) is the electromagnetic torque of the electrical machine. If x = dh/
dt, then the following state equations can be written in standard form, which
describes the nonlinear dynamical model of the flywheel:

_x1
_x2

� �
¼ _x

_h

� �
¼ ax

J � b
J � cx

J

ffiffiffiffiffiffi
x45

p
x

� �
þM tð Þ

1
J
0

� �
; ð15Þ

With the help of Solidworks® the value J = 219.3 kg m2 is obtained for the
flywheel rotor.

6 Sensorless Control of the FESS

The FESS which has been conceived is made up of a flywheel connected to an
Induction Machine (IM) and of back-to-back bidirectional converters connected to
the grid. Since the flywheel can vary in speed and the load on the grid must be
supplied at a certain fixed frequency and voltage, the IM is connected to an AC/DC
rectifier by a DC link and another DC/AC converter which interfaces with the grid.
Each converter must be operated in a bidirectional mode (back-to-back converters),
but if no exchange of energy occurs, the FESS is in idle mode and rotates at
constant speed (Fig. 15).
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Both converters have been controlled with high performance methods to ensure
proper active and reactive power fluxes: the generator has been controlled with a
FOC (Field Oriented Control) with a control in speed and flux, while the grid
converter has been controlled with a VOC (Voltage Oriented Control).

For the relatively high-speed application like this, an IM has been chosen for its
robustness to sudden change of operational mode, and it is operated in
field-weakening mode, [16]. As discussed above magnetic bearings should be used
to decrease friction losses, at the expense of an increase of the cost of the system
and the complexity of the control systems.

One of the challenges for this application would be of course a reliable speed
control at high speed. With this respect if a speed sensor were used and embedded
in the FESS, there would be problems of cost and downtime due to maintenance. As
a consequence, the best viable solution to augment the reliability of the electrical
drive is the use of sensorless techniques which however should be able to work in
deep field-weakening region. This last circumstance makes use of saliency-based
sensorless techniques in FESS not the best choice since the whole DC link voltage
should be exploited for proper operation of the drive and moreover the magnetic
parameters of the machine vary significantly due to magnetic flux variations. Thus
model-based techniques should be used capable of giving a correct flux and speed
estimation in the flux-weakening region with the help of a correct nonlinear
modelling of the magnetic saturation effects [16] a sensorless technique conceived
for an IM FESS based integrated with a total least squares (TLS) speed estimator
and the use of a nonlinear model of the IM considering the IM saturation effects.
The main idea is to estimate the rotor flux components and the speed of the
induction motor system in two steps. In the first, assuming at a certain instant the
knowledge of the speed, the state of the model is estimated by means of a nonlinear
observer which is based on the nonlinear model of the IM accounting for the
magnetic saturation. The second step is then the estimation of the speed by using
the magnetizing current components computed in the previous step with the help of
the TLS speed estimator. Finally the estimated speed is fed back as input of the
observer. See [16] for further details.

A test set-up has been adopted for the experimental application composed of the
following items:

• A three-phase induction motor;
• An electronic power converter (three-phase diode rectifier and VSI composed of

3 IGBT modules without any control system) of rated power 7.5 kVA;

Fig. 15 Block diagram of a FESS
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• An incremental encoder (model RS 256-499, 2500 pulses per revolution);
• A brushless Interior Mounted Permanent Magnets (IMPM) machine drive for

creating an active load.
• A dSPACE card (model DS1103) with a floating point DSP;

The test set-up is organized so that the IM drive can be supplied either by a
three-phase diode rectifier (only motoring operation) or by a VSI controlled by a
VOC technique (both motoring and generating conditions are allowed). The VSI is
driven by an asynchronous space vector pulse width modulation (SVPWM) with
switching frequency of 5 kHz. The FESS has been actively emulated by giving
proper torque references to a permanent magnet synchronous motor (PMSM) drive,
model Emerson Unimotor FM, mechanically coupled to the induction motor under
test, behaving as an active load. The electromagnetic torque is measured on the
shaft by a torquemeter model Himmelstein 59003 V(4-2)-N-FN-L-K. A photograph
of the employed test set-up is shown in Fig. 16, and the parameters of the motor are
shown in Table 11.

Fig. 16 Photo of the experimental set-up

Table 11 Rated data of the motor

Rate power 2.2 kW Rated speed 1425 rpm

Rate voltage 380 V Rated torque 14.9 Nm

Rate frequency 50 Hz Pole pairs 2

Cos ɸ 0.75 Inertia moment 0.0067 kg m2
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The proposed TLS-based nonlinear observer has been first tested in numerical
simulation. With this regard, the dynamic model of the entire flywheel generation
system has been implemented in a MATLAB Simulink environment. As for the
flywheel, the model described in Sect. 4 has been adopted. It should be borne in
mind that, since the induction machine available in the test set-up presents a rated
power of 2.2 kW, while that of the system under study has a rated power of 25 kW,
the flywheel inertia has been scaled so to be compatible with that of the induction
machine drive available in laboratory. In particular, such a scaling has been per-
formed reducing the inertia proportionally to the rated power reduction of the IM
available in the laboratory. As for the dynamic model of the IM, since the generation
system is supposed to work in deep field-weakening conditions, a dynamic model
taking into consideration the magnetic saturation of the iron core has been adopted.

6.1 Simulation Results

In the simulated test, the proposed sensorless technique has been tested at
1000 rad/s (about seven times the rated speed of the IM), in deep field-weakening
working condition. Figure 17 shows the real and estimated speed during the tran-
sient from 0 to the steady-state speed. It can be observed that the estimated speed
perfectly tracks the real one, both in transient and in steady state. The accuracy of
the estimation during the entire duration of the test is quite challenging, since,
starting from 0 to 1000 rad/s, not only the rotor flux is variable according to the
magnetizing curve, but also the electrical parameters of IM vary accordingly, as the
magnetic state of the machine changes. Figure 18 shows the reference and the
estimated rotor flux linkage as well as the electromagnetic and the load torque. It
should be noted that the rotor flux reference reduces consistently from 0.95 Wb
from zero up to 150 rad/s (rated speed) while reducing to 0.2 Wb at 1000 rad/s.

As for the load torque, the torque required by the flywheel at steady state is equal
to 0.25 Nm, exactly corresponding to the value in Eq. 14. It should be further noted
that then electromagnetic torque remains constant to its maximum value only from
0 to 150 rad/s, after which it starts decreasing with hyperbolic law, according to the
rotor flux amplitude reduction. The steady-state final torque is compatible with the
limit torque which the IM can provide in such field-weakening conditions.

6.2 Experimental Results

The FESS has been secondly tested experimentally on the test set-up described
above, with the brushless motor drive used as active load to emulate the load torque
offered by the flywheel, according to Eq. 14. For security reasons, in the experi-
mental test, the sensorless technique has been tested up to a limited speed, equal to
200 rad/s. Figure 19 shows the real and estimated speed during the transient from 0
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Fig. 17 Measured and
estimated rotating speed of
IM (sim)

Fig. 18 Reference and
estimated flux of the IM (sim)

Fig. 19 Measured and
estimated rotating speed of
IM (exp)
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to the steady-state speed. Even in the experimental test, it can be observed that the
estimated speed perfectly tracks the real one, both in transient and in steady state.
Figure 20 shows the reference and the estimated rotor flux linkage as well as the
electromagnetic torque. It should be noted that the rotor flux reference reduces
consistently from 0.95 Wb from zero up to 150 rad/s (rated speed) while reducing
to 0.8 Wb at 200 rad/s. Moreover, even experimentally, the proposed gain choice
for the nonlinear observer permits a stable behaviour of the nonlinear observer,
under highly parameters’ varying parameter conditions and in presence of the
estimated speed as feedback, instead of the real speed. It should be further noted
that the electromagnetic torque remains constant to its maximum value only from 0
to 150 rad/s, after which it starts decreasing with hyperbolic law, according to the
rotor flux amplitude reduction.

Figure 21 shows the corresponding values of the isx and isy current components
in the rotor flux oriented reference frame. As expected, isx remains almost constant
from zero to 150 rad/s, after which it starts decreasing. On the contrary, isy presents

Fig. 20 Reference and
estimated flux of the IM (exp)

Fig. 21 Direct and
quadrature axis components
of stator current space vector
(exp)
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a constant value from 0 up to 200 rad/s, corresponding to the limit value imposed to
the isy by the speed controller of the drive, after which it starts decreasing to its
steady-state value.

7 Conclusion

This paper has introduced the concept of interchanging batteries with a flywheel
energy storage system (FESS) within a microgrid for use in the Pacific by small
communities in island nations.

The energy requirements for a typical small community in the Pacific were
investigated, renewable energy source outputs were also determined for the target
region and typical power demands evaluated for a chosen community. A typical
daily load profile was established through the use of HOMER software. In response
to the identified electrical demands, two suitable configurations of microgrid were
explored, one with a diesel generator, battery bank and renewable energy genera-
tion systems (Solar panels, wind turbine, etc.), the second with a flywheel energy
storage device coupled to renewable energy generation devices.

Preliminary design analyses were conducted and the basic form of a suitable
flywheel for energy storage was determined for use with the above-mentioned
microgrid. Power losses and optimized performance of the rotor were considered
alongside the desire for the FESS to be developed, manufacture and serviced (as
much as is practically sensible) in the Pacific region. The findings have paved the
way for the subsequent development of a small scale, reduced speed prototype
flywheel, which will allow a thorough evaluation of the developed models and
validation of the design reasoning. The encouraging results obtained so far provide
an excellent foundation for further flywheel research and development to be
undertaken.

Control strategies for the flywheel were also introduced and the technologies/
methods for monitoring the flywheel speed in a sensorless manner were presented.
A test-rig for validating and testing a prototype flywheel was also introduced.
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Energy Storage Systems in Solar-Wind
Hybrid Renewable Systems

Abhishek Awasthi, V. Karthikeyan, Vipin Das,
S. Rajasekar and Asheesh Kumar Singh

Abstract In island countries, microgrid systems have the ability to provide reliable
and improved power quality especially in the vast country with low population
density in remote regions. There are two major types of smart grid design in the
absence of central grid, namely DC microgrid and AC microgrid. When microgrids
are enabled with renewable energy sources, energy storage units increase the reli-
ability in power supply for the load demand on consumer end. The optimized
means of extracting power from renewable energy resources like wind, solar, and
fuel cell is difficult in islanding mode of operation. Due to occurrence of power
imbalance, energy storage units are required which support the energy requirement
when power generation cannot meet the load demand. A microgrid is controlled by
a supervisory controller that decides which energy storage units are connected to
satisfy the load demand. Though the task is simple, appropriate control strategies
are required by the microgrid to cope up with disturbances such as sudden changes
in environmental and load conditions. An energy storage unit should be designed to
fulfill the requirement of fast and dynamic transition of power consumed by loads
connected with microgrid. In AC microgrid, the presence of local energy sources
and the ability to regulate voltage and frequency can alleviate the burden for
conventional generating unit. In DC microgrid, such a problem does not exist;
however, the issue of voltage handling is needed to be dealt with. This chapter deals
with the integration of energy storage system (ESS) with DC and/or AC microgrid
and related energy management control algorithms. It also addresses the research
challenges and solutions towards smooth operational behavior of ESS by
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integrating microgrid enabled with renewable energy sources. The detailed design
specifications of ESS for 500 kW microgrid enabled with solar-wind hybrid
renewable energy system (RES) is discussed. Validation through simulation studies
is performed to understand the operation of effective and efficient integration of
ESS with microgrid operating under islanded conditions.

Keywords Microgrid � Energy storage system (ESS) � Energy management �
Renewable energy

1 Introduction

Global electricity production in the year 2015 was estimated to be around 22,433
terawatt-hours (TWh). Energy generated from conventional fossil fuel based power
plants was the primary contributor, amounting to 13,659 TWh. On the other hand,
renewable energy systems (RESs), excluding hydropower, contributed only
1570.31 TWh [1]. For the purpose of bolstering the renewable energy market,
incentives have been offered by the global environmental associations and gov-
ernments. CO2 emitted from coal-based generating stations contributes to green-
house effect which inadvertently leads to global warming. Therefore, shifting
towards a clean, nonpolluting renewable energy dominated power system is nec-
essary to counter the hazardous implications of global warming [2]. The breakdown
of globally installed RESs is shown in Fig. 1.

Unfortunately, high investment cost and intermittent, inconsistent nature of these
sources contribute to the skeptical mind-set of the potential end-users.
Electrification of grid unconnected small isolated islands with renewables, then,
presents a huge challenge. Still, renewable energy based microgrid setup is con-
sidered as a viable solution as extending existing ac grid network is extremely
costly due to rough topography and environmental concerns. Use of renewable
distributed energy resources (DERs), such as, solar, wind, hydro, to power local
loads, thereby removing the local network’s dependence on the utility grid is a

Fig. 1 Installed renewable
energy system worldwide
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potential future pathway to development of low-cost grid infrastructure. Hence,
such islanded microgrids offering resiliency, energy efficiency are a technically
feasible option for areas where ac grids might fail [3].

Since, reinforcing the microgrid with an energy storage system (ESS) would
assist in tackling the renewable source fluctuations by supplying the excess load
power, thereby enhancing the grid’s reliability, Sect. 2 is devoted to the study and
classification of energy storage technologies with an extensive description of some
popular technologies. Specific advantages and applications of different ESSs have
been mentioned, and their suitability in relevance to existing grid infrastructure has
been discussed. Section 3 deals with issues which arise from the integration of
ESSs with renewable based microgrid. Choosing the appropriate energy storage
technology for a microgrid is the most important aspect of grid design. Comparison
between various ESSs and their configurations has been carried to make the grid
design process easier and efficient. Popular renewable DERs include hydro, wind,
and solar energy. With increasing demand, the penetration of RESs has also
increased which makes it difficult to match the local load profile with available
power, especially at peak hours. Also, the variations in the RESs can further
decrease the integration and operational activity, thereby rendering the existing grid
insufficient to fulfill the real-time demand of customers. Section 4 presents a
thorough investigation into the energy management functions based on load fore-
casting to ensure fulfillment of customers’ power demands. Section 5 concerns the
energy management of a solar-wind hybrid microgrid with the battery as ESS via
coordination control of the microgrid. Solar and wind power are better suited for
usage on small, isolated, and ocean/sea surrounded islands with abundant sunlight
and wind currents from the oceans. Irregular stochastic energy output from these
RESs can be alleviated by combining both solar and wind energy technologies,
which has been proved to provide better performance and efficiency overall [4, 5].
Also, mathematical modeling of solar PV panel, wind turbine, and battery has been
presented to measure various parameters of these systems and achieve efficient
coordination control of converters employed in the hybrid microgrid.

2 Energy Storage Technologies: An Overview

Electrical energy is the most versatile form of energy which can be easily converted
into other forms. Research has shown that the transformative capability of electrical
energy is 2–4 times greater than energy produced from fossil fuel. Due to large
inertia of interconnected components of fossil fuel generating stations, it is not
possible to ramp up/down the supply as quickly as the dynamic load profile. ESSs
help to satisfy the consumer’s demands which fluctuate widely and rapidly within
the span of a single day by supplying/storing the excess/deficient energy with a high
rate of response and efficiency.

Installations of these storage systems help improve the reliability and effec-
tiveness of the utility supply [6]. These storage systems play a major role in the
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development of the future grid. Some of the essential functions which can be
addressed with the development of cheaper and superior storage technology include

1. Dynamic energy management
2. Assuaging intermittency of renewable sources
3. Improvement in power reliability and quality
4. Realization of smart grid.

Researchers have contributed to the development and industrialization of energy
storage technologies over the past decade. Figure 2 shows the bar graph repre-
senting the number of research articles published on the topic (given as heading) in
the previous 10 years.
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2.1 Classification of Existing EES Technology

Various methods have been mentioned in the existing literature based on which the
EES technology can be categorized [7–10]. Prominent among these methods are the
(i) Response time [7] (ii) Storage duration [8] and (iii) Working function [9].
Categorization is also done on the basis of the form of energy stored in the system
[10] as depicted in Fig. 3. Another important classification is based on the criteria
of applications, i.e., technologies which can be used for power quality improvement
and other technologies designed for energy management as depicted in Fig. 4.

2.2 Electrical-Based Storage Systems

A brief overview of electrical and electrochemical-based storage technologies is
presented below.

2.2.1 Capacitor

Capacitors store electrical energy between two or more conducting plates in the
dielectric material present, due to the presence of an electrostatic field. They possess
shorter charging/discharging time and higher power density storage than the con-
ventional batteries but lower energy density, high dissipation of energy, and limited
storage capacity [7, 11, 12, 13].
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heat storageThermo Chemical
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Fig. 3 Classification of energy storage technologies
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2.2.2 Supercapacitor

Figure 5 shows a schematic diagram of supercapacitor system. It is made up of two
conducting electrodes, an aqueous electrolyte solution and a porous membrane
separator [13]. This structure is responsible for imparting characteristics of both
conventional capacitors and electrochemical-based battery to the supercapacitor.

Long cycle duration, reaching approximately 1 � 105 cycles with a high effi-
ciency ranging in between 84 and 97%, are some of its features [7, 14]. The major
drawback associated with this storage technology is the high capital cost and high
discharge rate varying from 5 to 40% [15–17]. This technology is suited for
applications which require high bursts of power for a short term. Large-scale power
systems do not prefer employing this technology. Recent developments and active
research in this field have vastly improved this technology. Research has been
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primarily focused on developing new electrode materials for enhancing the effi-
ciency and energy density [18–20]. Table 1 shows a list of supercapacitor manu-
facturing companies.

2.2.3 Superconducting Magnetic Energy Storage (SMES) System

The distinctive advantage of SMES technology is that it stores electrical energy in
the form of electric current directly when a DC is passed through a coiled inductor
composed of a superconducting material such that the current circulates with almost
zero loss [25]. It can store energy in the form of the magnetic field generated when
electric current flows in the inductor. The main requirement for its continuous and
hassle free operation is the retention of superconducting properties of the inductor.
The coil is immersed in liquid helium contained in a vacuum which preserves its
superconducting characteristics. Figure 6 shows a schematic of SMES.

It consists of a power conversion unit, a superconducting unit, and a cryostat
system. It demonstrates high storage efficiency of energy reaching 97% with quick
response, in milliseconds, but can store energy for a shorter duration of time [7, 26,
27]. Costly features, high self-discharge (10–15%), and degradation to the envi-
ronment because of the high magnetic field are its drawbacks [7, 26, 28]. Common
power rating varies between 1 and 10 MW with a storage time of seconds. Active
research is being carried out to develop larger SMES-based systems with a power
rating of 10–100 MW and an increased storage time in minutes [29].

2.3 Electrochemical

Battery-based systems have grown popular over the last two decades. These sys-
tems can be used at different power levels for a host of applications as shown in

Table 1 Manufacturing companies of supercapacitors [21–24]

Company name Manufacturing country Specifications

TVA company U.S. 200 kW
Imparts starting capability to high power dc
machines

Maxwell U.S. Single cell structure, 2.2–2.7 V, 1–3000 F
UPS applications

Panasonic Japan Single cell structure, 2.3–5.5 V, 0.1–2000 F

NEC Japan 3.5–12 V, 0.01–6.5 F, Power Quality
Improvement

Siemens Germany 21 MJ/5.7 Wh, 2600 F
Distribution network of metro

CAP-XX Australia Single cell structure, 2.3–2.9 V, up to 2.4 F,
233–358 F
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Fig. 7. The variability of their usage for such extensive battery-based energy sys-
tems (Lead-acid, Li-ion, NaS and NiCd, etc.) are made up of many series or parallel
connected electrochemical cells which undergo an electrochemical reaction to
produce the desired voltage. The structure consists of two electrodes (positive
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Fig. 6 SMES-based power system

Fig. 7 Applications of battery energy storage systems

196 A. Awasthi et al.



potential anode and negative potential cathode) immersed in an electrolyte in the
solid, molten, or liquid state as shown in Fig. 8 [30]. The cell allows dual con-
version of energy between electrical and chemical form vis-à-vis an electrochemical
reaction which takes place at the electrodes.

During charging, electrons are collected at the anode and extracted from the
cathode whereas during discharging the reverse reactions take place. The chemical
reactions of different types of batteries have been shown in Table 2.

Installation of the ESS in a renewable energy based microgrid requires the
agreement of various parameters of the storage technology with the load profile,
such as power rating, response time, charging/discharging cycle, capital cost, and
energy and power density. Table 3 compares prominent storage technologies by
these parameters.
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3 Integration of EES with Renewable Microgrids

3.1 Integration with DC Microgrid

Renewable energy based microgrids are emerging as a viable solution for isolated
rural areas or oceanic islands. The main issue which plagues its development is the
variable/intermittent nature of renewable sources, which makes it tough to achieve
smooth operation. Such fluctuation may lead to load imbalance, instability, and
damage to system components under the influence of varying loads. In such a
scenario, EES systems assume significance because of its capability to act as a
generator while discharging and as a load, while charging. The popularization of
DC loads has shifted the focus to DC microgrids. Figure 9 explains the importance
of EES systems, or more particularly, battery-based ESSs in the distribution net-
work with majority DC loads. In any AC microgrid, power from renewable energy
based sources should be converted to AC and then back to DC to supply DC loads.
DC microgrid prevents multiple conversions between AC and DC and enhances the
efficiency of the whole grid.

An ordinary, simple EES system is homogeneous which makes the implemen-
tation, operation, control, and maintenance easier. Figure 10 depicts a typical
architecture of such a system. The basic architecture consists of an interfacing
power converter (connected to a power source, conventional or non-conventional)
and a load (AC/DC) supplying output converter which is controlled by a super-
visory controller. The operation of the controller is dispatched from an energy
management system (EMS).

3.2 Integration with AC Microgrid

AC microgrids are popular in regions where most of the loads require AC power.
Depending upon the application, EES system can be installed either at the load end

Table 2 Chemical reaction for different batteries [31]

Battery type Chemical reactions at electrodes Unit voltage (V)

Lead-acid Pbþ SO2�
4 , PbSO4 þ 2e�

PbO2 þ SO2�
4 þ 4Hþ þ 2e� , PbSO4 þ 2H2O

2.0

Lithium-ion Cþ nLiþ þ ne� , LinC

LiXXO2 , Li1�nXXO2 þ nLiþ þ ne�
3.7

Sodium-sulfur 2Na , 2Naþ þ 2e�

kSþ 2e� , kS2�
*2.08

Nickel-cadmium Cdþ 2OH� , CdðOHÞ2 þ 2e�

2NiOOHþ 2H2Oþ 2e� , 2NiðOHÞ2 þ 2OH�
1.0–1.3

198 A. Awasthi et al.



T
ab

le
3

C
om

pa
ri
so
n
of

en
er
gy

st
or
ag
e
te
ch
no

lo
gi
es

St
or
ag
e

te
ch
no
lo
gy

E
ne
rg
y
de
ns
ity

(k
W
h/
L
)

Po
w
er

de
ns
ity

(k
W
/L
)

Sp
ec
ifi
c
en
er
gy

(W
h/
kg
)

Sp
ec
ifi
c
po
w
er

(k
W
/k
g)

Po
w
er

R
at
in
g

(M
W
)

R
at
ed

en
er
gy

ca
pa
ci
ty

(M
W
h)

L
if
et
im

e
(y
ea
rs
)

C
yc
le

ef
fi
ci
en
cy

%

PH
S

1
�

10
−
3
to

2
�

10
−
3
[7
]

*
1
�

10
−
3
[8
]

0.
5–
1.
5
[7
]

–
<4

00
0
[3
2]

50
0–
80
00

[7
]

40
+
[3
3]
,
30
+

[3
4]

87
[3
5]

L
ar
ge
-s
ca
le

C
A
E
S

2
�

10
−
3
to

6
�

10
−
3
[8
]

*
1
�

10
−
3
[8
]

30
–
60

[7
]

–
10
00

[3
6]

28
60

[3
7]

20
–
40

[7
],

54
[7
]

Fl
yw

he
el

0.
02

–
0.
08

[7
]

*
5
[8
]

5–
10
0
[3
8]

0.
4–

1.
5
[7
]

0.
1–
20

[3
4]

up
to

5
[3
4]

20
[3
2]

*
90
–
95

[7
]

L
ea
d-
ac
id

0.
05

–
0.
09

[3
6]

0.
01

–
0.
40

[7
]

30
–
50

[7
]

18
0
[3
8]

0.
05
–
10

[3
9]

0.
00
1–
40

[3
9]

13
[3
3]

75
–
80

[7
]

L
i-
io
n

0.
20

–
0.
50

[7
]

1.
5–

10
[8
]

75
–
20
0
[7
]

0.
5–

2
[3
8]

1–
10
0
[4
0]

*
0.
00
4–

10
[4
1]

14
–
16

[4
2]

*
90
–
97

[7
]

N
aS

0.
15

–
0.
30

[8
]

*
0.
14
–
0.
18

[8
]

15
0–
24
0
[7
],

10
0
[4
3]

0.
15

–
0.
23

[7
]

<3
4
[7
]

0.
4–
24
4.
8
[4
4]

12
–
20

[4
5]

75
–
85

[4
6]

N
iC
d

0.
06

–
0.
15

[7
]

0.
08

–
0.
60

[8
]

50
–
75

[7
]

0.
15

–
0.
30

[7
]

0–
40

[7
]

6.
75

[3
8]

15
–
20

[3
8]

60
–
83

[4
7]

V
R
B

0.
02
5–

0.
03
5
[7
]

*
<2

�
10

−
3
[8
]

10
–
30

[7
]

0.
16
6
[4
8]

2
[4
9]

<6
0
[1
3]

20
[5
0]

65
–
75

[4
0]

Z
nB

r
0.
03

–
0.
06

[7
],

*
0.
05
5–
0.
06
5
[8
]

*
<2

5
�

10
−
3

[8
]

30
–
50

[7
],

75
[5
1]

0.
1
[5
2]
,

0.
04
5
[5
1]

0.
05
–
2
[7
],
1–
10

[4
0]

0.
1–
3
[1
3]
,
0.
00
5
an
d

0.
5
[4
5]

5–
10

[7
]

66
–
80

[4
7]

PS
B

*
0.
02
–
0.
03

[7
]

*
<2

�
10

−
3
[8
]

*
15
–
30

[5
3]

–
1–
15

[7
]

up
to

12
0
[5
0]

10
–
15

[7
]

60
–
75

[7
]

C
ap
ac
ito

r
2
�

10
−
3
to

0.
01

[7
,

54
]

>1
00

[7
]

*
<0

.0
5
[5
5,

56
]

*
10
0
[7
]

0–
0.
05

[7
]

–
*
1–
10

[5
7]

>7
0
[5
8]

Su
pe
rc
ap
ac
ito

r
0.
01

–
0.
03

[7
]

>1
00

[7
]

2.
5–
15

[7
]

*
10

[5
6]
,

0.
50

–
5
[7
]

*
0.
00
1–

0.
1

[3
6]

0.
00
05

[3
6]

10
–
30

[7
]

84
–
95

[5
9]

SM
E
S

*
6
�

10
−
3
[8
]

1–
4
[7
]

10
–
75

[6
0,

61
]

0.
5–

2
[7
]

*
1–
10

[7
]

0.
00
08

[3
6]

30
[3
2]

95
–
98

[5
9]

So
la
r
fu
el

0.
50

–
10

[7
]

–
0.
8
�

10
3
to

10
5

[7
]

–
0–
10

[7
]

–
–

*
20
–
30

[7
]

H
yd
ro
ge
n
fu
el

ce
ll

0.
50

–
3
[7
]

>0
.5

[7
]

0.
8–
10

4
to

10
5
[7
]

>0
.5

[7
]

58
.8

[6
2]

0.
31
2
[6
3]

+2
0
[6
4]

45
–
66

[6
5]

T
E
S

0.
20

–
0.
50

[7
]

–
80
–
20
0
[7
]

0.
01

–
0.
03

[7
]

0.
1–
30
0
[7
]

30
[6
6]

*
30
–
60

[7
]

L
iq
ui
d
A
ir

St
or
ag
e

0.
01
2–

0.
02
4
[6
7]

–
21
4
[6
8]

–
10
–
20
0
[6
9]

2.
5
[7
0]

>2
5
[7
1]

55
–
80

+
[7
1]

Energy Storage Systems in Solar-Wind Hybrid Renewable Systems 199



or source side in AC microgrid. In situations which require smoothening of the load
profile and supplying the peak demand, EES is situated at the load side. It performs
the function of peak shifting and load leveling whereas it can also mitigate the
fluctuations due to renewable generator systems. The configuration of the EES
system is also crucial to the systems overall performance. There are mainly two
types of configuration for a renewable microgrid

1. Distributed ESS
2. Aggregated ESS

Fig. 9 Distributed microgrid integrated with EES
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Converter

Input
Source
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Load

Device

Fig. 10 Typical architecture of EES based system
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3.2.1 Distributed ESS

Placement of distributed side on the load side or the generator side comes under this
particular configuration. Distributed ESS (DESS) on the load side mitigates the load
variations and carries out energy management whereas smooth output power is
ensured if ESS is installed on the generator side.

Load/Consumer Side DESS

Distributed ESS is smaller in size than an aggregated ESS and hence it can provide
less power. Figure 10 illustrates a schematic of load side EES enabled microgrid
system. As shown in Fig. 11, the ESS is situated on the consumer side and con-
nected to each local load. ESS is interfaced with a voltage source converter
(VSC) which resolves a situation when load suddenly and rapidly changes.
The VSC integrates the ESS with the grid network and supplies the necessary
power to fulfill the consumer demands. Load leveling technology ensures flattening
of load profile which inadvertently decreases the stress on power components
(feeder, transformer, etc.).

Generator/Source Side DESS

The primary objective of placing smaller, individual ESS along with each renew-
able sources/generators is to provide a consistent and smooth flow of power in spite
of the variable environmental conditions.

DC
AC

VSC

PV Farm

Solar PV Panel

Solar PV Panel

Solar PV Panel

Solar PV Panel

AC
DC

Distributed
ESS

Load

VSC

AC
DC

Distributed
ESS

Load

VSC

AC
DC

Distributed
ESS

Load

VSC

Fig. 11 Typical architecture for load side DESS
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The ESS is connected to the DC link via a dc/dc converter which regulates the
voltage and power flow from individual ESS. Such a configuration helps to achieve
a constant DC link voltage with less voltage ripple. Improvement in the operation of
ac/dc converter is inherent when a stable dc link voltage is attained. Figure 12
shows a general layout of a generator side DESS.

3.2.2 Aggregated ESS

An aggregated ESS is a common feature in many microgrids as it helps in the
storage of large amounts of energy dedicated to perform power management and
improvement services in the microgrid. It consists of a large number of individual
storage units which makes it a reliable source for supplying huge quantities of
power. Figure 13 depicts a particular configuration for a solar PV powered
microgrid with a battery system as the ESS. Large number of batteries are con-
nected in parallel and interfaced with the grid through a VSC. Such a configuration
improves power supply and reliability as the aggregated ESS supplies the excess or
deficient power. It was mentioned in [72] that an aggregated ESS is more reliable
and economic than a distributed ESS.
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4 Energy Management Functions

Management of energy is an important aspect of stable and economical operation of
a renewable energy based microgrid system. Load leveling and peak shifting are
some of the popular energy management functions which help improve power
quality and encounter rapid and stochastic load variations. Both peak shifting and
load leveling are performed after optimal forecasting of load demand. The major
difference between the two lies in the duration of forecasting, i.e., load leveling
deals with fluctuations occurring over a short period, whereas, peak shifting is
focused on encountering demand variations over a long period, most probably an
entire day.

4.1 Peak Shifting

The principle of peaks shifting function is illustrated in Fig. 14. Since the ESS has
the capability to act as a load or a generator, therefore a smooth load profile is
obtained by filling the valleys (storing energy) and eliminating the peaks (dis-
charging the stored energy).

By long-term forecasting of daily load patterns of a particular region, the EMS
provides information to the supervisory controller regarding the required energy
during peak hours (18:00–22:00 h). Thus, the ESS stores energy during nonpeak
hours (also known as valley period) and provides the stored energy during the peak
period.
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Fig. 13 Typical architecture for aggregated DESS
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Assume that the total power output from power sources during peak time is
PS,peak and PSi is the peak power output from the kth generator amongst a total of
M sources as shown in Eq. (1).

PS;peak ¼
X
k2M

PSi ð1Þ

The total power demand level, Pload should be lesser than the combined gen-
erated power, PS,peak in order to maintain a generator-load balance. ESS helps
reduce the utility load down to the Pload. Let us assume that the forecasted load
demand for the next day is PF(t). Subsequently, the energy extracted from the ESS
during the peak hours is given by Eq. (2)

Ep ¼
Ztb;p
ta;p

PFðtÞ � Ploadð Þdt ð2Þ

Ep represents the net energy which should be stored in the ESS during the peak
hours. Another way of solving this problem is to find out the net state of charge
(SOC) which should be reserved by the ESS before the peak period begins. To
calculate the reserved SOC, consider an ESS whose rated energy capacity is Erat,
minimum SOC is SOCminimum and reserved state of charge is SOCrev, the following
relationship is obtained and shown in Eqs. (3 and 4). The reserved SOC is equal to

SOCrev � SOCminimumð Þ:Erat ¼ Ep ð3Þ

SOCrev ¼ Ep

Erat
þ SOCminimum ð4Þ

Load profile

Energy Discharge

Power
Generation

Energy
Storage

EES in Peak 
Saving

0 4 8 12 16 20 24

Fig. 14 Concept of peak
shaving
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It is also necessary that the desired level of load, i.e., Pload should follow this
particular constraint as shown in Eq. (5).

Pload;max � Pload\PESS;max; ð5Þ

where Pload,max is the maximum power demand on the consumer side whereas
PESS,max is the maximum power output from ESS.

4.2 Load Leveling

Knowledge of storage capacity and output capabilities of the ESS are precursors to
implementing this technique. Let us consider a microgrid which is supplied by M
DGs. To calculate the reference power level for ESS, resulting equations of power
balance can be written as (neglecting line impedances) shown in Eq. (6).

Pload ¼
XM
k¼1

PDGk þPO;ESS ð6Þ

where Pload is the actual consumers demand of real power; PO,ESS is the ESS’s
output, and PDGk is the generated real power of each DG. To ensure smooth
operation of the DG while minimizing economic risks, constant power is extracted
from the DGs irrespective of the demand. The reference for the ESS is calculated
from Eq. (7).

PESSref ¼ Pload � PGtotal ð7Þ

where PGtotal is the constant power from M DGs. The charging and discharging
condition of the ESS can be decided based upon the following conditions:

Pload [PGtotal; Discharging
Pload\PGtotal; Charging

�
ð8Þ

The concept of load leveling has been depicted in Fig. 15 where the variation of
load power is illustrated with time with the ESS reference continuously changing as
given by Eq. (7).
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5 Energy Management via Coordination Control
of AC/DC Hybrid Microgrid

Conventional AC power systems have been around for more than 100 years.
Efficient and economic transmission of power with full control over the conversion
of voltage levels have been its advantage. As discussed in Sect. 1.3, the recent
popularization of DC loads such as electric vehicles (EVs) and light-emitting diode
(LED) has been integrated into the grid via the ac/dc converter most usually fol-
lowed by a dc/dc converter. Similarly, for the purpose of reducing CO2 emissions,
renewable energy sources have reemerged as strong contenders for future power
sources. Interfacing requires operation and control of dc/dc switched boost con-
verter followed by an inverter (1 or 3 phase). Due to these reasons, DC grids were
proposed which eliminates multiple conversions thereby increasing efficiency as
explained in depth in Sect. 3.1. These microgrids suffer due to similar reasons when
it has to provide power to AC loads. Therefore, it is necessary to develop hybrid
microgrids to improve power quality and further enhance the reliability of the grid.

Various AC and DC loads and sources can be connected to the hybrid microgrid
reducing multiple conversions. The major concern with hybrid microgrid is the
proper operation and control of the grid while ensuring source-load balance. Energy
management is attained from coordination control of the various interfacing con-
verters. Coordination control reduces the total power transferred between dc and ac
networks, extract maximum power from renewable DERs while maintaining the
stability of the grid under dynamic loading conditions and fluctuating supply. The
net remaining power of the system, Pnet is the excessive power which has not been
used by the consumers. Development of hybrid microgrid is a step forward to the
development of smart grids irrespective of increasing penetration of renewable
sources. Figure 16 shows a schematic of a hybrid microgrid. We will deal with the
islanded mode of operation of solar PV/wind hybrid microgrid [73] with a battery
energy storage system (BESS) since it is the most suitable among all the energy
storage technologies discussed in Sect. 2.
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Fig. 15 Concept of load leveling
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5.1 Grid Configuration

Figure 16 shows the hybridmicrogrid and the associated power electronic converters.
Awind turbine generator (WTG) such asDouble-fed InductionGenerator (DFIG) or a
Squirrel Cage InductionMotor (SCIG) can be employed. DFIG is connected to the ac
bus via ac/dc/ac converter, which supplies power to the rotor side. AC loads are
connected to the ac bus of themicrogrid. A solar PVmodule is connected to the dc bus
through a dc/dc booster, whereas, the WTG on the dc side is a Permanent Magnet
Synchronous Machine (PMSG), which supplies power to the dc bus via a dc/ac
converter. A BESS is connected to the dc grid with the help of a bidirectional dc/dc
converter which facilitates bidirectional power flow during charging/discharging of
the battery. Buck and boost operation are performed during charging and discharging
mode respectively. DC loads such as EV are attached to the dc bus. The dc and ac bus
are linked together with two, four quadrant ac/dc bidirectional converter.

5.2 Modeling of PV Panel

The equivalent circuit of a PV panel connected with a load is shown in Fig. 17. The
current equations are shown in Eqs. (9–11) [74]. Table 4 gives details of the
parameters used in these equations.
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Fig. 16 Generalized block diagram of ac/dc hybrid microgrid
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Iph ¼ Isso þ kiðT � TrÞð Þ: S
1000

ð9Þ

Irsatm ¼ Irevsat
T
Tr

� �3

exp
qEgap

kA

� �
:

1
Tr

� 1
T

� �� �
ð10Þ

Ipv ¼ npIph � npIrsatm � Vpv

Rp

� �
� exp

q
AkT

� � Vpv

ns
þ IpvRs

� �� �
� 1

� �
ð11Þ

5.3 Modeling of Wind Turbine Generator

The total mechanical power generated from the wind turbine is given by Eq. (12).

Pm ¼ 0:5qACp k;bð Þv3 ð12Þ

where q is the surrounding air density, A is the area swept by the rotor, v is wind
velocity, and Cp represents the power coefficient which depends on rotor’s pitch
angle b and tip speed ratio k.

The mathematical model of a DFIG is necessary to design a control system. State
space model equations for an induction motor in terms of a rotating d-q frame is
given in Eqs. (13) and (14).

Table 4 Parameter table for
PV panel

Symbol Description

Iph Photocurrent

Isso Short circuit current (Vo = 0)

Irevsat Reverse saturation current (at T = Tr)

Irsatm Reverse saturation current of module

A Ideality factor

q Charge of an electron

k Boltzmann constant

Rp Parallel resistance of PV cell

Rs Series resistance of PV cell

Tr Reference temperature

Egap Band gap energy of silicon

ksc Temperature coefficient for short circuit current

S Solar irradiation

T Cell temperature

ns Number of cells connected in series

np Number of cells connected in parallel
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DFIG’s dynamics for a np (No. of poles) pole machine can be expressed by the
following Eqs. (15–16)

J
np

dxr

dt
¼ Tmech � Tem ð15Þ

where Tem can be expressed by

Tem ¼ npLm iqsidr � idsiqr
	 
 ð16Þ

where subscript q, d, r, and s denote the q-axis, d-axis, rotor, and stator, respec-
tively. L stands for the inductance, k represents the flux linkage, i and u are the
current and voltage, respectively, Tem is the electromechanical torque and
x2 = x1 − xr where, x1 is the angular synchronous speed, xr is the rotor speed
and x2 represents the slip speed. Tmech is the mechanical torque. When the syn-
chronous rotating frame is oriented along the direction of the stator voltage vector,
it causes the q-axis to align with the reference frame of the stator flux and the d-axis
gets aligned with the stator voltage vector. In [75], the following Eq. (17) were
derived for such a condition.

r ¼ LsLr � L2m
LsLr

ids ¼ � Lm
Ls

idr

uqr ¼ Rriqr þ rLr
diqr
dt

þ x1 � xrð Þ Lmids þ Lridrð Þ

udr ¼ Rridr þ rLr
didr
dt

þ x1 � xrð Þ Lmiqs þ Lriqr
	 


ð17Þ
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5.4 Modeling of Battery System

The terminal voltage and SOC of a battery can be defined as [76] given below in
Eqs. (18, 19)

SOC ¼ 100 1þ
R
ibatdt
Q

� �
ð18Þ

Vbat ¼ Voc þRbatibat � K
Q

Qþ R
ibatdt

þB � exp A
Z

ibatdt
� �

ð19Þ

where Q is the capacity of the battery, ibat is the charging current of the battery, Voc

is the open circuit voltage of the battery, K is the polarization voltage, A is expo-
nential capacity, and B is exponential voltage.

5.5 Coordination Control of Isolated Hybrid Microgrid

In islanded mode of operation, the main ac/dc bidirectional converter may operate
as an inverter to inject active power and maintain the frequency of the grid within
operational limits, or it operates as a rectifier to ensure a smooth transfer of power
between DC and AC bus. The operation of MPPT control in solar PV and wind
energy conversion system is executed by dc–dc converter using P&O algorithm
[77]. The ac/dc/ac converter of DFIG and/or dc/dc conventional boost converter
may operate in MPPT mode depending on the power balance of the system.
Similarly, the bidirectional converter connected to the battery system can operate in
discharging or charging mode as per the energy requirement of the system. Power
balance equation under the isolated mode of operation of microgrid can be framed
as follows shown in Eq. (20)

PdcL þPacL þPloss þPbat ¼ Ppv þPwind ð20Þ

where Ppv is PV power, Pwind is WTGs power, Pbat is the power injected into the
battery (during charging), PdcL and PacL are the real power loads which are con-
nected to dc and ac buses respectively, and Ploss is the total power loss of grid.

A coordination control scheme based on two levels can be incorporated.
The EMS determines the net power of the system, Pnet and the SOC of battery while
following the energy constraints imposed on the system. The system level control is
used to determine the operating mode of the converters based on the energy cal-
culations of the EMS whereas, at the local level, each converter is commanded by
the EMS. The energy management flowchart is given in Fig. 17. The different cases
depicted in the flowchart have been described as follows in Fig. 18.
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Normal Case: The battery converter controls the DC bus voltage in the normal
case. BESS can be in charging (Pnet > 0) or discharging (Pnet < 0) condition.
Solar PV converter operates in MPPT mode to extract maximum power under the
operating conditions. There is no load shedding as the generated power is sufficient
to satisfy the consumer’s needs.
Case 1: In case 1, the battery converter maintains a constant power and misses the
DC bus voltage control, which is then regulated by the PV converter in off-MPPT
mode.
Case 3: In a condition when net power is below zero, and the battery is discharging
at its maximum capacity, the excess load has to be removed. Maximum power
extraction from the battery is necessary to bridge the gap between generated and
demanded power.
Case 2 and 4: In both the scenarios, the battery converter is idle. In case 2
(off-MPPT mode), the duty ratio of the dc–dc converter is adjusted to regulate
DC-link voltage. In case 4, few loads have been disconnected till Pnet � 0.

SOC of the battery is estimated as described in [78] and further, energy con-
straints are imposed on the battery system as shown in Eq. (21)

SOCmin � SOC� SOCmax ð21Þ

i.e., the battery’s SOC should not exceed SOCmax during charging mode and the
minimum SOC during discharging should not go below SOCmin. To prevent
overheating of the battery, the maximum rate of charging/discharging is shown in
Eq. (22).
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Fig. 18 Flowchart of energy management scheme [73]
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Pbat �Pbatmax ð22Þ

As per the flowchart in Fig. 18, the WTG or PV or both need to operate in
off-MPPT mode during Case I or Case II, i.e., when an excess power remains in the
grid, Pnet > 0, then maximum power extraction from either WTG or PV is not
required. Tracking of the maximum power point is required when the load
requirement cannot be satisfied, and the SOC of the battery is lesser than SOCmin.
Load shedding is required in the same scenario. Battery converter remains idle in
Case 2 and Case 4, operates in charging mode during Case 1, and discharge mode
during Case 3. The following conditions shown in Eq. (23) decide the mode of
operation:

Pwind � PacL [ 0 Converter Mode
Pwind � PacL\0 Inverter Mode

�
ð23Þ

Based on the basic circuit theory and principles [79], a time average equivalent
circuit of the boost converter, bidirectional battery converter, and main ac/dc
bidirectional converter has been presented in Fig. 19. For a rated dc capacitor
voltage, Vdc, the current (ic) and voltage (VD) dynamics of the dc link capacitor and
battery’s converter depends on currents exiting from dc (idc) and ac microgrid (iac)
which can be formulated using Eq. (24).

VD � Vbat ¼ L3 � dibatdt
þR3ibat

VD ¼ Vdc � d3
ic ¼ i1ð1� d1Þ � ibat � d3 � iac � idc

¼ Cdc � dVdc

dt

ð24Þ
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The converter equations for AC side in d-q coordinate are given by Eq. (25).

C2
d
dt

vsd
vsq

" #
¼ id

iq

" #
þ 0 x

�x 0

� �
vsd
vsq

" #
ð25Þ

Multi-loop voltage control has been employed for inverter in order to achieve
rapid dynamic response without compromising on the power quality of the ac
voltage system. The same technique is applied for the control of the main converter
when operating in inverter mode. Under the normal conditions, a block diagram of
the control technique is shown in Fig. 20. A dual loop control strategy is employed
for voltage control of bidirectional battery converter. Battery current, ibat, flowing
inside the battery is taken as positive. The current injected into the battery converter
is given in Eq. (26).

Iinj ¼ i1 1� d1ð Þ � idc � iac ð26Þ

The output voltage loop is multiplied by −1 so that when Vdc decreases due to
load transients, the positive error is generated equal to (Vdcref − Vdc) which when
multiplied by −1 produces a negative battery reference current, i�bat which leads to
discharging of the battery. Similarly, the battery converter transitions into the
charging mode.

PI -1 PI 1/(sL3+R3) d3 1/(s

PI PI 1/(sL2+R2) 1/(sC2)
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Fig. 20 Control scheme for the normal case [73]
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5.6 Simulation Results

A 500 kWp Solar PV/wind battery storage system enabled three phase AC/DC
hybrid microgrid was simulated using PSCAD/EMTDC. The reference voltage for
the DC bus was set at 380 V. AC bus was rated at 415 VRMS. Three solar PV panels
generated a total of 300 kWp, whereas the WTG system provided
200 kWp. Battery system was rated at 500 kWh, and the maximum power
extraction/injection into battery is considered as 300 kWp. Isolated mode of
operation was tested using extensive simulation studies. Control strategy block
diagram shown in Fig. 19 was implemented for the normal case. The simulation
was performed for the normal case, case 1 and case 3. Ideal state operation is also
shown in this study, i.e., when Pnet = 0. In-depth analysis of each scenario is
discussed below.

5.6.1 Ideal State Operation

Figure 21a shows the threephase voltage waveform at the ac bus. Since the WTG
system is the only power source connected to the ac bus, these three-phase voltage
waveforms have the same magnitude as the WTG voltage rating, i.e., 415 VRMS.
The DC bus voltage is rated for 380 V which is held constant under steady-state
condition as exhibited in Fig. 21b. While transferring the power from AC bus to
DC bus, the voltage at dc bus must be maintained at 380 V. Figure 21c shows the
zoomed view of DC link voltage tracking under steady-state condition.
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Fig. 21 Simulation results under steady-state operation; a 3 phase AC Bus voltage, b 380 DC Bus
voltage, c Zoomed view of DC bus voltage waveform
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5.6.2 Normal Case

The normal case represents the situation when there is an excess or deficiency of
total power in the system, i.e., either Pnet > 0 or Pnet < 0. In such a case, the battery
may either charge (act as a load) or discharge (act as a power generator). Both the
scenarios have been taken into consideration. Figure 22a shows the power balance
diagram for the condition when generated power is greater than load power. The
excess power (net power) is directed to the BESS which starts charging. Since the
maximum charging capacity of the battery exceeds the available power, the refer-
ence power is set at 220 kW which is effortlessly tracked by the battery. The PV
voltage successfully tracks the reference voltage which refers to the power at MPPT
as shown in Fig. 22b. The zoomed view of the same has been shown in Fig. 22c.

In the second scenario, when the total load connected to the system is 500 kW
and the power generation equals 320 kW only the deficient power is supplied by the
battery system as shown in Fig. 22d. Since the maximum power capacity which the
battery can discharge exceeds the power requirement, the battery bidirectional
converter allows the power to flow to the dc bus of the microgrid. It is to be noted
that bidirectional converter plays a major role during the normal case as it stabilizes
the dc link voltage whereas the main bidirectional converter which links the ac and
dc grid is responsible for regulation of the ac bus voltage.
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Fig. 22 Simulation results under Normal case; a Power graphs of generation, load and EES,
b Voltage tracking of Vmmp and Vpv, c Zoomed view of voltage tracking of Vmmp and Vpv, d Power
graphs of generation, load, and EES
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5.6.3 Case 3

In case 3, there an imbalance still exists between the total renewable power gen-
erated and load. From Fig. 23a, at t = 5 s, the total power suddenly drops from
320 to 180 kW due to environmental conditions. The battery readjusts its output
power level to 320 kW, which is the maximum power that can be discharged. Due
to this condition, there is insufficient power circulating in the microgrid which
causes load shedding as seen in Fig. 23a, when the load power dips to 480 kW.
Extending the analysis, there is a slight fluctuation in the wind speed for an
extremely short span of time due to which the generated power varies.

In practical systems, there exists a tolerance band between the average rated
power capacity and the instantaneous maximum power charged/discharged. This is
to prevent users from overloading the battery systems. The same situation is
demonstrated in this case where the battery discharges power exceeding the rated
capacity by a small amount of 5 kW for a very short span of time. The SOC of the
battery is shown in the Fig. 23b. The SOC decreases and the discharging rate
increases after t = 5 s, which is evident by the slope of the SOC curve which
increases suddenly after 5 s.

5.6.4 Case 1

This situation arises when the total power generated becomes greater than the
consumers requirements. Figure 24a depicts the case with clarity. The system was
operating in the steady-state with total generated power equal to 380 kW. The DC
and AC loads consume power equal to 200 kW, and the excess power is utilized to
charge the battery system. Suddenly, at t = 5 s load is disconnected, and the con-
sumed power decreases to 50 kW. Since the maximum battery charging capacity is
300 kW, an extra 30 kW circulates in the power system. In order to maintain power
equilibrium, the on-MPPT operation of solar PV panel is switched to off-MPPT
operation. The dc bus voltage is stabilized by the boost converter whereas the main
converter supplies the ac bus voltage. Figure 24b shows the SOC which starts
increasing. At t = 5 s, the rate of charging increases as evident by the increased
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Fig. 23 Simulation results under Case 3; a Power graphs of generation, load and EES, b SOC
graph at case 3
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slope of the SOC curve. PV voltage also stops tracking the maximum power point
after t = 5 s as shown in Fig. 24c.

6 Conclusion

This chapter dealt with the role of electrical energy storage elements in setting up
distribution networks in isolated networks, i.e., islands, etc. Various classes of
energy storage technologies were described. Merit and demerits of these tech-
nologies were discussed, and a comprehensive survey of all the major technologies
was discussed. Further, the architectures of ESS, i.e., aggregated ESS and dis-
tributed ESS was explained. Aggregated ESS provides better system efficiency as
compared to distributed ESS. Various energy management functions such as load
leveling and peak shifting were described. Due to an increase of dc loads and to
reduce the multiple conversions in a power system to satisfy ac and dc loads, a
hybrid microgrid was proposed with DFIG-based wind turbine and solar PV with
the battery as the ESS. A 500 kW ac/dc hybrid isolated microgrid was proposed
which consisted of a main bidirectional ac/dc convertor which linked the ac and dc
bus. AC bus was rated at 415 V while the reference voltage for the dc link capacitor
and the dc bus was set at 380 V. Modeling of the PV panel, DFIG system and
electrochemical battery was performed. A boost converter was connected to the
solar PV panel and operated at MPPT. The DFIG-based WTG system was
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Fig. 24 Simulation results under Case 1; a Power graphs of generation, load, and EES, b SOC
graph at case 2, c Voltage tracking of Vmmp and Vpv
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integrated with the ac link via ac/dc/ac converter. BESS was connected to the dc
bus via a dc/dc bidirectional converter. An energy management control scheme was
proposed which ensured proper power balance in the system while coordinating the
control of the different converters employed. Different cases were suggested based
on the possible scenarios that may arise during operation. Further, a multi-loop
voltage control scheme was used to regulate the voltage. Different cases were
considered and simulation was performed in PSCAD/EMTDC. The energy man-
agement strategy was achieved without compromising on the power quality or
reliability of the grid.
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Frequency Stability Improvement in Weak
Grids by Storage Systems

Gianpaolo Vitale

Abstract This chapter is focused on the improvement of the frequency stability in
weak grids by advanced storage systems interfaced with power converters. Weak
grids suffer of a reduced inertia of the rotating generators; this increases the vari-
ations of the frequency due to large variations of the load. The frequency collapse
can be avoided by the automatic load shedding (ALS) disconnecting some loads but
it causes consequences on the economic activities and service continuity. Moreover,
since the rapid increase of the use of renewable energy systems (RES) with wind
and photovoltaic (PV) generation plants connected to the grid reduces the inertial
response, in perspective it could represent a potential limit to the maximum pen-
etration of RES and to their inherent benefits in terms of greenhouse and depen-
dence from fossil fuel resources reduction. After a discussion on the frequency
variation issues in presence of PV and wind generation systems, the use of storage
systems for dynamic grid support is analyzed. Simulations show the frequency drop
caused by a reduced inertia and the benefits of the adoption of storage systems to
perform a dynamic support. The specific power converters for storage systems grid
interfacing are studied with reference to Superconducting Magnetic Energy Storage
(SMES), flywheels energy storage (FES), supercapacitors and batteries. Finally
some case studies are presented.
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CSC Current Source Converter
DESS Distributed Energy Storage System
DFCS Dynamic Frequency Control Support
ELDC Electrochemical Double Layer Capacitors
FESS Flywheels Energy Storage Systems
KESS Kinetic Energy Storage Systems
PV Photovoltaic
RES Renewable Energy Systems
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UCTE Union for the Coordination of the Transmission of Electricity
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VSC Voltage Source Converter
VSI Voltage Source Inverter

1 Introduction

In general, in a power electric energy generation-transmission-distribution system
in steady-state conditions a balance between the power required by loads and the
power supplied by rotating generators occurs. In this case, rotating generators are
characterized by constant speed to assure the grid frequency rated value, they
supplies a constant torque so that the product torque-speed at the shaft balances the
grid losses and the power required by loads. In case of sudden load variation or
outage, the imbalance between the power required by loads and the one delivered
by rotating generator causes a transient in which its torque is not balanced with a
consequent variation of the speed and of the grid frequency [1, 2].

This problem, known as the frequency control, depends strictly from the inertia
of the rotating generator. The greater is the inertia the smaller will be the variation
of the frequency for given load variation. In other words, the mechanical inertia of
the generator represents a reserve of energy that can be used to minimize the
variations of the frequency. Obviously, the inertia cannot be arbitrarily large for
many reasons including the cost of the plant and the cost of produced energy.

The frequency control problem is a challenge in isolated power systems or in
electrical islands where the relatively low inertia can cause very fast changes in
rotating speed of the generators after any sudden imbalance between production and
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demand [3, 4]. This chapter is focused on the use of advanced storage systems
INTERFACED by power converters to improve the frequency stability in weak
grids.

In order to restore the power equilibrium, the conventional technologies used for
power generation are not always capable of responding so quickly to prevent an
unacceptable drop of the grid frequency in such cases when the available amount of
frequency control reserve exceeds the power deviation. As a consequence the
frequency collapse is avoided by the automatic load shedding (ALS); in this way
some loads are disconnected causing consequences, among others, on the economic
activities and service continuity.

In this framework, another factor is making critical the frequency stability; as a
matter of fact the rapid increase of the use of renewable energy systems (RES) with
wind and photovoltaic (PV) generation plants connected to the grid does not pro-
vide a sufficient inertial response (even if the inertia of some wind generators could
be exploited) and tends to modify the transient of frequency response of the energy
system. This could imply a limit to the maximum penetration of RES limiting their
inherent benefits in terms of clean energy production [1].

A solution is to provide the grid with supplementary inertia that can be obtained
by extra rotating masses or virtually by electronic coupled sources suitably con-
trolled to reproduce the effects of rotational inertia of conventional rotating gen-
erators. In this case the virtual inertia is obtained by storage systems which supply a
grid connected power converter. The storage systems that can be used providing
similar dynamic performance are ultracapacitors or supercapacitors, flywheels and
batteries [5]. Figure 1 shows a set of scenarios; in particular, a steady-state situation
with a balance between demand and produced power is illustrated in Fig. 1a, the
increase of power demand in which the frequency collapse is avoided by the ALS is
shown in Fig. 1b, c shows how the frequency collapse is avoided by virtual inertia
provided by storage systems, finally in Fig. 1d is sketched a steady state situation in
which the energy balance is provided by renewable sources and conventional
rotating generators whose reduced mechanical inertia is virtually increased by
storage systems connected to the grid.

These systems realize a distributed energy storage system (DESS) able to offer
an interesting alternative to improve the frequency control by realizing a dynamic
frequency control support (DFCS) with sharing of renewables. Some practical
realizations of DFCSs have shown a response time of about tens of milliseconds
making the feature of this advanced service very promising to tackle both gener-
ation outage and sudden load variation especially in isolated power systems. The
virtual inertia provided by DESS appears promising to replace the mechanical
inertia of rotating generators in a future in which wind and PV generation will be
more and more spread.

The chapter is organised as follows: Sect. 2 deals with the frequency control
steps, an analytical study of the frequency transients by the swing equation and its
implementation results are given in Sects. 3 and 4 is focused on wind and PV
generation issues in weak grids, in Sect. 5 the storage systems for dynamic grid
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support are analysed whereas Sect. 6 is devoted to power converters for storage
system grid interfacing, finally some practical applications of DESS to support
frequency stability in weak grids are described in Sect. 7.

2 Frequency Control Issues

The balance between the active power produced and consumed is crucial for the
frequency maintenance. The frequency control is performed by the energy reserve
available to lessen the variation of the frequency. This energy is called frequency
control reserve. The frequency control reserve is positive if it has to compensate the
frequency drop. A negative value of frequency control reserve helps to diminish the
frequency.

(a) (b)

(c) (d)

Fig. 1 a Steady-state situation with balance between demand and produced power, b transient in
which the frequency collapse is avoided by the Automatic Load Shedding, c transient in which the
frequency collapse is avoided by virtual inertia provided by storage systems, d steady-state
situation in which the energy balance is provided by renewable sources and the reduced
mechanical inertia of the rotating generator is virtually increased by storage systems connected to
the grid
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Three different levels of control are recognizable to assure the balance between
the generated energy and the energy required by loads: (a) primary frequency
control, (b) secondary frequency control, (c) tertiary frequency control.

2.1 Primary Frequency Control

The primary frequency control is a local automatic control aiming to match the
balance of the active power to counteract the frequency deviations. It operates both
on the active power supplied by rotating generators and on the consumption of
controllable loads. Its role is crucial for the stability of the power system to stabilize
the frequency in case of load outage or large generation. All the generators that are
located in a synchronous zone are fitted with a speed governor which performs this
control automatically. The demand side also participates in this control by the
self-regulating effect of frequency-sensitive loads such as induction motors [6, 7] or
connecting/disconnecting some load by the action of frequency-sensitive relays
set-up with a given frequency threshold.

The action of the primary frequency control is subject to some constraints. First
of all, an increase of the delivered energy to face the frequency drop can be
maintained only for a relatively short time and must be replaced before it runs out.
Secondly it is preferable that this increase of power is distributed across the network
to minimize the power transit and to enhance the security of the system in particular
for a large generation outage. Finally the uniform repartition helps the stability of
islanded systems in case of a power system separation.

2.2 Secondary Frequency Control

The secondary frequency control aims to bring the frequency back to the target
value. It is a centralized automatic control as well. Whereas the primary frequency
control limits the frequency deviations, the secondary frequency control adjusts the
power production of the generating units located in the area of imbalance. Usually
the loads do not participate to this control.

The secondary frequency control is not indispensable, some power systems
prefer to regulate the frequency by the primary frequency control and the manual
tertiary frequency control. Anyway it is adopted in all large interconnected systems
since the manual action could be not sufficient to quickly remove overloads.
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2.3 Tertiary Frequency Control

The tertiary frequency control is based on manual changes in the dispatching and
commitment of generating units. Several tasks can be performed as, for example,
the congestions managing in the transmission network and to bring the frequency
and the interchanges back to their target value when the secondary control is absent
or unable to perform this task [2].

The principle of frequency deviation and subsequent activation of reserves is
illustrated in Fig. 2 by a frequency versus time diagram: the primary control action
starts within seconds as a joint action of all parties involved; the secondary control
replaces primary control over minutes, it is put into action by the responsible
parties/transmission system operators (TSOs) only; then the tertiary control partially
complements and finally replaces the secondary control by re-scheduling genera-
tion, it is put into action by the responsible parties/TSOs [8]. Finally, the global
time deviations of the synchronous time is corrected by the time control in the long
term as a joint action of all parties/TSOs.

3 Transient Frequency Response of Power Systems

The transient response depends on the kinetic energy stored in the rotating masses,
it can be calculated as:

Ekin ¼ 1
2
JðxmÞ2 ¼ 1

2
Jð2pfmÞ2 ð1Þ

where J is the moment of inertia of the synchronous machine and xm is the rotating
pulsation corresponding to the rotating frequency fm. On the basis of the kinetic
energy, the inertia constant H is defined by the ratio of the kinetic energy and the
rated power of the generator SB.

UCTE-wide activated Primary Control Reserve

Activated Secondary Control Reserve

Schedule Activated
Tertiary Control 
Reserve

Directly Activated
Tertiary Control 
Reserve

time [s]

Fig. 2 Scheduling of the control reserve
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H ¼ Ekin

SB
¼ Jð2pfmÞ2

2SB
ð2Þ

The inertia constant H gives the time duration during which the machine is able
to supply its rated power solely with its stored kinetic energy. Typical values for
H are in the range from 2 to 10 s.

The inertial response of the synchronous generator, in terms of variation of
rotational frequency fm due to a power imbalance, is described by the well-known
swing equation:

@

@t
Ekin ¼ Jð2pÞ2fm @

@t
fm ¼ 2HSB

fm

@

@t
fm ¼ Pm � Peð Þ ð3Þ

where Pm is the mechanical power supplied by the generator and Pe is the electric
power demand.

Considering that the frequency variations are expected to be small around the
reference value f0, the rotational frequency fm can be substituted with f0 and the
mechanical power Pm with Pm.o corresponding to the set point. Equation (3)
becomes:

@

@t
fm ¼ fo

2HSB
Pm:o � Peð Þ ð4Þ

Finally, defining Dload as the frequency-dependent load damping constant (de-
fined alternatively as kload ¼ 1=Dload), Eq. (4) can be completed taking into account
a self-stabilizing property of power systems:

@

@t
fm ¼ � fo

2HSBDload
þ fo

2HSB
Pm:o � Peð Þ ð5Þ

The higher the inertia constant H, the slower and more benign are frequency
dynamics, it correspond to smaller frequency deviations fm and its derivative for
identical load variations.

It must be remarked that the increasing penetration of RES connected to the grid
by inverter power units implies two main consequences: (1) the rotational inertia of
power systems is gradually reducing; (2) highly time-variant systems shares are
fluctuating heavily throughout the year.

In case of energy coming from PV plants the inertia constant is null whereas in
case of energy generated by wind plants variable-speed wind turbines could supply
synthetic inertia thanks to a supplementary loop in their control system by
exploiting the rotating masses which makes this response close to the one of
conventional plants [9]. A way to provide a virtual inertia to a PV plant consists in
including a sufficient energy stored in the power conversion chain [10, 11]. This is
notably a concern for small power networks as island or micro grids in which the
expected generation by RES makes frequency stabilization more difficult.
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In case of interconnected power systems, in which different aggregated gener-
ators and load nodes are connected via tie-lines, Eq. (5) can be rewritten for
n generators, j loads and k connected tie-lines giving the Aggregated Swing
Equation (ASE) [4]:

@

@t
fm ¼ � fo

2HSBDload
þ fo

2HSB
Pm:o � Pe � Plossð Þ ð6Þ

With:

f ¼
P

i
Hi SB;i fiP
i
HiSB;i

; SB ¼ P
i
SB;i; H ¼

P
i
HiSB;i
SB

;

Pm ¼ P
i
Pm;i; Pload ¼

P
i
Pload;i Ploss ¼

P
i
Ploss;i:

8><
>:

A simulation of a typical transient of the frequency after a sudden large loss of
generation is sketched in Fig. 3. The system is in steady state with frequency equal
to fo until the time t1 = 1 s. During the time interval between time t1 and t2 (of the
order of seconds) primary control reserve is activated by the frequency variation
and restores the power equilibrium by drawing power from the energy reserve in
terms of the rotating masses of the remaining generation units and the frequency
drop to the minimum value. After the time t2 and till the time t3 a new steady state
condition is reached at frequency f∞. Usually t3 is of the order of minutes (in Fig. 3
it has been lessened for the sake of clarity).

It can be noted that, in case the primary reserve is not sufficient or if the
compensation is too slow, the ALS must be activated. In this case some
under-frequency relays placed in HV/MV substations partition the system loads.
They are gradually activated when the frequency reaches preset thresholds allowing
the power balancing to be restored [1].

Fig. 3 Transient of the
frequency due to a sudden
power demand
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It can be seen from Fig. 3 that the time derivative of the frequency deviation is
crucial since it defines the slope with which the frequency drops to the minimum
value. This value can be calculated from Eq. (4) as:

@

@t
fm

����
t¼t1

¼ fo
2H SB

Pm:o � Peð Þ ¼ fo
2Ekin

Pm:o � Peð Þ ð7Þ

the speed of decrease in the frequency depends on the load variation. The greater is
the variation of the load the faster the decrease of the frequency making more
critical the system to be controlled. It can be remarked that a weak grid with a low
value of Ekin will experience larger time derivative of the frequency. Figure 4
shows a simulation with the frequency drop versus time for several load variations.
It can be noted that a load variation of 5% would imply a very fast intervention of
the control system since the minimum admissible frequency is reached in about
0.1 s.

By Eq. (3) the influence of a reduced value of the inertia constant H due to the
use of RES can be evaluated. A simulation of some transients giving the frequency
versus time for different inertia constants, maintaining the same load variation, is
reproduced in Fig. 5a and a zoom of the minimum of the curves is given in Fig. 5b.
It can be noted that the lower is the inertia the higher is the frequency variation
Dfmax and the lower is the time interval required to the control system to restore the
equilibrium. In particular, with a reduction of 50% of the inertia constant, the
minimum frequency is reached before the control system is able to successfully
operate whereas in a scenario in which almost all the energy is produced by
renewables (H = 10%) the minimum frequency is reached in a very short time.

The restoration is performed by involving all the generating units placed in the
synchronous area in the first seconds after the loss of generation. In steady-state, the

Fig. 4 Frequency drop
versus load increase
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activation of their primary reserve follows a proportional speed-drop characteristic
such as:

DPiðtÞ
Pn;i

¼ � 1
di

Df ðtÞ
f0

ð8Þ

where DPiðtÞ is the variation of the power supplied by the generator i provided that
its reserve is not completely exploited, Pn;i is its rated power and di is a coefficient
without dimension representing its permanent drop. On a power system scale, the
contributions of the generating units combine with the self-regulating effect of load
to restore the balance between generation and demand after a disturbance.

Fig. 5 a Frequency drop
versus inertia, b Zoom of the
frequency drop versus inertia
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As described by Eq. (8), the rate of change of frequency (ROCOF) is propor-
tional to the magnitude of the overload and inversely proportional to the remaining
kinetic energy.

The minimum value reached by the frequency when the primary control reserve
is activated depends on many factors among which there are: the amplitude of the
imbalance, the system inertia, the dynamic characteristics of loads and the size of
generators.

Finally, under the hypothesis that the energy reserve of the plants is able to cover
the needs, the frequency will stabilize at a final value f∞. The quasi-steady-state
deviation is proportional to the power variation and inversely proportional to the
network power frequency characteristic K. These parameters can be estimated on
the basis of the sum of the power frequency characteristics of the generators subject
to the primary frequency control with the one corresponding to the self-regulating
effect of loads.

Df1 ¼ DP0

K
ð9Þ

K ¼
X
i

Pn;i
Pn;i

di f0
þ

X
j

Kload;j ð10Þ

The self-regulation of the load in the Union for the Coordination of the
Transmission of Electricity (UCTE) synchronous area is assumed to be 1%/Hz that
means a load decrease of 1% occurs in case of a frequency drop of 1 Hz [8].

In case the energy reserve of the plants is not able to cover the needs, the ALS
must be performed disconnecting the appropriate amount of loads for the restora-
tion of balanced conditions.

A comparison between the former UCTE [8] and the main parameters of
Guadeloupe Island [1] is shown in Table 1. In Guadeloupe, the system operator
adjusts in real-time the working points of the generators to allocate at least as much
reserve as needed and the minimum amount of primary power reserve that must be
kept available (about 20 MW) is set; this maintains the risk of activating each stage
of ALS under given power quality limits. The ROCOF is over 20 times higher in

Table 1 Comparison of frequency control parameters

Former UCTE [8] Guadeloupe [1]

System load (2009) Off-peak Peak Off-peak Peak

250 GW 400 GW 150 MW 250 MW

Refer. incident (MW) 3000 *25

K (MW/Hz) 15,000 21,000 60 100

f∞ (Hz) 49.8 49.86 49.58 49.75

M (s) 12 7 9

Df −50 MHz/s −30 MHz/s −1.2 Hz/s −0.6 Hz/s

1st level of ALS 49 Hz 48.5 Hz
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Guadeloupe than in former UCTE after occurrence of a reference incident con-
sisting in the loss of the largest infeed. In addition, the f∞ value is lower in
Guadeloupe as well as the parameter Meq defined as the mechanical starting time of
the power system. Finally, a higher value of the time derivative of the frequency
deviation at starting time using Eq. (7) is exhibited.

The 1st stage of ALS has a lower threshold since most of the generation tech-
nologies used in island grids, including diesel engines and steam turbines, cannot
respond fast enough in such cases to prevent a deep frequency drop. From the
comparison two main characteristics of the Guadeloupe island grid power system
can be deduced: the low inertia constant due to technical reasons and the high ratio
of the rated generators power with system load. This is due to economic reasons
since any outage results in a considerable overload of the remaining units [1].

4 Wind and PV Generation Issues in Weak Grids

As above cited, the RES with wind and PV generation plants connected to the grid
do not provide a relevant inertia and tend to modify the transient frequency
response of the energy system. In particular, in small power networks as island or
micro grids the expected generation by RES makes frequency stabilization more
difficult, implying a limit to the maximum penetration of RES and to their inherent
benefits in terms of clean energy production.

As a matter of fact, only fixed-speed wind turbines offer an inertial response
(although lower than the one of conventional generators) whereas variable speed
turbines or PV plants have a negligible impact on the overall inertia [9].

During operation of RES based plants, as the produced energy increases, syn-
chronous units must be dispatched down or shut down reducing the system inertia.
In few words the inertia can vary during the day depending on the energy delivered
by RES based plants. The management of the variability and the forecast error
could help to avoid sudden variations of the generated energy. In any case, a high
amount of energy delivered by renewables implies a higher ROCOF and weakens
the ability of isolated power system to manage generation outages.

On the other hand, grid electronically coupled power generation system would
be able to remain connected in case of wide frequency excursions (46–52 Hz in the
French island grids) [1]. They disconnect usually when the frequency falls below
49.5 Hz to protect distributed synchronous generators and appliances fitted with
motors. This threshold jeopardizes the frequency response of the grid especially
when it follows the loss of major infeed.

In a power distribution system where the traditional rotating generators are
replaced with wind and PV generation systems, Eq. (9) shows that the effect of a
decreased number of units involved in primary frequency control results in
increased quasi-steady state-deviations as the network power frequency character-
istic goes down and the primary reserve is allocated on fewer generators.
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In the French islands a maximum penetration limit of renewables to maintain
power system security has been imposed, these sources can be temporarily dis-
connected from the grid when their instantaneous penetration level reaches 30%
[12].

A way to provide a virtual inertia consists on the condition that a sufficient energy
store is included in RES based plants in their power conversion chain [10, 11, 13].

The virtual inertia provided by DESS appears promising to replace the
mechanical inertia of rotating generators in a future in which conventional syn-
chronous units with wind and PV generation will be more and more spread.

5 Storage Systems for Dynamic Grid Support

The rapid advance in storage technology has been allowing such devices to be
designed and commissioned successfully aiming at balancing any instantaneous
mismatch in active power during abnormal operation of the power grid. For these
reasons, storage technologies are expected to give a further significant improvement
to the use and to the growth of generation by RES [14]. As a matter of fact, long and
medium term storage systems can store energy in off-peaks hours and return it
during peak hours. In this way a plant can be operated for a fairly constant load
operation below peak demand, reducing the high capital costs of power plants as
well as avoiding the drawbacks due to intermittent nature of energy produced by
PV and wind generation systems. In addition, short term storage systems can
provide a fast-acting generation reserve so that the dynamic security can be sig-
nificantly enhanced.

Storage systems can be classified on the basis of the time interval in which they
are operated as sketched in Fig. 6, transients (microseconds), very short term
(cycles of the grid frequency), short term (minutes), medium term (few hours), long
term (several hours to days), planning (weeks to months). The storage systems of
interest for large-scale system energy management range from hours to
days/months [15, 16].

In order to overcome the problems related to the consequences of power flow
variations on stability and operation of the electrical grid, short-term storage sys-
tems are of great interest. These storage systems, coupled to the grid by an electric
power converter, can supply a virtual inertia minimizing the intermittent nature of
renewable energy sources with related load-generation imbalances affecting fre-
quency stability. As a matter of fact, RES based distributed systems do not con-
tribute to frequency control by their inertia, they are usually operated in such a way
that they generate as much power as possible resulting in a low inertia available by
rotating generators [17, 18]. By coupling energy storage systems with power
converters to the grid, a power support can be guaranteed as a virtual inertia since
they can be rapidly discharged after a disturbance (e.g., a generator tripping) having
a constant time lower than the one of rotating mechanical systems. This last feature
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fits with increased customer demand for highly reliable electricity and concerns
about climate change.

Among storage systems to be used to support the grid frequency stability there
are superconducting magnetic energy storage (SMES), flywheels energy storage
(FES), supercapacitors energy storage systems (SCES) and battery energy storage
systems (BESS) [18, 19].

Several frequency dynamic support based on storage systems have been pro-
posed in literature; for example a magnetic energy storage has been studied in [20],
a flywheel energy-storage system associated to a variable-speed wind generator is
analyzed in [21] whereas a battery energy storage system for primary frequency
control is proposed in [22, 23].

5.1 Superconducting Magnetic Energy Storage

A SMES unit consists of a large superconducting coil, a cryostat provides to
maintain a cryogenic temperature. This abates Joule losses into the coil and gives a
high efficiency since only the converter losses have to be considered. The energy
stored in the coil, ESMES, is given by expression:

ESMES ¼ 1
2
Li2 ð11Þ

where L is the inductance and i is the current flowing through the coil.
With this technology a very small time response (�1 s) with high power peaks

can be obtained.

Fig. 6 Classification of storage technologies
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5.2 Flywheel Energy Storage

In flywheels (FES) or kinetic energy storage systems (KESS) the electric power is
stored as kinetic energy. The maximum stored energy is limited by the tensile
strength of the flywheel material. The stored energy is given by:

EFES ¼ 1
2
Jx2 ð12Þ

where J is the moment of inertia of the flywheel and x its angular speed. The
energy can be increased by increasing J or x. On the basis of the material of the
rotor, two types of flywheels can be recognized: (1) with an advanced composite
rotor, such as graphite or carbon-fiber, which provide high specific energy, (2) with
a steel rotor, which allows traditional design (with large diameters, low speed and
low power and energy densities) and new high performance flywheels. Flywheels
can provide an amount of energy in a relatively short time interval, so they can play
an important role in primary frequency regulation. The flywheel is connected to a
bidirectional AC electrical machine equipped with a AC/DC converter, in this way
a DC voltage is available at its terminals. The operation diagram of a flywheel is
shown in Fig. 7 and the whole system including the bearings, the electric machine
and the vacuum pump is sketched in Fig. 8.

High speed flywheels are able to be operated up to about 40,000 rpm and low
speed flywheels around 7000 rpm. By adopting superconducting magnetic bearings
very high overall efficiency, exceeding 90%, is obtained [15, 18].

Stephentown, New York is the site of Beacon Power’s first 20 MW plant
(40 MW overall range) and provides frequency regulation service to the NYISO.
This facility includes 200 flywheels. Initial commercial operation began in January,
2011 and full output was reached in June, 2011. Flywheels perform between 3000
and 5000 full depth-of-discharge cycles a year [24].

Fig. 7 Operation diagram of
a flywheel
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5.3 Supercapacitors or Ultracapacitors

Electrochemical double layer capacitors (EDLC), also called supercapacitors or
ultracapacitors, are energy-storage devices able to deliver 100 times the power of
batteries and to store 10,000 times more energy than conventional capacitors. They
are based on a porous structure of activated carbon for one or both electrodes, they
are immersed into an electrolytic solution (typically potassium hydroxide or sul-
phuric acid) and a separator which prevents physical contact of the electrodes but
allows ion transfer between them. In this way two series connected equivalent
capacitors are realized and energy is stored as a charge separation in the double
layer formed at the interface between the solid electrode material surface and the
liquid electrolyte in the micropores of the electrodes. In this way, the effective
surface is up to 2500 m2/g strongly increasing the capacitance. Their volumetric
and gravimetric energy density is lower compared with batteries or fuel cells
however they become an interesting option when it comes to highly dynamic
charging or discharging profiles with high current rates. This is because of their
exceptional high power capabilities (specific power densities of several kW/kg) and
cycle lives of up to 106.

The stored energy is given by:

EEDLC ¼ 1
2
CV2 ð13Þ

Motor / Generator

ROTOR

Axes of rotation Upper
Magnetic 
Bearing

3
electric
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Fig. 8 Flywheel-based
system
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where C is the capacitance and V is the voltage at its terminals. The presence of the
double layer implies that the capacitance depends on the voltage and the equivalent
model is non-linear. Figure 9 shows the 2-branches model commonly used for
power applications, it is composed of a branch with a voltage dependent capacitor
that is series connected with a resistor and of a branch with a linear resistor series
connected with a linear capacitor. It can be noticed that the voltage dependent
capacitor is modelled by a linear capacitor connected in parallel to a linear voltage
dependent capacitor. The leakage resistance Rlea models the self-discharge.

The capacitor C1 of the first branch linearly dependent on the voltage follows the
law:

q1 ¼ C0V1 þ kcV2
1 ð14Þ

The capacitor of the second branch C2 is a traditional linear capacitor described
by the equation:

q2 ¼ C2V2 ð15Þ

Finally the elementary cell of the EDLC has a low rated voltage and high
capacitance (e.g. 5000 F/2-3 V), higher operating voltages maintaining high
capacitance are achieved by series-parallel connections [17, 25, 26].

5.4 Advanced Batteries Energy Storage Systems

In Advanced Batteries Energy Storage Systems (BESS) the chemical energy is
converted into electrical energy by oxidation and reduction of their materials. They
consist of a base unit, which is combined with others, in series or parallel, to obtain

Fig. 9 Equivalent circuit of
the supercapacitor
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the required levels of voltage and current. In principle, batteries are easy to charge;
moreover they can be turned on and off very quickly. On the other hand they are
expensive both for the material, the production costs and lifetime.

Many types of electrochemical batteries have been developed, which can be used
in electric power systems, including: lead acid (flooded type, valve regulated),
sodium sulfur, lithium ion, metal air, flow batteries, vanadium redox, zinc bromine,
nickel cadmium, etc. [15, 27, 28].

In general, the batteries exhibit a high cycle efficiency (typically 90%) but high
cost (typically >$0.1/kWh), probably the most expensive. Recently NiCd, NaS,
Li-ion and flow batteries (such as vanadium redox) are drawing attention [22].

6 Power Converters for Storage Systems Grid Interfacing

In addition to the storage systems, new power semiconductor devices and power
circuit topologies are allowing the efficiency conversion to be increased. As a
consequence, several potential benefits for weak grids are expected.

The overall efficiency exhibited by SMESs and SCESs (higher than 95%) or
FESs (about 90%) systems and their fast time response (half millisecond for SMES
and SCES devices, up to some milliseconds for FES systems) can provide the
potential for energy storage of up to several MWh, this improves the energy
management of the grid both in case of large variations in energy requirements and
replacement of major generating unit. A certain amount of the short-term generation
that must be kept unloaded as spinning reserve can be stored in DESS exploiting
excess energy during off-peak periods; in this way the dynamic security of the
microgrid is enhanced. The load variations can be followed by DESS so that the
conventional generating units can be operated at roughly constant or slowly
changing output power. The DESS units are able to damp out low frequency power
oscillations and to stabilize the system frequency, compensating the variations of
the energy generated by PV or particularly by wind plants, when a transient occurs.

Finally, the features of grid connected converters allow the power factor to be
corrected, and the voltage to be regulated as well, since the reactive and the active
power can be simultaneously and independently generated [28].

All storage systems need a bi-directional power converter to be interfaced with
the grid. The converter must provide to match the different voltage levels and to
assure the power exchange on the basis of the reference values of active and
reactive power. Moreover, all the above described storage systems give different
outputs: the ELDC and the batteries generate a DC voltage, the SMES generates a
DC current and the KESS with flywheels is mechanically coupled to an AC elec-
trical machines, for this reason, they need different conversion systems. In general,
the dedicated power converter of the storage system gives a DC voltage as output, it
is connected by a DC-link to a voltage source converter (VSC) performing the
energy exchange with the grid. In any case the conversion chain provides
bi-directional power flow capability.
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6.1 Power Converters for Ultracapacitors

EDLCs store energy under the form of electric field, hence they can be assumed as
voltage sources with a value that depends on the stored charge and varies during the
operation. The most common power converter interface used for EDLC is the
DC/DC converter topology allowing the operation in buck (step-down) or boost
(step-up) mode. The operating voltage of the ELDC can be higher or lower than the
voltage level in the connection point, this is obtained by different topologies. The
conversion circuit for the output voltage higher than the ELDC voltage is shown in
Fig. 10a–c. In particular Fig. 10a shows the buck-boost configuration, Fig. 10b
shows the boost operation, in which the ELDC supplies the load, obtained by
maintaining in off state the upper device, while in Fig. 10c the buck operation, in
which the ELDC is charged, is obtained maintaining the lower device in blocking
state [29].

The circuit requires an additional current loop to control the supplied current, it
is performed measuring the current flowing through the inductance. On the basis of
the error between the reference and measured voltage, a reference current is
obtained by a PI voltage regulator. Then a PI current regulator calculates the signal
for the PWM modulator calculating of the error between the reference current given
by the PI voltage regulator and the measured current. It can be remarked that the
current loop must have a higher bandwidth compared with the voltage
loop. Figure 11 gives the block diagram of the current control for the buck-boost
converter.

The ripple of the current flowing through the EDLC can be minimized by an
interleaved structure. In this case the current is shared among n inductors and there
are n legs, with two power switches for each leg, connected to the storage device. If
the modulator carriers signals have a phase shift of 2p/n, the current ripple through
the supercapacitor is minimized. The interleaved structure allows efficiency to be
increased since joule losses on inductors are reduced, moreover a further
improvement in efficiency is achieved when a reduced number of legs is activated
for light loads [30]. A three legs interleaved buck-boost power converter is illus-
trated in Fig. 12.
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Fig. 10 a Buck-boost topology for Vsc < Vout, b boost operation, c buck operation
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The control strategy is the same for the single leg converter taking into account
that each inductor requires a dedicated current loop.

6.2 PWM Converter for Grid Interfacing

The energy exchange with the grid can be performed by a three-phase voltage source
PWM converter (also called VSI = Voltage Source Inverter) the corresponding cir-
cuit is sketched in Fig. 13. When the energy flows from the DC side to AC side the
converter behaves like an inverter, otherwise it behaves like a rectifier. The direction
of the energy is imposed by the control of the current supplied by the converter; it is
connected to the grid by an inductor so that the current is obtained by the difference
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Fig. 11 Block diagram of the current control for the buck-boost converter
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Fig. 12 Interleaved dc–dc buck-boost power converter with three legs
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between the grid voltage (imposed by the grid) and the voltage generated by the
converter whose amplitude and phase can be controlled. With reference to the single
phase representation shown in Fig. 14, it can be noted that, on the basis of the voltage
generated by the converter, the resulting current can be injected towards the grid or to
the load and the phase can be controlled. It allows a generation with unity power
factor or with the management of the reactive power if necessary. The voltage gen-
erated by the converter must be synchronous with the grid voltage for which a Phase
Looked Loop can be adopted.

Some characteristic situations are sketched in Fig. 15 using a phasor diagram
valid in sinusoidal steady-state. Figure 15a shows a generic operating condition in
which the grid voltage ug is obtained as the sum of converter voltage phasor us, the
drop on inductance and the drop on the parasitic resistance. Figure 15b represents a
rectification at unity power factor. The current supplied by the converter is is
positive when flowing from the grid to the converter. Considering the voltage
generated by the converter, the sum of the drop on the inductor and of the drop on
the parasitic resistor makes the current in phase with the grid voltage. The power
flow goes from the grid to the converter representing the behaviour as rectifier.
Figure 15c shows the inversion at unity power factor. In this last case the grid
voltage phasor and the current phasor are in opposition. It should be borne in mind
that the resistive drop has been exaggerated for the sake of clarity since in practise it
represents the parasitic resistance of the inductor [31].
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Fig. 13 Voltage source
inverter for grid interfacing
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representation of the scheme
of Fig. 11
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6.3 Power Converters for Superconducting Magnetic
Energy Storage Systems

In a superconducting magnetic energy storage system (SMES) the storage is per-
formed by a lossless inductor with inductance L. During the charging phase it is
connected to a voltage source V and the current starts with a rate V/L. Once the
nominal current is achieved, the inductor is short-circuited by a so-called super-
conducting switch, the current can flow through the magnet with no losses and the
energy is stored in its magnetic field. During the discharging phase the magnet is
connected again to the source reversing its polarity. As a consequence it starts to
discharge at a rate −V/L until all the energy has been transferred back to the voltage
source. It can be remarked that this operation cannot be performed by a traditional
inductor with copper conductor since in this last device the losses would lead to a
poor efficiency. On the contrary, in a superconducting magnet, in principle, the
energy can be stored for an infinitely long time without losses. On the other hand,
regardless the type of magnet used in a SMES, the cryogenic aspects and those
related to the power electronics converters are crucial.

There are three different topologies that can be used: (a) thyristor-based con-
verter, (b) voltage source converter (VSC), and (c) current source converter
(CSC) [32].

The thyristor-based converters were very common in the past thanks to the high
voltage and high current rates of GTO (Gate Turn-off Thyristors). The power flow
is controlled by the firing angle a. If a < p/2 the converter behaves like a rectifier
and charge the coil, whereas if a > p/2 the converter behaves like an inverter. The
active power is only a function of the angle a since the bridge current Ismc is not
reversible; for this reason a poor control performance on reactive power is obtained.
The Thyristor-based topology for SMES is shown in Fig. 16.

The VSC configuration is composed of a PWM converter as the one described in
the previous section and a two-quadrant DC/DC chopper. The VSC gives the
possibility to manage both the active and reactive power requirements of the utility.
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Fig. 15 Operating condition of an active rectifier: a generic condition, b rectification at unity
power factor, c inversion at unity power factor
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The PWM converter is interfaced to the superconducting coil by the DC/DC
two-quadrant chopper, it is connected to the VSC by a DC-link. The voltage Vsmc

applied to the coil is regulated by the duty cycle of the chopper IGBTs. It can be
increased or reduced when the duty cycle is larger than ½ or less than ½ respec-
tively. In this way Vsmc can be increased or reduced, keeping constant the DC-link
voltage VDC, and charging or discharging the superconducting coil (increasing or
decreasing Ismc). The conversion circuit is shown in Fig. 17.

As for the control circuit, a current control allows active and reactive power to be
managed. The currents measured on the grid line are processed by the Park
transformation to obtain, in a d-q reference frame, the d-axis current isd component
to control the dc-link voltage and the q-axis component isq to provide the reactive
power to control the voltage module at the grid. In particular, two PI regulators give
the isd* and isq* components on the basis of the error on the DC-link voltage and on
the error on the grid voltage respectively. The isd* and isq* are then compared with
the values measured on the grid line and the PI current controllers give the reference
signal for the three phases to the PWM modulator. The control scheme is illustrated
in Fig. 18.

The current source converter (CSC) is adopted for DC loads where the current is
non-interruptible. The superconducting coil behaves as a current source and it is
suitable for this topology in which the current is directly commutated by the coil
and the ac side. Firstly GTO devices were adopted but nowadays IGBTs can
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Fig. 16 Thyristor-based topology for SMES
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Fig. 17 VSC converter with two-quadrant chopper for SMES
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manage high currents so they are more commonly used. IGCT modules can be used
in case of very high currents.

The CSC topology is shown in Fig. 19. The SMES requires a bypass switch to
maintain the current flowing through the coil when null power is exchanged to the
electric grid. Finally a quench detector is connected to the SMES coil. The quench
phenomena occur when the coil stop being superconducting due to an internal
problem with the superconducting material. In this case the coil resistance increases
inducing a voltage run up. The quench protection branch dissipates the stored
energy by a resistor.

A bank of capacitors at the CSC output buffers the energy stored in all line
inductances during the process of ac line current commutation. The simplest control
is based on a current control with a current reference and a PI controller which gives
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the modulation index. Anyway the space vector modulation (SVM) is preferred to
improve the dynamic behavior, in this case the switching frequency is controlled
during the transient of the current and the requirements of the LC filters are reduced.
The SVM strategy for a CSC is based on the well-known strategy adopted for VSC
[21, 29, 31].

6.4 Power Converters for Kinetic Energy Storage Systems

The source of energy in a kinetic energy storage system (KESS) is represented by
the flywheel coupled to an electrical machine. It must be operated as a motor if the
kinetic energy has to be increased. In this case the machine exerts a positive torque
T to the flywheel increasing its speed at a rate T/J, where J is the moment of inertia,
until the maximum speed is reached. After this, only the energy to compensate
losses is required. When the stored energy has to be released, the machine must be
operated as a generator, it applies a negative torque to the flywheel lessening the
speed at a rate −T/J, and releasing the energy. The power converter has the aim to
control the machine to obtain a behaviour as motor or generator. It is connected to
the DC-link and to the machine. This converter is an AC/DC converter as shown in
Fig. 20. The DC-link provides the grid connection by a VSI inverter whose
operation has been described in Sect. 6.2. The whole topology is known as
back-to-back converter, it assures the bidirectional flow of energy. The DC-link
voltage can be controlled by one of the two converters.

As for the machines to be used to drive the flywheel, not all the electrical
machines are good candidates. As a matter of fact, the machines with wound rotors
should be avoided mainly for the presence of the brushes or slip rings not suitable to
be operated at high speeds whereas in the squirrel-cage induction machines is
difficult to extract the heat generated in the rotor windings.

Actually the preferred electrical machines are Homopolar (SHM), Reluctance
(SRM), and Permanent Magnet machines. They can be studied as synchronous
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Fig. 20 Connection of a KESS system to the grid by a back-to-back converter
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machine with three corresponding windings in the equivalent d-q model: two d-q
windings in one side and one D excitation winding (or a permanent magnet as in the
case of permanent magnet synchronous machine (PMSM). The main two issues in
this type of machine are the magnetic material for the magnets and the topology in
which they are arranged.

As regarding the material, Neodymium Iron Boron (NdFeB) and Samarium
Cobalt (SmCo) are preferred since their remanence and coercivity are much higher
than for any other alternative. The NdFeB magnet exhibits better values than SmCo
however its temperature stability is not so good and since rotor heating can be a
problem in flywheels, SmCo is usually the preferable option. The PMSM offers
high performance with a very good efficiency, the drawbacks are in the cost and
availability of the magnets and their potential demagnetization of the magnets due
to armature reaction or to temperature increase. In addition, the PMSM suffers of
the iron losses when the machine is not exchanging power with the load, since an
electromotive force (emf) is always present.

The power electronic converter used as interface between a flywheel and the
DC-link is usually a PWM bi-directional converter equipped with insulated-gate
bipolar transistor (IGBT). The control depends on the electric machine coupled to
the flywheel. The main issue is to provide a constant power during the rotational
speed range. To obtain a torque-speed curve with a constant power area, the
machine in the range between the rated speed (xrated) and the maximum speed
(xmax) has to be operated in field weakening mode. Since in the PMSM the flux is
provided by magnets the isd component of the current has to be maintained to zero
when the ratio x/xrated needs to be increased. In this way, this current component
produces a flux opposite to the flux generated by permanent magnets. In order to
avoid high back emf to preserve the power electronics switches of the converter, a
maximum value of the back emf is imposed. The maximum back emf is limited by
one half of the DC-link voltage:

Emax;ph n � Vdc

2
ð16Þ

The same torque-speed characteristic is required in other machine types. In the
case of SHM the back emf can be adjusted with the field winding, in SRM the
saturation of the magnetic circuit produces a natural behavior in constant power
mode once the saturation speed is over passed.

The control circuit of the machine side converter is depicted in Fig. 21. It can be
noted that the field weakening control receives the reference torque and the actual
speed as input. On the basis of its output the torque command processing obtains
the direct and quadrature current components. The two PI controllers provide the
direct and quadrature voltage components to the AC/DC converter modulator [29].
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6.5 Modularity and Integration of Flywheels Energy
Storage Systems

An effective way to support RES integration, especially in weak grids, consists in
the introduction of DESSs. As a matter of fact there are some challenges due to
RESs as the variability of the available energy and reduced inertia. In particular the
effects are recognizable for higher level of RES penetration affecting the frequency
regulation reserves needed to maintain the system stability. The DESSs based on
flywheel energy storage systems appear advantageous since they provide fast
response reducing both the time needed to act and consequently the amount of
reserves needed to ensure the system stability. In particular, Flywheels Energy
Storage Systems (FESS) can have more number of discharging cycles without
affecting the life time of the device and the exact state of charge can be detected
easily on the basis of the rotational speed contrarily to batteries requiring more
complex systems.

On the other hand, large power machines have not been developed for flywheel
application. In order to satisfy applications in which an important amount of power
and energy is required, FESSs can be arranged in matrix as described in Fig. 22a. In
this case each FESS is equipped with a dedicated AC/DC converter whereas a
centralized DC/AC units provides the grid connection so that a single power
transformer and electric grid protections for the whole system is adopted. This kind
of modularity allows both the total cost to be reduced and FESS units to be
assembled with a dedicated power electronic converter.

The FESS with back-to-back converter can be connected in parallel with a PV
plant in its point of common coupling (see Fig. 22b), alternatively a FESS equipped
with only the converter on the side machine can be connected directly to the
DC-link of a RES system. In general, the spreading of more reduced power systems
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Fig. 22 a Matrix connection of FESS, b connection of a FESS to the grid in the same PCC of a
PV plant, c connection of a FESS to the DC-link with variable voltage by an additional DC/DC
converter
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instead the centralized one increases reliability. It can be remarked however that
when the DC-link is operated at variable voltage the flywheel-machine might have
variable voltage and an extra dc/dc converter could be required (see Fig. 22c) [29].

6.6 Simulation Analysis of Storage Systems Integration

The effectiveness of the use of storage systems in weak grids has been analyzed in
simulation. A weak grid in which the inertia has been reduced to 70% due to the
introduction of renewables and the same situation in which a storage system has
been connected to the grid have been considered.

Figure 23 shows the transient of the frequency before the introduction of
renewables corresponding to a value of the inertia constant of 100% and the
transient in which the inertia is reduced to 70% corresponding to an increase of
power demand equal to 1%. As expected, the lower inertia implies that a lower
minimum of the frequency is reached in shorter time. If a storage system is con-
nected to the grid, thanks to its short time of intervention, the frequency transient is
characterized by a higher value of the minimum frequency and of a reduced Dfmax.
After the first transient, the frequency reaches the value f∞ in a shorter time and
with less variations. Figure 24 shows the power supplied by the storage system
versus time, it supplies the 0.35% of the increase of the power required by the load
in less than 1 s, then this value goes to zero in about 20 s; in the same time the
frequency controller is able to restore the equilibrium.

Fig. 23 Transient of the
frequency due to a load
variation employing a storage
system
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7 Practical Applications of Storage Systems for Frequency
Stability Enhancement

Some practical case studies dealing with the use of storage systems for frequency
stability enhancement in small isolated power systems are described in this sections.
They have been devised to provide for the lack of inertia causing a higher rate of
change of frequency which requires faster and larger primary frequency regulation
reserves to prevent frequency being outside +/−2.5 Hz range. All described case
studies have been set up in the framework of the demonstration project STORE
dealing with small isolated power systems. In particular Spanish Canary Islands are
considered. The operation of these small isolated power systems is challenged by
frequency stability and control since generation loss due to a generator tripping is
generally a great fraction of the total generation. The system collapse is guaranteed
by the ALS.

The main features of these systems are summarized in Table 2. The systems
described in the following are based on two different short-term and on a medium
term energy storage systems. In particular an ultra-capacitor based system in La
Palma, a flywheel based system in La Gomera and a Li-ion battery based system in
Gran Canaria are described [17, 33].

7.1 Ultra-Capacitor Based System

The energy storage system located in La Palma is equipped with ultracapacitors
with rated value equal to 4 MW/20 MWs (5 s). It is connected at 20 kV bus of
Guinchos power generating station. The ultra-capacitor bank is connected to the

Fig. 24 Power delivered to
the grid by the storage system
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MV grid by a power electronic converter and a MV/LV transformer. The capaci-
tance and the voltage of the ultra-capacitor bank are 55.55 F and 1080 V respec-
tively. A power electronic VSC (Voltage Source Converter) with vector control
manages the active and reactive power supplied by system to the grid. Figure 25
shows the block diagram representation of La Palma system based on ultracapac-
itors. The power converter is operated as described in Sect. 6.2. La Palma ultra-
capacitor has been supplied by Ingeteam [34].

The power converter independently controls active and reactive power as
illustrated in Fig. 26. The state of charge of the ultra-capacitor is taken into account
as a constraint. There are two controllers devoted to the active and the reactive
power respectively. The controller acting on active power delivered to the grid
receives the error between the rated frequency and the measured frequency as input
whereas the controller acting on reactive power delivered to the grid receives as
input the error between the rated voltage and the measured voltage.

As for the active power controller, shown in Fig. 27, the reference power is
calculated on the basis of drop and inertia emulation components. The drop com-
ponent is proportional to the frequency deviation and the inertia emulation H is
proportional to the rate of change of frequency. The reference signal is processed by
a rate limiter, it takes into account the energy stored in the ultracapacitor since the
delivered energy must be decreased gradually before the end of the stored energy.

Table 2 Features of the systems of Spanish Canary Islands

Electric system Electricity
generation
(GWh)

Installed
capacity
(MW)

Peak
demand
(MW)

Ratio peak
dem/capacity
(%)

Tenerife 3625 1084.28 593 54.69

Gran Canaria 3653 1111.8 598 53.78

Lanzarote-Fuerteventura 1458.7 377.97 256.5 67.86

La Palma 254.8 105.52 48.4 45.86

La Gomera 66.7 20.1 12.1 60.19

El Hierro 35.7 11.31 7 61.89

Ultracapacitor
Inverter

MV/LV 
transformer

MV busFig. 25 Block diagram
representation of La Palma
system based on
ultracapacitors
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7.2 Flywheel Based System

The energy storage system located in La Gomera adopts a flywheel with rated
values of 0.5 MW/20 MWs (40 s). The flywheel weighs 3000 kg, it is driven by
PMSM at a maximum speed of 3600 rpm. The flywheel has been supplied by
ABB-PowerCorp [35]. This installation is connected at Playa de Santiago
20 kV/400 V transformer station which is electrically close to Palmar power gen-
erating station. Figure 28 displays the block diagram representation of La Gomera
flywheel. The machine is connected to the grid by two power electronic converters
(grid side and machine side) coupled by a DC link capacitor. The power electronic
converters are of VSC type. The grid side converter controls the reactive power
supplied to the grid and the voltage of the DC link capacitor. The machine side
converter controls the active power by controlling the speed of the flywheel.

The active power controller transforms the error on the frequency in a direct
current reference. This value is limited taking into account the remaining energy of
the flywheel, the current, the voltage and the frequency limits. Figure 29 shows the
high-level model of the control. The active power-frequency controller calculates
the reference power on the basis of drop and inertia emulation components. The
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drop component is proportional to the frequency deviation and inertia emulation is
proportional to the rate of change of frequency. The block diagram of the active
power controller is shown in Fig. 30.

7.3 Li-Ion Battery Based System

The energy storage system of Gran Canaria is a medium term energy based on
Li-ion batteries with rated value of 1 MW/3 MWh (3 h). It is connected at the end
of a 20 kV power line in La Aldea transformer station 20 kV/400 V. The battery

PMSM Machine
& flywheel

machine side grid side

Inverter

DC link

AC/DC 
converter

MV/LV 
transformer

MV bus

Fig. 28 Block diagram of La Gomera flywheel based system
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Fig. 29 High-level model of the control of the flywheel based system

Frequency Stability Improvement in Weak Grids by Storage Systems 255



was supplied by Saft Batteries [36]. The grid connection scheme as well as the
controller is similar to the case of ultracapacitor based system. The block diagram
of the system is shown in Fig. 31. All the above described plants have allowed the
frequency excursion to be reduced and the contribution to the frequency stability to
be improved.

8 Conclusions

The consequence of a reduced inertia of rotating generators in weak grids is ana-
lyzed in this chapter. The frequency stability in this case could be jeopardized by
load variation or outage. The massive use of PV and wind plants offers a viable
solution for replacing fossil fuels and abating CO2 emissions but reduces further the
mechanical inertia of rotating generators making crucial the issues.

The use of storage systems have been successfully applied to supply continuity
against the intermittent production by solar and wind generation systems. In
addition, it has been shown how they can give a virtual inertia and can guarantee
fast intervention time to support very well the frequency control if they are inter-
faced by suitable modern power electronic converters assuring appropriate dynamic
performance and a bidirectional flow of energy. The analysis has been supported by
simulations.

Finally some case studies using ultra-capacitors, flywheels and Li-ion batteries
have been described to show the benefits in terms of frequency stability and control
enhancement in weak grids.
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Identifying Energy Trends in Fiji Islands

Shamal Selvin Chand, Aamir Iqbal, Maurizio Cirrincione,
F.R. Islam, K.A. Mamun and Ajal Kumar

Abstract This chapter intends to simulate the current situation of Fiji Electricity
Authority’s transmission network of Viti Levu by using the load flow method and
investigate the situation of the overall system. The first part of the chapter focuses
on finding out the problems faced by Fiji Electricity Authority with the reliability of
the network. After inspecting regions vulnerable to faults, different scenarios have
been tested in steady state with different loads in various parts of Viti Levu.
Reaction of the network was observed to determine the highest load level that the
network can support before collapsing. The second part of chapter proposes rec-
ommendations to improve the reliability of the network. These recommendations
are tested using the ETAP software in the form of scenarios by incorporating
different possible choices with the current network, and the results obtained from
each scenario are analyzed. This chapter concludes with the listing of recommen-
dations that can be made in order to do further analysis for future expansion of the
network through renewable energy sources (RES).
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1 Introduction

Fiji is a developing tropical country with abundance of renewable energy source
(RES). There is an ever-increasing demand for electrical energy and thus there is a
need to harness as many RES as possible to meet the requirements. Presently,
majority of the energy is derived from fossil fuel purchased from overseas and costs
the government a substantial amount of its annual budget. Thus, a more efficient
means of electricity production is necessary, since there is an increasing demand
that could eventually increase the fossil fuel imports to an unsustainable level.

The purpose of this chapter is to focus on the vast amount of renewable energy
still untapped in Fiji, for instance solar, wind, and hydro and how they can be
suitably employed and their impact on the present grid in Fiji. Currently, there are
renewable energy generation plants in the form of the three readily available
renewable resources, solar, wind, and hydro, which roughly adds up to as much as
40% of the electricity generated throughout the country. Some of these generation
plants, however, do not operate at their peak values or are idle [1]. This chapter
attempts to explore the possibility to move towards a 100% renewable generation in
Fiji and identify the imminent problems associated with it.

According to the Fiji Electricity Authority’s (FEA) Annual report, the year 2014
was one of the most difficult times in terms of its economic situation: because of a
prolonged dry weather, FEA had to scale down the hydro operation and to increase
the diesel generation to meet the demand. This resulted in purchasing containerized
diesel plants which cost approximately $16.9M USD with fuel expenses totaling to
$67.9M USD, as much as $27.6M USD more than the previous year [1].

On the other hand, Fiji’s climate is very suitable for setting up renewable energy
plants: currently, the country runs hydro and wind plants for the electrical power
generation, while solar is not yet commonly used for large-scale production. Thus,
it is possible to further exploit these three sources and get a reasonably higher
amount of renewable energy production [1].

At present there are some solar plants on Viti Levu built in the past, but due to
some unknown reasons these are not operated to its maximum. Thus, it is important
to get such systems back online, considering the abundance of solar energy in Fiji.

In order to carry out the analysis of the transmission network, an electrical power
system modeling software, electrical transient, and analysis program (ETAP), has
been used in this work. ETAP is well known for the analysis of a power system in
terms of modeling, design, optimization, control, operation, and automation. It is
very useful for carrying out static analysis of transmission networks, which is very
suitable for the requirement of this chapter [2]. In this regard, the chapter has the
following targets:

• It will help identify the existing centralized or decentralized power plants in Fiji
and estimate their electrical power production per year.

• It will carry out the load flow analysis of the current transmission system of FEA
by simulating the condition of the transmission network. This will greatly aid in
identifying the weak points in the network, and will also make it easier to find
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the cause of power black outs. Particular attention will be paid to analyzing the
reliability of the network under different scenarios and possible improvements of
the reliability of the existing network will be proposed, with the minimum
possible investment.

• Explore the availability of various renewable resources in Fiji to generate
electricity and find potential areas to setup renewable energy plants as well as
the type of source.

• Propose possible techniques to achieve a 100% renewable energy source elec-
tricity generation.

2 Background

The year 2014 was a very challenging for FEA as they struggled to produce
sufficient energy. There was a decrease in hydroelectrical energy resulting from a
severe drought thus, they had to increase the diesel generator production that
eventually led to their all-time record fuel cost of $87.4M USD against a budget of
$66.5M USD. This event caused FEA to rethink of finding alternative means of
producing electrical energy by using other RES [1].

FEA has just completed the review of its 10-year Power Development Plan
ending (2015–2025), which contains the load forecasting and generation planning
scenarios up to 2025 for Viti Levu, Vanua Levu and Ovalau power systems. This
Plan includes the analysis of the associated network assets to be developed, and the
investment plan required to enhance the 132 and 33 kV transmission and sub-
transmission of present power networks [1]. The implementation of this Plan would
allow FEA to maintain a sustainable demand.

3 Load Flow Analysis of the Fiji Power System

This chapter investigates the present transmission network of FEA by making a
steady-state analysis in its normal state by performing Load Flows using the ETAP
software. Data were acquired from the FEA’s 2014 annual report [1].

The grid map from the FEA’s annual report for the year 2014 was used to extract
the data needed to design the grid network. Other relevant information was
retrieved from a report of KEMA on quantification of power system energy losses
and loads in South Pacific utilities from 2012 [3] and the literature [4, 5]. Only the
Viti Levu network has been analyzed. To design the network, average load ratings
were used and a total of 145 MW of static load was added to the transmission
network on different buses. The generation data extracted from the FEA’s report
showed a total of 217 MW of generation capacity [1]. The general situation is
summarized in Table 8 in Appendix, where the total demand is the sum of the load
and the transmission losses.
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The FEA power grid has three categories of power lines, the high voltage
transmission lines with voltage ratings of 132 and of 33 kV, the medium voltage
distribution lines with voltage ratings of 11 kV and low voltage distribution lines of
6.6 kV. The FEA report also highlighted the data for all the generating stations
across Fiji, which was used in the ETAP network analysis [1].

4 Simulation for the Viti Levu Transmission Network

Network designed using ETAP is a complex diagram, for better understanding of
the network each Substation was represented by a composite network block. The
network inside these composite blocks are shown in Figs. 3, 4, 5 and 6.

After completing the network of the transmission grid of Viti Levu, the load flow
analysis of the network was carried out: Fig. 1 shows the schematic of the
Electricity network of FEA in Viti Levu (Fiji Islands). The network in Fig. 2 has a
total of 71 buses, of which 14 are PV buses and 56 are PQ buses. The swing bus of
the network is placed in Vuda.

Critical buses at Nadarivatu, Wailoa, Korolevu, Rarawai, Tavua, Vatukaula, and
Komo Substations are colored pink as shown in Figs. 3a, b, 4b, 5b–d and 6e
respectively. A bus becomes critical if it is either under voltage or over voltage.
Critical range is from 95 to 98% for under voltage buses and 102–105% for over

Fig. 1 FEA’s map of the power system [1]
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Fig. 6 (continued)

Table 1 Grouping of divisional substations of Viti Levu with their respective bus and figure
reference

Group Substation Fig. Bus present

Central Nadarivatu Fig.3a Bus 19, Bus 20, Bus 21

Wailoa Fig. 3b Bus 5

Wainikasou Fig. 3c Bus 10, Bus 12, Bus 14, Bus 99, Bus 100

North Butoni wind farm Fig. 4a Bus 138

Korolevu Fig. 4b Bus 69, Bus 71

Nacocolevu Fig. 4c Bus 72

Natadola Fig. 4d Bus 44, Bus 46

Qeleloa Fig. 4e Bus 54, Bus 55

Sigatoka Fig. 4f Bus 26, Bus 37, Bus 39, Bus 40

Waqadra Fig. 4g Bus 60, Bus 62, Bus 157

West Pineapple Corner Fig. 5a Bus 73, Bus 76, Bus 142

Rarawai Fig. 5b Bus 34, Bus 38, Bus 163

Tavua Fig. 5c Bus 66, Bus 68

Vatukaula Fig. 5d Bus 50, Bus 52

Vuda Fig. 5e

• Generation Fig. 5f Bus 30

• 33 kV Fig. 5g Bus 27, Bus 152

• 132 kV Fig. 5h Bus 25, Bus 147

East Cunningham Fig. 6a Bus 95, Bus 96, Bus 97, Bus 98

Deuba Fig. 6b Bus 133, Bus 128

Hibiscus Park Fig. 6c Bus 115, Bus 116, Bus 117

Kinoya Fig. 6d Bus 83, Bus 84, Bus 85, Bus 86, Bus 90, Bus 91

Komo Park Fig. 6e Bus 120, Bus 121, Bus 914

Nausori Fig. 6f Bus 127, Bus 132, Bus 140

Rokobili Fig. 6g Bus 81, Bus 114

Sawani Fig. 6h Bus 105, Bus 106, Bus 122

Suva Fig. 6i Bus 111, Bus 112, Bus 113, Bus 126

Vatuwaqa Fig. 6j Bus 102, Bus 103, Bus 159

Waileketu Fig. 6k Bus 124, Bus 125
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voltage buses. Buses operating under normal conditions are colored black. Buses
operating from 98 to 102% fall in the stable range. These values are known as the %
operation of the buses.

A composite schematic was created in ETAP to compress the whole network for
better understanding and representation. Each composite block represents either a
generation or substation. These substations are divided into four groups based on
the geographic location as shown in Table 1.

Figure 7 represents the different color codes used in ETAP. The results gener-
ated from the load flow showed that the network was in a critical state. The critical
Substations include Tavua, Vatukaula, Rarawai, Korolevu, and Komo Park.
Presently, addition of any new industrial load to the grid would make the bus
voltages go beyond its limits and would force the system in an “alert” and the whole
system would go into breakdown with a blackout.

Table 2 illustrates the all the bus that are in critical condition. These bus are
located in Nadarivatu, Wailoa, Korolevu, Rarawai, Tavua, Vatukaula, and Komo

Fig. 7 ETAP color code for
load flow analysis

Table 2 Critical bus in the
current transmission network
with their respective
substations

Group Substation Fig. Bus critical

Central Nadarivatu Fig. 3a Bus 20

Wailoa Fig. 3b Bus 5

North Korolevu Fig. 4b Bus 69

West Rarawai Fig. 5b Bus 34, Bus 38, Bus 163

Tavua Fig. 5c Bus 66, Bus 68

Vatukaula Fig. 5d Bus 50, Bus 52

East Komo Park Fig. 6e Bus 121
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Park substations and shows the respective figures where aforementioned bus can be
found.

Graph in Fig. 8 is a comparison of rated and operation voltages of the critical
buses observed from the current network Load Flow. Table 9 in Appendix shows
that some of the bus are rated over voltage while other buses are rated under voltage
but both fall within a critical range (95–98% for under voltage and 102–105% for
over voltage). Over voltage buses are rated critical because those buses are con-
nected to the generators and are known as the voltage control buses (PV buses),
where the real power generation is controlled through the prime mover, while the
terminal voltage is controlled through the generator excitation. Keeping the input
power constant through turbine-governor control and keeping the bus voltage
constant using automatic voltage regulator, the PGi and |Vi| for these buses are
determined thus, these buses are also referred to as PV buses. Hence, these buses
are not so vulnerable to faults due to voltage drops and can be neglected [5].

On the other hand, those buses that are rated under voltage operation are a matter
of concern because a sudden increase of the load would eventually cause faults in
those buses and cause break down of the entire network. There are nine such buses
illustrated in Figs. 3a, b, 4b, 5b–d and 6e.

Fig. 8 Voltage comparison of critical bus in the current network load flow
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5 Scenario Testing

To understand the reaction of the network to sudden variations in the load, different
scenarios were tested, to give a better picture of the network under those circum-
stances. This allowed for possible configurations to check the network to for “alert”
state.

5.1 Case 1 (Adding a Load of 10 MW Load in the Central
Division of Viti Levu)

This load is added at the Suva Substation, in the central Viti Levu. This was based
on the forecasted increase in population on Viti Levu or addition of new industrial
machines.

Table 3 illustrates all the bus those are in critical condition. Bus located in
Nadarivatu, Deuba, Suva, Hibiscus Park, Komo Park, Korolevu, Nausori, Rarawai,
Sawani, Vatuwaqa, and Waileketu Substations experienced critical situation.

Graph in Fig. 9 is a comparison of rated and operation voltages of the critical
buses observed from the current network Load Flow. From this scenario we observe
that when a 10 MW load is added in the central division, which is densely popu-
lated with large amount of loads, the network buses go beyond their limits and the
whole network is in the dangerous state of alert. A total of 29 bus (from Table 10 in
Appendix) are now operating at under voltage situation due this load, in comparison
to 11 buses in the normal situation.

Table 3 Critical bus in substations after adding a load of 10 MW in the central division of Viti
Levu

Group Substation Fig. Critical bus

Central Nadarivatu Fig. 3a Bus 20

North Korolevu Fig. 4b Bus 69

West Rarawai Fig. 5b Bus 34, Bus 38, Bus 163

Tavua Fig. 5c Bus 66, Bus 68

Vatukaula Fig. 5d Bus 50, Bus 52

East Deuba Fig. 6b Bus 133, Bus 128

Hibiscus Park Fig. 6c Bus 115, Bus 116, Bus 117

Komo Park Fig. 6e Bus 120, Bus 121

Nausori Fig. 6f Bus 127, Bus 132, Bus 140

Sawani Fig. 6h Bus 105, Bus 106, Bus 122

Suva Fig. 6i Bus 111, Bus 112, Bus 113, Bus 126

Vatuwaqa Fig. 6j Bus 103

Waileketu Fig. 6k Bus 124, Bus 125
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5.2 Case 2 (Adding a New Transmission Connection
Between Deuba and Korolevu with and Without the New
Load of 10 MW in East)

This connection is very critical because the current network, which is not meshed
adequately, would become interconnected allowing power flows to follow different
routes to supply load: this would result in a healthier network, more resilient to load
perturbations and to fault: the short-circuit ratio and therefore the stiffness of the
network would increase.

5.2.1 Without Load of 10 MW

Table 4 illustrates all the bus those are in critical condition when a new trans-
mission line is added between Deuba and Korolevu, but no new load has been
considered in this occasion. In such a situation buses in Nadarivatu, Komo Park,
Rarawai, Tavua, Vatukaula, and Wailoa Substations experienced critical situation.

It is evident from Fig. 10 that eight bus are in the critical range; the data of this
graph is a comparison of rated and operating voltages from Table 11 in Appendix
which is extracted from the ETAP report. In the present state there were a total of 11
bus running under voltage. In this case, the operating mode of the network is more
reliable in operating condition than the present one, but still some criticality is present.

Fig. 9 Voltage comparison of critical buses after adding the 10 MW load in the central division
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5.2.2 Case 2 (with 10 MW Load)

Table 5 illustrates all the bus those are in critical condition. Buses in Nadarivatu,
Deuba, Hibiscus Park, Komo Park, Korolevu, Nausori, Sawani, Suva, Tavua,
Vatukaula, Vatuwaqa, Waileketu and Rarawai substations experienced critical
situation.

From Table 12 in Appendix and Fig. 11, it can be noted that when a 10 MW
load is added in the east division with the new connection in place, it reduces the
number of critical buses by four in comparison to the situation of the current
network after adding the same amount of load. The four buses are now well within
limits. Stabilizing those buses will vastly improve the stability of the network.
Another notable change is the ratio of all the critical buses with respect to all buses:
it shows a reduction of the chances of faults in the network.

Table 4 Critical bus in substations after adding a new transmission line between Deuba and
Korolevu without the new load of 10 MW in east

Group Substation Fig. Critical bus

Central Nadarivatu Fig. 3a Bus 20

Wailoa Fig. 3b Bus 5

West Rarawai Fig. 5b Bus 38

Tavua Fig. 5c Bus 66, Bus 68

Vatukaula Fig. 5d Bus 50, Bus 52

East Komo Park Fig. 6e Bus 121

Fig. 10 Voltage comparison of critical buses in the current network with the interconnection
between Deuba and Korolevu in place
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Table 5 Critical bus in substations after adding a new transmission line between Deuba and
Korolevu with a new load of 10 MW in east

Group Substation Fig. Critical bus

Central Nadarivatu Fig. 3a Bus 20

North Korolevu Fig. 4b Bus 69

West Rarawai Fig. 5b Bus 38

Tavua Fig. 5c Bus 66, Bus 68

Vatukaula Fig. 5d Bus 50, Bus 52

East Deuba Fig. 6b Bus 133, Bus 128

Hibiscus Park Fig. 6c Bus 115, Bus 116, Bus 117

Komo Park Fig. 6e Bus 120, Bus 121

Nausori Fig. 6f Bus 127, Bus 132, Bus 140

Sawani Fig. 6h Bus 105, Bus 106

Suva Fig. 6i Bus 111, Bus 112, Bus 113, Bus 126

Vatuwaqa Fig. 6j Bus 103

Waileketu Fig. 6k Bus 124, Bus 125

Fig. 11 Voltage comparison of critical buses in the current network with the interconnection
between Deuba and Korolevu in place and a load of 10 MW added in east
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5.3 Case 3

Case 3 is considered; adding a new transmission connection between Deuba and
Korolevu and a second transmission network connection from Tavua to Nadarivatu
and testing with and without the new load and discussed below.

5.3.1 Without 10 MW Load

Table 6 illustrates all the bus those are in critical condition. Buses in Nadarivatu,
Komo Park, Waileketu and Wailoa Substations experienced critical situation.

Figure 12 illustrates that Bus 5, Bus 121, Bus 125, and Bus 20 are now oper-
ating at 135.23, 10.76, 10.78, and 0.43 kV, respectively. Table 13 in the Appendix
also represents this data.

After making the two connections a noticeable improvement is seen in the bus
stability. Now only 4 buses are critical, of which two buses are generation buses,
two are load buses, and technically only the two load buses are unreliable. Even
these critical buses are operating at almost stable region of % operation. This shows
that making these two connections in the network will help greatly in improving the
reliability of the network. This will allow the network to be able to support new
loads without necessitating an increase in the generation.

5.3.2 With 10 MW Load

Table 7 illustrates all the bus those are in critical condition. Buses in Nadarivatu,
Deuba, Hibiscus Park, Komo Park, Korolevu, Nausori, Sawani, Suva, Vatuwaqa,
and Waileketu Substations experienced critical situation.

Table 14 in Appendix shows that 22 Bus are critical when 10 MW Load is
added to the newly Interconnected Network and is also illustrated in Fig. 13. Earlier
in case 1 29 buses were in critical region. Through the introduction of the new
connections a greater amount of reliable buses can be achieved and it is evident
from the statistics. A total of 6 bus fall into the reliable range.

Table 6 Critical bus in substations after adding a new transmission connection between Deuba
and Korolevu and a second transmission network connection from Tavua to Nadarivatu

Group Substation Fig. Critical bus

Central Nadarivatu Fig. 3a Bus 20

Wailoa Fig. 3b Bus 5

East Komo Park Fig. 6e Bus 121

Waileketu Fig. 6k Bus 125

276 S.S. Chand et al.



In comparison to the earlier interconnections without load, the number of critical
buses have increased. This change is obvious because an increase in load will
always deteriorate the bus voltages and in the case of increased load it will always

Table 7 Critical bus in substations after adding a new transmission connection between Deuba
and Korolevu and a second transmission network from Tavua to Nadarivatu with a new load of
10 MW in east

Group Substation Fig. Bus present

Central Nadarivatu Fig. 3a Bus 20

North Korolevu Fig. 4b Bus 69

East Deuba Fig. 6b Bus 133, Bus 128

Hibiscus Park Fig. 6c Bus 115, Bus 116, Bus 117

Komo Park Fig. 6e Bus 120, Bus 121

Nausori Fig. 6f Bus 127, Bus 132, Bus 140

Sawani Fig. 6h Bus 105, Bus 106, Bus 122

Suva Fig. 6i Bus 111, Bus 112, Bus 113, Bus 126

Vatuwaqa Fig. 6j Bus 103

Waileketu Fig. 6k Bus 124, Bus 125

Fig. 12 Voltage comparison of critical buses in the current network with the interconnection
between Deuba and Korolevu in place and a second transmission network connection from Tavua
to Nadarivatu
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drop. When a 10 MW load was introduced in the present network a total of 29 bus
are turned critical, while in this case only 22 bus experience critical situation.

5.4 Case 4 (Fault Analysis) Introducing a Three Phase
Fault at Vuda 33 kV Substation in the Current Network

Vuda station has been chosen as the location of the fault, since there is a three-way
junction at Vuda, making this bus critical and when this fault occurs, a number of
substations and loads go offline, making the situation very critical for the grid.
These substations include Rarawai, Vatukaula, Tavua, Sigatoka, Waqadra,
Natadola, Qeleloa, and Korolevu as illustrated in Fig. 14. The only source left to
support these loads is the Butoni wind farm, which is not sufficient at all for its low
power rating. However, the other half of the network remains still intact, which
includes the east division.

From Table 15 in Appendix, it can be noted that the total load decreases to
126.35 MW from 142.53 MW compared to current network Load. Another notable

Fig. 13 Voltage comparison of critical buses in the current network with the interconnection
between Deuba and Korolevu in place and a second transmission network connection from Tavua
to Nadarivatu with a new load of 10 MW in east

278 S.S. Chand et al.



F
ig
.
14

Sc
he
m
at
ic

of
FE

A
tr
an
sm

is
si
on

gr
id

ne
tw
or
k
af
te
r
th
e
in
tr
od

uc
tio

n
of

fa
ul
t
at

V
ud

a

Identifying Energy Trends in Fiji Islands 279



F
ig
.
15

Sc
he
m
at
ic

of
FE

A
tr
an
sm

is
si
on

gr
id

ne
tw
or
k
af
te
r
ad
di
ng

a
ne
w

tr
an
sm

is
si
on

co
nn

ec
tio

n
be
tw
ee
n
D
eu
ba

an
d
K
or
ol
ev
u
an
d
a
se
co
nd

tr
an
sm

is
si
on

ne
tw
or
k
co
nn

ec
tio

n
fr
om

T
av
ua

to
N
ad
ar
iv
at
u
an
d
th
en

in
tr
od

uc
in
g
a
of

fa
ul
t
at

V
ud

a

280 S.S. Chand et al.



change is the generation, which drops down to 176.06 MW from 217.42 MW
compared to current network generation.

5.5 Case 5 (Fault Analysis) Occurrence of a Fault at Vuda
33 kV Substation in the Network with the Two New
Transmission Connections Are Incorporated

Figure 15 illustrates that only Vuda area gets affected and the rest of the network
remains online. Vuda is around 8% of the total load. This will be very convenient
for the restoration of the power, as the fault impacts a small area, with resulting
reduction of restoration costs and time.

From Table 16 in Appendix, it can be noted that the total demand increases to
141.81 MW from 126.35 MW compared to Case 4 which was the Introduction of
three phase fault at Vuda 33 kV substation in the current network. Another notable
change is the generation, which goes up to 197.43 MW from 176.06 MW com-
pared to Case 4.

5.6 Case 6

Adding a new renewable source of 12 MW of RES (Wind 6 MW, Solar 2 MW,
and Biomass 4 MW), generation units at Rarawai and incorporating it with the
network scenario analyzed here as considering case 3.

This scenario is introduced to test if addition of a new RES can further improve
the reliability of the system [6]. No additional loads are added in this scenario.
Figures 16 and 17 illustrate that Buses in Nadarivatu and Wailoa are in critical
condition.

Table 17 in Appendix, shows a total of two buses still remains critical: these are
generation buses and are in over voltage condition. It can be concluded from this

Fig. 16 Backup generation
at Nadarivatu
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scenario that, by adding the new RES, the total system becomes more reliable and it
can sustain the present loads without running the risk of encountering faults due to
sudden load increase. It also shows that Rarawai is a suitable location for intro-
ducing a new RES generation unit and that it is not necessary to add it in the eastern
division to make buses more reliable.

6 Conclusions

In this chapter, the FEA’s transmission network in Fiji is studied in steady state to
understand its weakness and some possible solutions are proposed to increase its
reliability, in particular to allow the introduction of new loads without the network
getting over stressed or becoming vulnerable to faults.

To determine the impact of new loads, different scenarios have been assumed
and tested. Tests were also carried out by adding new RES. Further tests have been
carried out with some new proposed transmission network connections. The new
connections increase the reliability of the network, make it less vulnerable to faults
and blackouts, and gives some added generations boost to support new loads
without having to increase generation.

In this respect, some fault testing with different scenarios has also been carried
out. Comparing different scenarios shows that if a fault occurs at a substation in
Nadi, where there is a three-way junction, more than 50% of the network would
collapse in the present network. To overcome this weak point two new transmission
network connections have been proposed whereby the effects of the fault would
impact the local grid only with reduction of restoration costs.

Fig. 17 Wailoa 132 kV
substation
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A number of other scenarios have also been presented and discussed to under-
stand the situation of the present transmission network. The most reliable scenario
found is in case 3 where the two connections in the transmission network are
proposed: with these connections, the whole network becomes more interconnected
with resulting increase of the short-circuit ratio and therefore of its stiffness. The
feasibility of this scenario is also clearly shown with comparison to the current
scenario: resulting in a significant improvement in the number of reliable buses.
This enables 87% of the buses to remain within voltage limits.

Appendix

Tables 8, 9, 10, 11, 12, 13, 14, 15, 16 and 17.

Table 9 Bus ratings after running load flow on the current network (extracted from ETAP report)

Device ID Condition Rating (kV) Operating (kV) % operating

Bus 5 Over voltage 132 135.36 102.5

Bus 68 Under voltage 33 32 97

Bus 52 Under voltage 33 32.01 97

Bus 163 Under voltage 33 32.26 97.8

Bus 34 Under voltage 33 32.26 97.8

Bus 69 Under voltage 11 10.77 97.9

Bus 50 Under voltage 11 10.65 96.8

Bus 66 Under voltage 11 10.64 96.7

Bus 38 Under voltage 11 10.74 97.6

Bus 121 Under voltage 11 10.78 98

Bus 20 Over voltage 0.42 0.43 103.1

Table 8 Summary of total generation, loading and demand for the current grid network (extracted
from KEMA and FEA reports)

MW Mvar MVA % PF

Source (swing buses) −74.886 12.233 75.879 98.69 Leading

Source (non-swing buses) 217.426 18.37 218.2 97.87 Lagging

Total demand 142.539 30.603 145.788 97.77 Lagging

Total load 137.788 22.504 139.614 98.69 Lagging
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Table 10 Bus ratings after adding 10 MW load to the current grid network (extracted from ETAP
report)

Device ID Condition Rating (kV) Operating (kV) % operating

Bus 68 Under voltage 33 32 97

Bus 52 Under voltage 33 32.01 97

Bus 34 Under voltage 33 32.26 97.8

Bus 163 Under voltage 33 32.26 97.8

Bus 105 Under voltage 33 32.2 97.6

Bus 122 Under voltage 33 32.2 97.6

Bus 127 Under voltage 33 32.16 97.4

Bus 126 Under voltage 33 32.24 97.7

Bus 111 Under voltage 33 32.24 97.7

Bus 115 Under voltage 33 32.24 97.7

Bus 132 Under voltage 33 32.16 97.4

Bus 116 Under voltage 33 32.24 97.7

Bus 120 Under voltage 33 32.27 97.8

Bus 124 Under voltage 33 32.17 97.5

Bus 133 Under voltage 33 32.16 97.5

Bus 66 Under voltage 11 10.64 96.7

Bus 50 Under voltage 11 10.65 96.8

Bus 38 Under voltage 11 10.74 97.6

Bus 106 Under voltage 11 10.64 96.7

Bus 103 Under voltage 11 10.7 97.2

Bus 140 Under voltage 11 10.65 96.9

Bus 113 Under voltage 11 10.58 96.2

Bus 117 Under voltage 11 10.65 96.8

Bus 121 Under voltage 11 10.59 96.2

Bus 125 Under voltage 11 10.6 96.4

Bus 128 Under voltage 11 10.63 96.6

Bus 69 Under voltage 11 10.77 97.9

Bus 112 Under voltage 6.6 6.42 97.3

Bus 20 Over voltage 0.42 0.43 102.6

Table 11 Bus ratings after making the connection between Deuba and Korolevu without new
load (extracted from ETAP report)

Device ID Condition Rating (kV) Operating (kV) % operating

Bus 5 Over voltage 132 135.31 102.5

Bus 68 Under voltage 33 32.09 97.3

Bus 52 Under voltage 33 32.1 97.3

Bus 66 Under voltage 11 10.67 97

Bus 50 Under voltage 11 10.68 97.1

Bus 38 Under voltage 11 10.77 97.9

Bus 121 Under voltage 11 10.76 97.8

Bus 20 Over voltage 0.42 0.43 103.1
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Table 12 Bus ratings after making the connection between Deuba and Korolevu with new load
(extracted from ETAP report)

Device ID Condition Rating (kV) Operating (kV) % operating

Bus 68 Under voltage 33 32.09 97.2

Bus 52 Under voltage 33 32.09 97.3

Bus 105 Under voltage 33 32.19 97.5

Bus 132 Under voltage 33 32.14 97.4

Bus 127 Under voltage 33 32.14 97.4

Bus 126 Under voltage 33 32.22 97.6

Bus 111 Under voltage 33 32.22 97.6

Bus 115 Under voltage 33 32.22 97.6

Bus 116 Under voltage 33 32.22 97.6

Bus 120 Under voltage 33 32.25 97.7

Bus 124 Under voltage 33 32.16 97.5

Bus 133 Under voltage 33 32.16 97.5

Bus 66 Under voltage 11 10.67 97

Bus 50 Under voltage 11 10.68 97.1

Bus 38 Under voltage 11 10.77 97.9

Bus 69 Under voltage 11 10.67 97

Bus 128 Under voltage 11 10.63 96.6

Bus 125 Under voltage 11 10.6 96.4

Bus 121 Under voltage 11 10.58 96.2

Bus 117 Under voltage 11 10.65 96.8

Bus 113 Under voltage 11 10.57 96.1

Bus 140 Under voltage 11 10.65 96.8

Bus 106 Under voltage 11 10.63 96.6

Bus 103 Under voltage 11 10.69 97.2

Bus 112 Under voltage 6.6 6.42 97.3

Bus 20 Over voltage 0.42 0.43 102.6

Table 13 Bus ratings after making the connection between Deuba, Korolevu, and Tavua to
Nadarivatu without new load (extracted from ETAP report)

Device ID Condition Rating (kV) Operating (kV) % operating

Bus 5 Over voltage 132 135.23 102.4

Bus 121 Under voltage 11 10.76 97.8

Bus 125 Under voltage 11 10.78 98

Bus 20 Over voltage 0.42 0.43 103
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Table 14 Bus ratings after making the connection between Deuba, Korolevu, and Tavua to
Nadarivatu with load (extracted from ETAP report)

Device ID Condition Rating (kV) Operating (kV) % operating

Bus 126 Under voltage 33 32.21 97.6

Bus 133 Under voltage 33 32.14 97.4

Bus 124 Under voltage 33 32.15 97.4

Bus 120 Under voltage 33 32.24 97.7

Bus 115 Under voltage 33 32.21 97.6

Bus 116 Under voltage 33 32.21 97.6

Bus 111 Under voltage 33 32.21 97.6

Bus 127 Under voltage 33 32.12 97.3

Bus 132 Under voltage 33 32.12 97.3

Bus 105 Under voltage 33 32.17 97.5

Bus 122 Under voltage 33 32.17 97.5

Bus 113 Under voltage 11 10.57 96.1

Bus 140 Under voltage 11 10.64 96.8

Bus 106 Under voltage 11 10.63 96.6

Bus 103 Under voltage 11 10.69 97.2

Bus 69 Under voltage 11 10.66 96.9

Bus 128 Under voltage 11 10.62 96.6

Bus 125 Under voltage 11 10.6 96.3

Bus 121 Under voltage 11 10.58 96.1

Bus 117 Under voltage 11 10.64 96.7

Bus 112 Under voltage 6.6 6.42 96.1

Bus 20 Over voltage 0.42 0.43 102.5

Table 15 Summary of total generation, loading, and demand

MW Mvar MV % PF

Source (swing buses) −49.71 9.98 50.7 98.04 Leading

Source (non-swing buses) 176.06 17.01 176.89 99.54 Lagging

Total demand 126.35 26.99 129.21 97.79 Lagging

Total static load 122.59 22.49 124.64 98.36 Lagging

Table 16 Summary of total generation, loading and demand

MW Mvar MV % PF

Source (swing buses) −55.61 17.33 58.25 95.47 Leading

Source (non-swing buses) 197.43 14.37 197.94 99.74 Lagging

Total demand 141.81 31.7 145.31 97.59 Lagging

Total static load 135.82 22.14 137.62 98.7 Lagging
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Energy Grid Management, Optimization
and Economic Analysis of Microgrid

Vipin Das, P. Karuppanan, V. Karthikeyan, S. Rajasekar
and Asheesh Kumar Singh

Abstract This chapter proposes a non-dominated sorting genetic algorithm
(NSGAII) for the multi-objective optimal operation management (MOOM) for
distributed microgrid. The main objective of the MOOM is to maximize the safe
instantaneous system load, and minimizing the pollutant emission produced by the
generating sources. Particle swarm optimization (PSO), genetic algorithm (GA) and
NSGAII artificial intelligence techniques are studied and optimized for microgrid.
The NSGAII control algorithm projected to maintain the grid voltage and angle
stability within the IEEE standards while increased penetration. To construct the
microgrid structure, the renewable energy sources such as wind energy, solid oxide
fuel cells (SOFC) and solar photo-voltaic (SPV) are considered. The robust
NSGAII based optimization algorithm continuously monitors the grid conditions
and regulates grid parameters for maximizing the instantaneous safe bus loading.
Power system stability indices such as fast voltage stability indices (FVSI), line
stability indices (LSI) and line stability factor (LQP).
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1 Introduction

The advancement in technology, economic and environmental factor influences the
electrical power generation, transmission and distribution to change to new sce-
narios such as microgrid concept. The existing centralized vertical power system
structure is actively shifting to distributed structure. In this distributed power system
structure, the customer is getting more freedom to choose the distribution compa-
nies [1–4]. Figure 1 depicts the typical structure of a centralized and vertical power
system.

Microgrid is one of the key advancements in the power system industry. It is
basically a dynamic distribution system by combining different DG networks and
distinctive loads at distribution voltage level. The sources utilized in the microgrid
are normally renewable/non-conventional [5–7]. Power electronics converers are
the one of integral part of microgrid [8–10]. Figure 2 shows the typical structure of
a microgrid equipped with different sources and security arrangements. In order to
improve the reliability and security of the microgrid in the combatting power
industry, need to implement highly reliable energy management system (EMS) [11–
13]. Real time optimization is incorporated with the microgrid to ensure the optimal
utilization of available DGs [14–18].
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The microgrid operation has been classified as islanded and grid connected. In
grid connected mode of operation, the microgrid is connected to the main grid
through a point of common coupling (PCC). Depending on the power exchange
through the PCC, the grid connected mode can be divided into two viz power
matched and power mismatched operation. In power matched operation, the power
exchange through the PCC will be zero. This is most favourable economic oper-
ation of the microgrid. In power mismatched operation, the microgrid exchanges
power with the distribution network. In islanded mode, the microgrid will operate
as an isolated system and it will satisfy its own load requirements from the available
DGs.

The islanded mode is most suitable for remote locations [19–22]. The same
microgrid can be operated in grid connected or islanded mode depending on the
command from the central control system [23–25]. Figure 3 shows the transfer
between these two operating mode. When the microgrid is not in operation, it can
be converted to grid connected mode by grid connection control or it can work as
islanded mode by grid disconnection control. The microgrid can be shutdown at
any time using shutdown control for maintenance purposes. The proposed NSGAII
controller facilitates transfer operation between the two modes. In grid connected
mode the NSGAII measure the power mismatch through the PCC and based on the
power mismatch the controller absorb/deliver power to/from the main grid. In case
of any emergency condition at the main grid the NSGAII controller sent a control
signal for disconnecting the microgrid from the main grid to the control centre. The
proposed controller enables the shutdown signal also for scheduled maintenance of
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the microgrid. The NSGAII optimization technique is illustrated in Sect. 3 for
microgrid optimization. The MOOM based microgrid management system is
intended to maximize the power penetration from the SOFC. The line flows across
distribution network and voltage profile at each bus are tested for the stability
analysis.

2 Microgrid Energy Management and Monitoring

The monitoring and management of microgrid serves the observation and utiliza-
tion of microgrid efficiently. The typical functional architecture of EMS and
monitoring software for microgrid is shown in Fig. 4. The monitored data from the
DGs, energy storage (ES) and loads is used for analysis and data manipulation
purposes. The grid management system is controls the entire grid to ensure the
stability and economic operation. The grid management and monitoring system are
working together to make the microgrid flexible. Therefore, it is the brain of the
microgrid control structure [26–30].
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2.1 Microgrid Monitoring

The function of microgrid monitoring system is to collect the data from the remote
station and display the collected data on the screen situated at the centralized control
centre [31–35]. The main purposes of the monitoring system are listed below,

• Real time monitoring and visualization of supervisory control, distributed
generation and the data acquisition system.

• Service management monitoring such as power forecasting, energy storage
system and tie line power.

• Optimized dispatch of energy available.

The power flow regulation by the monitoring system depends on the system
operation constraints and the energy balance constraints [36–40]. A typical moni-
toring system consists of PV monitoring system, wind monitoring system and micro
turbine monitoring system to monitor the different DG in included in the system
[41–46].

2.1.1 PV Monitoring System

The PV monitoring system provides operation information of the PV module. The
data provided by the PV monitoring system can be used for comprehensive
statistics, analysis and control of PV system. This monitoring system delivers the
following functions.

i. Real time monitoring and display of solar PV characteristics, solar power,
daily power and total power profile on hourly basis.

ii. Display the inverter parameters such as DC link voltage, DC link power, AC
voltage, power and frequency, power factor, total power and instantaneous
power.

iii. Monitor the inverter operation and provide alarm indication in case of any
component failure.

iv. Control the start and stop of inverter to optimize the power delivery.

2.1.2 Wind Power Monitoring System

Wind power monitoring system monitors the wind power sources connected to the
microgrid and provide the data for analysis, efficient control and utilization of wind
power sources. The wind power monitoring system mainly intended to fulfill the
following functions.
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i. Monitor the power generation from the wind power generation station in real
time. The power monitoring system displays the total power generated, con-
sumed from the wind power sources, daily power profile and hourly power
generation profile.

ii. Observe the wind turbine generator and collect both electrical and mechanical
data. The monitoring system displays the AC voltage, frequency, power factor,
temperature, speed of turbine and generator for analysis purposes.

iii. Monitor and display the wind speed profile, pitch angle, turbine speed for the
efficient operation of Maximum Power Point Tracking (MPPT) controller.

iv. Adjust the power flow and control the start and stop of inverters.

2.1.3 Micro Turbine Monitoring

The operation of micro turbine is monitored in real time and provides alarm indi-
cation for any emergency. The data available from the monitoring system can be
used for efficient control of the micro turbine based power system by accurate
analysis and manipulation of the data. The main functions of the micro turbine
monitoring system are as follows.

i. Monitor the major operational data like speed, gas flows, temperature, valve
pressures and display these monitored data on the screen for comprehensive
statistics and analysis.

ii. Monitor and display the voltage, frequency, power and power factor to ensure
the efficient operation of the micro turbine.

iii. Adjust the operational parameter for optimal utilization.

Similar to this manner all the distributed generation sources connected to the
microgrid is monitored by the respective monitoring system. Based on these
monitored and displayed data, the energy management algorithm controls the
operation of the whole DGs in a coordinated manner.

2.1.4 ES Monitoring System

The objective of ES monitoring system is to monitor the energy storage system
connected to the microgrid. The data collected by the monitoring system is utilized
for the economical and optimal energy storage system management. The main
functions handled by the ES monitoring systems are as follows.

i. Monitoring and displaying the charge level, energy that can be charged,
current discharge power, total charge stored and total energy discharged in real
time fashion.
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ii. Communication and protection of the DC-DC bidirectional converter and
charge controller by observing the DC voltage level, load condition and
generation conditions located at remote locations.

iii. Remote control of battery charging and discharging.

2.1.5 Load Monitoring

Load monitoring is one of the major functions handled by the microgrid monitoring
system. The entire operation and management of the microgrid depends on the
nature of load that connected to the microgrid. The load monitoring system pro-
vides the loading information for comprehensive statistics, analysis and efficient
load generation balancing. The main function of load monitoring system is as
follows.

i. Monitor the types of load, power consumption, real and reactive power, load
voltage and current.

ii. Recording the loading conditions in hourly manner.
iii. Provide warning alarm indication in case of overload, frequency mismatch.

2.2 Microgrid Management

Microgrid management is meant to maintain the operation stability and security of
the microgrid. Figure 5 shows the functional block diagram of a microgrid EMS
system. The management system improves the efficiency of the system by efficient
DG forecasting, load forecasting and energy storage (ES) forecasting. The energy
management system (EMS) uses historical as well as real-time data to forecast the
DG, ES and loads [47–49].
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2.2.1 Forecasting

The data forecasted by the forecasting system is used for the optimization purpose
by the control system; therefore accuracy of forecasting is crucial. The EMS uses
historical and real-time environmental operational data for accurate forecasting of
DG, ES and loads. Forecasting is one of the challenging problems in microgrid
EMS due to the unpredictable nature of DGs (PV and wind) and temporal uncer-
tainties in controllable loads (Electric vehicles). The forecasting system can be
divided into DG forecasting, and load forecasting.

DG forecasting is necessary in microgrid management in order to run the
microgrid economically as well as eco-friendly. In general, the DG forecasting is
intended to predict short term and super short term output of a DG on the basis of
optimized energy dispatch. Objective of the DG forecasting is to maximize the
utilization of all the DGs connected to the microgrid. In earlier days statistical
methods are used to forecast the DG output based on the trend analysis depending
on the historical data. Now statistical method is replaced by the soft computing
technics like, Fuzzy logic controller, PSO, NSGAII, etc.…

Load forecast is to predict the future load demand, so that the operators can
predict the operation status of the network. It is a remarkable for the measure of
future operation of electrical microgrid network. Forecasting load plays a major part
in control, operation, and planning of the microgrid. Therefore, enhancing the
forecast accuracy can play a crucial role in higher security and a superior economy
operation of the microgrid. The load forecasting methods can be classified as tra-
ditional methods like regression analysis, sequential analysis and modern methods
like expert system theory, neural network theory, wavelet analysis, gray system
theory, fuzzy theory and combinational method.

2.2.2 Data Analysis

The characteristics of the DGs, loads, and cost effectiveness of the market data
should be analysed, which is utilized to adjust the forecast and the optimization
models for better performances. It is also useful for the microgrid operator to design
control policies for new applications.

2.2.3 Human Machine Interface (HMI)

HMI is a PC-based program for on-demand monitoring and collect system infor-
mation through microgrid communication network. This program should be cap-
able of visualizing and archiving the collected data and receiving commands and
additional information from operators. Some DGs need operator manual interpo-
lations for starting. In this case, the command of supervisory controller should be
transferred ahead of time to the HMI to inform operators to manually start the
selected DG at the right time. In addition, the operator should be capable of
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commanding supervisory controller through HMI to exclude a DG from the
microgrid control system for maintenance or include the maintained DG. Another
important role of enhanced HMI is in the case of failure of supervisory controller or
any special operation. In this case, HMI is used to control the system manually by
operator commands.

3 Optimization Techniques in Microgrid

Optimization is meant by solving a problem by mathematical modelling with hard
limitations or constraints, generalization and/or simplifications. After modelling, the
problem will be solved using arithmetical tools to realize the solution for the
problems [50–52]. Optimization is one of the major parts of the EMS; it optimizes
the power and economically dispatches the power available from the DGs among
the loads connected. Different optimization is performed by the EMS depending on
the applications (power management, EV charging and vehicle to grid). The opti-
mization is designed as nonlinear objective functions for different applications.
From the optimization point of view, these optimization techniques are broadly
classified into three categories [53]. The chapter is focused on mainly GA, PSO and
NSGAII optimization techniques for microgrid applications with MATLAB®

illustration. These Artificial intelligence based optimization techniques are inspired
by the biological phenomenon. These techniques are introduced to the power
system optimization area to reduce the complexity that is faced by the conventional
techniques. AI techniques optimize the objective function with respect to equality
and inequality constraints. Depending on the number of objective functions, AI
optimization techniques are classified into single objective and multi objective
optimization techniques [54–56].

3.1 Particle Swarm Optimization (PSO)

The PSO is a population based evolutionary computation technique developed by
Eberhart and Kennedy in 1995 [57]. It is based on the ideas of social behavior of
organisms such as animal flocking and fish schooling. Yoshida et al., proposed a
particle swarm optimization (PSO) for reactive power and voltage/var control
(VVC) considering voltage security assessment [58–60]. It determines an on-line
VVC strategy with continuous and discrete control variables such as AVR oper-
ating values of generators, tap positions of OLTC of transformers and the number
of reactive power compensation equipment. Park et al. (2005) suggested a modified
particle swarm optimization (MPSO) for economic dispatch with non-smooth cost
functions [61]. A position adjustment strategy is proposed to provide the solutions
satisfying the inequality constraints. The equality constraint is resolved by reducing
the dynamic search space. The results obtained from the proposed method are
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compared with those obtained by GA, tabu search (TS), evolutionary programming
(EP), and numerical methods. It has shown superiority to the conventional methods.
Wang et al. presented a modified particle swarm optimization (MPSO) algorithm to
solve economic dispatch problem. In this approach, particles not only studies from
itself and the best one but also from other individuals [62]. By this enhanced study
behavior, the opportunity to find the global optimum is increased and the influence
of the initial position of the particles is decreased. The particle also adjusts its
velocity according to two extremes. One is the best position of its own and the other
is not always the best one of the group, but selected randomly from the
group. Vlachogiannis and Lee formulated the multi-objective optimization problem
by considering generators power flow contribution in transmission line and cal-
culates using a parallel vector evaluated particle swarm optimization (VEPSO)
algorithm. VEPSO accounts for nonlinear characteristics of the generators and
lines. The contributions of generators are modeled as positions of agents in swarms.
Generator constraints such as prohibited operating zones and line thermal limits are
considered. It can obtain precise solutions compared to analytical methods [63].

PSO has its essence in social psychology, artificial life, as well as in computer
science and engineering. In PSO, the population is termed as “swarm” and the
individual in the swarm is termed as “particle”. Each particle is represented by its
position, and velocity in n-dimensional search space. The particles fly through the
problem hyperspace with some given initial velocities. In each iteration process, the
particles’ velocities are stochastically adjusted in consideration of the historical best
position of the particles. Thus, the movement of each particle naturally results to an
optimal or near-optimal solution. The particle has memory, and every particle keeps
track of its previous finest position and the comparable fitness value. The fitness
value is also stored and this value is termed as Pbest. When a particle captures all the
population as its topological neighbors, the best value is a global best and is termed
as Gbest. After determining the two best values, both velocity and positions of the
particle are updated according to Eqs. (1) and (2). Figure 6 shows the basic
flowchart of the PSO technique [64–69]. Figures 6 and 7 shows the basic
MATLAB® implementation of PSO algorithm used for wind power maximization
technique in microgrid (Fig. 8).

Vi
kþ 1 ¼ Vi

k þC1R1 Pbest � Xi
k

� �þC2R2 Gbest � Xi
k

� � ð1Þ

Xi
kþ 1 ¼ Xi

k þVi
kþ 1 ð2Þ

3.2 Genetic Algorithm (GA)

A genetic algorithm (GA) is a search and enhancement strategy which works by
imitating the evolutionary standards and chromosomal handling in common
hereditary qualities. GA starts its search in a random manner as a rule coded in
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double strings. Each iteration is relegated a fitness which is straightforwardly
identified with the target dimensions of the search. From there on, the number of
inhabitants in arrangements is altered to another population by applying three
operators like to normal hereditary operator reproduction, crossover, and mutation.
It works iteratively by progressively applying these three operators in every gen-
eration till an end paradigm is fulfilled. GAs has been effectively applied to various
optimization problems due to their straightforwardness and global approach.
(Fig. 9)
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(i) Basic Concepts and working principle

The GA is an iterative technique and works with a self-contained arrangement in
iteration. GA works with various solutions (known as population) in the every
iteration. A flowchart of the working standard of a basic GA is depicted in Fig. 10.
Without any knowledge of the problem, GA starts its search from a random pop-
ulation of solutions. If a termination criterion is not satisfied, three different oper-
ators—reproduction, crossover and mutation—are applied to update the population
of strings. One iteration of these three operators is known as a generation in the case
GAs. Since the representation of a solution in a GA is like a characteristic chro-
mosome and GA operators are like genetic operators, the above method is known as
a GA. Figure 11 shows the basic working principle and steps involved in GA.
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(ii) Various Steps involved in GA Procedure

The various steps that are included in the GA process are representation,
reproduction, crossover and mutation [70–74].
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(a) Representation

The first step in the GA is the represent the codes in the form of binary string as
given in the example below.

11010|fflffl{zfflffl}
x1

1001001|fflfflfflfflffl{zfflfflfflfflffl}
x2

010|{z}
x3

. . . 0010|ffl{zffl}
xN

ð3Þ

The ith problem variable is coded in a binary substring of length li, the total
number of alternatives allowed in that variable is 2li . The lower bound solution xi

min

is represented by solution (0, 0, 0 … 0) and the upper bound solution xi
max is

represented by the solution (1, 1, 1 … 1). The other substring si decodes to a
solution xi as follows:

xi ¼ xmin
i þ xmax

i � xmin
i

2li � 1
DVðsiÞ ð4Þ

where, DV (si) is the decoded value of string si. The decoded value of the binary
substring s � ðsl�1sl�2. . .s2s1s0Þ is calculated by

Pl�1
j¼0 2

j, where sj 2 0; 1f g. The
length of substring is usually decided by precision needed in a variable. For
example if three decimal places of accuracy are needed in the ith variable, total
number of alternatives in the variable must be set equal to 2li and li can be computed
as follows:

li ¼ log2
xmax
i � xmin

i

ei

� �
ð5Þ
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Parrent 1 0 0
Parrent 1

Parrent 2

0 0

1 1

Parrent 1 0 0

Parrent 2 1 1

0 0 0 1 1 1

1 1 1 0 0 0

�����
����� Child 1

Child 2
0 0 0 0 0 ! 0 0 1 0 0
Parrent 2 1 1

ð6Þ

Here, the parameter ei is desired precision in ith variable. The total string length
of a N variable solution is then l ¼ PN

i¼1 li. In the population of, 1 bit strings are
made indiscriminately (at each of positions, there is an equivalent likelihood of
making a 0 or 1). Once such string is made, the principal li bits can be extricated
from the complete string and relating estimation of the variable xi can be figured
utilizing Eq. 4 and utilizing the lowerpicked and maximum breaking points of
variable x1. This procedure is preceded until all N-variables are gotten from com-
plete string. Consequently, a 1-bit string speaks to a complete arrangement indi-
cating all N variables particularly. Once these qualities are known, the objective
function f(x1, x2, xN), can be registered.

In a GA, every string made either in the initial population or in the resulting
generation must be allotted a fitness value which is identified with objective
function value. For maximization problems, a string’s fitness can be equivalent to
string’s objective function value. In minimization problem, the objective is to
discover an answer having least objective function value. In this way, the fitness can
be figured as the negative of the goal work with comparable objective function
value get larger fitness.

There are number of advantages for utilizing a string representation to code
variables. In the first place, this permits a protecting between working of GA and
actual problem. The same GA code can be utilized for various problems by just
changing meaning of coding a string. This permits a GA to have broad pertinence.
Second, a GA can exploit the likenesses in string coding to make its search quicker,
a matter which is vital in working of a GA.

(b) Reproduction

Reproduction (or selection) is typically the principal operator connected to a
population. Reproduction chooses best strings in a population and structures a
mating pool. The crucial thought is that above-normal strings are picked from the
present population and copies of them are embedded in the mating pool. The
normally utilized reproduction operator is the proportionate determination operator,
where a string in the present population is chosen with likelihood relative to the
string’s fitness. That is the ith population is generated based on a probability
function fi. One approach to accomplish this proportionate choice is to utilize a
roulette-wheel with the boundary set apart for every string proportionate to the
string’s fitness.
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(c) Crossover

The crossover operator is an operator in GA which is applied next to the string in
the mating pool. In this operation two strings are selected from the mating pool
randomly and some portion of the strings will get exchanged to produce the new
offspring. In a single crossover operation each string will cut at arbitrary points and
right side of each string swaps each other as shown below:

Parrent 1 0 0
Parrent 2 1 1

���� 0 0 01 1 1
0 0
1 1

���� 1 1 10 0 0
Child 1
Child 2

ð7Þ

It is fascinating to note from the development that good substrings from either
parent string can be joined to frame better kid string if a fitting site is picked. Since
the information of a suitable site is normally not known, an arbitrary site is gen-
erally picked. In any case, understand that the decision of an arbitrary site does not
make this search operation irregular. With a random point the crossover on two 1—
bit parent strings, the search can just find at most 2(i − 1) distinctive strings in the
search space, while there are a sum of 2i strings in the search space. With an
arbitrary space, the kids strings delivered could conceivably have a blend of good
substrings from parent strings relying upon whether the intersection site falls in the
proper site or not. If great strings are made by crossover; there will be more
duplicates of them in the following mating pool produced by the generation
operation. If great strings are not made by crossover; they won’t get by past people
to come, since reproduction won’t choose poor strings for the following mating
pool. In a two-point crossover operation, two irregular locales are picked. This
thought can be reached out to make multi-point crossover operator and the

1010110010101 011100100010

1011001010011 010100101010

1010110010101

1011001010011

Randomly chosen cross over point

1st Parent genetic code

2nd  Parent genetic code

1st  offspring genetic code

2nd  offspring genetic code

 010100101010

011100100010

Situation after crossover

Fig. 12 Crossover mechanism of a genetic algorithm
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compelling of this augmentation is known as a uniform crossover operator. In a
uniform crossover for paired strings, every piece from either parent is chosen with a
probability of 0.5. The fundamental motivation behind the crossover operator is to
seek the parameter space. Other perspective is that the search should be performed
in an approach to safeguard the data put away in the parent string maximally, on the
grounds that these parent strings are occurrences of good strings chose utilizing the
reproduction operator. In the single-point crossover operator search is not broad,
but rather the most extreme data is saved from parent to offspring. In another ways,
in the uniform crossover, the search is exceptionally broad however least data is
saved amongst parent and offspring strings. On other hand the crossover probability
is utilized as a part of the population. In the event that a crossover probability of pc
is utilized then 100 pc % strings in the population are utilized as a part of the
crossover operation and 100(1 − pc) of the population are basically duplicated to
the new population. Figure 12 shows the crossover mechanism of a GA.

(d) Mutation

Crossover operator is fundamentally in charge of the search part of GA, even in
spite of the fact that the mutation operator is likewise utilized for this reason
sparingly. The mutation operator changes a1 to a0 and the other way around with a
little mutation probability pm:

0 0 0 0 0 ! 0 0 1 0 0 ð8Þ

In the above given example the third bit is changed from 0 to 1. This trans-
formation will affect in the new generation and the mutation operator is used to give
best fitness value for the newly generated offspring.

After reproduction, crossover and mutation are applied to entire population, one
generation of GA is finished. These three operators are basic and direct. The
reproduction operator chooses great strings and the crossover operator recombines
good substrings from two good strings together to ideally frame a superior sub-
string. The mutation operator adjusts a string locally to ideally make a superior
string. Despite the fact that none of these cases ensured and/or tried while making
another population strings, it is normal that if poor strings are made they will be
dispensed with by the reproduction operator in next generation to come and if good
strings are made, they will be stressed. To make a speedier meeting of a GA to real
problems, particular operator are frequently created and utilized, yet the above three
operators depict basic operations of a GA and encourage a relatively simpler
numerical treatment.

3.3 Non Dominated Sorting Genetic Algorithm II (NSGAII)

The major drawback of the PSO and GA explained in the previous sections are they
are applicable to only for single objective optimization problems. As we are
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considering the microgrid the optimization problem will be multi objective function
based. In this case the non-dominated sorting genetic algorithm ii (NSGAII) is the
suitable option [75].
Basic operation

Figure 13 shows the basic operation modes of the NSGAII. The population is
initialized randomly as in the case of GA. Once the population in initialized the
population is sorted in light of non-domination into every front. The primary front
being totally non-dominating set in the present population and the second front
being ruled by the individuals in the primary front just and the front goes so on.
Each individual in the every front are appointed rank (fitness) values or taking into
account front in which they belongs to. Individual in primary front are given a
fitness value of 1 and people in second are relegated fitness value as 2 and so on
[76].

A crowding distance also calculated for each individual in order to make the
iterative process fast. The crowding distance gives the idea about how far an
individual each other. The large average crowding distance is the best indication of
diversity of the search space. Based on the rank and the crowding distance the
parents are selected and from these parents the offspring are produced by crossover
and mutation. The newly generated population is again sorted on non-dominated
manner and best individuals will select from this sorting. The basic steps involved
in NSGAII is explained [77].

(i) Population Initialization

The population is initialized based on the problem range and constraints if any.

(ii) Non-Dominated sort

The second step is to sort the population initialized based on the rank for better
population by a non-dominated sorting method. The steps involved in
non-dominated sorting are described below:

Pt

Qt

Rt

F1

F2

F3

Non dominated 
sorting

Crowding
distance 
sorting

Selection
+

Crossover
+

Mutation

Rejected

Pt+1

Qt+1

Fig. 13 NSGAII operation modes
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• Initialize Sp = ф. This set of individuals that are being dominated by p.
• Initialize np = 0. The number of individuals that dominate p.
• for each individual q in P

– if p dominated q then
add q to the set Sp i.e. Sp = Sp[ {q}

– else if q dominates p then
increment the domination counter for p i.e. np = np + 1

• if np = 0 i.e. no individuals dominate p then p belongs to the first front; Set rank
of individual p to one i.e. prank = 1. Update the first front set by adding p to front
one i.e. F1 = F1 [ {p}

• This is carried out for all the individuals in main population P.
• Initialize the front counter to one. i = 1
• Following is carried out while the ith front is nonempty i.e. Fi 6¼ ф.

– Q = ∅. The set for storing the individuals for (i + 1)th front.
– for each individual p in front Fi

for each individual q in Sp (Sp is the set of individuals dominated by p)

• nq = nq − 1, decrement the domination count for individual q.
• If nq = 0 then none of the individuals in the subsequent fronts would

dominate q. Hence set qrank = i + 1. Update the set Q with individual
q i.e. Q = Q [ q.

– Increment the front counter by one.
– Now the set Q is the next front and hence Fi = Q.

(iii) Crowding Distance

Once the non-dominated sort is finished the crowding distance is allotted. Since
the individuals are chosen taking into account rank and crowding distance every
one of the people in the population are relegated a crowding distance value.
Crowding distance is relegated front wise and looking at the crowding distance
between two individuals in various fronts is meaningless. The crowing separation is
ascertained as below:

• For each front Fi, n is the number of individuals.

– Initialize the distance to be zero for all the individuals i.e. Fi (dj) = 0, where
j corresponds to the jth individual in front Fi.

– for each objective function m

Sort the individuals in front Fi based on objective m i.e. I = sort(Fi, m).
Assign infinite distance to boundary values for each individual in Fi i.e.
I (d1) = ∞ and I (dn) = ∞
for k = 2 to (n − 1)
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IðdkÞ ¼ IðdkÞþ Iðkþ 1Þm� Iðk � 1Þm
fmax
m � fmin

m
ð9Þ

• I(k).m is the value of the mth objective function of the kth individual in I

The basic idea behind the crowding distance is to find out the Euclidian distance
between the two individual in the same front.

(iv) Selection

After initialization, non-dominated sorting and assigning crowding distance,
next stage is selection using a crowding distance comparison operator (n) and the
comparison process is as explained below:

(a) Non-domination rank prank i.e. individuals in front Fi will have their rank as
prank = i.

(b) Crowding distance Fi(dj)

• p ≺ n q if

– prank < qrank or
– if p and q belong to the same front Fi then Fi(dp) > Fi(dq) i.e. the

crowing distance should be more.

The individuals are selected by binary tournament selection procedure using the
crowd selection operator.

(v) Genetic Operators

The genetic operation is carried out by simulated binary crossover and poly-
nomial mutation.

(a) Simulated binary crossover

The simulated binary crossover is inspired from nature and is mathematically
given as follows.

c1;k ¼ 1
2

1� bkð Þp1;k þ 1þ bkð Þp2;k
� 	 ð10Þ

c2;k ¼ 1
2

1þ bkð Þp1;k þ 1� bkð Þp2;k
� 	 ð11Þ

Here, ci,k is the ith offspring with kth component, pi,k is the selected parent and
bk(� 0) is a sample from, a random number generated with the probability density,
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pðbÞ ¼ 1
2

gc þ 1ð Þbgc ; if 0� b� 1 ð12Þ

pðbÞ ¼ 1
2

gc þ 1ð Þ 1

bgc þ 2 ; if b[ 1 ð13Þ

This distribution can be obtained from a uniformly sampled random number
u between (0, 1). ηc is the distribution index for crossover. That is

bðuÞ ¼ 2u
1

gþ 1 ð14Þ

bðuÞ ¼ 1

2 1� uð Þ½ � 1
ðgþ 1Þ

ð15Þ

(b) Polynomial Mutation

The polynomial mutation can be given mathematically as,

ck ¼ pk þðpuk � plkÞdk ð16Þ

where, ck and pk are the offspring and parent respectively with upper bound pu
k and

lower bound pu
l on the parent component. dk is the small deviation as given below,

dk ¼ 2rkð Þ 1
gm þ 1�1 if rk\0:5 ð17Þ

dk ¼ 2 1� rkð Þ½ � 1
gm þ 1 if rk � 0:5 ð18Þ

where ηm is the mutation distribution index and rk is the random space between (0,
1)

(vi) Recombination and Selection

The last stage of iteration is to combine the offspring with the current generation
to obtain the best fitness individuals. In this process the superiority is ensured due to
the involvement of all the current and previous best solutions. The new generation
is filled by every front in this manner until the population size surpasses the present
population size. If by including every one of the individual in front Fj the popu-
lation surpasses N then individual in front Fj are chosen based on their crowding
distance in the descending manner until the population size is N. By this method the
process repeats generates the new generations.

This chapter explained the most efficient optimization tools that can be used for
microgrid optimization purpose. Besides this a lot of tools are available in the
literature (refer Table 4).
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4 Illustration of NSGAII in Microgrid Application

This section illustrates the simulation of the above explained three optimization tool
in modified IEEE 14 bus test system.

4.1 Microgrid Modeling

Figure 15 shows the test system used for analyzing the proposed NSGAII opti-
mization algorithm (Fig. 14). The microgrid under the analysis consists of solar PV,
fuel cell distributed generation sources and the loads under consideration are

START

Initialize Po, set I=0

I>Imax?

Non-dominated sort PI calculate 
crowding distance of PI

Creating QI by tournament, crossover and mutation

Elitism: RI=PIUQI

Non-dominated sort RI; Calculate crowding distance 
of RI

Select S members from R1 to from PI-1 using <n
operator

I=I+1

END
YES

NO

Fig. 14 NSGAII flowchart
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frequency dependent load, voltage dependent loads, MIX loads and PQ loads. The
goal of the optimization problem is to maximize the safe instantaneous system
loadability, minimize the total losses, and the total grid emission. Voltage and angle
instability are the main limiting factors for synchronous operation of distributed
generators hence grid control authorities are limiting the distributed generator
penetration level for maintaining grid stability. Optimal DG placement methodol-
ogy for maximizing the system loadability has been suggested by taking into
account, small signal stability, voltage sensitivity index and line stability index.

The proposed algorithm for finding the optimal location of distributed generator
for maximizing the system loadability has been implemented using MATLAB®.
The performance of the algorithm is studied on IEEE 14 bus standard test system.
The power flow analysis is carried out using Newton Raphson method. The test
system used in this work is shown in Fig. 15. All per-unit quantities used in this
study are on a 100-MVA base. Wind farm consisting of 300 wind turbines and 600
MVA/69 kV capacity has been connected to bus 3 as identified using wind farm
placement index by creating another bus (bus 15) through a transformer of tap ratio
unity. Maximum penetration of wind power can be achieved by connecting wind
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Fig. 15 Proposed microgrid
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turbine generator at bus 3, solid oxide fuel cell (SOFC) generator is connected at
bus 10 and Solar PV generator (Spv) is connected as a static generator at bus 14.
Loads were modeled as static loads (constant PQ) with constant power factor, and
increased according to Eqs. (1) and (2). The decision variables considered are the
locations of fuel cell, voltage and angle settings of the slack buses, and voltage
settings of the PV buses. All the buses of the system except the voltage controlled
bus and the bus with generators are selected to be the optimal location of the fuel
cell. In this case, buses 4, 5, 7, 9, 10, 11, 12 and 13 are suitable for DG placement as
they already has generators on them.

4.2 Modelling of the Robust Controller

With the knowledge of the maximum loading condition the system operator can
take corrective actions to provide a maximum security margin. The load is
increased in the system by:

PDiðkÞ ¼ kPDi ; i ¼ mþ 1; . . .Nb ð18Þ

QDiðkÞ ¼ kQDi ; i ¼ mþ 1; . . .Nb ð19Þ

where PDi is the base case total active loads at bus i and Nb is the total number of
buses in the system, k 2 R is a loading parameter, i.e., a scalar independent
parameter that multiplies all generator and load powers.

(i) Objective Function and Constraints

The optimal location and settings of SOFC is formulated as a real constrained
mixed integer non-linear multi-objective optimization problem. The combined
objective function is defined as

MinimizeFðx; uÞ ¼ ½F1ðx; uÞ;F2ðx; uÞ;F3ðx; uÞ� ð20Þ

F1 represents the objective function to maximize the system load ability given
by,

MaximizeF1ðx; uÞ ¼
XNb

i¼1

PDiðkÞ ð21Þ

F2 represents the function to minimize the system losses given by,

MinimizeF2ðx; uÞ ¼
XNb

i¼1

PGi �
XNb

i¼1

PDi ð22Þ
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F3 represents the function to minimize the fuel cell generator and substation bus
emissions [99].

MinimizeF3ðx; uÞ ¼
X

EFC þ
X

EGrid ð23Þ

The load factor k represents the variation of system real and reactive loads PDi

and QDi, defined as in Eqs. (21) and (22) where, m is the total number of generator
buses, k = 1 indicates the base load case. The fuel cell generator and the substation
bus emissions are given by [75].

EFC ¼ NOxFC þ SO2FC ¼ ð0:03þ 0:006Þlb=MWh �P
PFC

EGrid ¼ NOxGrid þ SO2Grid ¼ ð5:06þ 7:9Þlb=MWh �P
Psub

)
ð24Þ

where EFC is the emission of SOFC, EGrid is emission of large-scale sources
(substation bus that connects to grid), NOxFC is nitrogen oxide pollutants of SOFC,
SO2FC is sulphur oxide pollutants of SOFC, NOxGrid is nitrogen oxide pollutants of
grid and SO2Grid is sulphur oxide pollutants of grid.

Objective function should be optimal, considering technical constraints.
Figure 16 show the basic block diagram of the control strategy implemented in this
work. The data from the IEEE 14 bus test system is fetched by the NSGAII
controller and after manipulating the data the NSGAII is fed back the control
signals to the DFIG based wind generating system to maximize the penetration.

(ii) Equality Constraints

The optimization problem is subjected to the equality constraints as given in
Eq. (25). Total real and reactive power of the system is taken as inequality con-
straints. The total real and reactive power generation by each generator should be
maintaining the load-generation profile.
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Pi ¼ PGi � PDi � Vij j
XNb

j¼1

Vj

�� �� Yij�� �� cos di � dj � hij
� �

Qi ¼ QGi � QDi � Vij j
XNb

j¼1

Vj

�� �� Yij�� �� sin di � dj � hij
� � ð25Þ

Here Pi and Qi are the injected real and reactive power to the system, PGi and
QGi are the real and reactive power generation, PDi and QDi are the real and reactive
power demanded by the load and Nb is the total number of buses.

(iii) Inequality constraints

They are the limits of maximum and minimum allowable operating values of
different power system parameters for stable grid operation. They include generator
active power (PGi ) limit, reactive power (QGi ) limit, voltage (Vi) limit, and phase
angle (di) limit which are restricted as follows.

Pmin
Gi

�PGi �Pmax
Gi

Qmin
Gi

�QGi �Qmax
Gi

Vmin
i �Vi �Vmax

i
dmin
i � di � dmin

i

9>>=
>>; ð26Þ

The constraint of transmission loading (Pij) i.e., line flow limit is represented as

Pij

�� ���Pmax
ij ð27Þ

The loading factor of each bus also consider as an inequality constrain and its
limit is given by,

1� k� kmax ð28Þ

The loading factor should me maintain with in the safe limit in order to load the
bus safely.

(iv) Power System Stability Constraints

The optimization problem here is carried out by considering the stability of the
entire power system. To enhance and ensure the stability of the system after
implementing the control algorithm some power system constraints and indices are
also incorporated with the control system.

(v) Small signal stability

Small signal stability ensures the stability of the power system in S domain
(Eigen value stability) [78]. For the small signal stability analysis, the power system
with distributed generators is modelled as a set of differential equations and a set of
algebraic equations as given below:
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_x ¼ f ðx; yÞ
0 ¼ gðx; yÞ ð29Þ

Here x; y represents the vector of the state variables and the vector of the
algebraic variables respectively. f , g are the vector of differential equations and the
vector of algebraic equations.

The Eigen value analysis is carried out by the analysis of the state matrix As. The
state matrix As is obtained by manipulating the complete Jacobian matrix Ac that is
defined by the linearization of the DAE system equations Eq. (19) at the equilib-
rium point.

D _x
0


 �
¼ fx fy

gx gy


 �
Dx
Dy


 �
¼ Ac

Dx
Dy


 �
ð30Þ

The state matrix As is obtained by eliminating the algebraic variables and, thus, it
is implicitly assumed that gy is not singular (i.e., absence of singularity-induced
bifurcations):

As ¼ fx � fyg
�1
y gx ð31Þ

(vi) Fast voltage stability indices (FVSI)

Fast voltage stability index (FVSI) is utilized in this paper to assure the safe bus
loading [79]. The FVSI is given in Eq. (32).

FVSIi;j ¼ 4Z2Qj

V2
i X

ð32Þ

Here Z represents the impedance of the system, Qj represents the reactive power
and Vi is the voltage at ith bus. The line that exhibits FVSI close to 1.00 implies that
it is approaching its instability point. If FVSI goes beyond 1.00, one of the buses
connected to the line will experience a sudden voltage drop leading to the collapse
of the system. FVSI index incorporation in the controller assures that no bus will
collapse due to overloading.

(vii) Line stability index

The line stability index symbolized by Lmn is formulated based on a power
transmission concept in a single line. The line stability index Lmn is given by [80],

Lmn ¼ 4QrX

Vsj j sin h� dð Þ½ �2 ð33Þ
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Here X is the line reactance, Qr is the reactive power at the receiving end, Vs is
the sending end voltage, h is the line impedance angle, and d is the angle difference
between the supply voltage and the receiving voltage. The value of Lmn must be less
than 1.00 to maintain a stable system.

(viii) Line stability factor

System Stability is also assured by Line Stability Factor (LQP) as given in (24).
The LQP should be less than 1.00 to maintain a stable system [81].

LQP ¼ X
V2
i

� 
XP2

i

V2
i

þQj

� 
ð34Þ

4.3 Analysis of NSGAII Optimization Method in Microgrid

Maximum load ability analysis discussed in previous section has been applied to
modified IEEE 14-bus standard test system. The optimization result recorded the
maximum instantaneous safe bus loading, when fuel cell was placed at bus 4. Total
generation and load at maximum system loading is given in Table 1.

From the table it is obvious that with optimal placement and setting of SOFC,
more load demand can be met. In the present work, for IEEE 14 bus test system
1.46 p.u additional active load i.e. an increase of 56.37% loading could be handled
without driving the system into instability. Accordingly the line limit settings and
slack limit settings are considered in the control algorithm.

The system active power losses for the three case studies analyzed viz. base case,
base case with DG, and at maximum loading condition, is shown in Table 2. From
the table it can be seen that as the system is integrated with DG, the losses are
significantly reduced.

Table 1 Generation and load at maximum system loading

System loadability PG (pu) QG (pu) PL (pu) QL (pu)

Base loading 2.73 1.09 2.59 0.81

At maximum loading 4.21 1.52 4.05 1.28

Difference (max load-Base load) 1.48 0.43 1.46 0.47

Table 2 System losses

Plossbase (pu) Ploss (pu) with controller Plossbase (pu) without controller

0.066053284 0.106365669 0.164010957
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Table 3 shows the fuel cell and grid emissions for the three cases considered.
The proposed robust controller is efficient to obtain an optimal solution where the
emissions are the least. Voltage profile of power system with DG at bus 4 and
without DG is compared in Fig. 17. The variation of voltage at each bus is studied
to analyze the impact of loadability enhancement through fuel cell DG placement.
The x axis indicates the bus numbers 1 through 15 and y axis represents the voltage
magnitude in per unit. It can be seen that at maximum system loading the voltages
are maintained within the stipulated limits of 0.9 and 1.1 p.u. Here base case
indicates without any microgrid integration. Without controller indicate the oper-
ation of grid with microgrid without the proposed controller. The third case is the
operation of the microgrid with the integration of proposed NSGAII controller.

Figure 18 shows the generations at different buses. It can be seen that with
optimal placement and setting of fuel cell at bus 4, the conventional generations can
be reduced and the whole load disturbance is absorbed by the fuel cell. Bus 3 has
the largest load share and the robust controller is able to accurately locate the best
suitable location for placement of fuel cell at bus 4. During the maximum loading
the fuel cell share 2.32 pu, from the base case value of 0.30 pu.

Table 3 Grid emission comparison

Grid emission (lb) SOFC emission (lb)

EGrid EFC

Base case
loading

Without
NSGAII

With
NSGAII

Base case
loading

Without
NSGAII

With
NSGAII

30.43561 29.64276 9.84164 0 0.124312 0.011075
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Fig. 17 Voltage profile
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Figure 19 shows the maximum loadability at different buses with and without
DG. It can be seen that bus 3 has the largest load share. The loading of the IEEE 14
bus test system without integration of DG can only be increased up to 1.2 times.
With the optimal placement and setting of SOFC at bus 4 the loadability was able to
be increased from the base case loading of 2.59 p.u to 4.9 p.u.

In Fig. 20 line power flows with and without DG is shown. The line active
power flows increases as the system loading is increased. The stability constraints
assure that the increase in line flows are within the permissible limits as per the
standards of IEEE 14-bus system.

The stability constraints at the best compromise solution represented by their
eigenvalue, FVSI, LSI and LQP are shown in Figs. 21 and 22. It is evident that the
incorporation of small signal stability constraint into the robust controller assures
grid stability. Also it can be seen that voltage and line stability indices (FVSI and
LQP) are well within acceptable limits.

Fig. 18 Generation scheduling

Fig. 19 Load scheduling
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Table 4 Different heuristic and meta-heuristic optimization algorithm and their applications in
microgrid

Optimization strategy Algorithm Application References

Heuristic and
metaheuristicoptimization

Evolutionary Algorithm (EA) Power generation
optimization,
selection and DG
sizing

[82]

Genetic Algorithm (GA) Power generation
optimization,
selection and DG
sizing

[82]

DG placement [83]

Scheduling of
operation

[83]

Simulated Annealing (SA) Power generation
optimization and
sizing

[84]

DG placement [85]

Particle Swarm Optimization
(PSO)

Sizing of DG and ES [86]

DG placement [87]

Scheduling of
operation

[88]

Artificial Immune System
(AIS)

DG placement [89]

VACCINE-AIS DG placement [90]

Scheduling of
operation

[91]

Multi-Dimensional PSO
(MDPSO)

DG placement [92]

Mesh Adaptive Direct Search
(MADS)

Scheduling of
operation

[93]

Modified Gravitational
Search Algorithm (MGSA)

Scheduling of
operation

[94]

Adaptive Modified Firefly
Algorithm (AMFA)

Scheduling of
operation

[95]

Gravitational Search
Algorithm (GSA)

Scheduling of
operation

[96]

Self-Adaptive GSA (SGSA) Scheduling of
operation

[97]

Bacterial Foraging Algorithm
(BFA)

Scheduling of
operation

[98]

Competitive Heuristic
Algorithm for Scheduling
Energy-Generation (CHASE)

Scheduling of
operation

[99]
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5 Summary

In this chapter, a comprehensive analysis of artificial intelligence optimization
methods are used for microgrid technologies and described in details. The different
challenges and steps involved in the microgrid energy management system have
been reviewed. Artificial intelligence based optimization techniques such as GA,
PSO and NSGAII have been studied and analyzed for the microgrid application.
Among these, NSGAII algorithm is found to be suitable for the microgrid opti-
mization due to its fast operation, which is the desirable quality for a real time
controller. The NSGAII algorithm is applied to the microgrid for solving the
MOOM. Power system security and stability are considered as the constraints for
the optimization problem. The control algorithm maximizes the system loadability
to a safe limit without violating any power system security constraint. The best
location for the placement of fuel cell has been identified through the static voltage
study and the grid settings by the controller. The proposed control algorithm was
tested and verified on IEEE 14-bus standard test system using Newton Raphson
power flow method and modal analysis. Total system losses and grid emissions are
significantly reduced by the NSGAII. The voltage profile, real power flow and
stability indices are plotted for stability analysis purpose. The different heuristic and
meta-heuristic algorithms that can be used for the microgrid planning, optimization
and management are given in Table 4.
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Energy Management of AC-Isolated
Microgrids Based on Distributed Storage
Systems and Renewable Energy Sources

Andoni Urtasun, Pablo Sanchis and Luis Marroyo

Abstract This chapter presents the frequency and voltage regulation and the
energy management strategy for an AC islanded microgrid based on distributed
energy storage and Renewable Energy Sources (RES). The primary control in AC
microgrids makes it possible to achieve real and reactive power sharing between the
distributed inverters. This is usually performed through droop methods, thereby
avoiding the need for high-bandwidth communication and rendering the system
more cost-effective and reliable. In the first part of this chapter, the conventional
droop method is discussed and modelled followed by an analysis of the effect of
line impedance and the presence of nonlinear loads on this method. When using the
conventional droop method, it is not possible to perform a secondary control or
energy management of a distributed storage system. For this reason, local droop
control is usually enhanced by an overall control through low-bandwidth com-
munication. In order to completely avoid the need for any kind of communication
system and to improve the reliability of an islanded grid, a frequency-based energy
management strategy can be used. The first part of this energy management strategy
is related to the regulation of the State-Of-Charge (SOC), in which the conventional
power–frequency droop is modified as a function of the battery SOC in order to
balance the SOCs of the distributed batteries. First, this method is described, and
then guidelines to design the control parameters are given, followed by simulation
and experimental validation. The second part of the frequency-based energy
management strategy is related to the regulation of the battery voltage and current.
In order to maintain these variables within acceptable limits while avoiding the use
of a communication system, a number of power–frequency curves are programmed
in the battery inverters, RES inverters and non-critical loads. This energy man-
agement strategy is described, then the subsequent operating modes are presented
and, finally, the experimental validation is provided.
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1 Introduction

Nowadays most islanded power grids are powered by diesel generators. However,
the use of fossil fuels contributes to climate change and increases the levelized cost
of energy, especially in island countries, where diesel needs to be transported over
long distances. Therefore, these isolated grids are ideally powered by renewable
energy systems, thereby reducing energy costs, greenhouse gas emissions, and
providing job opportunities for the local population [1].

Although a more widespread use of renewable energies in islanded countries is
desirable, the integration of renewable-energy generators is not without its com-
plications. In a power grid with high renewable penetration, renewable generators
must participate in grid support. Some requirements, such as low current THD or
reactive power support, can be obtained thanks to the interfacing inverter, while
others, such as low-voltage ride-through, are more difficult to achieve and may
require the use of additional hardware [2]. Furthermore, the energy produced by a
renewable generator cannot generally be controlled since it is resource-dependent.
High penetration of renewable energies decreases the ratio of dispatchable gener-
ators whilst it also adds an unpredictable factor to the power profile, thus making it
more complicated to regulate the power grid.

In order to address these issues and to make a renewable energy-based grid
possible, storage units or controllable generators need to be included close to the
renewable distributed generators. Depending on the ratio between controllable and
non-controllable elements, different power regulation levels can be achieved in this
system. This combination of elements together with loads is termed a microgrid,
and includes an energy management strategy which is fundamental in order to
guarantee a reliable power supply.

Microgrids can be classified into three groups according to configuration. The
first is the AC microgrid, whereby all elements are connected to the AC bus, which
can either be connected or disconnected from the power grid through the point of
common coupling. The main advantage of this topology is its versatility since most
of the system elements are currently designed and prepared for AC grids. It permits
the straightforward integration of distributed generators and system scalability
following initial installation. The second configuration is the DC microgrid, in
which all elements are connected to the DC bus, and this in turn is connected to the
power grid through a DC/AC inverter. The main advantages of this topology in
relation to the AC microgrid are that a lower number of electronic converters are
required and the DC side is easier to manage. The third configuration is termed a
hybrid microgrid due to the fact that it incorporates both DC and AC buses. This
configuration offers the advantages of DC microgrids yet with greater versatility.
However, the presence of two buses makes the system and the control more
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complicated. The AC and DC buses are connected through a DC/AC inverter and
the AC bus can be either connected or disconnected from the power grid.

This chapter addresses the energy management of an AC-isolated microgrid,
based on distributed storage systems and renewable energy sources. This system is
suitable for island networks given the fact that it makes it possible to have an AC
network available at all points of consumption whilst it also permits the low-voltage
connection of small distributed generation and storage elements close to con-
sumption. The system to be examined in this chapter is shown in Fig. 1, including
PV and wind-power generation as renewable sources and batteries as storage ele-
ments. In this configuration, wind turbines are connected to the grid through
AC/AC converters, whilst batteries and PV generators are connected through
DC/AC inverters.

In this system, the frequency and voltage regulation can be implemented in a
number of ways. In the one hand, there is a central control or master–slave approach
whereby the operating point of each device is set in real time by a manager.
However, the drawback here is that there is a need for a rapid communication
system between the master and microgrid devices. Distributed control is another
possibility, with the battery inverters operating under voltage-control mode and
using droop methods as a means of regulating the grid frequency and voltage. This
system ensures that the inverters are independent with no need for
inter-communication, leading to cost savings and greater reliability. Whereas
current-controlled RES converters capture the solar/wind energy and deliver power
to the grid.

Droop methods are used to regulate the frequency and voltage of inverter-based
microgrids operating with distributed control, as only local measurements are
necessary. For conventional droop control, each inverter is responsible for mea-
suring its real and reactive powers and then a frequency–voltage droop is applied

Fig. 1 Stand-alone system with distributed energy storage and generation
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based on the real power–frequency (P–f) and reactive power–voltage (Q–V) droops.
As a result of that, the power is equally shared between the inverters.

Section 2 first presents the calculation of the real and reactive powers, given the
fact that it is important to make a rapid calculation of the power outputs for the
correct operation of the droop control. The section then goes on to discuss the droop
concept in order to understand how the power of each inverter can be shared with
no need for communication between inverters and to present a system model that
will make it possible to obtain the droop curve parameters. Finally, an analysis is
made of how non-idealities can affect the conventional droop method, such as the
presence of long lines between inverters or the presence of nonlinear loads.

Although the conventional droop method achieves power sharing, it is unable to
perform a secondary control or energy management of a distributed storage system.
For this reason, local droop control is usually enhanced by an overall control
through low-bandwidth communication. In order to completely avoid the need for
any kind of communication system and to improve the reliability of an islanded
grid, frequency-based energy management can be used. This energy management
scheme is carried out by modifying the conventional droop method and can be
divided into two parts.

The first part deals with the regulation of the battery state-of-charge (SOC). In
fact, small errors in the conventional droop control can accumulate over time,
leading to an SOC imbalance. Likewise, differences not contemplated between the
battery capacities will mean that the same power input or output could create
different variations in the SOC. Section 3 therefore proposes the modification of the
conventional droop method in order to maintain the SOC of all batteries at the same
level, yet with no need for communication. Two techniques shall be proposed in
order to achieve this objective; the first changes the slope of the curve whilst the
other raises or lowers the whole curve. After showing the second method to be
better, the section goes on to discuss how to obtain the curve parameters and the
experimental and simulation results are presented.

The second part addresses the battery current and voltage regulation. In order to
lengthen the useful life of a battery, it is essential to maintain its voltage between
the maximum and minimum limits at all times, and also never to exceed the
maximum charge or discharge current. However, when endeavouring to meet the
power demand and also to harvest the maximum power from the RES, these
restrictions may not be met. Therefore, an energy management strategy is required
for all system elements, whereby a further modification of the conventional droop
plays a key role. Section 4 describes this energy management strategy, permitting
coordination between devices yet with no need for communication. The various
system operating modes are explained below and, finally, some experimental results
are given.
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2 Conventional Droop Method

2.1 Power Calculation

Since the real and reactive powers are required as inputs for the droop control, an
accurate and fast calculation is desirable. A number of methods can be used to obtain
the real and reactive powers from the grid voltage and inverter current. The simplest
one is presented here and is named the Product and Low-Pass Filter (P&LPF). The
grid voltage and inverter current can be expressed using Eqs. (1) and (2).

vðtÞ ¼
ffiffiffi
2

p
V � sinðxtÞ ð1Þ

iðtÞ ¼ Idc þ
ffiffiffi
2

p
I1 � sinðxt � u1Þþ

ffiffiffi
2

p
I3 � sinð3xt � u3Þ

þ
ffiffiffi
2

p
I5 � sinð5xt � u5Þþ � � � ; ð2Þ

where x is the fundamental angular frequency, V is the RMS grid voltage, Idc is the
DC current, I1 is the RMS fundamental current, I3, I5… are the RMS harmonic
currents, and u1, u3, u5… are the angles between the grid voltage and currents. It is
assumed that the inverters are feeding typical nonlinear loads, and the voltage
harmonics are disregarded in order to simplify the derivation. The DC current can
either be due to a nonlinear load such as a half-wave rectifier or can represent a
low-frequency transient.

The instantaneous power can be obtained as the product of the grid voltage and
inverter current as follows:

pðtÞ ¼ vðtÞ � iðtÞ ¼ V � I1 � cosu1 þ
ffiffiffi
2

p
V � Idc � sinxt � V � I1 � cosð2xt � u1Þ

þV � I3 � cosð2xt � u3Þ � V � I3 � cosð4xt � u3Þ
þV � I5 � cosð4xt � u5Þþ � � � ð3Þ

The real power is defined as the average value of Eq. (3). It can be observed that
the instantaneous power has many harmonic components, which should be filtered
in order to determine the real power. The main harmonic is generally due to the
fundamental current, with amplitude V � I1 and twice the grid frequency. In order to
filter this harmonic, the low-pass filter cutoff frequency should be much lower that
2x, which is usually below 10 rad/s (1.59 Hz), slowing down the dynamic
performance.

To enhance dynamic performance, a power calculation based on p–q theory can
be used [3]. According to the p–q theory, the real and reactive powers can be
obtained using Eqs. (4) and (5).
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pabðtÞ ¼ 1=2 � va � ia þ vb � ib
� � ð4Þ

qabðtÞ ¼ 1=2 � vb � ia � va � ib
� �

; ð5Þ

where va = v(t), ia = i(t), and the voltage vb and current ib are obtained by intro-
ducing a phase delay of p/2 to va and ia by using a circular buffer.

If a digital microprocessor is used, it is then much simpler to delay the voltage
and current for a given time Td = 2p/4x0, where x0 is the nominal frequency (for
50 Hz, Td = 5 ms), preventing the use of extra hardware. As a result, the va and ia
expressions change because the fundamental component and harmonics 5, 9, 13…
are delayed p/2 but harmonics 3, 7, 11… are delayed 3p/2. The voltage vb and
current ib can then be expressed in Eqs. (6) and (7).

vb ¼
ffiffiffi
2

p
V � sin xt � p

2

� �
ð6Þ

ib ¼ Idc þ
ffiffiffi
2

p
I1 � sin xt � u1 �

p
2

� �
þ

ffiffiffi
2

p
I3 � sin 3xt � u3 �

3p
2

� �
þ

ffiffiffi
2

p
I5

� sin 5xt � u5 �
p
2

� �
þ � � � : ð7Þ

Using the expression for pab(t) and qab(t) presented in Eqs. (4) and (5), and
considering Eqs. (1), (2), (6) and (7), one obtains

pabðtÞ ¼ V � I1 � cosu1 þV � Idc � sin xt � p=4ð Þ
� V � I3 � cos 4xt � u3ð ÞþV � I5 � cos 4xt � u5ð Þþ � � � ð8Þ

qabðtÞ ¼ V � I1 � sinu1 � V � Idc � cos xt � p=4ð Þ � V � I5 � sin 4xt � u5ð Þþ � � � :
ð9Þ

The real and reactive powers are defined as the average value of Eqs. (8) and (9),
respectively. By comparing these expressions to Eq. (3), it can be observed that the
most problematic harmonic, at a frequency of 2x, has disappeared, and the har-
monic due to the DC current has been reduced. As a result, the low-pass filter cutoff
frequency can be higher than for the previous method, specifically about 60 rad/s
(9.55 Hz). This makes it possible to improve the droop method dynamic
performance.

Equations (6)–(9) are obtained for x = x0. However, the frequency varies
around its nominal value during operation due to the droop method. Because a fixed
delay time Td is used for vb and ib, the actual phase delay will be around p/2 or 3p/2
when x 6¼ x0. Although not shown here for reasons of space, the harmonics at x,
2x, 4x… change slightly in relation to Eqs. (8) and (9) and the average value of
pab(t) is still equal to real power P. However, the average value of qab(t) does
change and is no longer equal to reactive power Q but to Eq. (10).
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Qab;av ¼ V � I1 � sinu1 � cos p=2 � 1� x=x0ð Þð Þ ð10Þ

This expression shows that, with this method, the calculated reactive power will
be always lower than its actual value when x 6¼ x0. However, since the frequency
variation range must be between ±2% according to IEEE standards, the reactive
power error is lower than 0.05%, and can be completely disregarded.

This method was validated and compared to the previous method by means of
simulation results, shown in Fig. 2. At the start, the inverter is supplying both linear
and nonlinear loads, with Pload = 3500 W and Qload = 1300 VAr in total. Then,
at second 1.5, other linear and nonlinear loads, with Pload = 1700 W and
Qload = 600 VAr in total, are connected. As a result of the power increase, the grid
frequency changes from 49.63 to 49.53 Hz. The high value of the current har-
monics can be observed in the first graph. The second graph represents the product
and LPF method, both the instantaneous power p(t) given by Eq. (3) and the real
power P obtained after applying a LPF with cutoff frequency of 10 rad/s. The high
value of the power harmonic at 2x as well as the slow response of the calculation
can be observed. The second method discussed in this section is shown in the third

Fig. 2 Power calculation for product plus LPF (method 1) and for p-q theory and digital sampling
plus LPF (method 2)
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and fourth graphs. It should be noted that the harmonics of Pab and Qab both have
lower amplitudes and higher frequencies, as predicted by Eqs. (8) and (9). As a
result, real power P and reactive power Q are accurately obtained after applying an
LPF with a cutoff frequency of 40 rad/s.

Thanks to its superior dynamic performance, the power calculation including the
p-q theory, the fixed time delay and the low-pass filter will be used from here
onwards.

2.2 Voltage and Frequency Droop Concept

Figure 3 shows an islanded microgrid with N single-phase parallel-connected
inverters in voltage-control mode. The droop method allows the inverters to jointly
regulate the voltage and frequency of the grid. Power sources S1 to SN are modelled
as voltage sources, meaning that their power response is much faster than droop
method dynamics. In order to be consistent with the energy management scheme
proposed at the end of this chapter, batteries will be selected as the power source.

The inverters are connected to the AC bus through inductive filter Lfi. For the
purpose of generalization, the inverters can be given different rated powers Sbat,i,
and also different per-unit output impedances. Linear loads and inverters operating
under current-control mode are also connected to the AC bus, either absorbing (or
delivering when negative) net real power PT and net reactive power QT. Figure 3
also shows the instantaneous values for the voltages and currents.

Generic demonstrations shall be made throughout the chapter, which shall be
particularized for specific cases. Also, at times, the design of the control parameters
will be shown for a specific case. For these cases, the system data shown in Table 1
will be used.

Figure 4 shows the equivalent circuit for the N inverters connected to a common
AC bus through their output impedances. These output impedances Zi include the
filter impedance and the line impedance, which can be either inductive or resistive

Fig. 3 Parallel-connected inverters under voltage-control mode
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depending on the type of grid. Their real part is the output resistance Ri and their
imaginary part is the output reactance Xi. The real and reactive powers injected into
the bus by every inverter can be expressed as shown in Eqs. (11) and (12) [4].

Pi ¼ V � Ei

Z2
i

� Xi � sin di þ V
Z2
i
� Ri � Ei � cos di � Vð Þ; i ¼ 1; . . .;N ð11Þ

Qi ¼ �V � Ei

Z2
i

� Ri � sin di þ V
Z2
i
� Xi � Ei � cos di � Vð Þ; i ¼ 1; . . .;N; ð12Þ

where di is the power angle (angle between ei and v).

Table 1 System parameters Non-load frequency f0 50 Hz

Non-load voltage V0 = E0 230 V

Inverter 1 rated power Sbat1 6000 VA

Inverter 1 output inductance Lf1 3 mH

Battery 1 nominal capacity C1 48 kWh

Battery 1 nominal voltage Vbat,nom1 240 V

Battery 1 absorption voltage Vbat,abs1 284 V

Inverter 2 rated power Sbat,i 3000 VA

Inverter 2 output inductance Lf2 4 mH

Battery 2 nominal capacity C2 24 kWh

Battery 2 nominal voltage Vbat,nom2 120 V

Battery 2 absorption voltage Vbat,abs2 142 V

Inverter 3 rated power Sbat3 5000 VA

Inverter 3 output inductance Lf3 3 mH

Inverter 4 rated power Sbat4 4000 VA

Inverter 4 output inductance Lf4 4 mH

Power sampling time TS 5 ms

Time constant of the real power filter sP 20 ms

Time constant of the reactive power filter sQ 50 ms

Time constant of the RMS voltage filter sV 40 ms

Time constant of the frequency filter sf 1 s

Fig. 4 Equivalent circuit of
N inverters connected to an
AC bus
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As will be shown later in Sect. 2.3, the output impedance can be considered to
be inductive, regardless of the line impedance. Thanks to this assumption, and from
Eqs. (11) and (12), the real power Pi and reactive power Qi provided by each
inverter can be expressed using Eqs. (13) and (14).

Pi ¼ V � Ei

Xi
� sin di; i ¼ 1; . . .;N ð13Þ

Qi ¼ V
Xi

Ei � cos di � Vð Þ; i ¼ 1; . . .;N: ð14Þ

In practical applications, power angle d is small. Thus, Eqs. (13) and (14) can be
rewritten using Eqs. (15) and (16).

Pi � V � Ei

Xi
� di; i ¼ 1; . . .;N ð15Þ

Qi � V
Xi

Ei � Vð Þ; i ¼ 1; . . .;N: ð16Þ

Consequently, it can be observed that the real power mainly depends on power
angle d and the reactive power on output voltage E. Thus, power angle d can be
modified in order to control the real power and output voltage E can be changed to
control the reactive power. This is how the conventional droop method operates, by
imposing the following control on every inverter as shown in Eqs. (17) and (18).

fi ¼ f0 � mPi � Pi; i ¼ 1; . . .;N ð17Þ

V�
i ¼ V0 � mQi � Qi; i ¼ 1; . . .;N; ð18Þ

where f0 is the non-load frequency, mPi is the droop coefficient of the real power, Vi
*

is the RMS grid voltage reference, V0 is the non-load RMS grid voltage, and mQi is
the droop coefficient of the reactive power.

The inverter rated power is normally used to set the P–f and Q–V slopes so as to
share the real and reactive powers in proportion to the inverter ratings. Taking into
account the fact that, when operating in steady-state every inverter has the same
frequency and voltage reference, then this condition leads to the following
Eqs. (19) and (20).

mPi ¼ Mp

Sbat;i
; i ¼ 1; . . .;N ð19Þ

mQi ¼ Mq

Sbat;i
; i ¼ 1; . . .;N; ð20Þ
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where Mp is the droop coefficient of the per-unit real power and Mq is the droop
coefficient of the per-unit reactive power. Unlike mP and mQ, the values of Mp and
Mq are the same for each inverter and represent the maximum frequency and
voltage deviations.

By using Eqs. (19) and (20), the droop method can be expressed as a function of
the per-unit power as follows:

fi ¼ f0 �Mp � pi; i ¼ 1; . . .;N ð21Þ

V�
i ¼ V0 �Mq � qi; i ¼ 1; . . .;N; ð22Þ

where pi and qi are the per-unit real and reactive powers provided by each inverter.
Figure 5 shows the P–f and Q–V droop curves. It can be observed how the

maximum frequency and voltage deviation is related to per-unit droop coefficients
Mp and Mq and that both the real and reactive powers can be either positive or
negative. In the case of the real power, the reversibility is due to the presence of the
battery (positive when delivering power and negative when absorbing power).

Let us intuitively see how the droop method functions with an example, in a
system with two inverters connected in parallel to a linear load. At a given time, one

f0

P

f0 – Mp/2

f0 + Mp/2

f (Hz)

Snom

f0 – Mp

V0 – Mq

V (V)

V0

V0 + Mq/2

Snom Q

Snom/2–Snom/2–Snom 0

Snom/2–Snom/2–Snom 0

f0 + Mp

V0 + Mq

V0 – Mq/2

Fig. 5 P–f and Q–V droop curves for the conventional droop method
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inverter is delivering a higher per-unit real power but a lower per-unit reactive
power, for example p1 > p2 and q1 < q2. Both inverters continuously measure the
real and reactive powers and set their frequency and voltage reference according to
Fig. 5 or Eqs. (21) and (22). As a result of the power distribution and the droop
curve, the frequency reference for the inverters is f1 < f2, resulting in a power angle
decrease for inverter 1 (d1#) and a power angle increase for inverter 2 (d2"). Thus,
according to Eq. (15), P1 will decrease and P2 will increase, helping balance the
real powers. Similarly, the voltage references for the inverters become V1

* > V2
*,

which leads to an output voltage increase for inverter 1 (E1") and an output voltage
decrease for inverter 2 (E2#) due to the voltage regulation. Therefore, according to
Eq. (16), Q1 will increase and Q2 will decrease, helping balance the reactive
powers. At the end of the transient both inverters will have the same frequency,
voltage reference V*, per-unit real power, and per-unit reactive power.

As shown above, the droop method obtains the frequency and grid voltage
references for the inverter. Then, it is also important to perform a voltage regulation
so that the frequency and grid voltage are actually equal to their references. In order
to carry out this voltage regulation, there are primarily two options, namely RMS
voltage regulation and instantaneous voltage regulation.

RMS Voltage Regulation
Figure 6 shows a block diagram of the droop method and the RMS voltage regu-
lation. The droop method is used to obtain, for each inverter, the frequency and
RMS grid voltage references, f and V*, respectively, as a function of real and
reactive powers, P and Q. By means of the RMS measured voltage Vm and a PI
controller, the RMS output voltage E is obtained. Once the RMS output voltage
E and frequency are known, then instantaneous voltage e can be obtained and
modulated. As can be seen, this control includes a closed-loop RMS voltage-control
and an open-loop frequency control. The latter presents no problem since the
frequency is insensitive to plant variations or disturbances.

This regulation offers a number of advantages over instantaneous voltage con-
trol. Given the fact that the voltage regulation is implemented in DC, then a PI
controller is sufficient for precise voltage tracking, whilst there is no need for the
inner current loop. Although current protection is still required, it is far easier to
implement this system. Furthermore, as shown in the sections below, the filter
inductance is also included in the output impedance for the droop method. As a
result, it is possible to ensure that an inductive grid is present and to reduce the
impact of the line impedance on reactive power sharing.

Fig. 6 Block diagram of the droop method and RMS voltage regulation
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However, this method also has its drawbacks. The RMS controller means longer
transients for load connections. Furthermore, when powering nonlinear load, the
voltage THD increases and the current harmonics are not equally distributed among
the inverters. This latter issue has been resolved in the literature through the
addition of more controls, as discussed in Sect. 5.

Unless indicated otherwise, the RMS voltage regulation will be used in all
procedures described in this chapter, thanks to the fact that it is easy to implement
and offers adequate results.

Instantaneous Voltage Regulation
A block diagram of the droop method with instantaneous voltage regulation is shown
in Fig. 7. Instantaneous voltage reference v0

* is obtained from the frequency and RMS
grid voltage references provided by the droop method. Output impedance Zv(s) is then
emulated by subtracting the voltage drop across the virtual impedance, Zv(s) � i, from
the original voltage reference v0

*, which gives final voltage reference v*. Finally, a
closed-loop instantaneous voltage regulation is carried out by using voltage feedback
vm, and voltage controller Cv obtains the instantaneous voltage e to be modulated. As
can be seen, this control performs a closed-loop instantaneous voltage regulation so
that both the RMS voltage and the frequency are controlled in a closed-loop.

In this case, when operating solely with linear loads, the voltage reference has a
fundamental component at grid frequency x. Furthermore, as will be shown in
Sect. 5, this voltage reference has other components at 3x, 5x… in the presence of
typical nonlinear loads. As a result, a very fast voltage control is required, making it
difficult to implement an inner current loop and to ensure stability. For this reason,
no inner current loop is generally adopted, and therefore this fast voltage control
can cause dangerous current transients.

Another important issue with this regulation is the output impedance. As a fast
voltage regulation is implemented, it almost completely rejects the output current
disturbance effect. As a result, the filter inductance is removed from the plant,
causing the output impedance for the droop control to become the line impedance,
which can be resistive in low-voltage grids and is not accurately known. Thus, in
order to avoid this uncertainty, output impedance Zv is emulated by modifying the
voltage reference. This virtual impedance is usually inductive and much higher than
the line impedance so that is it possible to make the inductive grid assumption.

Although the instantaneous voltage regulation will not be examined in detail in
this chapter, information about the voltage closed-loop design, the output current
rejection, and the output impedance Zv design can be consulted in [5].

Fig. 7 Block diagram of the droop method and instantaneous voltage regulation
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2.3 Modelling of a Droop-Controlled AC Microgrid

A model to assess the power response and to design the control parameters is
developed in this section. This model is intended for a system in which the droop
method and RMS voltage regulation are implemented (refer to Fig. 6) and with
N parallel-connected inverters as can be seen in Fig. 3. The following assumptions
are made:

• The output impedance is purely inductive.
• The power angle is very small. These two assumptions make it possible to use

Eqs. (15) and (16).
• There is little voltage variation in relation to the rated value. Therefore, the

following is obtained from Eqs. (15) and (16):

Pi � V0 � E0

Xi
� di; i ¼ 1; . . .;N ð23Þ

Qi � V0

Xi
� ðEi � VÞ; i ¼ 1; . . .;N ð24Þ

where E0 = V0 is the non-load RMS output voltage.
• Net powers PT and QT are independent of the grid voltage.

Based on these assumptions, P and Q linearly depend on d and E–V, respec-
tively, making the system linear and offering the possibility of applying linear
modelling techniques. Moreover, since P is not dependent on the voltage and Q is
not dependent on the power angle, then these approximations decouple the real and
reactive power responses, which can therefore be examined independently.

Despite the fact that many assumptions have been considered, this linear model
is sufficiently accurate for low-voltage grids. Its accuracy has been assessed by
comparing it with a small-signal model with a non-stiff AC grid, in which the only
assumption made is that the output impedance is purely inductive. The results are
available for consultation in [6].

This model aims to find the transfer function poles so as to predict the transient
response. The expression for the characteristic equation are thus determined, which
makes it possible to overlook the independent terms such as net power PT, net
reactive power QT, and the initial values. Given the fact that the real and reactive
power responses are decoupled, the real power response is first presented.

Based on its definition, it is possible to obtain the power angle using Eq. (25).

di ¼ ð/ið0Þþ I � f1Þ � /v; i ¼ 1; . . .;N ð25Þ

where /v is the angle position of v, /i(0) is the initial angle position of ei, and
I = 2p/s is the Laplace integrator.
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The balance of power at the point of common coupling is shown in Eq. (26).

XN
j¼1

Pj ¼ PT ð26Þ

Simplified equation for the system plant can be obtained from Eqs. (23) and (25)
which is shown in Eq. (27).

P1 � X1 � Pi � Xi ¼ V0E0 � I � ðf1 � fiÞ; i ¼ 2; . . .;N ð27Þ

The conventional droop method modifies the frequency in order to share the real
power. Therefore, Eq. (17) is changed to Eq. (28) in order to take account of the
real power measurement, to give

fi ¼ f0 � mPi � HP � Pi; i ¼ 1; . . .;N ð28Þ

where HP represents the sampling and measurement of the real power, which can be
modelled using Eq. (29).

HP ¼ 1
1þ sPs

� 1
1þ 1:5 � TS � s ð29Þ

where sP is the power measurement time constant and TS is the power sampling
time.

From Eqs. (27) and (28), it is possible to express each power output using
Eq. (30) as a function of P1, i.e.

Pi ¼ X1 þV0E0 � mP1 � I � HP

Xi þV0E0 � mPi � I � HP
� P1; i ¼ 2; . . .;N ð30Þ

Then, by introducing Eq. (30) into Eq. (26) and operating, the following char-
acteristic equation can be obtained using Eq. (31).

denP ¼
XN
j¼1

1
Xj þV0E0 � mPj � I � HP

ð31Þ

This equation is valid for a systemwith an arbitrary number ofN parallel-connected
inverters. For the specific case whereby N = 2, Eq. (31) becomes

denP ¼ V0E0 � ðmP1 þmP2Þ � I � HP þX1 þX2 ð32Þ

The transfer function poles, that is the roots of denP, determine the closed-loop
stability and power transient. Hence, for certain given system parameters, the
choice of Mp is important for the design of the power response (see Eq. 19).
Through Eq. (32), the root locus diagram for parameter Mp is shown in Fig. 8 for
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the system with inverter 1 and inverter 2 connected in parallel (see Table 1).
Although the system actually has three poles, only the two dominant poles are
shown in the figure. The system can be seen to have first-order dynamics for lowMp

values, whilst it becomes less damped if Mp is increased. Finally, from a given Mp

value onwards, the system becomes unstable. In this case, 0.3 Hz represents an
appropriate solution for parameter Mp, being selected as a trade-off between fast
dynamics and a high stability margin. Consequently, the operating frequency will
vary between f0 − Mp = 49.7 Hz and f0 + Mp = 50.3 Hz, which is within the
acceptable variation limits. It is also possible to design the droop coefficient based
on the frequency domain analysis whereby crossover frequency fcP = 3.2 Hz, and
phase margin PMP = 63° are obtained for Mp = 0.3 Hz.

The root locus diagram, as shown in Fig. 8 and the droop coefficient Mp design
were carried out for two inverters. Now, Table 2 shows the poles for various
inverter configurations, based on Eq. (31) and the system characteristics of Table 1.
As it can be observed, the system has N − 1 pairs of conjugate poles (dominant
poles). Moreover, configurations with equal inverters have extreme poles whilst the
poles for configurations with different inverters are in between.

After obtaining the real power response for N inverters, the next step is to
determine the reactive power and voltage responses as indicated below. At the point
of common coupling, the reactive power balance is shown in Eq. (33).

XN
j¼1

Qj ¼ QT ð33Þ

Fig. 8 Root locus diagram for the parameter Mp [7]
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Simplified expressions for the system plant can be obtained from Eq. (24), as:

Q1 � X1 � Qi � Xi ¼ V0 � ðE1 � EiÞ; i ¼ 2; . . .;N ð34Þ

The droop method changes Vi
* in order to equally share power QT. In order to

follow this voltage reference, the voltage regulation changes Ei. Taking Eq. (18)
and Fig. 6, it is possible to model the transfer functions of the voltage droop
together with the voltage regulation as

Ei � Eið0Þ ¼ CV � ðV�
i � HV � VÞ

¼ CV � ðV0 � mQi � HQ � Qi � HV � VÞ; i ¼ 1; . . .;N
ð35Þ

where Ei(0) is the initial controller output, HQ is a low-pass filter with time constant
sQ, to model the reactive power measurement, HV is a low-pass filter with time
constant sV, to model the RMS grid voltage measurement, and CV represents the PI
voltage controller. HQ, HV and CV are assumed to be the same for each inverter.

Taking Eqs. (34) and (35), each reactive power output can be expressed as a
function of Q1, that is:

Qi ¼ X1 þV0 � mQ1 � CV � HQ

Xi þV0 � mQi � CV � HQ
� Q1; i ¼ 2; . . .;N ð36Þ

By introducing Eq. (36) into Eq. (33) and operating, the characteristic equation
can be obtained as

denQ ¼
XN
j¼1

1
Xj þV0 � mQj � CV � HQ

ð37Þ

Finally, the voltage response is obtained. Introducing (35) into (24) gives:

Table 2 Closed-loop
poles for the real power
response [7]

Configuration Poles

N times Inv1 N − 1 times
−20.0 ± 17.5j (n = 0.75)

N times Inv2 N − 1 times
−20.0 ± 25.7j (n = 0.62)

N times Inv3 N − 1 times
−20.0 ± 21.1j (n = 0.69)

N times Inv4 N − 1 times
−20.0 ± 19.8j (n = 0.71)

Inv1, Inv2 −20.0 ± 22.5j (n = 0.66)

Inv1, Inv2, Inv3, Inv4 −20.0 ± 24.5j (n = 0.63)
−20.0 ± 20.5j (n = 0.70)
−20.0 ± 18.5j (n = 0.73)
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V ¼ �Xi þV0 � mQi � CV � HQ

V0 � denV � Qi; i ¼ 1; . . .;N ð38Þ

denV ¼ CV � HV þ 1 ð39Þ

As can be observed in the equations above, two different expressions, denQ and
denV, determine the transfer function poles for the voltage and reactive power
responses. The reactive power response is dependent on denQ, while the voltage
response is primarily dependent on denV, but also on denQ through Qi. The design of
CV is important for both responses, given the fact that it appears in both denQ and denV,
whileMq only appears in denQ and its design is, therefore, important for the reactive
power response (see Eq. 20). Furthermore, it is possible to observe that the voltage
response does not depend on the number of parallel-connected inverters. Based on
Eq. (39), the PI controller is designed to obtain a voltage response with crossover
frequency fcV = 1 Hz and phase margin PMV = 80°. The low fcV value prevents
dangerous load transients, such as when operating with motors or transformers, while
the high PMV value prevents voltage overshoots.

Once voltage controller CV is designed, the next step is to select parameter Mq.
For the case in question with N = 2, Eq. (37) becomes

denQ ¼ V0 � ðmQ1 þmQ2Þ � CV � HQ þX1 þX2 ð40Þ

As the reactive power dynamics are determined from Eq. (40), the selection of
Mq is important for the reactive power response. In this case, 20 V is selected for
parameter Mq, which from Eq. (40) gives reactive power crossover frequency
fcQ = 1 Hz and phase margin PMQ = 76°. This high Mq value causes the voltage to
vary between V0 −Mq = 210 V and V0 + Mq = 250 V, which is within the
acceptable variation limits. It also helps reduce the inaccuracy of the reactive power
control caused by line impedance, as discussed later on. Although a higher Mq

value would improve the steady-state and transient responses still further, it would
also mean that the voltage variation range would be out of limit.

Table 3 Closed-loop poles
for the reactive power
response

Configuration Poles

N times Inv1 N − 1 times
−7.91, −13.3 (n = 1)

N times Inv2 N − 1 times
−10.9 ± 6.23j (n = 0.87)

N times Inv3 N − 1 times
−10.7 ± 3.35j (n = 0.96)

N times Inv4 N − 1 times
−10.7 ± 2.07j (n = 0.98)

Inv1, Inv2 −10.8 ± 4.37j (n = 0.93)

Inv1, Inv2, Inv3, Inv4 −10.9 ± 5.62j (n = 0.89)
−10.7 ± 2.75j (n = 0.97)
−9.10, −12.2 (n = 1)
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After designing droop coefficient Mq for two inverters, the system poles for
Mq = 20 V are then evaluated using Eq. (37) for N inverters. Table 3 shows the
results for a number of inverter configurations, whose system parameters were pre-
sented in Table 1. In the same way as for the real power, it can be seen that the system
has N − 1 pairs of poles and that configurations with equal inverters have extreme
poles whilst the poles for configurations with different inverters are in between.

The system presented in Fig. 3, including inverter 1, inverter 2, and some linear
loads, was modelled using the software PSIM. The droop method and voltage
regulation shown in Fig. 6 were used for the control. The system parameters were
presented in Table 1.

The simulation results are plotted in Fig. 9, the first graph shows the per-unit real
powers, the second graph the per-unit reactive power, and the third graph shows
reference voltages Vref1 and Vref2, measured voltage V, and output voltages E1 and
E2. Only inverter 1 is operating at the start, supplying an RL load with rated values
Pload = 4 kW and Qload = 2.5 kVAr. At start-up, from second 0.05, the voltage
response is clear to see. The rise time and the lack of overshoot tally with crossover
frequency fcV = 1 Hz and PMV = 80° obtained in the voltage design. Inverter 2 is
connected just after second 1, with the real power, reactive power, and voltage
responses shown in Fig. 9. Again, the obtained crossover frequencies fcV = 1 Hz,
fcQ = 1 Hz, and fcP = 3.2 Hz, and phase margins PMV = 80°, PMQ = 76°, and
PMP = 63°, tally with the corresponding responses. Moreover, the power outputs
are shared equally between the inverters. Finally, at second 1.6, an identical RL
load is connected. In this case, the power outputs are also perfectly distributed at
steady state.

The same system was tested in the laboratory. In this case, the system parameters
are also the ones presented in Table 1 but taking account of the fact that both
inverters have the same characteristics, corresponding to inverter 1.

Fig. 9 Simulation results for the droop method with RMS voltage regulation [6]
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The experimental results are shown in Fig. 10, where i1, i2, and i1 − i2 are
represented in green, purple, and red respectively. The transient responses for the
second inverter and load connections are augmented in Fig. 11. At first, only
inverter 1 is operating, supplying a linear load with Sload = 3300 VA. Then, when
inverter 2 is connected, the current is well distributed thanks to the droop method.
The currents are completely established after about 0.5 s, which is fast enough for
this application. Finally, when an identical linear load is connected, the powers also
remain perfectly distributed after a short transient.

2.4 Line Impedance Influence on Reactive Power Sharing

This section discusses the steady-state inaccuracy of the reactive power control due
to line impedance, a factor which has not yet been considered. In contrast, the real
power control is not affected by the line impedance since the steady-state frequency
is the same at all grid points.

Once the droop method has been implemented, the equivalent circuit of Fig. 4 can
be replaced by the one shown in Fig. 12. The differences between these two equivalent
circuits are the voltage sources and impedances. In Fig. 4, voltage source Ei|di rep-
resents the inverter output voltage before the filter impedance while here voltage
source Vi|hi represents the voltage after the filter impedance, which is controlled by

Fig. 10 Experimental results for the droop method
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means of the droop method and the voltage regulation. As a result, impedance
Ri + Xi � j shown in Fig. 4 includes the filter and line impedances while here impe-
dance Rli + Xli � j only includes the line impedance.

In the system shown in Fig. 4, the real and reactive powers injected into the bus
by every inverter were determined as Eqs. (11) and (12). These expressions can be
readily adapted for the system of Fig. 12. Assuming that the voltage variation is
very small in relation to the rated value and the power angle is very small, then the
following expressions are obtained from Eqs. (11) and (12):

Pi ¼ V2
0

Z2
li
� Xli � hi þ V0

Z2
li
� Rli � Vi � Vð Þ; i ¼ 1; . . .;N ð41Þ

Fig. 11 Detail of the transients for the droop method

Fig. 12 Equivalent circuit of
N droop-controlled inverters
connected to an AC bus
through line impedances
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Qi ¼ �V2
0

Z2
li
� Rli � hi þ V0

Z2
li
� Xli � Vi � Vð Þ; i ¼ 1; . . .;N ð42Þ

As can be observed, the real and reactive powers are now linearly dependent on
hi, Vi, and V. From Eqs. (41) and (42), power angle hi and output voltage Vi can
then be calculated as a linear function of Pi, Qi and V:

hi ¼ Xli

V2
0
� Pi � Rli

V2
0
� Qi; i ¼ 1; . . .;N ð43Þ

Vi ¼ V þ Rli

V0
� Pi þ Xli

V0
� Qi; i ¼ 1; . . .;N ð44Þ

Equation (44) shows that the real power causes a voltage drop when it flows
through a resistance while the reactive power causes a voltage drop when it flows
through an inductance.

Due to the droop method and the voltage regulation, the voltage droop curve,
Eq. (18), can be expressed at steady state as

Vi ¼ V0 � mQi � Qi; i ¼ 1; . . .;N ð45Þ

By means of Eqs. (44) and (45), an expression for the grid voltage can be
obtained for every inverter as

V ¼ V0 � mQi � Qi � Xli

V0
� Qi � Rli

V0
� Pi; i ¼ 1; . . .;N ð46Þ

It can be observed that, with regard to the voltage drop, the droop method
performs like a constant voltage source with an output inductance. As a result,
Eq. (46) can be modified and expressed as

V ¼ V0 � Xdi þXli

V0
� Qi � Rli

V0
� Pi; i ¼ 1; . . .;N ð47Þ

Xdi ¼ mQi � V0 ¼ Mq

Sbat;i
� V0; i ¼ 1; . . .;N ð48Þ

where Xdi is the equivalent droop reactance.
Taking these considerations into account, the equivalent circuit of Fig. 12 can be

substituted by the equivalent circuit presented in Fig. 13, where the circuit is now
only valid for the voltage drop but not for the phase calculation. Because droop
reactances Xdi have the same per-unit value, the reactive power will be equally
distributed if the line impedances are low in relation to the droop reactances.
For this reason, a high droop coefficient Mq is desirable for the power sharing.
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However, since a too high value would cause an excessive voltage deviation in
steady state, a trade-off must be reached.

By means of the equivalent circuit of Fig. 13, the expressions for the reactive
power distribution are derived below. Considering that the real power is perfectly
distributed because it is not affected by the line, Eq. (47) becomes

V ¼ V0 � Xdi þXli

V0
� Qi � Rli

V0
� Sbat;i
Sbat;tot

� PT ; i ¼ 1; . . .;N; ð49Þ

where Sbat,tot is the rated power of all inverters.
By equalizing Eq. (49) for i = 1 and i 6¼ 1, each reactive power can be

expressed as a function of Q1 and PT, i.e.

Qi ¼ Xd1 þXl1

Xdi þXli
� Q1 þ Rl1 � Sbat1 � Rli � Sbat;i

Xdi þXlið Þ � Sbat;tot � PT ; i ¼ 2; . . .;N: ð50Þ

Introducing Eq. (50) into Eq. (33) and operating makes it possible to obtain the
expression for Q1 as a function of QT and PT. Proceeding in a similar manner for the
other inverters, an expression for Qi is obtained as

Qi ¼
1

Xdi þXliPN
j¼1

1
Xdj þXlj

� QT þ
XN
j ¼ 1
j 6¼ i

Rlj � Sbat;j � Rli � Sbat;i
Xdj þXlj
� � � Sbat;tot � PT

2
66664

3
77775; i ¼ 1; . . .;N:

ð51Þ

As an example, Eq. (51) particularized for two inverters becomes

Rl1

P1, Q1 PN, QN

PT, QT

Xd1

V1

Xl1

V0

RlN

XlN

XdN

V0

VN

V

Fig. 13 Equivalent circuit of
N droop-controlled inverters
connected to an AC bus
through line impedances,
valid for the RMS voltage
calculation
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Q1 ¼ Xd2 þXl2

Xd1 þXl1 þXd2 þXl2
� QT þ Rl2 � Sbat2 � Rl1 � Sbat1

Xd1 þXl1 þXd2 þXl2ð Þ � Sbat;tot � PT ð52Þ

Q2 ¼ Xd1 þXl1

Xd1 þXl1 þXd2 þXl2
� QT þ Rl1 � Sbat1 � Rl2 � Sbat2

Xd1 þXl1 þXd2 þXl2ð Þ � Sbat;tot � PT : ð53Þ

In order to better understand how the reactive power is distributed in a real case,
an example is provided for two inverters connected in parallel in a low-voltage grid
with long lines. The inverters are inverter 1 and inverter 2, previously presented in
Table 1, and the line cables are selected from recent regulations [8]. The line for
inverter 1 is chosen with a cross-sectional area of 6 mm2, which leads to a resis-
tance of 3.56 Ω/km and a reactance of 2.06 Ω/km, and the line for inverter 2 is
selected with a cross-sectional area of 2.5 mm2, which leads to a resistance of
8.57 Ω/km and a reactance of 4.93 Ω/km, both at a 60 °C copper operation tem-
perature [9]. It is worth noting that the cable lengths correspond to the distance
before both inverters are connected in parallel because the line after this point can
be considered as part of the load and does not thus cause power inaccuracy.

Figure 14 shows the per-unit reactive power provided by each inverter with a cable
length equal to 100 m for inverter 1 and a cable length varying from 0 to 200 m for
inverter 2. The first graph is obtained for a situation with more consumption than
generation, with PT = 7 kW andQT = 5 kVAr, while the second graph is determined
for higher generation, with PT = –7 kW and QT = 5 kVAr. Although ST = 8.6 kVA
is lower than the rated power Sbat,tot = 9 kVA, one inverter is overloaded in many
situations, specifically when qi > 0.63. It can be observed that the line influence is
very important in this system and that the real power also has a significant effect on
low-voltage grids due to ratio R/X > 1. In conclusion, in a low-voltage system with
very long lines, the inverters should be placed at a similar distance from the loads. If
this is not possible, a more complicated reactive power droop method should be
applied, where some examples can be consulted in [10, 11].

Fig. 14 Reactive power inaccuracy due to line impedance in a low-voltage grid with long lines,
cable length for inverter 1 is 100 m
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2.5 Droop Method for Nonlinear Loads

This section provides a brief introduction to the modifications that need to be made
to the droop control in the presence of nonlinear loads. Strictly speaking, it cannot
be affirmed that the changes are made to the droop control, given the fact that the
droop method uses the real and reactive powers as inputs, and it can therefore only
act on the fundamental voltage component. In contrast, the modifications are made
by adding harmonic components to the fundamental grid voltage reference. Since
these modifications are different depending on whether it is an RMS voltage reg-
ulation or an instantaneous voltage regulation, a separate analysis shall be made for
each.

RMS Voltage Regulation
A block diagram of the droop method together with RMS voltage regulation and
harmonic compensation is shown in Fig. 15. It can be seen that fundamental
voltage component efund, is obtained in exactly the same way as for the linear load
scheme shown in Fig. 6. At the same time, the harmonic components of voltage
eharm, are calculated in order to emulate an impedance for each grid harmonic. In
order to obtain this voltage, Band-Pass Filters (BPF) are first used to separately
extract the current harmonics from the output current and, then, the voltage drop is
calculated for each harmonic and the emulated impedance. Output voltage e is
finally obtained as the sum of the fundamental and harmonic components.

In the presence of nonlinear loads, if the inverter were to generate a
harmonic-free voltage e, then the voltage drop at the filter inductance would create a
considerable disturbance in the grid and, moreover, the current harmonics would
not be shared between the various inverters. In order to reduce the grid harmonic
distortion and to share the harmonic current in proportion to the rated power of each
inverter, different virtual impedances can be emulated. One option is to emulate a
negative virtual inductance, to reduce the filter inductance and also to impose the
same per-unit inductance for all inverters. Further details of this method are
available in [12]. Another option is to emulate a virtual impedance formed by a
capacitor that is series-connected to a resistor, so that the capacitor cancels the effect

Fig. 15 Block diagram of the droop method and voltage regulation with harmonic compensation
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of the filter inductance and the resistor takes the same per-unit value for all inverters
in order to share the harmonics.

One drawback of the methods indicated above is that, as can be seen in Fig. 15,
virtual impedance is emulated in open-loop. This means that it is difficult to
completely eliminate the effect of the filter inductance, given the fact that its value
may change in line with the operating point. Therefore, some methods propose a
closed-loop control by monitoring the RMS value of each harmonic. These methods
require high computational complexity and will not be discussed herein, however
an example can be found in [13].

Instantaneous Voltage Regulation
The block diagram for the instantaneous voltage regulation is the same as shown in
Fig. 7, where the only change is the emulated impedance expression Zv(s). With
linear loads, the emulated impedance was an inductance in order to achieve an
inductive-type grid. For nonlinear loads, this virtual impedance Zv(s) continues to
be an inductance for the grid fundamental frequency but performs as a resistance for
the current harmonics. In this way, the performance of an inductive grid is achieved
for the active and reactive power response whilst, at the same time, the current
harmonics are shared between the various inverters and the harmonic distortion in
the grid voltage is reduced.

Instantaneous voltage regulation allows for closed-loop control and, therefore, a
more accurate emulation of the virtual impedance. However, an extremely quick
response is required in order to follow the reference voltage harmonic components.
Therefore, it is normal to use resonant controllers that are able to perfectly follow these
components. Further details about this method can be consulted in [14].

3 Battery State-of-Charge (SOC) Regulation

3.1 Introduction to SOC Regulation

The droop control system used makes it possible to share the real power, reactive
power, and harmonic currents equally between a number of battery inverters. Yet,
the conventional droop method does not allow for the secondary control or energy
management of a distributed storage system. Despite the fact that, in an ideal
situation, the ratios between the battery capacity and the inverter rated power (C/
Sbat) should be the same for all battery inverters, so that all battery state-of-charges
change simultaneously, this is not the case in real-life applications. Due to different
manufacturing designs or to incorrect system sizing, the initial C/Sbat ratio will
never be identical for all battery inverters. Furthermore, the battery ageing process
results in a gradual reduction in capacity, which is more marked in some battery
banks than in others. The considerable variations in the initial SOC, from one
battery to another may also mean that each battery will operate with a different
SOC, so that operation is less than optimal. Therefore, SOC management is
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necessary. This is normally performed through an overall control based on
low-bandwidth communication, intended to complement the local droop control
system. In an endeavour to avoid any type of communication system whatsoever
and to improve the reliability of a stand-alone grid, frequency-based SOC man-
agement is presented. This section discusses how this SOC management can be
achieved, by making changes to the traditional droop method.

3.2 Description of the Two Potential Techniques

In order to balance the battery SOCs, without the need for a communication system,
there is a need to change the P–f curve as a function of each battery SOC. Based on
the P–f curve expression shown in Eq. (21), either the Mp parameter or f0 parameter
can be used for this purpose, which determines the two techniques available.

The first technique is termed the slope changing method, based on modifying the
slope of the P–f curve, Mp. Although there are a number of manners to modify this
slope, here we have considered the method proposed in [15], as this represents a
more general approach. This curve is based on the following expression:

fi ¼ f0 �Mp � pi ¼ f0 � M0

SOCn
i
� pi; pi [ 0; i ¼ 1; . . .;N ð54Þ

fi ¼ f0 �Mp � pi ¼ f0 �M0 � SOCn
i � pi; pi\0; i ¼ 1; . . .;N; ð55Þ

whereby M0 is the droop coefficient for SOCi = 1, and n is the SOC exponent
(n > 0). Low n values cause slight variations in slopeMp and, as a result,Mp always
stays similar to M0. On the other hand, high n values cause significant variations in
slope Mp for low SOCs, resulting in Mp attaining higher values than M0 for p > 0
and lower values than M0 for p < 0. Other slope modification methods are also
based on the expression shown in Eqs. (54) and (55) but for n = 1 [16].

As an example, the P–f curve is shown in Fig. 16 for f0 = 50 Hz, M0 = 0.1 Hz,
n = 1 and two batteries (SOC1 = 1 and SOC2 = 0.5). It can be observed that for

Fig. 16 P–f curve for the slope modification method
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battery inverter 1, since SOC1 = 1, then Mp = M0 = 0.1 Hz whenever it is sup-
plying or absorbing power. However, for battery inverter 2, Mp = 0.2 Hz > M0 for
discharging Mp = 0.05 Hz < M0 for charging. The figure also shows two
steady-state operating points for two frequencies (49.94 and 50.04 Hz). When load
demand exceeds generation capacity (PT > 0), then both batteries discharge.
Inverter 1 can be seen to supply more per-unit power than inverter 2, thereby
helping balance the SOCs. On the other hand, when generation exceeds the load
demand (PT < 0), then both batteries charge. In this case, more per-unit power is
absorbed by inverter 2, in relation to inverter 1, which also helps to balance the
SOC.

It is easy to obtain a steady-state operating point if it is considered that all
inverters have the same frequency after the power transient. Equations (26) and
(54) can be used to obtain, for PT > 0,

pi
pj

¼ SOCi

SOCj

� �n

; pi; pj [ 0; i ¼ 1; . . .;N; j ¼ 1; . . .;N ð56Þ

Pi ¼ Sbat;i � SOCn
iPN

j¼1 Sbat;j � SOCn
j

� PT ; i ¼ 1; . . .;N ð57Þ

Equation (56) shows that, when this method is used, the real power ratio is
dependent on the ratio between the SOCs. Parameter n either increases (n > 1) or
decreases (n < 1) the power ratio for the same SOC ratio.

The grid frequency value will vary according to the inverter power and the
battery SOC. The frequency will be less than f0 when the battery is delivering
power whilst it will be greater than f0 when the battery is absorbing power. The
minimum frequency fmin is given for SOC = SOCmin and p = 1, whereas the
maximum frequency fmax is determined for SOC = SOCmax = 1 and p = –1.
The SOC is saturated to SOCmin = 0.1 to prevent MP from considerably increasing
its value. Based on Eqs. (54) and (55), the limit frequency values are thus deter-
mined as

fmin ¼ f0 � M0

0:1n
; fmax ¼ f0 þM0 ð58Þ

There are two degrees of freedom for the design of the slope modification
method: M0 and n. These parameters should be selected with care since they affect
the frequency deviation, the power response, and the SOC response. With regard to
the frequency deviation, fmin can drop to exceedingly low values, as shown in
Eq. (58). However, this problem has already been resolved in the literature through
a secondary control, thereby restoring the frequency to its rated value [15].
Conversely, as shown in Sect. 2, droop method dynamics are extremely dependent
on droop coefficient Mp. The slope modification method is based on changing this
coefficient so as to balance the SOCs. Therefore, this method offers a variable
power response. It is then necessary to limit the slope variation range so as to
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prevent the system from offering a poor power response (low Mp) or instability
(high Mp), which would limit the battery SOC convergence. Therefore, the pre-
ferred method is to modify parameter f0, as it will be presented below, and the slope
changing method will be discussed no further. An in-depth study of the perfor-
mance of this method is provided in [7].

The second potential technique is termed the curve shifting method, proposing
the modification of the independent parameter. This method moves the P–f curve
either upwards or downwards based on the battery SOC. The P–f curve has the
following expression:

fi ¼ f0 �Mp � pi þMS � SOCi � SOCi0ð Þ; i ¼ 1; . . .;N ð59Þ

where MS is the SOC coefficient, being the same for all inverters. Term SOCi0 can
be used to define the desired SOC distribution between the batteries. Usually, the
control objective is to maintain the same SOC level for all the batteries and, for this
purpose, SOC10 = SOC20 = SOC0 is imposed (for two batteries). However, in
some situations, an unequal SOC distribution may be desirable; this can be easily
achieved by setting different values for SOC10 and SOC20. As a result, the control
objective will become SOC1 = SOC2 + SOC10 − SOC20. Furthermore, there will
be no change to the power and SOC dynamic responses due to the fact that term
MS � SOC0 is constant during operation.

The P–f curve is shown in Fig. 17 for fi = 50 Hz, Mp = 0.3 Hz, MS = 0.3 Hz,
SOC0 = 0.8 and two batteries (SOC1 = 1 and SOC2 = 0.5). The curve for battery
inverter 1 has moved upwards in relation to the curve for battery inverter 2,
although slope Mp remains constant. Two operating points are plotted in Fig. 17,
corresponding to PT > 0 and PT < 0. In both cases, p1 is greater than p2, making it
possible to balance the SOCs.

It is possible to determine the steady-state power distribution by taking into
account the fact that all inverters have the same frequency after the power transient.
Equations (26) and (59) result in

Fig. 17 P–f curve for the curve shifting method
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pi � pj ¼ MS

MP
� SOCi � SOCj
� �

; i ¼ 1; . . .;N; j ¼ 1; . . .;N ð60Þ

Pi ¼
Sbat;i
Sbat;tot

� PT þ Sbat;i
Sbat;tot

� MS

MP
�
XN
j ¼ 1
j 6¼ i

Sbat;j � ðSOCi � SOCjÞ; i ¼ 1; . . .;N ð61Þ

Equation (60) shows that the real power difference is proportional to the SOC
difference, with the proportionality constant being quotient MS/Mp.

The grid frequency also varies with this method, as a function of the inverter
power and the battery SOC. The frequency reaches its minimum fmin value for
SOC = SOCmin = 0.1 and p = 1, and its maximum value fmax for
SOC = SOCmax = 1 and p = –1.

fmin ¼ f0 �MP �MS � SOC0 � 0:1ð Þ ð62Þ

fmax ¼ f0 þMP þMS � 1� SOC0ð Þ ð63Þ

The curve shifting method offers two degrees of freedom for the design: Mp and
MS. It is important to select these parameters carefully, as they have a considerable
influence on the frequency deviation, the power response and the SOC response.
Therefore, an analysis will be made of the power and SOC responses in this section,
so that the right choice can be made. As far as the frequency deviation is concerned,
the frequency variation obtained is low for a stand-alone system, except for very
high Mp and MS values. Taking for example the parameters chosen for Fig. 17,
fmin = 49.49 Hz and fmax = 50.36 Hz, which are acceptable.

3.3 Parameter Design for the Curve Shifting Method

Looking at the expression for the curve shifting method, Eq. (59), parameters Mp

and MS are the two degrees of freedom for the design. In order to make a correct
selection, it is important to analyze the effect of these parameters on the power
response and SOC response.

With regard to the power response, Eq. (31) shows that the characteristic
equation depends solely on slope Mp and not on independent term f0. Given the fact
that parameter MS does not change the curve slope, it has no impact on the power
response. As a result, the system poles are the same as for the conventional droop
method and the power response can be analyzed as indicated in Sect. 2.3 through
theMp root locus diagram shown in Fig. 8. This parameter can therefore be selected
in order to optimize the power response, and based on the analysis above, it is
chosen as Mp = 0.3 Hz in this case.

356 A. Urtasun et al.



The next step is to analyze the influence of parameters Mp and MS on the SOC.
To this effect, for the purpose of simplicity, a simple model of the SOC response for
a two-battery system is developed, although a general model for an N-battery
system can also be consulted in [7]. With this model, it is possible to determine the
SOC balancing time constant sSOC, which is related to the SOC transient after an
initial SOC difference, as well as the SOC imbalance, which is related to the SOC
difference after net power variations and is only present for different C/Sbat ratios.
Here the battery discharging situation will be discussed, since the battery charging
analysis is similar and reaches the same conclusions.

The battery state-of-charge can be determined as follows

SOCi ¼ SOCið0Þ � 1
CAh

�
Z

ibat;i � dt; i ¼ 1; . . .;N; ð64Þ

where SOC(0) is the initial SOC, initial SOC, CAh is the battery capacity in Ah, and
ibat is the battery current (supplied). To better estimate the SOC, an enhanced
coulomb counting method has been used here [17]. Moreover, so as to avoid
long-term errors, the SOC is reset to 100% when the lead–acid battery is operating
at a float voltage for a given time, as indicated by the manufacturer. This situation
often occurs in stand-alone systems with non-dispatchable units, given the fact that
the renewable generators must be oversized in order to lessen the loss of load
probability [18].

Disregarding conversion losses, whilst considering the battery voltage to be
constant and applying the Laplace transform, Eq. (64) for two batteries becomes

SOC1 ¼ SOC1ð0Þ � P1

C1 � s ; SOC2 ¼ SOC2ð0Þ � P2

C2 � s ð65Þ

where C1 and C2 correspond to the battery capacities in Wh.
Considering that the SOC variation is far slower than that of the power response,

it can be considered that the power steady state has been achieved and that
Eqs. (60) and (61) are valid. Equations (26), (60) and (65) are used to obtain the
expression for the SOC difference:

SOC1 � SOC2 ¼ MP

MS

1
C1 þC2

C1

Sbat1
� C2

Sbat2

� �

� PT

sSOC � sþ 1
þ sSOC � s

sSOC � sþ 1
SOC1ð0Þ � SOC2ð0Þð Þ ð66Þ

sSOC ¼ MP

MS
� 1=Sbat1 þ 1=Sbat2

1=C1 þ 1=C2
ð67Þ

As shown in the two equations above, the transfer function has just one pole,
which has associated time constant sSOC. This parameter sSOC is dependent on the
battery capacity, the inverter rated power and parametersMp andMS. It can be set to
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the required value through parameter MS once parameter Mp has been selected to
optimize the power response. Increasing MS and therefore the MS/Mp ratio makes
the response faster. For example, for the batteries and inverters 1 and 2 presented in
Table 1, with Mp = 0.3 Hz and MS = 0.3 Hz, sSOC = 8 h is obtained.

Equations (66) and (67) also serve to determine the influence of the net power on
the SOC imbalance for different C/Sbat ratios. It should be noted that net power PT is
best rejected for a low C/Sbat ratio difference and a high MS/Mp ratio. Figure 18
shows the bode diagram for the SOC imbalance as a function of the net power,
plotted for the batteries and inverters 1 and 2 shown in Table 1. The curves are
obtained for Mp = 0.3 Hz, three different MS values (MS = 0.1 Hz, MS = 0.3 Hz
and MS = 0.5 Hz) and assuming a partial loss of the capacity of battery 2 through
ageing. More specifically, there are two families of curves: one for C2 = 18 kWh
(25% of capacity loss) and the other for C2 = 12 kWh (50% of capacity loss). From
the figure, it can be concluded that it is possible to reduce the SOC imbalance
caused by the net power through high MS values. Therefore the SOC imbalance can
be limited by increasing MS, since this parameter exerts no influence on the power
response. In this case, MS = 0.3 Hz is chosen since this value is high enough to
reduce the SOC difference and causes an acceptable frequency deviation.

A 1-year simulation is carried out for the batteries and inverters 1 and 2 pre-
sented in Table 1, but with C2 = 18 kWh (25% of capacity loss due to ageing). The
simulation is conducted with Simulink, based on the model developed above, using
Eqs. (61) and (65). When a battery is fully charged (SOC = 1) and PT < 0, the
generation is limited in order to ensure that the battery does not absorb any more
power. Power profile PT is shown in Fig. 19 with values obtained at 15-min
intervals and corresponding to consumption and generation data measured from

Fig. 18 Bode diagram of the SOC imbalance in relation to net power [7]

358 A. Urtasun et al.



1st February 2009 to 31th January 2010. The load profile was taken from two
homes in Pamplona, Spain, occupied by a total number of nine people. The PV and
wind generation profiles were adapted from irradiance, cell temperature and wind
speed data taken from the Public University of Navarra, in Pamplona, Spain, for a
10 kWp PV generator and a 5 kWp wind turbine. The generation and battery sizing
for the stand-alone system was based on [18].

Figure 20 shows the results, whereby SOC1(0) = 80% and SOC2(0) = 30%.
The SOC transient response is shown in the first graph. As a result of this control,

Fig. 19 One year net power profile PT [7]

Fig. 20 SOC evolution for a stand-alone system for the curve shifting method [7]
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both SOCs tend to reach the same value following a different initial status.
The SOC response can be seen to be fast enough, with a rise time that tallies with
the time constant obtained from Eq. (67), sSOC = 6.6 h. The second graph plots the
complete 1-year simulation, showing a low SOC imbalance. After the initial tran-
sient, the net power causes the SOC difference to change due to the fact that C1/
Sbat1 = 8 h 6¼ C2/Sbat2 = 6 h, as predicted by Eq. (66). In the course of the 1-year
period, and disregarding the initial transient, the SOC1–SOC2 difference reached a
peak value of −9.9%, an RMS value of 1.35% and an average value of −0.02%.
These values are acceptable and can be reduced still further if desired by increasing
MS yet without interacting with the power response dynamics.

3.4 Experimental Results

The next step is to validate the SOC-based droop scheme through experimental
tests. Two batteries with their inverters were parallel-connected to create the AC
grid. Their technical details are shown in Table 1. The Ingecon Hybrid AC Link
3TL and Ingecon Hybrid AC Link 6TL were selected as the battery inverter models,
yet with a modified configuration so as to implement the curve shifting method. The
P–f curve employed is Eq. (59) for f0 = 50 Hz, MP = 0.3 Hz, MS = 0.3 Hz,
SOC0 = 0.8, as designed above and indicated in Fig. 17. This curve was pro-
grammed in the inverter microprocessors. Each inverter measures its output power
and then changes the output voltage frequency accordingly. The battery banks
comprise series-connected vented lead–acid batteries, model 6 PVS 660. In the
course of the experiments, battery 1 had a greater charge than battery 2, with
SOC1 = 0.8 and SOC2 = 0.4. A load bank and a PV emulator with its inverter was
connected to the grid, making it possible to change the real and reactive powers as
desired and, therefore, to set the desired operating point. The data was obtained
with precision power analyser WT1800, recording power outputs and frequencies
every 50 ms. Figure 21 shows the battery inverters, battery banks, PV emulator and
load bank.

The first test was conducted for the battery inverters in discharging mode. The
per-unit real powers and the filtered grid frequency are shown in Fig. 22. Inverter 1
initially operated alone, supplying a 4 kW load. Therefore, P1 = 4 kW, p1 = 0.67,
P2 = 0 and p2 = 0. Then, at second 2, inverter 2 was connected in order to help
power the load. It was then possible to obtain the power distribution through
Eq. (61) as P1 = 3.47 kW, p1 = 0.58, P2 = 0.53 kW and p2 = 0.18. Then, a
2.7 kW load was added to the AC bus. The net power reached PT = 6.7 kW and the
power distribution reached P1 = 5.27 kW, p1 = 0.88, P2 = 1.43 kW, and
p2 = 0.48. Finally, at second 7.5, the 2.7 kW load was disconnected, and the system
returned to the previous operating point. The figure shows how p1 is always higher
than p2 thanks to the control. Since SOC1 = 0.8 and SOC2 = 0.4, this helps balance
the SOCs. As far as the grid frequency is concerned, this changes in line with the
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net power variations based on Eq. (59). The figure shows this frequency variation
to be moderate and completely acceptable for a stand-alone system.

The second test was carried out for the battery inverters in charging mode. The
per-unit powers and the filtered grid frequency are shown in Fig. 23. In the course
of the entire experiment, the PV inverter operated under MPPT and supplied 6 kW
to the AC grid. Inverter 1 was initially connected with no load and, therefore,
P1 = −6 kW, p1 = −1, P2 = 0, and p2 = 0. Shortly afterwards, inverter 2 was
connected, changing the power distribution to P1 = −3.2 kW, p1 = −0.53,
P2 = −2.8 kW, and p2 = −0.93. Then, at around second 5.5, a 2.7 kW load was
connected, leading to net power PT = −3.3 kW. The power distribution was then
P1 = −1.4 kW, p1 = −0.23, P2 = −1.9 kW and p2 = −0.63. As can be seen in
the figure, when both inverters are connected, p1 is always greater than p2.

Fig. 21 Experimental setup, showing the PV emulator, battery and load banks [7]
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Thus, battery 2 is charged with more per-unit power, helping balance the SOCs.
Figure 23 also shows the grid frequency, which is in line with net power variations
and its variation range is between acceptable limits for a stand-alone system.

Fig. 22 Experimental results for two-battery inverters in discharging mode [7]

Fig. 23 Experimental results for two-battery inverters in charging mode [7]
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4 Battery Current and Voltage Control

4.1 Introduction to Current and Voltage Control

Provided that the battery SOC has been correctly estimated then it is possible to
maintain the same SOC level for all batteries, yet with no need for a communication
system, based on the SOC regulation detailed in the section above. Nonetheless,
this regulation fails to completely cover the secondary control, given the fact that it
is unable to guarantee that the battery voltage and current remain within the rated
values at all times. Therefore, in order to complement the secondary control whilst
avoiding the need for low-bandwidth communication, this section discusses a
further modification to the traditional droop method. The scheme indicated here is,
therefore, compatible and complementary to the one discussed in the section above,
making it possible to control the battery voltage and current, ensuring that these
remain within their maximum permitted values.

This energy management scheme functions as follows. Whenever the batteries
are fully charged or receiving too much current, the battery inverters increase the
grid frequency. This is detected by the RES inverters, which reduce their power in
order to regulate the battery voltages or currents. In addition, the control coordinates
the various batteries. If some of the batteries are not at their maximum voltage or
current, then the excess power is transferred from the charged batteries to the
non-charged ones, yet without curtailing the RES power, taking full advantage of
the solar/wind energy. This section also deals with protection during the battery
discharging process. In the same way as for battery charging, whenever the batteries
are either completely discharged or delivering too much current, then the grid
frequency is lowered. The power is first transferred from some battery to the others.
However, if all the batteries are at the minimum voltage or maximum discharge
current, then the reduction in frequency is detected by the non-critical loads, which
are either regulated or disconnected. If this is not possible, then the system is
shutdown in order to prevent irrevocable damage to the batteries.

4.2 Description of the Energy Management Strategy

Figure 24 shows the stand-alone system shown in Fig. 3, yet now with N battery
inverters, M PV inverters and with a number of loads connected to the common AC
bus. The battery inverters are parallel-connected through the output impedance,
comprising the filter inductance and line impedance. Given the fact that the line
impedance is much lower than the filter impedance, the output impedance can be
considered to be the same as filter inductance, Lfi. The figure also shows the battery
inverter rated powers Sbat,i, battery capacities Ci, battery real powers Pi, battery
reactive powers Qi, net real power PT, net reactive power QT, PV inverter rated
powers Spv,i and instantaneous value of voltages and currents v, ei and ii.
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The battery inverters in this system always operate under voltage-control mode
using droop methods in order to generate the grid power. Whilst the RES converters
operate under current-control mode, delivering to the grid either the maximum
power available or a power below the MPP. Given the fact that we are concerned
with energy management and, therefore, real power, the reactive power sharing is
not discussed here. The operation of the battery inverters, RES converters and
non-critical loads is detailed below.

With regard to the battery inverters, the traditional droop method is used to
distribute the real power in proportion to their ratings. For simplicity, two-battery
inverters are used for the real power analysis, however this can easily be general-
ized for N inverters. For the sake of convenience, the droop method expression is
recalled below:

f ¼ f0 �Mp � p ð68Þ

When operating at steady state, all the inverters have the same frequency. Thus,
from Eq. (68), and bearing in mind that the f0 and Mp values are the same for all
inverters, this gives the following:

f1 ¼ f2 ) p1 ¼ p2 ð69Þ

With this energy control strategy, Eq. (68) is used in normal operating condi-
tions and, as a result, the power is shared between the inverters. However, in some
situations equal power sharing is undesirable. The energy control strategy then
changes Eq. (68) as shown below:

Fig. 24 Battery inverters, PV inverters and parallel-connected loads [19]
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f ¼ f0 �Mp � pþ df ð70Þ

where df is the shifting frequency to be changed by the control.
In steady-state operation, from Eq. (70), condition f1 = f2 leads to

f1 ¼ f2 ) p1 � p2 ¼ df1 � df2
Mp

ð71Þ

This equation shows that adding the term df results in an unequal power dis-
tribution. From Eq. (71), if df2 and the load are maintained constant and df1 is
increased, then this leads to an increase in p1 and a decrease in p2 whilst a reduction
in df1 leads to a decrease in p1 and an increase in p2. Taking this into account, if
battery 1 reaches its minimum voltage or its maximum discharge current, then
battery inverter 1 will lower df1 and its power will decrease, thereby avoiding
over-discharge. On the other hand, if battery 1 is fully charged or absorbs too much
current, then the battery inverter will increase df1 and its power will increase. When
in charging mode, the power is negative thereby resulting in a reduction in the
battery current and voltage and impeding overcharging.

This can be observed in Fig. 25, where three different P–f curves are shown. The
parameters are f0 = 50 Hz, Mp = 0.3 Hz for all curves. The curve for inverter 2
remains unchanged (df2 = 0) whilst two modified curves are plotted for inverter 1
(df1 = −0.1 Hz and df1 = 0.1 Hz). Operating points for PT > 0 and for PT < 0 are
plotted in the figure. In discharge mode (PT > 0), the shifting frequency of battery 1
has been decreased to df1 = −0.1 Hz. As a result, inverter 1 injects less power than
inverter 2. Whilst, in charging mode (PT < 0), the shifting frequency of battery 1
has been increased to df1 = 0.1 Hz. In this situation, inverter 1 absorbs less power
than inverter 2.

Although parameters f0 and Mp are identical for all battery inverters so as to
share the per-unit power during normal operation, parameter df varies in line with
the operating point and is determined for each battery inverter as:

Fig. 25 P–f curve for the energy management strategy
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df ¼ dfc � dfd ð72Þ

where dfc (dfc � 0) is the charge changing frequency and dfd (dfd � 0) is the
discharge changing frequency.

Figure 26 shows how dfc and dfd are calculated. In charging mode, dfd = 0, and
dfc � 0. The first step is to enter the difference between measured battery voltage,
vbat,m, and maximum battery voltage, vbat,max, in the controller Cc,v, which then
determines dfc,v, with a limit from 0 to dfc,max. Second, controller Cc,i uses the
difference between the measured battery current, ibat,m (negative for charging
mode), and the maximum battery charging current, ibat,c,max, to determine dfc,i,
which also has a limit from 0 to dfc,max. Then, the highest dfc value is chosen, since
this value is more restrictive. During discharging mode, dfc = 0, and dfd � 0. In
this case, the calculations are comparable to those for the charging mode, but the
references are the minimum battery voltage, vbat,min, and the maximum battery
discharging current, ibat,d,max. In this case, the outputs are dfd,v, and dfd,i, the
threshold value is dfd,max, and the highest value dfd is selected as being the most
restrictive.

In normal operation, the battery currents and voltages are within range, in other
words vbat,min < vbat < vbat,max for the voltage and—ibat,c,max < ibat < ibat,d,max for

Fig. 26 Calculation of dfc and dfd [19]
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the current. Therefore, the controller outputs are saturated to zero, dfc = 0, dfd = 0,
df = 0, and Eqs. (68) and (69) are valid, resulting in an equal power distribution.
When a battery is fully charged and its voltage is greater than vbat,max

(vbat > vbat,max), or its charging current is greater than ibat,c,max (ibat < −ibat,c,max),
then df is increased, making it possible to reduce the power input of that battery. On
the other hand, when the battery is fully discharged and its voltage falls below vbat,
min (vbat < vbat,min), or its discharge current is greater than ibat,d,max (ibat > ibat,d,max),
then df is decreased, leading to a decrease in the power output of that battery.

When there is no variation in generation and consumption, in other words, net
power PT is constant, then the decrease in the power absorbed (delivered) by one
battery leads to an increase in the power absorbed (delivered) by the other battery.
Therefore, the control strategy proposed will remain stable if the complete storage
system is able to support the net power. However, if all batteries are fully charged
or if they are drawing too much current, then all batteries will increase the fre-
quency together. It is then necessary to reduce the RES power, as discussed below.
On the other hand, if all batteries are at their minimum voltage or maximum
discharge current, then they will all decrease the frequency together. In these cir-
cumstances, non-critical loads then need to be regulated, as also discussed below.

RES converters operate in current-control mode, delivering power to the grid.
Their control strategy is generally based on MPPT, yet they can decrease the power
in line with the grid frequency deviation Df, which is defined as

Df ¼ f � f0 ð73Þ

Each RES converter measures the frequency in order to obtain the measured
frequency deviation Dfm. There is no extra cost involved in the frequency mea-
surement, given the fact that the RES inverters already include this feature for grid
synchronization and islanding detection. The next stage is to filter the frequency
obtained by the phase-locked loop (PPL) so as to avoid noise, transients and
external interferences. A high value is preferable for the filter time constant, sf, in
order to prevent any transient frequency oscillations from reducing the RES power
when not required. However, an extremely high value would have a negative
impact on the control stability margin, and a trade-off must be balanced. If the
measured frequency deviation Dfm is greater than a minimum value Dfmin, then the
RES converter stores the MPP power, termed Pmpp,fr, and continuously reduces
the power generated up to frequency deviation Dfmax, where the power is zero. The
value of Dfmin should be greater thanMp so as to prevent interaction with the battery
inverter droop and to limit the power when not required. Given the fact that the
value of Pmpp,fr is considered instead of rated power Spv, then the RES power starts
to be reduced when Dfm > Dfmin, leading to a faster control. The frequency sensing
and filtering Hf, and the ratio between the frequency deviation and RES power
reference PRES

* are shown in Fig. 27.
Although the RES power control implementation is not shown here, it is

available for consultation in [20] for a PV system and in [21] for a wind-energy
conversion system.

Energy Management of AC-Isolated Microgrids … 367



With regard to the loads, if the system has non-critical controllable loads, then
their power can be regulated as a function of the grid frequency. In a similar manner
to the RES inverters (see Fig. 27), a P–f curve can also be programmed to reduce
the power consumed in low-frequency situations. Although it is possible to set the
frequency deviation limits independently of the RES control, in this case, they will
be considered to be the opposite of the RES control limits, namely −Dfmin and
−Dfmax. Typical programmable loads include thermal loads such as water heaters,
refrigerators and air conditioning units.

If it is not possible to regulate the load, or whenever all non-critical loads have
already been disconnected, then the system should be shutdown in low-frequency
situations in order to prevent irrevocable damage to the batteries. The shutdown
frequency deviation value is defined as −Dfstop. If it is possible to control the load,
then the shutdown frequency deviation should be Dfstop > Dfmin so that the system
does not shutdown when the load control is active. However, if it is not possible to
regulate the loads, then it should simply be Dfstop > Mp in order to avoid interaction
with the battery inverter droop.

4.3 Operating Modes

There are five operating modes, which are dependent on the values of df and
Df. Each operating mode is defined in Table 4, and the shift from one mode to
another is shown in Fig. 28 and explained below for a two-battery situation.
Figure 29 shows the frequency deviation for the various operating modes.

Mode I applies during normal operation, when the battery voltages and currents
are within the set limits. In Mode II, one battery is fully charged whilst, in Mode III,
both batteries are fully charged and a PV power limitation is necessary. On the
other hand, in Mode IV, one battery is discharged while, in Mode V, both batteries
are fully discharged and load regulation is necessary.

Fig. 27 Determination of RES power reference P * RES [19]
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Mode I: Normal Operation
In Mode I, the battery voltages and currents are within the set limits and, as a result,
based on Fig. 26, df = 0 for both batteries. Based on Eqs. (68) and (69), the
per-unit power is identical for both batteries, which either absorb or supply the

Table 4 Energy management operating modes [19]

Operating
mode

Frequencies Df, df1,
and df2

Battery voltages and
currents vbat1, vbat2, ibat1,
and ibat2

PV
inverters

Non-critical
loads

Mode I:
normal
operation

df = 0 for both
batteries
−Dfmin < −Mp < Df
Df < Mp < Dfmin

vbat within limits for
both batteries
ibat within limits for both
batteries

MPPT As required

Mode II: one
battery
charged

df > 0 for one battery
df = 0 for the other
−Dfmin < −Mp < Df
Df < Mp < Dfmin

vbat = vbat,max or
ibat = −ibat,c,max for one
battery
vbat and ibat within range
for the other battery

MPPT As required

Mode III: PV
power
limitation

df > 0 for both
batteries
Dfmin < Df < Dfmax

vbat = vbat,max or
ibat = −ibat,c,max for one
battery
vbat = vbat,max or
ibat = −ibat,c,max for the
other battery

Power
limitation

As required

Mode IV: one
battery
discharged

df < 0 for one battery
df = 0 for the other
−Dfmin < −Mp < Df
Df < Mp < Dfmin

vbat = vbat,min or
ibat = ibat,d,max for one
battery
vbat and ibat within limits
for the other battery

MPPT As required

Mode V: load
regulation

df < 0 for both
batteries
−Dfmax < Df < −Dfmin

vbat = vbat,min or
ibat = ibat,d,max for one
battery
vbat = vbat,min or
ibat = ibat,d,max for the
other batery

MPPT Load
regulation

Fig. 28 Transitions between operating modes [19]
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difference between generation and consumption, leading to the corresponding
variation in their SOC. Given the fact that df = 0, from Eq. (68), frequency devi-
ation Df is between ±Mp. Since it was established that Dfmin > Mp, the PV inverters
operate under MPPT and the loads are not controlled (see Fig. 27).

When the voltage for one battery is greater than vbat,max (vbat > vbat,max), or the
charging current is greater than ibat,c,max (ibat < −ibat,c,max), then the control
increases df, the power absorbed by that battery is reduced and the system changes
to Mode II.

On the other hand, if the voltage for one battery drops to under vbat,min (vbat <
vbat,min), or the discharge current is greater than ibat,d,max (ibat > ibat,d,max), then the
control reduces df, the power delivered by that battery decreases and the system
changes to Mode IV.

Mode II: One Battery Charged
In Mode II, the voltage or current of one battery is controlled to its maximum value,
vbat = vbat,max or ibat = –ibat,c,max, whilst the voltage and current for the other battery
are within the set limits. As a result of this control, df = 0 for the second battery,
and df > 0 for the first battery. Therefore, from Eq. (71), the second battery absorbs
a higher power than the first battery. Also in this case, since df = 0 for one battery
inverter, then frequency deviation Df is between ±Mp and there is no change to the
net power.

In this mode, the voltage and current of one battery are within the set limits, and
with df = 0. If the voltage or current of this battery is also greater than its maximum
value, then it is impossible that the complete storage system absorbs the net power.
In this situation, it is not possible to reorganize the power between the batteries, as
this is carried out in this mode. According to the control, both batteries increase df.
At first, this has no effect on the net power. However, once the grid frequency
deviation becomes greater than Dfmin, then the PV power starts to be limited and the
system changes to Mode III.

On the other hand, in Mode II, the voltage or current of one of the batteries is
controlled to its maximum value. When this voltage or current decreases, the bat-
tery inverter reduces df and the system changes to Mode I.

Mode III: RES Power Limitation
In Mode III, the voltage or current of all the batteries is adjusted to its maximum
value, vbat = vbat,max or ibat = −ibat,c,max. The control establishes df > 0 for both
batteries, resulting in frequency deviation Df > Dfmin. As a result, the PV power is
decreased as shown in Fig. 27. This operating point requires a specific net power,
which is obtained thanks to the control-imposed frequency.

In this mode, if the net power increases (for example due to a decrease in
irradiance), and the system is unable to maintain the voltage or current reference for
one battery, then the regulation reduces the frequency deviation to under Dfmin, and
the system changes to Mode II.

Various simulations were made, so as to validate the strategy in different
operating modes. The PSIM software was used to develop an accurate model of the
system shown in Fig. 24, consisting of two PV inverters, two-battery inverters and
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various resistive loads. Some of the system features were presented in Table 1,
where the two-battery inverters correspond to the battery and inverters 1 and 2, the
two PV inverters have a rated power of 5 kW each and the parameters Mp, Dfmin

and Dfmax are 0.3, 0.5 and 2 Hz, as shown in Fig. 29. The first simulation considers
the voltage regulation during the change from Mode I–Mode II–Mode III–Mode I.
This is shown in Fig. 30 and represents the battery 1 voltage divided by two, the
battery 2 voltage, the maximum voltage for both batteries (Fig. 30a), the total PV
power, the battery powers (Fig. 30b), the frequency imposed by the battery

Fig. 29 Frequency deviation (Hz) and operating modes [19]

Fig. 30 Voltage regulation for the change from Mode I–Mode II–Mode III–Mode I [19]
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inverters and the frequency measured by the PV inverters (Fig. 30c). During the
simulation, the MPP power remains constant at 6 kW, whilst various resistive loads
are disconnected and connected.

At first, the load consumes 4 kW, therefore the net power is PT = −2 kW. Given
the fact that the battery voltages are lower than the power input values, df = 0 for
both batteries (see Fig. 26), the system is in Mode I, both batteries have the same
per-unit power (P1 = 2 � P2) and the grid frequency is under f0 + Dfmin = 50.5 Hz.

Then, at second 5, a 2.7 kW load is disconnected, leading to net power
PT = −4.7 kW. The voltage of battery 2 is greater than its maximum value and,
therefore, df2 > 0. According to Eq. (71), the absorbed power then moves from
battery 2 to battery 1 so that the battery 2 voltage is controlled and the system
operates in Mode II. Since dfi = 0, the frequency is also lower than fi + Dfmin in this
case, and no limitation is required for the PV power.

Then, at second 12, a 1.3 kW load is disconnected, leading to net power
PT = −6 kW. The voltages of both batteries are above their input values, meaning
that the storage system is unable to absorb this power and it is therefore necessary to
reduce the PV power. df1, df2 and the grid frequency are all increased as a result of
the control. Then, when the frequency measured by the PV inverters is greater than
f0 + Dfmin = 50.5 Hz, the PV power is limited so that both battery voltages are
adjusted. Therefore, the system is operating in Mode III, with Ppv = 4.5 kW and
f = 50.87 Hz.

Finally, at second 20, the connection of a 4 kW load leads to net power
PT = −0.5 kW. This causes both battery voltages to decrease to below their max-
imum values, and df1 and df2 to decrease to df1 = dfi = 0. The grid frequency also
drops, the PV inverters operate at MPPT and the system changes to Mode I.

Mode IV: One Battery Discharged
In this mode, the voltage or current of one battery is regulated to its reference value,
vbat = vbat,min or ibat = ibat,d,max, whilst the other voltage and current of the other
battery are within the set limits. The control establishes df < 0 for the first battery
and df = 0 for the second battery. Based on Eq. (71), less power is therefore
supplied from the first battery than from the second. Since df = 0 for one battery
inverter, frequency deviation Df is between ±Mp with no modification to the net
power.

In this mode, the voltage and current of one battery are within limits, and with
df = 0. When, for this battery, the voltage drops to under vbat,min or the discharge
current is greater than ibat,d,max, then the storage system as a whole is unable to
deliver the net power. In this situation, it is not possible to reorganize the power
between the batteries, as was the case for this mode. According to the control, both
batteries decrease the df value. The net power is not affected at first. However, when
the grid frequency deviation drops to below −Dfmin, then this marks the start of the
adjustment of the load power and the system changes to Mode V. If the system
does not permit non-critical load control, then the frequency will continue to
decrease until Df < −Dfstop, at which point the system shuts down in order to avoid
irrevocable battery damage.
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Furthermore, in Mode IV, the voltage or current of one of the batteries is con-
trolled to its reference value, vbat = vbat,min or ibat = ibat,d,max, When either this
voltage increases or this current decreases, then the battery inverter increases df and
the system changes to Mode I.

Mode V: Load Regulation
In Mode V, all the battery voltages and currents are controlled to their reference
value, vbat = vbat,min or ibat = ibat,d,max. Due to the control, df < 0 for both batteries,
resulting in a frequency deviation Df < −Dfmin. As a result, the load power is
regulated, making it possible to establish the required net power so that either the
voltage or current is maintained at its reference value.

In this mode, if there is a drop in the net power to be delivered (due to a rise in
irradiance for example), then the control increases the frequency deviation to more
than −Dfmin, and the system changes to Mode IV.

On the other hand, if all non-critical loads have already been disconnected and
the storage system is unable to supply the net power demanded, then vbat < vbat,min

or ibat > ibat,d,max for both batteries, and the control continues to lower the value of
df until Df < −Dfstop, whereby the system is shutdown so as to avoid irrevocable
battery damage.

Another simulation was conducted for the system proposed above, examining
the current control during the change from Mode I–Mode IV–Mode V–Mode I.
The simulation results plotted in Fig. 31 show the battery currents, the maximum
discharge current for both batteries (Fig. 31a), the load power, the battery powers

Fig. 31 Current control during the change from Mode I–Mode IV–Mode V–Mode I [19]
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(Fig. 31b), the frequency imposed by the battery inverters and the frequency
measured by the controllable load (Fig. 31c). Both batteries are assumed to be
exceedingly hot, due to unfavourable conditions. To protect the batteries, their
maximum current is decreased to ibat,d,max1 = 20 A and ibat,d,max2 = 10 A.
Throughout the simulation, the PV power stays at 0, whilst various resistive loads
are disconnected and connected, including a 2.7 kW controllable load.

A 3 kW load is initially connected to the grid. Given the fact that the battery
currents are below their maximum values, df = 0 for both batteries (see Fig. 26),
and the system is in Mode I, the per-unit power is identical for both batteries
(P1 = 2 � P2) and the grid frequency is greater than f0 − Dfmin = 49.5 Hz.

A 2 kW load is then connected at second 5. The current for battery 2 goes above
the maximum value, which leads to df2 < 0. The power delivered then switches
from battery 2 to battery 1 so that the current for battery 2 is controlled, causing the
system to operate in Mode IV. Given the fact that df1 = 0, the frequency is also
greater than f0 − Dfmin in this case, and no load management is required.

A 1.4 kW load is then connected at second 10. At that point in time, the currents
for both batteries are greater than their maximum values, meaning that the storage
system is unable to deliver the power demanded, making it necessary to reduce the
load. df1, df2 and the grid frequency all decrease as a result of the control. When the
frequency measured by the controllable load falls below f0 − Dfmin = 49.5 Hz, then
the power of the load is adjusted in such a manner that both battery currents are
regulated. The system then switches to operation in Mode V, with Pload = 5.8 kW,
Pload,cont = 2.1 kW and f = 49.15 Hz.

Finally, at second 20, a 3.4 kW load is disconnected. This causes the battery
currents to decrease to less than their maximum values, and df1 and dfi to increase
up to df1 = df2 = 0. The grid frequency also rises, more power is consumed by the
controllable load and the system changes to Mode I.

Control Parameter Design
The first step in the design of the control parameters is to derive a system model
capable of describing the dynamic response. The main design parameters are the
droop coefficient Mp and the controller parameters used for the voltage and current
control (see Fig. 26). Secondary design parameters include the filter constants for
the real power and grid frequency (sP and sf for first-order filters). For reasons of
space, this is not addressed herein. However, a detailed small-signal model is
available for reference in [19] whilst a flexible parameter design can be consulted in
[22].

4.4 Experimental Results

The frequency-based energy management strategy discussed herein was validated
through experimental results. Two batteries with their inverters were
parallel-connected to generate the AC grid. A load bank and two PV emulators with
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their inverters were connected to the grid. The battery and PV inverters are standard
off-the-shelf equipment, yet with changes to their configurations in order to make it
possible to implement the energy management strategy. Specifically, the droop
method put forward by Eq. (70), where df is obtained from Eq. (72) and Fig. 26,
was programmed in the battery inverters whilst the PV power management, rep-
resented by Fig. 27, was programmed in the PV inverters. The system features are
set out in Table 1 and the parameters Mp, Dfmin and Dfmax are 0.3, 0.5 and 2 Hz, as
shown in Fig. 29. As can be seen, each battery system has different characteristics.
Precision power analyser WT1800 was used to obtain the data, recording voltages,
currents, powers and frequencies every 50 ms.

The first test conducted aimed to validate the battery voltage control during the
change from Mode I–Mode II–Mode III, in a similar fashion to the simulation
shown in Fig. 30. Figure 32 presents the experimental results, showing the voltage
of battery 1 divided by two, the voltage of battery 2, the maximum voltage for both
batteries (Fig. 32a), the battery powers, the load power, the total PV power
(Fig. 32b), and the grid frequency (Fig. 32c). The initial battery voltages are lower
than their maximum values. Therefore, the battery inverters share the power in line
with their ratings (P1 = 2 � P2), the frequency is close to 50 Hz and the system
operates in Mode I. At around second 8, a 2.6 kW load is then disconnected. When

Fig. 32 Voltage control during the change from Mode I–Mode II–Mode III [19]
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the voltage of battery 2 goes above its maximum value, the control ensures that the
absorbed power shifts from battery 2 to battery 1, so that the voltage of battery 2 is
controlled, making the system operate in Mode II. When in this mode, although the
grid frequency increases, it does stay below f0 + Dfmin = 50.5 Hz due to the fact
that there is no need to limit the PV power. Then, at around second 25, a 1.3 kW
load is also disconnected, with the subsequent rise in the voltage of both batteries,
to above their maximum value. The control therefore increases the grid frequency.
Then, once the frequency measured by the PV inverters exceeds 50.5 Hz, the PV
power is lowered so that both battery voltages are controlled, causing the system to
operate in Mode III. The figure shows how the energy management strategy
described succeeds in controlling the input voltage of either one or two batteries as
required whilst taking full advantage of the solar energy, yet without the need for
communication cables.

The second test aimed to validate the battery current control during the change
from Mode I–Mode IV–Stop, in a similar manner to the simulation presented in
Fig. 31. Figure 33 show the experimental results for the battery currents, the
maximum discharge current for both batteries (Fig. 33a), the load power, the bat-
tery powers (Fig. 33b), and the grid frequency (Fig. 33c). Both batteries are
assumed to be exceedingly hot, due to unfavourable conditions. To protect the
batteries, their maximum current is reduced to ibat,d,max1 = 20 A and ibat,

Fig. 33 Current control during the shift from Mode I–Mode IV–Stop [19]
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d,max2 = 10 A. Throughout the test, the PV power stays at 0, and there are no
controllable loads. The initial battery currents are under their maximum values. The
system therefore operates in Mode 1, the inverters share the load power and the
frequency is close to 50 Hz. A 2 kW load is then connected at second 3.
The battery 2 current then exceeds 10 A, leading the control to make battery
inverter 1 deliver more power so that the current of battery 2 is controlled, leading
the system to operate in Mode II. Then, at around second 5, a 1.3 kW load is also
connected, with the subsequent rise in the current of both batteries, to above their
maximum value. The control therefore decreases the grid frequency. Since there are
no controllable loads in this test, the frequency continues to fall until a value of
f0 − Δfstop = 49.4 Hz is reached, when the system shuts down in order to protect
the batteries. The figure shows how the strategy proposed can either control the
current of one battery or stop the system, as required, without the need for com-
munication cables. In addition, it is also possible to configure the value of Δfstop in
order to control the overload time, depending on the thermal properties of the
system.

5 Summary of the Control for Implementation
in a Microgrid

In order to implement the overall energy management strategy in a real stand-alone
microgrid, a summary of the different controls is provided in this section. The
general scheme of the system was presented in Fig. 24. It is worth noting that each
inverter only has information about local variables, on which the control is based.

The implementation of the strategy for the battery inverter is shown in Fig. 34.
The real and reactive powers are obtained from the grid voltage and inverter current
as described in Sect. 2.1. For the reactive power management, the conventional
droop method is used, defined by Eq. (18), where the droop coefficient is obtained
from Eq. (20). This control determines the RMS voltage reference V*, which is in
turn regulated by a PI controller, as shown in the figure. On the other hand, the

Fig. 34 Implementation of the battery inverter control
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conventional droop method for real power control, defined by Eqs. (17) and (19), is
modified in order to conduct the frequency-based energy management. The regu-
lation of the battery voltage and current is carried out thanks to Eq. (70), where df is
obtained from Eq. (72) and Fig. 26. Equation (70) can be combined with Eq. (59)
to balance the SOCs of the distributed battery systems. The combination of both
methods represents the overall energy management strategy and can be expressed
as

f ¼ f0 �Mp � pþMS � ðSOC � SOC0Þþ df ð73Þ

Since the RMS output voltage E and the frequency are now known, instanta-
neous voltage e can finally be obtained and modulated, as shown in Fig. 34. In this
control there is no inner current loop, and a current protection system must also be
implemented.

The regulation summarized so far deals with the fundamental components.
However, some additional controls must be added in the presence of nonlinear
loads. In this case, the inverter current harmonics are obtained by means of a BPF,
and a harmonic voltage compensation is calculated as set out in Sect. 2.5. The
harmonic voltage is then added to the fundamental voltage, as shown in Fig. 34.

With regard to the RES converters, these operate under MPPT as long as the
frequency deviation is below Dfmin. Once the frequency exceeds this value, then the
renewable power is reduced following the curve shown in Fig. 27. In a similar way,
the controllable loads can demand the power required, whenever the frequency
deviation is over −Dfmin, whilst the power consumed must be reduced, based on a
similar curve whenever the frequency deviation is below this value.
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Optimal Design and Energy Management
of a Hybrid Power Generation System
Based on Wind/Tidal/PV Sources: Case
Study for the Ouessant French Island

O.H. Mohammed, Y. Amirat, M.E.H. Benbouzid and G. Feld

Abstract Hybrid power generation systems have become a focal point to meet
requirements of electric power demand. This kind of system combines several
technologies and is considered as one of the appropriate options for supplying
electricity in remote areas, such islands, where the electric utility is not available. It
is one of the promising approaches due to its high flexibility, high reliability, higher
efficiency, and lower costs for the same produced energy by traditional resources.
Typically, hybrid power generation systems combine two or more conventional and
renewable power sources. They will also incorporate a storage system. This chapter
will focus on a typical hybrid power generation system using available renewables
near the Ouessant French Island: wind energy, marine energy (tidal current), and
PV. This hybrid system is intended to satisfy the island load demand. It will
therefore explore optimal economical design and optimal power management of
such kind of hybrid systems using different approaches: (1) Cascaded computation
(linear programming approach); (2) Genetic algorithms-based approach; (3) Particle
swarm optimization. In terms of economical optimization, different constraints
(objective functions) will be explored for a given 25 years of lifetime; such as
minimizing the Total Net Present Cost (TNPC), minimizing the Levelized Cost of
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Energy (LCE). The concept of reliability will also be explored to evaluate the
hybrid system based on renewables to satisfy the island load requirements. In this
chapter, the Equivalent Loss Factor (ELF) is considered.

Keywords Hybrid power generation system � Renewable energy � Optimal siz-
ing � Island

1 Introduction

Nowadays, the renewable energy is evolving in the same manner as expansion of
energy demand. As conventional plants are reaching the end of their useful lives,
they are expected to replace by renewable energy resources and cleaner technology
such as wind, solar, tidal, gas, etc. Although renewable energy penetration in
electricity is expected to have a spectacular growth in the forthcoming years, it still
however has very low participation rate compared to other nonrenewable energies.
In addition, it is necessary to integrate the renewable energy technologies into the
power grid so as to support it, raising therefore reliability, improving power quality,
increasing efficiency, and decreasing fluctuations [1]. Many studies have investi-
gated the potential contribution of renewables to global energy supplies, indicating
that in the second half of the twenty-first century their contribution might range
from the present figure of nearly 20% to more than 50% with the right policies in
place. About 30% contribution to world energy supply from renewable energy
sources by year 2020 is reported in [2]. However, integrating those renewable
energy resources into the grid is made more complex by a number of issues that are
related to intermittent availability of those resources and to the electrical charac-
teristics of the associated generators. To overcome these issues and to enhance the
energy system reliability, these generation unit should be working together in two
or more sources in the so-called hybrid system concept. Hybrid power station
concept is not new, but has gained popularity and rapid development in the recent
year. There are many types of hybrid energy systems including renewable and
nonrenewable sources that have been considered. Figure 1 summarizes all the
possible architectures and combinations including a grid connection. Nevertheless,
it is essential that renewable energy hybrid systems to be cost-effective and achieve
high reliability to meet the load requirements. Hence, designing a renewables-based
hybrid energy system must fulfill different constraints. These constraints can be
divided into two categories: The first category is a technical one and encompasses
energy sources availability, generation components, battery systems state of charge,
and electric load location. The second category is an economical one including
reliability, flexibility, efficiency, and costs.

Various literature [3–5], has demonstrated that hybrid renewable electrical
systems in off-grid applications are cheaply feasible in isolated areas. Moreover,
environment can make a topology of hybrid system more efficient than another one.
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For example, a hybrid system (Wind/Diesel/Battery) is ideal in areas where there
are substantial wind resources rates all over the year [6]; since a photovoltaic hybrid
system (Photovoltaic/Diesel/Battery) is perfect in areas with significant solar radi-
ation. Hybrid renewable power generation systems optimal design is a very chal-
lenging task as far as most renewable energy resources are random and
weather/climatic conditions-dependent. Figure 2 illustrates the general process of
a hybrid generation system optimization. For that purpose, different techniques and
various mathematical models have been used to design hybrid systems so as to
reach various goals and get the optimization, such as particle swarm optimization
technique (PSO), genetic algorithms (GA), fuzzy algorithms, cascade analysis,
artificial neural network, etc. [7].

This chapter will focus on a typical hybrid power generation system using
available renewables near the Ouessant French Island: wind energy, marine energy
(tidal current), and PV as illustrated by Fig. 3. This hybrid power generation system
is intended to satisfy the island load demand illustrated by Fig. 4. It will therefore
explore optimal economical design and optimal power management of such kind of
hybrid systems using different approaches: (1) Cascaded computation (linear pro-
gramming approach); (2) Genetic algorithms-based approach; (3) Particle swarm
optimization. In terms of economical optimization, different constraints (objective
functions) will be explored for a given 25 years of lifetime; such as minimizing the
Total Net Present Cost (TNPC), minimizing the Levelized Cost of Energy (LCE),
etc. The concept of reliability will also be explored to evaluate the hybrid system
ability to satisfy the island load requirements. In this chapter, the Equivalent Loss

Fig. 1 Hybrid generation systems general architecture
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Fig. 2 Hybrid generation system optimization general model [10]
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Fig. 3 Configuration of hybrid Wind/tidal/PV/battery stand-alone energy system

Fig. 4 Ouessant Island load demand
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Factor (ELF) is considered. This approach can be extended with no a priori to any
islanded or off-grid sites. It should be mentioned that previous studies have already
attempted to address islands typical issue of energy management using marine
renewable energies [8, 9].

2 Design, Analysis, and Optimization Software Tools
for Hybrid Generation Systems

In the existing literature, there are various software and design tools to evaluate and
to optimize hybrid energy systems. Each of these available softwares and tools has
their specific advantages and drawbacks. This section is therefore is devoted to
briefly present the most commonly used software for hybrid energy systems design
and optimization.

2.1 RETScreen

RETScreen is a free clean energy management software system for co-generation
project feasibility analysis, and energy performance evaluation. The Ministry of
Environment of Canada has released it. The first version was introduced for on-grid
applications, the RETScreen PV model was currently upgraded to deal with off-grid
applications. These include stand-alone, hybrid and water pumping systems. The
software guides the users in the design of their systems, by giving initial estimates
of an array, battery, or pump size. By modifying few of the system parameters,
users have the ability to quickly screen the most helpful technology and system size
depending upon the load, weather conditions, and season of use. It has capabilities
for evaluating both financial and environmental costs, assists in the decision,
determine, and make the most of the advantages of renewable energy technologies
for any location around the world [11–13]. RETScreen has several worksheet for
carrying out detailed project analysis, including energy modeling, cost analysis,
emission analysis, financial analysis and sensitivity and risk analyzes sheets. It has a
global climate data database of over 6000 ground stations (month wise solar irra-
diation and temperature data for the year), hydrology data, energy resource maps
(such as wind maps), product data like solar photovoltaic panel information and
wind turbine power curves. It also offers a link to the climate database of NASA. it
is used for the analysis of various types of energy-efficient and renewable tech-
nologies (RETS) dealing with mainly energy production, life-cycle costs, and
greenhouse gas emission reduction. RETScreen Plus is based upon an energy
management software tool to study the energy performance.

The main limitations of RETScreen are: it does not consider the effect of tem-
perature on PV performance analysis, the data sharing problem, limited options for
search and sensitivity analysis, no possibility of time series data files and import
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retrieval, does not support more advanced estimations and visualization features
[12, 14].

2.2 LEAP

LEAP (Long Range Energy Alternatives Planning) was developed at the Stockholm
Environment Institute in 2008. It is a widely used software tool for the analysis of
energy policy and evaluation of the impact of climate change. It includes a scenario
manager that can be used to describe individual measures. It allows investigating the
economic potential for energy performance and low emission development strategies to
reduce gas emission asCO2. It ismainly used to analyze national energy systems. It uses
a yearly time step and timehorizonmay extend over a number of years (usually between
20 and 50 years). However, neither optimization nor controls are possible [15, 16].

2.3 HYSIM

HYSIM is a hybrid energy simulation model produced by Sandia National
Laboratory of the US DOE. It is used for evaluating stand-alone off-grid hybrid
systems consisting in PV panels, Diesel generators and battery storage combination
with system reliability in 31 remote locations. The objective of this model was to
look at increasing overall system reliability by adding PV and battery storage, in
addition to financial analysis that LCOE, life-cycle, fuel cost, operation and
maintenance costs. HYSIM appears to have been used up until 1996 [17, 18].

2.4 iHOGA

iHOGA (ImprovedHybridOptimization byGeneticAlgorithms) is a software formerly
known as HOGA (Hybrid Optimization by Genetic Algorithm), developed for
the simulation and optimization of hybrid renewable energy systems. It has been
developed at the University of Zaragoza (Spain) [19–21]. It is a single-purpose or
multi-optimization software target hybrid renewable energy systems. It uses genetic
algorithms to optimize the control strategies of hybrid systems consisting in PV panels,
wind turbines, Diesel generators, batteries, hydraulic turbines, H2 tanks, electrolyzers,
fuel cells, rectifiers, and inverters. The simulation is performedusing one-hour intervals,
during which all parameters remain constant. Optimization is obtained by minimizing
the total cost of the system throughout its lifetime. However, this software allows for
multi-objective optimization,where additional variables can also beminimized, such as
the equivalent CO2 emissions or unmet load (energy not served). Since all these vari-
ables (costs, emissions or unmet load) are mutually against-productive in many cases,
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more than one solution is provided. Some of these solutions show better performance
when applied to emissions or unmet loadwhile other solutions are better suited for costs.
It is used for controlling system components. Indeed, the command with iHOGA is
limited to energy flow management strategies [12, 21, 22].

2.5 ARES

ARES (Autonomous Renewable Energy Systems) is a software designed by the
Cardiff school of engineering (UK). It is applied to simulate PV/Wind hybrid
systems with battery storage [20, 23]. This software can calculate the system loss of
load possibility and system autonomy by the prediction of the storage battery
voltage if input load and essential weather profile are provided.

2.6 SOMES

The University of Utrecht (NL) developed SOMES (Simulation and Optimization
Model for renewable Energy Systems). It is intended to simulate and to analyze the
operation of a PV/Wind/Diesel hybrid system with batteries for storage. It allows
economic analysis optimization of projects but it does not provide control systems.
Optimal operating strategies and criteria for starting and stopping the Diesel gen-
erator are provided by the user [24, 25].

2.7 RAPSIM

RAPSIM (Remote Area Power Supply Simulator) is a windows-based software
package developed by the Murdoch, University Energy Research Institute in
Australia. It is intended to simulate PV arrays—wind turbines—Diesel generators
with battery storage. It allows the user to select a hybrid system (PV and/or wind
and/or Diesel), to simulate and calculate the total cost [12, 23, 26].

2.8 HOMER

HOMER (Hybrid Optimization Model for Electric Renewables) is the most com-
monly used software. It has developed by the National Renewable Energy
Laboratory (USA). It is designed for both on- and off-grid systems and it is
appropriate for carrying out fast pre-feasibility, optimization, and sensitivity anal-
ysis in multiple possible system configurations. HOMER has been used extensively
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in the literature for hybrid renewable energy system optimization and different case
studies [27, 28]. It will be particularly exploited in this study for comparative
purposes.

3 Hybrid Power Generation System Model

The aim of modeling is to formulate a general model to evaluate the total invest-
ment depending on the location, renewable resources opportunities, and the load
demand. For this purpose a macroscopic modeling of a stand-alone hybrid power
generation system consisting of wind turbine generator (WTG), photovoltaic
(PV) panels, tidal turbine generators (TTG) and storage batteries (SB) and other
devices to feed a load demand is presented.

3.1 Wind Turbine Model

The wind turbine extracted obtained power depends on the power curve given by
the manufacturer and also on the height of turbine h, and the roughness of the land
surface. The available power at the front end of the wind energy conversion system
is expressed by Eq. (1)

Pw ¼ 1
2
� q� Cp � p� R2 � v3 � gw ð1Þ

where ηw is the wind turbine efficiency (assumed to be 90% in this study), R is the
blades radius, q is the air density, Cp the power coefficient, and v is the wind speed.
The relationship between available output power Pw(t) and wind speed can be
approximated by Eq. (2).

Pw ¼
0; v\vcutin; v[ vcutout
Pwmax � v�vcutin

vrated�vcutin
; vcutin\v\vrated

Pwmax; vrated � v� vcutout

8<
: ð2Þ

Table 1 Wind turbine
parameters

Cut-in speed, vcutin 5 m/s

Cut-out speed, vcutout 25 m/s

Rated speed, v 15 m/s

The maximum output power, Pwmax 2300 kW

Swept area 3959 m2

Number of blades 3

Rotor diameter 71 m

Hub height 57/64/85/98/113 m
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where Pwmax is the maximum output power. v; vcutin; vrated, vcutout are the wind
turbine cut-in, cut-out, and rated speed, respectively. The ENERCON E-70 wind
turbine is used. Some of its parameters are described in Table 1 [29–32].

The height of the wind turbine tower is a very important factor significantly
influencing the operating performance of the turbine. It may also be more than half
of the wind turbine system cost. To adjust the measured wind speed to the hub
height, Eq. (3) is used.

vðtÞ ¼ vrðtÞ: h
hr

� �c

ð3Þ

where v is the wind speed at the desired height h, vr is the wind speed measured at a
known reference height hr, the power law exponent c is a factor that depends on the
roughness of the terrain. For this study this factor is set 0.2 [27, 33].

Figure 5 illustrates wind speeds of the considered island and wind turbine power
production at different hub heights.

3.2 Photovoltaic Array Model

The output power of a PV module depends on the surface of semiconductors
exposed to solar radiation, the tiled surfaces of the PV module, the ambient tem-
perature, and the characteristics of the PV cells under industrial standard test
conditions of solar radiation [34]. The output power Ppv can therefore be calculated
by Eq. (4) [35, 36].

Fig. 5 Wind speed and power production at different hub heights
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Ppv ¼ Npv � gpv � Am � Gt ð4Þ

where ηpv is the instantaneous PV module generator efficiency, Npv is the number of
modules, Am is the area of a single module used in a system and Gt is the global
incident irradiance on the titled plane. In this analysis, each PV module has a rated
power of 285 W.

Figure 6 illustrates monthly solar radiation close to the considered island and the
generated power in one PV module.

3.3 Tidal Current Turbine Model

The output power of a tidal current turbine system Ptid has a similar dependence as
a wind turbine and is expressed by Eq. (5).

Ptid ¼ 1
2
� Ntid � gtid � Cpðb; kÞ � qt � A� V3 ð5Þ

where Ntid the total number of current turbines, ηtid is the efficiency of the tidal
turbine is selected according to tidal current characteristics, qt is the seawater
density, A is the cross sectional area of the tidal turbine rotor, V is the tidal current
velocity, Cp is the turbine power coefficient and is estimated to be in the range of
(0.35–0.5) [37, 38]. For the considered system, the pitch has a fixed value, thus, the
power coefficient depends only on the tip speed ratio k, defined by Eq. (6).

Fig. 6 Monthly solar radiation input data with power production
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vh

kih ¼ 1
1
k�0:003

CpðkÞ ¼ 0:73� ð151kih
� 13:2Þ � e�

18:4
kih

8>>><
>>>:

ð6Þ

where Rh is the tidal turbine rotor radius and xh is the rotor mechanical rotational
speed. The maximum Cp value is 0.44, which corresponds to a tip speed ratio of
7.59. This value is considered as the optimal one (kopt) to achieve maximum power
point tracking (MPPT) under rated tidal current speeds. The turbine maximum
speed to follow (MPPT) is 25 rpm (2.1 rad/s) for a tidal current of 2.25 m/s. When
the marine current exceeds 2.25 m/s, the extracted power will be limited by control
strategies. The extracted power for different tidal current speeds is calculated by (5).
A typical 500 kW direct-driven turbine is considered and the corresponding char-
acteristics described in Table 2 [39]. Figure 7 illustrates typical tidal speed near the
considered island and power generated by one marine turbine.

Table 2 Tidal turbine parameters

Cut-in tidal speed vcutintid <1(m/s)

Rated tidal speed vratedtid 2.25 m/s

Cross-sectional area of turbine A 201.06 m2

Power coefficient Cp 0.44

Cut-out tidal speed vcutoutid >5 m/s

Fig. 7 Tidal speed and power production by one turbine
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3.4 Storage Batteries Model

Storage batteries are used to store the energy surplus generated by the hybrid power
generation system. They are also used to supply the load during low generation or
deficit period. The battery state is related to the previous state of charge and to the
system energy flow from t − Dt to t. The battery capacity mainly depends on the
load energy during the day and the period required for supplying the load from the
battery bank in case of energy deficit. In all cases, the storage battery capacity (state
of charge) is subject to the following constraint as shown in Eq. (7).

SOCmin � SOCt � SOCmax ð7Þ

where SOC(t) is the state of charge at time t, SOCmin is the minimum value of
battery state of charge, SOCmax is the maximum value of battery state of charge.
The battery SOC can be considered as the balance between the powers absorbed
and generated every hour. The power generated by the hybrid power generation
system PGHt, at any time t, can be expressed using Eq. (8).

PGHt ¼ Ppvt þPwt þPtidt ð8Þ

Energy from batteries is required when the power generated by hybrid renewable
system is unable to satisfy the load demand during time t. Furthermore, the energy
is stored in the batteries whenever the supply from tidal turbine, wind turbines or
PV panels exceeds the load demand. At any time, the state of charge of batteries
SOCt is related to the previous state of charge SOCt−Dt and the energy flow between
batteries and other sources during time lapse from t − Dt to t. Therefore two cases
are considered in expressing the energy stored in the batteries at time t.

• Case 1: During charging, if the total output by other sources exceeds the load
demand, the SOCt is given by Eq. (9).

SOCt ¼ SOCt�Dt þðPGHt � PLtÞ ð9Þ

• Case 2: When the load demand is equal or greater than the available generated
power, the batteries will then be discharged to cover this deficit, and the SOCt

will be given by Eq. (10).

SOCt ¼ SOCt�Dt � ðPGHt � PLtÞ ð10Þ

The SOCmax is 1, and the SOCmin is determined as expressed in Eq. (11).

SOCmin ¼ 1� DOD ð11Þ

where DOD is the depth of discharge. As its maximum is considered 80%, SOCmin

is 20%.
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3.5 Load Model

The number of electric power sources of the hybrid renewable system is determined
by the electric load demand. The load profile of the considered island remote site is
given in Fig. 4. The maximum load demand is 16 GWh/year with a pick demand of
2 MW, which usually happens in January.

3.6 Reliability Index

The concept of reliability index is extremely broad. It covers the system ability to
satisfy the load requirement. There are several indicators in the reliability evaluation
of a hybrid power generation system. Those indicators are the Loss of Load Expected
(LOLE), the Loss of Energy Expected (LOEE) or the Expected Energy Not Supplied
(EENS), the Loss of Power Supply Probability (LPSP), and the Equivalent Loss
Factor (ELF). In this study, the ELF is considered in evaluating the proposed topology
reliability. At each year time step, it should be calculated using Eq. (12).

ELF ¼ 1
H

XH
h¼1

QðhÞ
DðhÞ ð12Þ

where is H, is the total number of step time, D(h) is the total energy demand, Q(h) is
the loss of load. The ELF contains information about both the number of outages
and their magnitude, and in most cases it should be less than 0.01 [1].

4 Optimal Sizing Strategies

The most used strategies to size and design a hybrid power generation system based
on renewable aim to select the optimal number of renewable energies converters,
such as WTG, PV panels, TTG, and SB. Optimal sizing is achieved according to:
(1) Renewables resources availability; (2) Equipment’s costs and O&M services;
(3) Maximum energy capacity for the load. It should be mentioned that a previous
study has already dealt with a comparison of some optimal sizing approaches of
hybrid renewable energy systems [10].

4.1 Cascade Algorithm

This algorithm is an optimized linear programming based on a cascade calculation.
First, the main renewable energy source device feeds the main electric load,
therefore calculating it optimal. After that, the energy shortfall is considered as a
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(a)

Fig. 8 Flowchart of the cascade algorithm
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load demand for the consecutive renewable energy source (for optimal number of
power generators devices), and so on for the next renewable energy source device
as illustrated by the flowchart of Fig. 8.

Conducting energy balance calculations and ensuring high reliability of the system
develop this approach. It also maintains the battery SOC between the minimum and

(b)

Fig. 8 (continued)
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maximum values and ensures that this value remains equal or greater than the initial
value of SOC the battery at the beginning of the year. It simulates different scenarios to
obtain the optimal number of renewable sources available (wind, solar, tidal, and
battery) for supplying the load considering a minimum cost, satisfying constraints
such as the battery state of charge, limited operation times, and the assumption that no
interruption in power supply occurs with a system reliability of 100%. To assess these
algorithm different scenarios were carried out as follow.

• Scenario 1: One of the available sources, wind, tidal, or PV is considered with
battery regardless the system operating hours.

• Scenario 2: It is the same as scenario 1 except of taking into consideration the
determinant daily WTG and TTG working times. This scenario is used in a case
of presence of residential areas close to the hybrid power generation system.
This allows reducing the noise caused by wind turbine blades rotation.

• Scenario 3: In this case, more than one renewable resource is available. The
daily working time is also considered. In this scenario, a particular attention is
paid to the priority order of renewable resources. The user selects the first
renewable resource, and the algorithm determines its optimal number and reuses
it as an entry of the cascade calculation.

4.2 Cascade Algorithm Optimization Results

The cascaded algorithm is implemented and applied to design and to optimally size
the hybrid power generation feeding Ouessant Island (AC load—2 MW,
16 GWh/year). Simulation input data consists in the annual wind speed profile, the
annual tidal current speed profile, and the hourly data of the solar radiation. The
estimated power production for each resource is illustrated in Figs. 5, 6, and 7 [40].

For scenario 1, a stand-alone system is considered including only one renewable
resource wind, or tidal, or PV with storage batteries system, and with full-time
operating hours. Results of the sizing of each component are detailed in Table 3.
For this case, Fig. 9a depicts the difference between the total generated power and
the load demand, the total generated energy, and the storage batteries energy
variations for one year. For scenario 2, the stand-alone hybrid power generation
system also includes only one renewable resource wind, or tidal, or PV with a
storage batteries system, and a constraint of reduced operation working time. Sizing
results are presented in Table 3B. Figure 9b illustrates the difference between the
generated power and load demand, the total generated energy, and the storage
batteries energy variations for one year. For Scenario 3, it is assumed that more
than one renewable resource is available. The hybrid power generation system can
be a collection of WTG, TTG, PV panels, and a storage batteries system. The
constraints of renewable resource priority order and the reduced operation working
time are also imposed. Sizing results are given in Table 3C, while the difference
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between the total generated power and load demand, the total generated energy, and
the storage batteries energy variations are illustrated in Fig. 9c for one year.

4.3 Genetic Algorithm

A genetic algorithm (GA) represents a heuristic search strategy based on the evolu-
tionary ideas of natural selection, and genetics as crossing and mutation. GAs are
usually used to solve optimization problems by exploitation random searches with
many possible solutions in parallel and usesGAoperators instead of deterministic ones.
A GA does not need other auxiliary knowledge, except fitness functions or objective
function. It is being able to find the global optimal solution that is difficult to approach
with other techniques in multidimensional search area [41]. In this study, GAs are
applied to searches for configurations of wind turbines, tidal turbines, PV panels, and
storages batteries that minimize the hybrid systemTNPCwith respect to all constraints.
Figure 10 depicts the flowchart of genetic algorithm-based optimization.

In this algorithm, in the first step, a set of initial populations (chromosomes) is
randomly generated from the ranges of possible solutions. Each chromosome is
configured and controlled in order to be an optimal solution for the hybrid power
system. The choice of the best chromosome representation in genetic algorithms
depends upon the variables of the optimization problem being solved, where the
chromosome is a combination of vector of variables and each gene represents one
component parameters of the renewable system and must be an optimum number as
shown in Fig. 11. Then the fitness function is evaluated for each chromosome,

Table 3 Optimal hybrid power generation system configurations

Nwind Ntidal Npv Number and sizes of batteries Initial SOC% Final SOC%

A: Scenario 1

1 0 0 3 1.024 MW, 5.120 MWh 22 85

9 340 kW, 1.71 MWh

0 9 0 6 3 MW, 15 MWh 53 58

18 1.0 MW, 5.0 MWh

0 0 16,743 10 3.35 MW, 16.7 MWh 53.8 55

30 1.12 MW, 5.58 MWh

B: Scenario 2

3 0 0 3 4.92 MW, 24.6 MWh 51 55

9 1.64 MW, 8.2 MWh

0 10 0 4 3.44 MW, 17.2 MWh 53 58

12 1.15 MW, 5.73 MWh

C: Scenario 3

3 4 5829 1 9.3 MW, 46.5 MWh 40 42

3 3.1 MW, 15.5 MWh
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(b) Scenario 2. 

(c) Scenario 3. 

(a) Scenario 1. 

Fig. 9 Optimal sizing results
of the hybrid power
generation systems
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where chromosomes that meet all the constraints are selected and arranged
according to values from the best to the worst, while others are ignored, as they do
not meet constraints. After that, main operations of the genetic algorithms are
applied to chromosomes. They consist in selection, crossover, and mutation, at each
time. New generations are evaluated and sorted in order of preference, ensuring that
restrictions were investigated, keeping best chromosomes in every generation.

In this work, at the first generation, random 100 chromosomes were generated
according to ranges of each component. Dividing the chromosomes equally into
two groups of parents in each time performs the crossover operation. Application of
the crossover process between 1st parent (n) with 2nd parent (n + 50) is random
and depends on the probability of crossover Pc. Before performing crossover, a
single random crossover point on both parents chromosome strings (hybrid com-
ponents) is selected.

Fig. 10 Flowchart of genetic algorithm-based optimization
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All data beyond that point in either chromosome string is swapped between the
two parent chromosomes. The resulting chromosome represents new children. As
example, for a crossover between two parents when the randomized crossover point
is 2, we can see the following new children.

Parent1 Nwind1 Ntid1 Npv1 Nbat1

Parent2 Nwind51 Ntid51 Npv51 Nbat51

Fig. 11 Hybrid energy systems codification in chromosomes for one generation
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Child1 Nwind1 Ntid1 Npv51 Nbat51

Child2 Nwind51 Ntid51 Npv1 Nbat1

The mutation operation depends on the probability called the probability of
mutation Pm. There are several methods of mutation as the Flip Bit method, the
boundary method, the non-uniform method, the uniform method, and finally the
Gaussian method. In this work, the uniform mutation operation method has been
applied, where the operator replaces the value of the chosen gene to a uniform
random value chosen between the user-defined upper and lower bounds for that
gene as the following example: The boundary of the components for the new genes
are defined as follows:

Wind turbines numbers:

Nwindmin �Nwindnew �Nwindmax

Tidal turbine numbers:

Ntidmin �Ntidnew �Ntidmax

PV panels numbers:

Npvmin
�Npvnew �Npvmax

Batteries numbers:

Nbatmin �Nbatnew �Nbatmax

When mutation is applied in this chromosome in random gene as gene 3, we can
see the new children as follows:

Parent1 Nwind1 Ntid1 Npv1 Nbat1

Child1 Nwind1 Ntid1 Npvn Nbat1

Crossover and mutation processes can also be seen in Fig. 11. It is important to
mention that to get to the optimal result, there are 1000 created generations. In each
generation there are 100 generated chromosomes. The scattered crossover function
is 80% of the total crossover operation, while the probability proportion of mutation
function is 20% of the mutation operation. The initial applied classical GA algo-
rithm has been improved considering genes within winner chromosomes to
accelerate the convergence process to the optimal result. The proposed strategy is
able to frequently modify chromosomes, where, over subsequent generations, the
population develops toward the optimal solution. While giving flexibility in the
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choice of system components, the economic issue has been taken into account
considering the TNPC minimization.

4.4 Genetic Algorithm Optimization Results

The classical then the enhanced genetic algorithms have been applied to design and
to optimally size the hybrid power generation feeding Ouessant Island (AC load—
2 MW, 16 GWh/year). Table 4 summarizes the optimal sizing results (most rec-
ommended chromosomes). The main conclusion that could be drawn from these
results is that a hybrid system based on wind and battery seems to be the best
compromise in terms of cost (TNPC). Indeed, Bretagne region in France has
favorable wind conditions. Conversely, a hybrid system based on PV and battery is
clearly not an interesting solution mainly due to the region low temperatures and
solar radiation. It is important to mention that the achieved results are almost
specific the studied Ouessant Island and could not be generalized. Figures 12 and
13 illustrate the energy management balance in the proposed hybrid power gen-
eration for two scenarios.

Table 4 Optimization results using GA algorithm

Nwind Ntidal Npv Battery size (MWh) TNPC (M$) COE ($/MWh)

2 0 0 0.59 3.48 94.2

1 1 0 7.57 4.52 122.1

1 1 459 7.22 4.71 127.2

0 6 0 8.94 9.80 264.7

0 5 6819 11.17 12.33 333.1

0 0 19,998 12.94 28.27 763.7

Fig. 12 Hybrid system
powers variation in a day
(scenario 1)
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Scenario 1: It represents the optimal system.
Scenario 2: It represents the system that considers all possible components with

minimum cost.
It can be observed that the load demand is fully satisfied by the hybrid system in

the optimal composition. Figure 14 illustrates the performance of developed
enhanced genetic algorithm-based method. The brought convergence improvements
are obvious, when achieving the optimal hybrid power generation system.

Fig. 13 Hybrid system
powers variation in a day
(scenario 2)

Fig. 14 Genetic algorithm
methods convergence
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4.5 Particle Swarm Algorithm

Particle swarm optimization (PSO) is one of the recent techniques based on
stochastic optimization [42]. The particle swarm optimization (PSO) algorithm is a
member of the wide variety of swarm intelligence methods for solving global
optimization issues. PSO is an evolutionary algorithm technique using individual
improvement called particles, flying through the problem space plus population
cooperation, and competition by following the current optimum particles [43].
In PSO, each individual, referred as a particle, represents a potential solution pre-
sumed to have two properties: a position and a velocity. Each particle wanders
surrounding in the problem space and remembers the best position (objective
function value), which has been already discovered. The fitness value is saved and
called Pbest. The particle swarm optimizer is tracking another best values obtained
so far by any particle in the population. The position and velocity of each particle
are adjusted according to its own experience and that of its neighbors. When a
particle captures all the population as its topological neighbors, the best value is a
global best and it is called Gbest. Let xi denote the position of particle i in the search
space as expressed in Eq. (13).

xi ¼ xi1; xi1; xi2; . . .; xid ; . . .; xiN½ � ð13Þ

In the N-dimensional space, each particle continuously records the best solution
it has reached during its flight (best fitness value Pbest). The best previous position
of the ith particle is memorized under a vector expressed in Eq. (14).

Pbesti ¼ Pbesti1;Pbesti2; . . .;Pbestid ; . . .;PbestiN½ � ð14Þ

where i = 1, 2, 3,…, N. The global best Gbest refers to the best position, which is
ever realized by all the population individuals. The best particle of all the swarm
particles is denoted Gbestd.

The velocity for particle i is represented in Eq. (15).

vi ¼ vi1; vi1; vi2; . . .; vid ; . . .; viN½ � ð15Þ

The velocity and position of each particle can be continuously adjusted based on
the current velocity and the distance from Pbestid to Gbestd using Eqs. (6) and (17).

viðtþ 1Þ ¼ wðtÞviðtÞþ c1r1 PiðtÞ � XiðtÞð Þþ c2r2 GðtÞ � XðtÞð Þ ð16Þ

Xiðtþ 1Þ ¼ XiðtÞþ vviðtþ 1Þ ð17Þ

In the above equations c1 and c2 are acceleration constants that pulls each
particle towards Pbest and Gbest positions and each equal to 1.0 for almost all
applications. r1 and r2 are random real numbers drawn from [0, 1]. Thus, the
particle flies through potential solutions toward Pi(t) and G(t) in a navigated way
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while still exploring new areas by a stochastic mechanism to escape from local
optima. Since there was no actual mechanism for controlling the velocity of a
particle, it was necessary to impose a maximum value Vmax, which controls the
maximum travel distance in each iteration to avoid this particle flying past good
solutions. After updating positions, it must be checked that no particle violates the
boundaries of search space. If a particle has violated the boundaries, it will be set at
the boundary of search space. v is constriction factor, which is used to limit
velocity, here v = 0.7 [44–47].

In (16), w(t) refers to inertia coefficient, which indicates the impact of the pre-
vious history of velocities on the current iteration one and is extremely important to
ensure convergent behavior. There are different strategies to calculate the inertia
weight. These calculations depend on the designer that can assume it as fixes or
variable [48, 49]. In this work we have considered the inertia weight as random and
it is given by Eq. (18). All the PSO algorithm parameters are summarized in
Table 5.

wðtÞ ¼ 0:5þ randðÞ
2

ð18Þ

4.6 Particle Swarm Optimization Results

The hybrid power generation system economic optimization is based on an
objective function minimizing the COE and the TNPC, besides taking into account
other constraints as meet the load demand with high reliability, system optimal
sizing, battery SOC, and planning expansion for future development. In this con-
text, Fig. 15 illustrates the flowchart of the proposed PSO optimization
methodology.

One of the extremely important tasks in PSO algorithm application is how to
design the objective function and the considered constraints in each individual
particle.

Initially, random values for position and velocity are created for 10 individual
particles in each swarm with respect to the PSO characteristics and all constraints
(minimum and maximum of hybrid components, reliability etc.). The maximum
iteration number is 100. Then, (16) and position are carried out with other
parameters values as data in Table 5. Position and velocity will therefore be
updated at each time, safeguarding best values and neglecting the worst ones. The

Table 5 Some of PSO
parameters

c1 and c2 1

r1 and r2 Randomly

w Randomly (18)

Number of iteration 100

Number of population 10
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Fig. 15 PSO algorithm flowchart
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search process will be terminated if the number of iterations reaches a final value or
if the value of optimal solution reaches the tolerance value, which was considered in
this paper equal to 0.0001. The final optimum solution is delegated to the system
designer depending on its experience, development and expansion of a pre-existing
system, or creating a new system hybrid system. In this study, The PSO algorithm is
implemented to achieve the optimal solution for the different following scenarios
and constraints.

Scenario 1: This scenario considers a hybrid renewable system including all the
available renewable sources and the batteries to obtain the minimum COE and the
lowest TNPC. The achieved optimal result is given in Table 6. The PSO algorithm
convergence curve for this scenario is shown in Fig. 16.

Scenario 2: This scenario considers a hybrid renewable system including two
renewable sources (wind turbines and PV panels, tidal turbines and PV panels,
wind and tidal turbines) with batteries. The achieved optimal results are given in
Table 7.

Table 6 Optimization results using PSO algorithm scenario 1

Nwind Ntidal Npv Battery size (MWh) TNPC (M$) COE ($/MWh)

2 0 0 5.9 3.48 94.2

Fig. 16 PSO algorithm convergence for scenario 1

Table 7 Optimization results using PSO algorithm for scenario 2

Nwind Ntidal Npv Battery size (MWh) TNPC (M$) COE ($/MWh)

1 0 11 10.9 3.71 100.3

1 1 0 7.5 4.52 122.1

0 6 1 8.94 9.81 264.7
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Scenario 3: This scenario considers a hybrid renewable system including one
renewable source energy sources (among wind turbines, tidal turbines, and PV
panels) with batteries. The achieved optimal results are given in Table 8.

Scenario 4: This scenario takes into consideration development and expansion
of an existing system that has one tidal turbine with possible contribution of all the
above-mentioned renewable sources with batteries. The achieved optimal result is
given in Table 9.

Scenario 5: This scenario considers a hybrid renewable system including all the
available renewable sources and the batteries to obtain the minimum surplus power,
the minimum COE, and the lowest TNPC. The achieved optimal result is given in
Table 10. The PSO algorithm convergence curve for this scenario is shown in
Fig. 17.

Table 8 Optimization results using PSO algorithm for scenario 3

Nwind Ntidal Npv Battery size (MWh) TNPC (M$) COE ($/MWh)

0 6 0 8.94 9.80 264.6

0 0 21,862 114.5 27.28 736.8

Table 9 Optimization results using PSO algorithm for scenario 4

Nwind Ntidal Npv Battery size (MWh) TNPC (M$) COE ($/MWh)

1 1 1 7.57 4.52 122.2

Table 10 Optimization results using PSO algorithm for scenario 5

Nwind Ntidal Npv Battery size (MWh) TNPC (M$) COE ($/MWh)

1 0 1313 10.17 4.27 115.4

Fig. 17 PSO algorithm convergence for scenario 5
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From all above presented scenarios and achieved results, it can be observed that
load demand has been fully satisfied by the hybrid power generation system in the
optimal composition. For illustration, Fig. 18 shows the optimal energy manage-
ment balance in one day for scenario 1, while, Fig. 19 illustrates batteries SOC
variation.

As for GAs and for the purpose of accelerating the PSO convergence to the
optimal results, the initial classical PSO algorithm has been improved treating now
each component size inside one particle.

The same conclusions as for GAs could be drawn from the achieved results
illustrated by the above-presented tables. Indeed, a hybrid power generation system
based on wind and battery seems to be the best compromise in terms of cost
(TNPC).

Fig. 18 Hybrid system
powers variation in a day
(scenario 1)

Fig. 19 battery SOC
variation in a day (scenario 1)
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5 Summary and Conclusion

This chapter dealt with a comparative study of three approaches devoted to the
optimal sizing of a hybrid power generation system full based on renewables and
storage batteries to fulfill the load demand of a remote area in a specific marine
context, which the Ouessant Island in the Bretagne region (France). The hybrid
system uses the available renewables resources around the island: wind energy,
marine energy (tidal current), and PV. The hybrid system has been designed and
optimally sized based on economical targets, for different scenarios, that minimizes
the COE and the TNPC, in addition to specific constraints.

Three specific optimization approaches have been investigated: (1) Cascaded
computation (linear programming approach); (2) Genetic algorithms-based
approach; (3) Particle swarm optimization. The achieved optimal results have
been also compared to those achieved the well-known commercial software
HOMER. Table 11 illustrates this comparison. This table clearly highlights the
improvements brought by the proposed and enhanced optimization approaches
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Hybrid Diesel/MCT/Battery Electricity
Power Supply System for Power
Management in Small Islanded Sites: Case
Study for the Ouessant French Island

Z. Zhou, M.E.H. Benbouzid, J.F. Charpentier and F. Scuiller

Abstract In this chapter, a hybrid Diesel/MCT/Battery system for power supply
and power management on a small island is studied. The power variation of marine
current turbine (MCT) related to the tidal phenomenon is considered. A semidiurnal
tide causes the seawater to rise and fall with a period about 12 h, thus resulting
large variations of the MCT output power on a daily basis. On the other hand, the
electricity demand from the grid side (or load side) has its own pattern during each
day. Large differences between the power produced from the renewable sources and
the power demanded from the grid/load side could cause power unbalance problem.
This chapter proposes using Vanadium Redox flow Battery (VRB) energy storage
system to manage the total available power of the hybrid MCT/battery/diesel
system and to follow the grid/load demand on a daily basis. The MCT-dominated
power supply case and the case when diesel generators as the main supply source
are investigated, respectively. The battery modeling and control with appropriate
activating rules of the diesel generator are presented in this chapter. At the end of
this chapter, some insights for future MCT farm operation for hybrid island power
supply will be discussed.
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1 Introduction

Intense energy density and high predictability of tidal current resources make
marine current turbine (MCT) a promising technology for generating electricity
from the oceans. Industrial and academic research progresses on the MCT turbine
designs are presented in [1]. Several megawatt level systems are currently under test
and planned to be installed in pilot MCT farms in the coming years [2]. However,
the power variation is still a problem for MCTs. For a daily-time scale, the astro-
nomic nature of tides causes seawater to flow regularly each day (flood and ebb
tides). For a longer time scale, the amplitude of the tide varies with the relative
position of earth, moon and sun (spring and neap tides). On the other hand, an
island grid load has its own variation pattern each day, which is related to the
consumer’s behavior. Therefore, energy storage system (ESS) is essential to solve
the unbalances between the MCT generated power and the local load demand.
A detailed comparison and evaluation of different ESS technologies for MCT
application can be found in [3]. Daily power management for a single megawatt
MCT-based on battery storage system has been studied in [4].

In this chapter, two different cases based on the power supply specifications for
the Ouessant Island (off the Brittany coast, France) will be discussed. The Ouessant
Island has a surface of 15.6 km2 and residential population about 900. In the first
case, the MCT is considered as the main power supply source and the Diesel
generators (DG) serve only as backup sources. In the second case, the DGs serve as
the main power supply source and the MCT is supposed to provide about 20–30%
of the island load.

2 MCT-Based Hybrid Power Supply System

Tidal movements cause regular variations of tide current speed and MCT output
power for each day. In this section, one hybrid MCT generation system with battery
energy storage system (BESS) and diesel generator (DG) is studied to follow a
given power demand profile on a daily basis. Figure 1 shows the general hybrid
system structure.

The BESS is connected to the DC bus of a back-to-back PWM-controlled
converter, which interfaces the permanent magnet synchronous generator (PMSG)
and the grid/load. The Diesel Generator in Fig. 1 serves as an important power
supply source for enhancing the grid/load demand following ability. It should be
noted that the BESS in this hybrid system aims to facilitate the power management
of the MCT and to reduce the fuel consumption of the Diesel Generator (DG).
Supposing that the MCT produced power can be smoothed by MCT farm effects or
fast energy storage technologies (such as supercapacitors or flywheels) in the first
place, the short-time scale power fluctuation is then not very notable on a daily
basis. Therefore, the MCT output power can be calculated by
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PMCT ¼ 1
2
qCp;maxpR

2V3
tide: ð1Þ

In this work, one 1.5 MW MCT described in [5] is considered. Typical turbine
power coefficient Cp values for a MCT under MPPT (maximum power point
tracking) are in the range of 0.35–0.5 [6]. Different from wind turbines, MCT works
in the seawater being more corrosive than air. Therefore, decreasing maintenances
of MCTs as low as possible is naturally required. Eliminating pitch control can be
an interesting design option for MCTs [7]. In this work, the MCT is considered as a
nonpitchable turbine and this MCT is supposed to operate under MPPT with
Cp,max = 0.45 when the tidal current speed is under the rated value of 3.2 m/s.
When the tidal current exceeds 3.2 m/s, the MCT harnessed power can be limited to
its rated value by power limitation strategies. The detailed power control strategies
under and over the rated marine current speeds have been proposed in [5, 8].

Figure 2 shows an example for the tidal current speed, the corresponding MCT
harnessed power and the grid load power demand profile (assigned for the MCT) on
1-day period. The cubic relationship between the tidal current velocity and the
turbine power makes the MCT produce high power at both flood tide and ebb tide
crests. In the middle of these tide crests, especially during the transition between
flood and ebb tides, the tidal current velocity would be very low.

The cut-in current velocity for MCTs should be over 0.7 m/s [9] and usually it
can be considered that MCTs able to produce power efficiently for a current speed
over 1 m/s due to the system inertia and mechanical losses [10]. The supposed
grid/load demanded power profile (PGrid in Fig. 2b) is calculated based on typical
daily load curves (per unit values can be found in [11]) and the average MCT power
during 1 day. From Fig. 2b, it can be seen that during the peak load periods (10–
12 h and 18–20 h) the MCT produces low powers or it is unable to produce power
due to low tidal current velocity. In this case, large-capacity ESS can be used to
store the excessive energy during MCT peak power periods and then to inject the
stored energy to the grid/load side during peak load periods.

Fig. 1 General schema for a hybrid MCT/BESS/DG system
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This example implies that if the MCT output power has a very high penetration
level (accounts for a high percentage of the load) to maximally reduce the use and
fuel consumption of the DG units, a large-capacity ESS is indispensable for storing
and restoring the MCT produced energy to follow the load demand profile.

3 Flow Battery Technologies

Flow batteries are relatively new battery technology dedicated for large energy
capacity applications. This technology uses two external tanks to reserve liquid
electrolytes and uses pump system for circulating the electrolytes to the battery cell
stack (consisting of the two electrodes and the ion exchange membrane). Figure 3
illustrates the structure of a vanadium redox flow battery (VRB) system. The
charging and discharging processes are realized by means of a reversible electro-
chemical reaction between two liquid electrolyte reservoirs. Flow batteries are often
called as redox flow batteries (RFB), because this technology is based on the redox
(reduction-oxidation) reaction between the two electrolytes in the battery.

The most distinguished advantage of flow battery technologies is that the power
and energy ratings can be flexibly sized [13–15]. The power rating is determined by

Fig. 2 Daily profile example: a tidal current speed, b MCT produced power and the assigned grid
demand power
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electrode cells design and the energy capacity depends on the volume of the
electrolytes, which are separated from the cell stack and can be designed inde-
pendently. Therefore, flow battery can be easily designed to meet specific energy
capacity or power rating requirements. These characteristics make them suitable for
a wider range of applications than conventional batteries. Another significant
advantage is their long service life over 10,000 cycles at 75% depth of discharge.
Other advantages include high safety, negligible degradation for deep discharge,
and negligible self-discharge. The major disadvantages of flow batteries are that the
power/energy density is relative low compared to other technologies and that the
extra pumps systems are needed for electrolytes circulation.

Over the past 20 years, four designs of flow batteries have been demonstrated:
vanadium redox (VRB), zinc bromine (ZnBr), polysulphide bromide (PSB), and
cerium zinc (CeZn). Major installations are in Japan and North American, using the
vanadium redox and zinc bromine designs. Energy efficiency is about 85% for VRB
system and 75% for ZnBr system. 5 kW/20 kWh Community Energy Storage units
based on ZnBr batteries are now being tested. Integrated ZnBr energy storage
systems have been tested on transportable trailers (1 MW/3 MWh), and these
systems could be connected in parallel for more powerful applications [16]. VRB
system of 500 kW, 10 h (5 MWh) was installed by Sumitomo Electric Industries
(SEI) in Japan for peak shaving and UPS applications in 2001. The largest VRB
plant so far is the 4 MW/6 MWh plant in Hokkaido, Japan [15]. This VRB plant
can provide a temporary overload up to 6 MW, and it is intended for smoothing
output power fluctuations of a nearby 30.6 MW wind power plant.

Fig. 3 Structure of a vanadium redox flow battery [12]
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Flexibility of energy and power sizing, long lifetime, low cost, and low main-
tenance make flow battery a very promising technology to be used for integrating
fluctuant and intermittent renewable energies to the power grid. For marine current
energy, flow batteries can be designed differently for compensation short- and
long-time fluctuations, and more favorably they are suitable for hours energy
storage for smoothing the fluctuation due to tidal phenomenon or realizing some
energy management strategies.

4 Flow Battery Modeling

4.1 Battery Equivalent Circuit Model

The VRB represents the most mature flow battery technologies and the flow battery
modeling is based on the literature of VRB batteries. Figure 4 shows the flow battery
equivalent circuit model used in this work [4]. The equivalent circuit model was based
on themodels previously proposed in [17–19]; however, some parameter calculations
are not detailed and the battery standby mode is not considered in these literatures.

In Fig. 4, the stack current (Istack) and stack voltage (Vstack) represent the battery
cell-stack internal current and electromotive force; and these two terms will be used
to calculate the battery state of charge (SoC). The battery terminal voltage and
current are expressed as Vbattery and Ibattery. The internal resistances (Rreaction and
Rresistive) are modeled for reaction kinetics loss, mass transport resistance, mem-
brane resistance, electrode resistance, and bipolar plate resistance. The transient
component associated with the electrode capacitance is modeled by Celetrodes. The
parasitic resistance Rfixed allows modeling the stack-by-pass current. The power
losses due to the circulation pump and the system controller are represented by the
losses current Ipump. The switch on the parasitic branch of the equivalent circuit will
be turned on when the battery is in operation (charge or discharge) and turned off
when the battery is in standby mode.

Fig. 4 VRB equivalent circuit model [4]
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4.2 Battery Model Parameter Estimation Process

The battery stack voltage represents the internal battery electromotive force. The
value is directly related to the battery SoC and can be empirically estimated by

Vstack ¼ n � 1:4þ k ln
SoC

1� SoC

� �� �
: ð2Þ

In (2), n is number of cells in series in the battery stack; 1.4 V corresponds to the
nominal battery electromotive force for one cell; k is a coefficient relating to the
temperature and can take a value of 0.0514 V at 25 °C. The terminal battery
voltage can be calculated from Fig. 4 as

Vbattery ¼ Vstack þ IstackðRreaction þRresistiveÞ; ð3Þ

where Istack takes positive values for the charge mode and negative values for the
discharge mode in this paper. The battery terminal current has the same direction as
the Istack and can be obtained considering the parasitic losses as

Ibattery ¼ Istack þ Vbattery

Rfixed
þ Ipump

� �
: ð4Þ

The internal resistances (Rreaction and Rresistive) and the parasitic resistance Rfixed

can be estimated by the power losses at the rated battery discharge current and their
values are generally constant during battery operational range.

The flow battery is supposed to have a 79% efficiency at the operating point of
rated discharge current Ibmax and 20% SoC. It can then be estimated that the
nominal power losses are nN = 21%, with 15% accounts for internal losses (n1 and
n2 for losses on Rreaction and Rresistive, respectively) and 6% accounts for parasitic
losses (n3 and n4 for losses on Rfixed and Ipump respectively) [17].

In order to enable the battery to provide the rated power PN with a nominal
losses level of nN (in pu.), the rated stack output power should be calculated by

PstackN ¼ PN

1� nN
: ð5Þ

For the fixed parasitic loss, the value of Rfixed can be calculated by

Rfixed ¼ V2
bmin

n3 � PstackN
; ð6Þ

where Vbmin is the minimum battery voltage defined at the rated discharge current
Ibmax (considering as the rated battery current). The relationship with the battery
rated power can be expressed by PN = Vbmin � Ibmax.
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For the parasitic pump loss, it is related to the stack current and SoC as shown in
the following equation.

Ppump ¼ Vbattery � Ipump ¼ k0
Istackj j
SoC

� �
ð7Þ

The constant k′ can be estimated at the rated operating point (with Ibattery = Ibmax

and Vbattery = Vbmin). If the pump loss is estimated as two times as the fixed parasitic
resistance loss at Ibmax and at 20% of the SoC, then the k′ can be calculated by

k0 ¼ 0:2n4PstackN

Ibmax þ 3I 0
ð8Þ

where I′ is the current through the fixed parasitic resistance at the rated operating
point (with Ibattery = Ibmax and Vbattery = Vbmin) and can be calculated by
I 0 ¼ Vbmin=Rfixed. Then the pump current Ipump can be calculated as follows.

Ipump ¼ k0

Vbmin

Istackj j
SoC

� �
¼ 0:2n4PstackN

PN þ 3n3PstackN

Istackj j
SoC

� �
ð9Þ

The internal resistances Rreaction and Rresistive can be calculated according to their
losses by (10) and (11), respectively

Rreaction ¼ n1PstackN= Ibmax þ 3I 0ð Þ2 ð10Þ

Rresistive ¼ n2PstackN= Ibmax þ 3I 0ð Þ2: ð11Þ

The SoC of the battery is calculated as follows:

SoCt ¼ SoCt�1 þDtSoC ð12Þ

DtSoC ¼ DtE
EN

¼ VstackIstackDt
PNTN

; ð13Þ

where Dt is the calculation step; EN is the energy capacity of the battery, and TN is
the time duration for which the battery can provide PN.

4.3 Battery Sizing and Basic Charge-Discharge
Characteristic

In this section, an example of battery sizing and the simulation of a basic
charge-discharge cycle are given. The required battery power/energy ratings depend
strongly on the power profiles of the MCT and the grid/load demand.
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In the first step, the daily profile shown in Fig. 2 is used to estimate the required
battery capacity. It should be noted that in this case, the assigned load power is
supposed to be supplied by the hybrid MCT/Battery system and in this case the DG is
only considered as an auxiliary source. The power rating of the battery can be esti-
mated from the maximum difference of PMCT and the assigned PGrid (in Fig. 2b) as

PN ¼ max PMCTðtÞ � PGridðtÞð Þ � 1000 kW: ð14Þ

By integrating the power difference of PMCT and PGrid (in Fig. 2), an energy
level change profile can be obtained as shown in Fig. 5. From this figure, the
maximum energy change is DEmax = 2040 kW. Considering that the battery effi-
ciency is about 80% and a possible initial SoC of 0.4, the required battery energy
capacity can then be calculated by Eq. (15)

EN ¼ DEmax � 80%
1� 0:4

¼ 2720 kWh � 3MWh: ð15Þ

In this case, the BESS can be sized with a power rating of PN = 1 MW and
energy capacity of EN = 3 MWh. The open-circuit battery voltage at 50% SoC is
set as Vb0 = 1500 V. It needs n = 1072 cells in series to make up the battery stack.
The VRB has a usual operational voltage range about 0.78–1.2 Vb0. Therefore, the
minimum battery terminal voltage is limited at Vbmin = 1170 V and the rated dis-
charge current is set as Ibmax = 855 A.

The power losses (in pu.) used to calculate the resistance and parameters in the
battery model are set as: n1 = 9%, n2 = 6%, n3 = 2% and n4 = 4%. Each battery
cell capacitance is about 6 F, then the equivalent electrode capacitance for
1072 cells in series is calculated by Celetrodes = 6 F/1072. The parameters for the
VRB circuit model can be found in Appendix.

Fig. 5 The energy level change profile for battery capacity estimation
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Figures 6 and 7 show the simulation results for the 3 MWh VRB on an ele-
mentary charge-discharge cycle.

This basic charge-discharge simulation is to test the feasibility of the flow battery
model. In this simulation, the battery is charged during 3 h with a constant current

Fig. 6 VRB voltage and current variations during a charge-discharge cycle

Fig. 7 SoC and efficiency variation during a charge-discharge cycle
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of 600 A and an initial SoC of 0.1, and then discharged during 3 h with the same
absolute current value. From Fig. 6, it can be seen that at the switching instant from
charge mode to discharge mode, Vbattery is discontinuous due to the sudden voltage
polarity change on the internal resistances. The difference between Ibattery and Istack
is caused by the parasitic current losses.

In this constant current charge-discharge cycle, the discharge mode cannot last
up to the end of the 3 h because of the battery losses. The battery should be turned
off when the SoC is too low (at 5% SoC in Fig. 7). Once the battery is turned off,
the battery currents will return to zero and Vbattery will be equal to the battery
internal electromotive force Vstack as shown in Fig. 6. The battery efficiency is also
illustrated in Fig. 7. It is calculated by Pstack/Pbattery in the charge mode and Pbattery/
Pstack in the discharge mode. From Fig. 7, it shows that the battery efficiency varies
mainly between 80 and 90%. This is reasonable because the nominal power losses
nN = 21% (maximum power losses) are considered in the VRB model.

5 Power Management of the Hybrid System—MCT
Dominating Case

5.1 System Configuration and BESS Control Scheme

In this section, we focus on the BESS control for enabling the MCT-based hybrid
system to follow a required load power profile. In this MCT dominating case, it
should be noted that the assigned island load for the MCT is mainly supplied by
MCT and the battery.

The general system structure of the MCT with BESS was shown in Fig. 1.
The MCT has a rated power of 1.5 MW and the DC bus voltage is set to
Vdc = 1500 V. The diesel generator shown in this section serves only as a backup
power source. For simplicity, the diesel generator is modeled by a controlled cur-
rent source (connected to the DC bus) to provide powers when the battery SoC is
too low. The DG power rating is set as 500 kW in order to cover the maximum load
demand shown in Fig. 2b.

The BESS is connected through a bi-directional DC/DC converter to the DC bus
of the back-to-back converter as shown in Fig. 1. In the case where the battery
maximum operational voltage is higher than Vdc, a bi-directional cascaded DC/DC
converter can be used. Based on the principle of a cascaded DC/DC converter [20],
the battery voltage can be controlled as

Vbattery

Vdc
¼ Dd

1� Du
¼ D; ð16Þ

where D is the voltage ratio decided by the step-down duty ratio Dd and the step-up
duty ratio Du. In the step-down mode, Du = 0 and Dd is controlled between 0 and 1;
while in the step-up mode, Dd = 1 and Du is controlled between 0 and 1. The
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corresponding switches triggered to realize the duty ratios should be determined by
converter topology and power flow direction. In this work, the power converter is
modeled by average-value method for facilitating long-time period simulation.
Therefore, the voltage ratio D serves as the control reference for the average-value
converter model [21].

The battery reference power (positive for charge mode) is set to compensate the
difference between the available power supply and grid/load power demand as
follows:

P�
BESS ¼ PMCT þPDG � P�

Grid: ð17Þ

Figure 8 shows the BESS side DC/DC converter control scheme. In this control
scheme, the voltage ratio D is limited in the range of 0.78 and 1.2 indicating the
battery voltage is limited from 1170 to 1790 V.

The “Battery limits” module in Fig. 8 is used to hold the value of D when the
battery is turned off at standby stage. The battery is supposed to turn off once the
SoC tends to exceed the range of 0.1 and 1, or the absolute value of PBESS reaches
the rated battery power PN.

5.2 Simulation Without the DG

It should be noted that the tidal current speed and the corresponding average MCT
produced power during 1-day period are predictable. In this simulation, the
assigned load demand energy is set to have an average value which equals 90% of
the daily MCT produced energy; and this allows the system losses to be considered.
The load demand power profile (as shown in Fig. 2b) reflects the load variation
during the 1-day period. In this section, only MCT and BESS are considered to
provide grid demand power during the day. The 3 MWh VRB model and the
control scheme described in the previous section are integrated into the 1.5 MW
MCT system.

Figure 9 shows the MCT produced power, the power injected into the island
grid, and the BESS power during this day. Positive BESS power indicates the
battery is being charged and negative BESS power indicates battery is discharging.

Fig. 8 Control scheme of the BESS side DC/DC converter
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Figures 10 and 11 illustrate the battery voltage/current and SoC variation curves.
The initial battery SoC is set at 0.4.

From Fig. 11 it can be seen that the battery SoC varies in the range of 0.11 and
0.91. At the end of the day, the SoC will decrease below 0.2. This SoC decreasing
phenomenon is mainly caused by the battery losses during the 24 h continuous
operation. This phenomenon shows that in the MCT-dominated power supply case,
the burden of battery is heavy because the battery should be continuously operated
in charge or discharge mode to insure the balance between the power supply and the
power demand. In this case, the battery losses cannot be neglected and these losses
may cause a very low SoC at the end of the day. The following figures show a
lower initial SoC case.

Fig. 9 Powers of the MCT system with BESS during 1 day

Fig. 10 Voltage and current of the BESS
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Figures 12, 13, and 14 show the case when the initial SoC is set at 0.3. It can be
seen that during 13:05–14:00 and 20:10–20:50, the battery SoC will reach its low
limitation of 0.1 and the battery will be turned off.

When the battery is turned off, the PGrid will drop to the PMCT (shown in Fig. 12)
and that means the grid power demand cannot be satisfied under such situation. The
battery voltage and current responses during the battery off time are highlighted in
Fig. 13.

If the load assign requirement cannot be assured, there could be a problem on the
stability of the stand-alone island grid. This indicates that the DG is necessarily
needed in the hybrid power supply system.

Fig. 11 SoC of the BESS

Fig. 12 Powers of the MCT system with BESS (initial SoC = 0.3)
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5.3 Simulation with the DG

It is reasonable to think that diesel generators are indispensible for a remote island
even when renewable sources are the dominant power sources. As a backup source
in this case, the DGs will operate just during small periods for insuring the load
demand when the combination output of MCT and BESS is unable to supply the
required load. This situation usually happens when MCT output is low (due to low
tidal speed periods) and BESS SoC level is too low; and in this case the BESS
cannot provide enough power to eliminate the deficiency between MCT output and
load demand.

Fig. 13 Voltage and current of the BESS (initial SoC = 0.3)

Fig. 14 SoC of the BESS (initial SoC = 0.3)
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In order to avoid battery SoC reaching the low limitation and to insure the island
grid demand power requirement to be satisfied at any time, the diesel generator is
added to the simulation system in this section. The DG unit will be triggered when
the battery SoC is near the low limitation. The DG is supposed to provide a constant
power of 500 kW during the operation time. This power level is enough to cover
the peak load demand (about 480 kW in the simulation).

Figure 15 compares the powers in the different parts of the MCT-based hybrid
system. Figures 16 and 17 show the corresponding battery voltage/current and SoC
variations.

Fig. 15 Powers of the MCT system with BESS and DG

Fig. 16 Voltage and current of the BESS
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It can be seen that the DG is triggered at about 13:00 when the battery SoC is
close to the low limitation 0.1. Then DG will provide power to maintain the grid
demand and the battery is charged by both DG and MCT powers. The DG is turned
off when the battery power reaches the rated value at 14:40; after this point the
available MCT power is high enough to charge the battery and to provide grid
demand power in the same time. In the simulation, another condition for turning off
the DG is when the battery SoC reaches 0.4 during the charge mode. The reasons
for setting these DG turnoff rules are to avoid overcharging the battery and to limit
the fuel consumption of the DG.

5.4 A Small DG Case

In the previous case, the required DG power level (500 kW) is set to cover the
maximum assigned load power (about 480 kW). However, when the DG is con-
sidered as a backup power source only to restore the battery at low SoC, a smaller
DGmight further reduce the system cost and the DG’s fuel consumption. In this part,
the simulation of a 250 kW DG case is carried out. Figure 18 shows the system
power performance; the period of 12:00–16:00 is zoomed in Fig. 19. The corre-
sponding battery SoC is illustrated in Fig. 20. In this smaller DG case, the battery
SoC cannot be restored immediately when the DG is turned on. As shown in Fig. 19:
the battery continues to provide power (periods T1 and T2) for maintaining the grid
demand when the smaller DG is trigged; and the battery is charged (period T3) when
the available power produced by the MCT and DG is higher than the grid demand.

In the previous 500 kW DG case, the DG is in operation from 13:05 to 14:40
(Fig. 15) and provides 790 kWh. In the 250 kW DG case, the DG is in operation
from 12:26 to 15:13 and provides 695 kWh. This implies that the smaller DG case

Fig. 17 SoC of the BESS
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can have a possibility to further reduce diesel-fuel consumption. However, it should
be noted that the small DG is incapable to cover the peak load demand; and
therefore the small DG should be triggered more early than the previous case to
ensure that the BESS still has a discharge margin to maintain the grid/load demand
follow ability for the MCT-based hybrid system. From stability point of view for
the hybrid power system, it is better to size the DG power rating enough to cover
the peak load demand. This point is essentially important for the case at neap tides
when the average current speed is very low and the MCT cannot produce enough
powers during several days.

Fig. 18 Powers of the MCT-based hybrid system with small DG

Fig. 19 Zoom of power profiles between 12:00 and 16:00
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6 Power Management of the Hybrid System—DG
Dominating Case

In the previous section, a large BESS is sized to shift large quantity of the MCT
produced energy for compensating the large difference between the MCT output and
grid/load demand. It can be seen that large ESS is indispensable when the MCT system
is supposed to be the dominant power supply source (supplying almost 100% of the
load demand). It means that if we want to maximally substitute the traditional fossil fuel
generation units by MCT-based renewable source, it would require a very high capacity
and cost of the ESS to obtain a satisfactory load following ability. This solution could
be economically unrealizable if the total island load requirement is high.

Therefore, using MCT and BESS to cover a certain part of total load demand of
remote stand-alone islands would be more realizable in the near future. For example, in
the near future, several MCTs are planned to be installed in the Fromveur passage (near
Brest, France) to supply 15–20% load demand of Ouessant Island [22]. Nowadays,
most off-grid islands and remote area are strongly dependent on the DG sets for power
supply [23]. However, considering the CO2 emission issue and high fuel logistics cost,
renewable energies will provide potential alternatives for reducing the diesel-fuel
consumption. In the follows, Ouessant Island will be considered as a DG-dominated
power supply example for the MCT-based hybrid system application.

6.1 Island Load Requirement

Ouessant Island is located 20 km off west shore of Brest, France. It has a surface of
15.6 km2 and residential population about 900. During the summer, the population

Fig. 20 SoC of the BESS
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would be over 2000 due to a large number of tourists. The daily electric power
demand peak can be estimated by the national electricity consumption data. Based
on [24], the daily average peak consumption in France is about 0.86 kW per capita
for summers and 1.26 kW per capita for winters.

In the case of Ouessant Island, there are very few tourists on the island in winters
and the winter electricity load can be estimated around 1134 kW (= 1.26 � 900).
For summers, if we consider a larger population of 2500, then the estimated peak
load will be about 2150 kW (= 0.86 � 2500). In fact, the island is power supplied
by 4 groups of diesel generator sets with a total capacity of 5300 kVA [25].
The DG systems are usually designed with a normal power factor of 0.8, and the
power ratings of the four DG sets are listed as follows.

Although there are 4 DG groups on Ouessant Island, during most time only 2
groups are in service and the other 2 groups are out of service or for maintenance
[26]. That means half of the installed DG capacity enables to serve the load demand
and the other half serves as a 100% backup source. It is quite reasonable to oversize
the DG capacity for the off-grid island to ensure the power supply in case of
emergency or DG unit’s maintenance. Based on the peak load estimation, it implies
that one DG of 960 kW and one DG of 1160 kW are enough for most load
demands during the year on this island.

6.2 System Configuration and Power Control Rules

For the island case simulation, the DG system will be the main power supply source
and the MCT is supposed to supply about 20–30% of the load. Figure 21 shows the
daily MCT power profile and the load demands (high frequency components are
neglected) used for the island case. The same current velocity and MCT power

Fig. 21 Daily power profiles of the island case
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profile are used, but the load demands are different from the previous MCT dom-
inating supply case. In Fig. 21, the low load curve (range 400–1800 kW) and high
load curve (range 500–2250 kW) represent two different load cases for the island.
These two load curves can also be considered as examples of the island daily load
in winter and summer respectively.

It should be noted that since for the island case theMCT is not supposed to provide
100% of the required load power, therefore the BESS size can be reduced compared
with the cases in the MCT-dominated case. Based on the power profiles shown in
Fig. 21, it can be seen that the energy needs to be stored by the BESS is greatly
reduced; and it alsomeans that the BESS is no longer required to operate continuously
during the 24 h of the day. In this DG-dominated case, the BESS burden is reduced
and it can be sized smaller. Therefore, for this DG-dominated case, the BESS is sized
as 1.25 MWh (= 500 kW � 2.5 h). The BESS control strategy will not be changed.

For the DG system, the total available capacity is quite enough (in Table 1).
However, by using MCT and BESS, it leads to possibilities for limiting the DG
utilization. In this case, we consider using two DG sets: DG_1 and DG_3. The DGs
should be operated over 30% of rated power for avoiding low fuel efficiency and
engine damage [27]. In this DG-dominated case, the low power limitation of the
DG system is set to 40% of rated power of DG_1. Therefore, the DG operational
limits are given by

PDGmax ¼ PDG1 þPDG3 ¼ 2120 kW
PDGmin ¼ 40%� PDG1 ¼ 400 kW

�
: ð18Þ

The battery charge/discharge strategy is the same as presented in the previous
section. However, for the island case, the DG output power roles are given as
follows:

P�
DG ¼ P�

DGload
þP�

DGb
; ð19Þ

with

P�
DGload

¼ Pload � PMCT; DP1 �PDGmin

0; DP1\PDGmin

�
:

P�
DGb

¼ PDGmin ; turn on

0; turn off

�

Table 1 Diesel generators
on Ouessant Island

Apparent power (kVA) Active power (kW)

DG_1 1200 960

DG_2 1200 960

DG_3 1450 1160

DG_4 1450 1160

Total 5300 4240
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Equation (19) shows that the required DG output can be represented by two main
elements: P�

DGload
represents the demanded DG power for supplying the island load,

and the DG low load limitation should be considered in this part
(DP1 ¼ Pload � PMCTj j is used to avoid the DG low load operation); and P�

DGb
rep-

resents the neededDG power for charging the battery system. The power rule forP�
DGb

is designed in this way: when the battery SoC reaches the low limitation of 0.11, the
term P�

DGb
will be turned on and fixed to the PDGmin ; the term P�

DGb
will be turned off

P�
DGb

¼ 0
� �

when battery SoC is restored to 0.5 or when the total available battery

charging power (from MCT and DG) reaches the battery rated power of 500 kW.
Finally, the total P�

DG will be limited by the PDGmax described in Eq. (18).

6.3 High Load Demand Case

Figure 22 shows the system power responses for the high load case with an initial
battery SoC of 0.5. The BESS voltage/current and SoC variations are shown in
Figs. 23 and 24. The BESS works well to store the excessive MCT produced power
(2:10–4:20) and provide the power during the peak load around 12:00 and 19:00 as
shown in Fig. 22.

It can be imagined that if there were no BESS, a third DG would be used in these
peak load periods. This illustrates the load-leveling benefit brought by the BESS in
the hybrid power supply system. It should be noted that the BESS also helps to
avoid the DG low power operation when the MCT power is close to the load
demand. In fact, the MCT produced power is seen as a negative load for the DGs; if
there were no BESS, the MCT power would cause low load DG operation in some

Fig. 22 Powers of the high load demand case (initial SoC = 0.5)
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cases. This problem is successfully handled by the BESS in the proposed power
management strategy.

In case of low battery SoC, the DG will be used to charge the battery. Figure 25
shows the system power profiles and Fig. 26 shows the battery SoC variation for
the case of low BESS initial SoC. The zoomed curves on the period of 0:00–6:00
are illustrated in Figs. 27 and 28. From Fig. 27, it can be seen that the BESS is
discharged during 1:25–2:00 and 4:20–4:46 for avoiding the DG low load operation
and saving diesel-fuel consumption. When the battery SoC reaches 0.11, the DG
provides power and the BESS is charged by the DG and MCT during 2:00–2:22

Fig. 23 Voltage and current of the BESS (initial SoC = 0.5)

Fig. 24 SoC of the BESS (initial SoC = 0.5)
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until the battery attends its rated power. After this point, the DG is turned off and
the BESS is charged by excessive MCT power during 2:22–4:20.

6.4 Low Load Demand Case

In the previous section, the high load demand case may also happen during neap
tides when tidal current speed is very low. In this section, the opposite case called
low load demand case will be studied. The low load case will happen at low load
periods (winter case in Ouessant Island) or spring tides when MCT output is high

Fig. 25 Powers of the high load demand case (initial SoC = 0.25)

Fig. 26 SoC of the BESS (initial SoC = 0.25)
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due to high tidal current speed. In the low load demand case, the DG can easily
handle the peak load but the new constrain is that the MCT power will need to be
limited when the MCT power is too high.

Fig. 27 Zoomed power curves (initial SoC = 0.25)

Fig. 28 Zoomed BESS curves (initial SoC = 0.25)
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In the simulation, the same MCT power profile is used while the low load
demand (in Fig. 21) is applied. As shown in Fig. 29, the MCT power has to be
controlled to deviate from MPPT during 3:00–3:35 for limiting the BESS charging
power at its rated value of 500 kW. Although the BESS is charged by the MCT to a
high SoC value (Fig. 30), the BESS will be discharged during 14:55–16:15 to avoid
DG low load operation and the battery output power is added to the MCT one for
supplying the load requirement. It can be seen that, the DG utilization can be
reduced and the battery SoC enables to maintain at a same level with the initial
value at the end of day by the proposed power management strategy.

Fig. 29 Powers of the low load demand case

Fig. 30 SoC of the BESS
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6.5 Without BESS

It is also interesting to show what would happen if there is no ESS. That means only
MCT and DG are used to supply the load demand. In this case, the rules are given
in Table 2. The load demand should be satisfied at all moments
P�
MCT þP�

DG ¼ Pload
� �

; and the required MCT output power P�
MCT should deviate

from PMCTMPPT (maximum available MCT power) during some periods according to
the power balance situation.

Figure 31 shows the power curves when there is no available ESS in the hybrid
power supply system. In this figure, the dotted green curve shows the MCT power
under MPPT strategy and the solid green curve shows the real MCT output power
based on the proposed rules. It can be seen that during 2:00–4:30 and 14:55–16:15,
the MCT is unable to follow the MPPT strategy due to the low load demand and the
DG low load power limit respectively. This result indicates that, in this case, MCT
output power potential cannot be fully utilized, and the complexity of the MCT
power control will be increased.

Table 2 Power rules without the BESS DP2 ¼ Pload � PMCTMPPTð Þ
DP2 � 0 0\DP2 �PDGmin DP2 [PDGmin

P�
MCT Pload Pload � PDGmin PMCTMPPT

P�
DG 0 PDGmin Pload � PMCTMPPT

Fig. 31 Powers curves without the BESS
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6.6 Diesel-Fuel Consumption Reduction

Table 3 summarizes the energy performance for comparing the DG consumption
with and without the BESS in both high load and low load cases. The daily load
demand energy Eload, the MCT produced energy EMCT and the DG-provided energy
EDG are calculated by integration the corresponding power curves. The “with
BESS” cases are based on the simulation results for the battery initial SoC of 0.5.
The DG consumption saving is then calculated by Eq. (20); it indicates that how
much DG consumption can be saved with the MCT and BESS.

EDGsaving ¼
Eload � EDG

Eload
ð20Þ

It can be seen from Table 3 that, in both high load demand and low load demand
cases, the BESS enables to increase the MCT output energy. This is because that
the BESS greatly facilitates to keep the MCT in maximal power extraction mode,
especially in low load demand cases (3.6% increase of the DG consumption saving
compared with the case without BESS).

It also indicates that when the MCT penetration increases (about 22% in the high
load case and 27.6% in the low load case), the importance and requirements of the
BESS will increase simultaneously. From the obtained simulation results (Figs. 24
and 30), it can be found that the battery SoC variation is much larger in the high
penetration case (the low load demand case). Therefore, the conclusion is that larger
BESS is required for higher MCT penetration. Although higher MCT penetration
can result lower diesel-fuel consumption, the increasing ESS need would be con-
sidered as a constraint for optimizing the total system cost.

7 Conclusions and Perspectives

In this chapter, the hybrid power system ofMCT/BESS/DG is studied for daily power
management on a small stand-alone island. The VRB is chosen as the BESS type due
to its high-energy capacity and relative flexible energy/power sizing. The flow battery
is modeled by an equivalent circuit method, and the empirical model parameter

Table 3 DG consumption saving during 1 day

Eload (MWh) EMCT (MWh) EDG (MWh) Consumption
saving (%)

High load With BESS 37.9 8.6 29.5 22.2

No BESS 37.9 7.8 30.1 20.6

Low load With BESS 30.3 8.57 21.95 27.6

No BESS 30.3 7.26 23.04 24.0
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estimation based on battery nominal power and nominal losses are given. One
1.5 MW fixed-pitchMCT is chosen to represent theMCToutput power (this may also
be considered as a small MCT farm with three identical 500 kWMCTs). TheMCT is
supposed to operate under MPPT for capturing maximal power from the tidal current
flow during most cases. Two different power supply configurations are studied: the
MCT-dominated supply case (MCT power covers about 100% of the load) and the
Diesel-dominated supply case (MCT power covers about 20–30% of the load).

For theMCT-dominated supply case, theDGconsumption ismaximally limited by
serving as a backup source only for charging theBESS at lowSoC. The load following
ability is then totally realized by the BESS and this leads to a large battery system of
3 MWh for the one 1.5 MW MCT-based hybrid system. Obviously, the daily load
energy assignment for this MCT/BESS system can hardly excess the daily energy
production of the MCT. Therefore, if the MCT-dominated supply case is applied to
meet the electricity needs of a remote island like Ouessant Island, the studied unit
(1.5 MWMCT, 3 MWh BESS, and 500 kWDG) should be multiplied to 4 times for
covering the total island load demand. High cost of megawatt MCTs and large BESS
can make this solution economically nonattractable in the now stage.

For the Diesel-dominated supply case, load requirements based on the config-
uration of Ouessant Island and the existing DG capacity of this island are con-
sidered as the studied cases. The high load demand and low load demand cases are
studied and compared. In this case, the DG groups serve as the main power supply
source and a 1.25 MWh BESS is carried out in the simulation. Simulation results
show that the BESS enables to facilitate the maximal power extraction operation of
the MCT and contributes to reduce the diesel-fuel consumption.

Concerning future MCT farm applications for stand-alone islands, the MCT
penetration would be increased to further reduce the local DG consumptions. In
most cases, cost-benefit assessments are major concerns before the final commer-
cialization. The configuration of the hybrid system (power rating of single MCT
and the total number of MCTs, BESS sizing, DG ratings and numbers) depends
highly on the specific site conditions, load demand profile, the costs (short term and
long term) and the diesel-fuel consumption’s reduction objective. In any way, the
trend of applying the hybrid MCT/BESS/Diesel supply system for remote islands is
strong due to the world common need of replacing fossil fuel-based power supply
systems by renewable-energy based hybrid systems.

Other renewable sources, such as wave energy, solar energy and wind energy, can
also be integrated in MCT-based hybrid island power supply scheme. In this trend, the
ESS energy capacity requirement may also be increased to insure the power balance
between produced power and demand. Higher energy capacity technologies such as
ocean-based or underwater-compressed air energy storage (OCAES orUWCAES) [28,
29] could be interesting due to their applicable ranges and the economic feasibility.

Appendix: Flow Battery Equivalent Circuit Parameters

See Tables 4, and 5
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Optimal Power Flow
of a Battery/Wind/PV/Grid Hybrid
System: Case of South Africa

K. Kusakana

Abstract Photovoltaic and wind systems have been demonstrated to be sustainable
alternatives of producing electricity in rural electrification, particularly in islanded
applications. Currently, the advancement of research in the area of power elec-
tronics has allowed the connection of these renewable resources to the grid with
bidirectional power flow. In this work, the optimal power scheduling for a
grid-connected photovoltaic–wind–battery hybrid system is proposed to maximize
the use of solar and wind resources to assist customers at demand side. The
developed model for the hybrid system’s optimal power flow management aims to
minimize electricity purchased from the grid while maximizing the energy sold to
the grid as well as the production of the renewable sources subject to the power
balance, photovoltaic, wind, and battery storage outputs as well as other operational
constraints. Relating to demand-side management, a control technique is developed
to optimally schedule the power flow from the different components of the hybrid
system over 24-h horizon. Simulations are performed using MATLAB, and the
results demonstrate that operating the proposed hybrid system under the developed
optimal energy management model can reduce the operation cost and allow con-
sumers to generate substantial income by selling power to the grid.

Keywords Photovoltaic energy � Wind � Hybrid system � Optimal scheduling

1 Introduction

Renewable energy (RE) sources have become attractive choices of generating elec-
tricity in comparison to traditional fossil fuels due to different characteristics such as
low cost, no pollutant emission, energy security as well as their modularity [1].
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Renewable energy sources can be used in islanded or as grid-connected mode
where bidirectional power flow can be implemented to buy or sell power to the
utility company [2]. Because of the intermittent nature of their resources, renewable
power systems are regularly coupled with storage systems such as batteries [3].
Energy storage systems can be used to ensure that the variable load demand is
continuously met irrespective of the intermittency of the renewable resources [4].

Generally, grid-connected renewable systems do not necessitate battery storage
systems. Therefore, advanced energy management systems are also not needed [5].
Maximizing the use of the power from the renewable sources is the only operation
strategy implemented when the power generated is less than the instantaneous load
power demand [6]. For grid-connected renewable with battery storage systems, the
energy management becomes more difficult, as more complicated operation
strategies must be taken into account, such as charging the battery from the grid or
renewable source and discharging into the grid or to the load when necessary [7].
As a result, controllers are required for hybrid renewable-battery systems, such that
the use of the renewable system can be considerably improved and the grid regu-
lation can be enhanced in terms of safety, reliability, and efficiency [8].

For grid-connected hybrid renewable-battery systems, the changing electricity
price imposed by the utility, the period of power transaction, and the balance
between the instantaneous renewable power produced and the instantaneous load
demand are main challenges encountered while implementing any suitable energy
management strategy [9]. Several demand-side management (DSM) programs can
be implemented when renewable energy systems are connected to the grid:

• Peak shaving: Where consumers can shift the usage of their electrical appliances
to reduce the peak power demand [10].

• Direct load control: In which a utility operator remotely shuts down or cycles
a customer’s electrical equipment at short notice to address system or local
reliability [11].

• Capacity market programs: In which customers commit to respond pre-specified
load reduction when system contingencies arise and are subject to penalties if
they do not curtail power consumption when directed [12].

• Time-of-use (TOU): Where the electricity price is high in the peak load time and
low in the off-peak time [13].

From DSM approach, the energy from the renewable sources or from the grid
can be stored when the generation is higher than the demand or when the electricity
price from the grid is very low. The stored energy can then be used to supply the
load during peak power demand; to be sold to the grid when the electricity price
from the utility is high or even when the power from the renewable resources is
unavailable [14]. Well-managed grid-connected hybrid system with DSM program
can assist customers in substantially reducing their electricity cost, and also can
assist utility companies to control the grid in terms of security and efficiency issues
while increasing the reliability.
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Therefore, at both supply and demand side, grid-connected systems can bring in
new opportunities to smart grid but also induce several challenges in the following
DSM programs. For the specific case of grid-connected renewable sources with
battery storage systems operation under TOU scheme, challenges such as deter-
mining how to optimally schedule the hybrid system in peak, standard and off-peak
periods with the aim of minimizing the total electricity cost and satisfying the
consumer demand as well.

Research works have already been conducted on grid-connected renewable
systems. However, most of these studies have focused on energy management for
large-scale integration of renewable energy at the utility side [15, 16]. Currently,
there are very few studies reporting on the optimal energy management and DSM
for small-scale grid-connected hybrid systems at the demand side, because hybrid
systems are installed for stand-alone or backup usage without any contribution of
DSM program.

Wolisz et al. [17] have analyzed the feasibility and the resulting potential of
coupling the electricity grid with the thermal supply of residential buildings. In this
paper the technical and economical key impact factors for such thermal DSM
approach are elaborated. The practicability and possible magnitude of the intended
DSM is then analyzed based on the identified scenarios. It is found that especially
the strong dissemination of smart metering and smart control infrastructure is
crucial to incorporate these capacities into DSM activities.

Dufo-Lopez and Bernal-Agustin [18] have presented a methodology to evaluate
the technical and economic performance of a grid-connected system with storage
under a time-of-use electricity tariff. The storage can help smooth demand, reducing
peak demand from the grid and, in some cases, also reducing the electricity bill for
the consumer.

Dufo-Lopez [19] has considered a storage system to be added to a private
electricity facility in order to reduce the electricity bill. This kind of system could
make sense with a time-of-use tariff (with two or three periods of different elec-
tricity price) or a real-time pricing tariff, where each day, electricity is bought from
the AC grid during off-peak hours to store energy, and during on-peak hours, the
storage supplies the whole load or a part, avoiding the purchase of expensive
electricity from the AC grid.

Sichilalu and Xia [20] have developed an optimal scheduling strategy model for
a grid-tied photovoltaic (PV) system to power a heat pump water heater (HPWH).
The system is composed of PV modules that are grid-tied and a backup battery.
The PV is capable of supplying power simultaneously to the HPWH and domestic
load, while the grid and the battery are complementary sources. The objective
function of this model is energy cost. The time-of-use (TOU) electricity tariff is
taken into account in the optimal scheduling model. The control variables are the
power flows within the branches of the system. This model has shown to have more
economic benefits than solar thermal heaters, because of the possibility to turn the
dwelling into net-zero energy or positive-energy buildings with the attractiveness of
the feed-in tariff.
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Unlike the above-mentioned papers, the focus of this chapter will be on ana-
lyzing a more comprehensive grid-connected PV-WT-battery system under the
Time-of-Use (TOU) program with contracted selling as an example using the
specific South African context. An optimal power flow management algorithm of
the proposed hybrid system is developed aiming to minimize the electricity pur-
chased from the grid, maximize the energy sold to the grid as well as the renewable
production within the DSM framework while satisfying the load demand. It will be
shown how the developed system can assist consumers to optimally schedule the
system’s operation to earn cost savings with changing prices in the TOU program,
and how they can manage their generation, consumption, and storage to sell surplus
power to the grid over peak period.

2 Description of Hybrid System and Proposed
Methodology

The hybrid system analyzed in this work is composed of a PV system, wind system,
and battery bank that are connected to the grid. The output power of the renewable
systems feeds the load demand directly. If the demand is less than the renewable
output, the surplus power will be stored into the battery bank. If the load power
requirement is larger than the renewable output, the deficit of power will be sup-
plied by the battery or the grid. The grid plays a preponderant role in the hybrid
system for charging the battery and directly supplying the load demand depending
on the price of electricity in the considered time interval. The battery can be charged
by the grid in the off-peak period, and then discharged in the peak period either to
the load or to the grid to save electricity cost. The grid provides electricity directly
when the load cannot be entirely met by the renewable sources and the battery
storage system. The schematic of this hybrid system is shown in Fig. 1, in which
arrows represent directions of power flows in the hybrid system. PPV-B and PWT-B

are the renewable powers used for charging the battery; PB-L is the discharging
power of battery for load demand; PG-B is the grid power for charging the battery;
PG-L is the grid power for load demand; PPV-L and PWT-L are the renewable powers
directly supplying load demand; PSOLD is the battery discharge for selling power to
the grid.

2.1 Photovoltaic System

When light strikes a silicon, gallium arsenide, or cadmium sulfide cell, an electric
current is generated through the photovoltaic effect. The power rating of a PV panel
is expressed in peak Watts (Wp) indicated at “standard test conditions” conducted
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at a temperature of 25 °C and irradiance of 1000 W/m2. The output power of the
solar PV system can be expressed as follows [21]:

PPV ¼ APV � gPV � IðtÞ � f ðtÞ � dt ð1Þ

where APV is the total area of the photovoltaic generator (m2); ηPV is the module
efficiency; I is the hourly irradiance (kWh/m2); and f(t) is the radiance density.

2.2 Wind Energy System

Wind energy systems convert the kinetic energy of moving air into mechanical and
then electrical energy [21]. The power output (PWT) of the wind system within a
sampling time interval can be expressed as

PWT ¼ 1
2
� qa � AWT � Cp;WT � gWT � v3aðtÞ � f ðtÞ � dt ð2Þ

where qa is the air of water (1225 kg/m3); Cp,WT is the coefficient of the wind
turbine performance; ηWT is the combined efficiency of the wind turbine and the
generator; AWT is the wind turbine swept area (m2); va is the wind velocity (m/s);
and f(t) is the wind probability density function.

Fig. 1 Hybrid system layout (power flow)
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2.3 Battery Storage System

The power flows from the PV, the grid, and the load demand at any given sampling
interval j, determine whether the battery is charging or discharging. The dynamics
of the battery state of charge (SOC) can be expressed in discrete-time domain by a
first-order difference equation as follows [22, 23]:

SOCðjþ 1Þ ¼ ð1� dbÞ � SOCðjÞ þ
Dt � gC
Enom

� ðPPV-BðjÞ þPG-BðjÞ �
Dt

EnomgD
� ðPB-LðjÞ þPSOLDðjÞÞ ð3Þ

where SOC is the state of charge of the battery; db is the self-discharging rate of the
battery storage system; ηC is the battery charging efficiency; ηD is the battery
discharging efficiency; and Enom is the battery system nominal energy.

By induction reasoning, the dynamics of the battery state of charge at jth
sampling interval can be expressed in terms of its initial value SOC(0) of a day as
follows:

SOCðjÞ ¼ ð1� dbÞ � SOCð0Þ þ Dt � gC
Enom

�
Xj�1

i¼0

ðPPV-BðjÞ þPG-BðjÞÞ � Dt
EnomgD

�
Xj�1

i¼0

ðPB-LðjÞ þPSOLDðjÞÞ ð4Þ

2.4 Flowchart of the Proposed Optimization Methodology

The simplified flowchart of the proposed methodology is presented in Fig. 2. The
main optimization variables are described below:

• Independent variables: Load demand, solar and wind resources, Time-of-Use.
• Dependent variables are all variables which are affected by any change or

variation in the input variables. In this case it is mainly the battery state of
charge (SOC).

• Controlled variable: The powers related to the renewable sources, storage, and
the grid are considered as controlled variables.

3 Optimization Model and Proposed Optimal
Control Algorithm

As stated in the introduction, the optimization problem addressed in this work aims
to minimize the electricity cost within the framework of TOU in which the elec-
tricity price changes over different time intervals according to cost imposed by the
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utility company, for instance a high price for peak load periods, medium price for
standard periods, and low price for off-peak periods. In this study, the daily elec-
tricity price at the selected region of South Africa can be given as [24]

qðtÞ ¼
qk; t 2 Tk; Tk ¼ ½7; 10Þ [ ½18; 20Þ
q0; t 2 T0; T0 ¼ ½0; 6Þ [ ½22; 24Þ
qs; t 2 Ts; Ts ¼ ½6; 7Þ [ ½10; 18Þ [ ½20; 22Þ

8<
: ð5Þ

where

qk 0.20538 $ = kWh is the price for the peak load period;
q0 0.03558 $ = kWh is the price for the off-peak period;
qs 0.05948 $ = kWh is the price for the standard period.

3.1 Objective Function

The proposed cost function has three main components. The first component is the
cost of purchasing electricity from the grid, which is used to supply the load
demand and charge the battery. The component is the revenue generated from
selling electricity to the grid. The third part is the wearing cost of hybrid system.
The total function can be expressed as

Fig. 2 Flowchart of the proposed optimization methodology
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f ¼
XN
j¼1

qjðPG-BðjÞ þPG-LðjÞÞDt

� rkqk
XN
j¼1

PB-GðjÞDtþ
XN
j¼1

aðPB-LðjÞ þPB-GðjÞÞDtþ 24b ð6Þ

where rk = 0.65 is the contracted ratio of the peak price qk for selling power during
the peak load period; a is the coefficient of battery wearing cost; and b is the hourly
wearing cost of other components [24].

3.2 Constraints

The control variables in the objective function above have to satisfy the following
constraints:

• Renewable output constraints:

The sum of instantaneous PV or WT power for charging the battery and for
supplying the load must be less than the PV or WT output power generated:

PPV-BðjÞ þPPV-LðjÞ �PPVðjÞ ð7Þ

PWT-BðjÞ þPWT-LðjÞ �PWTðjÞ ð8Þ

• Power balance constraint:

The required load demand must be exactly satisfied by the total power of PV,
WT, grid, and the battery. This can be expressed as

PB-LðjÞ þPG-LðjÞ þPPV-LðjÞ þPWTðjÞ �PLðjÞ ð9Þ

Each power source is modeled to be controllable in the range of zero to their rated
power for the 24-h period. Therefore, the variable limits are the output limits of these
different power sources at any sampling interval j. These can be expressed as

• Control variables limits:

0�PPV-BðjÞ �Pmax
PV-Bð1� j�NÞ ð10Þ

0�PWT-BðjÞ �Pmax
WT-Bð1� j�NÞ ð11Þ

454 K. Kusakana



0�PB-LðjÞ �Pmax
B-Lð1� j�NÞ ð12Þ

0�PG-BðjÞ �Pmax
G-Bð1� j�NÞ ð13Þ

0�PG-LðjÞ �Pmax
G-Lð1� j�NÞ ð14Þ

0�PPV-LðjÞ �Pmax
PV-Lð1� j�NÞ ð15Þ

0�PWT-LðjÞ �Pmax
WT-Lð1� j�NÞ ð16Þ

0�PB-GðjÞ �Pmax
B-Gð1� j�NÞ ð17Þ

The available battery bank state of charge in any sampling internal must not be
less than the minimum allowable and must not be higher than the maximum
allowable state of charge. This can be expressed as

SOCmin � SOCðjÞ � SOCmax ð18Þ

3.3 Optimal Control Method

An optimal control method is used to manage the power flows Pi in all the sampling
periods over a 24-h period to minimize the daily electricity cost, Eq. (4), subject to
constraints, Eqs. (6)–(18). Because the objective function and constraints are linear,
this power flow control problem can be expressed as a linear programming problem
as [25]

min f ðxÞ; s:t:
Ax� b
AeqX ¼ beq
lb � x� ub

8<
: ð19Þ

where f(x) represents the objective function; Aeq and beq are the coefficients asso-
ciated with equality constraints; A and b are the coefficients associated with
inequality constraints; lb and ub are the lower and upper bounds of variables.

4 Case Studies

4.1 Control System Settings

In this work, real daily load data and water velocity have been used as input to
evaluate the performance of the system submitted to the developed optimal energy
management system. These hourly data are available from Ref. [21].
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The sizing of PV, WT, and battery bank is based on a sizing model in [26]. The
parameters (size, initial costs) of this hybrid system are available from Ref. [21].
The simulation results will be discussed and categorized according to the behavior
of the proposed grid-connected hybrid system under the different pricing periods in
South Africa.

4.2 Household’s Results of Optimal Control

A 24-h detailed load data, given in Fig. 3, is obtained from a typical household
situated in the KwaZulu Natal Province at 30.6° latitude south and 29.4° longitude
east. The hybrid system is designed in such a way to provide electricity for low
consumption electrical appliances such as lights, TV, radio, laptop, fridge, kettle,
cell phone chargers, iron, toaster, etc. When scrutinizing this load profile, one can
notice a general pattern arising from the daily activities of the users which changes
depending on different seasons of the year. The selected load demand from
Ref. [21] reaches a peak demand of 8 kW in winter; therefore, the hybrid system
must be able to adequately respond to this demand.

4.2.1 Power Flow Under Off-Peak Load Period

Figure 3 shows the load profile for the selected winter day. It can be observed that
the demand is highly nonlinear; low during the night with high peaks in the
morning and in the evening. The power flow on the battery and load side are
provided in Figs. 4 and 5 respectively.
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Fig. 3 Load profile (household case)
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The power provided to the load includes the batteries PB-L, PG-L, PPV-L, and
PWT-L. During the off-peak period, only the battery system provides power to the
load as illustrated in Fig. 4c; its corresponding state of charge decreases as shown in
Fig. 5d. The PV, the WT, and the grid do not supply the load during that period as
shown in Fig. 4a, b, d respectively.

There is enough power from the battery to supply the load and to be sold to the
grid to generate revenue. Even if the price is low during this period, excess power
not used to supply the load is sold to the grid as shown in Fig. 6.

4.2.2 Power Flow Under Standard Load Period

During the standard price period, although the battery system can fully satisfy the
load demand, the grid power has been used as main supply to the load as well as to
recharge the battery, which can be seen from Fig. 4c, d, respectively. There is a
very small output from the PV and WT; these are used to recharge the battery as
shown in Fig. 5a, b.

0 5 10 15 20 25
0

0.5

1

1.5

2

2.5

3

3.5

4

4.5
P P

V
 to

 L
O

A
D

[k
W

]
P B

A
T 

to
 L

O
A

D
[k

W
]

(a) Time [h]

PPV to LOAD

max of PPV to LOAD

0 5 10 15 20 25
0

0.2
0.4
0.6
0.8

1
1.2
1.4
1.6
1.8

2

P W
T 

to
 L

O
A

D
[k

W
]

P G
R

ID
 to

 L
O

A
D

[k
W

]

(b) Time [h]

PWT to LOAD

max of PWT to LOAD

0 5 10 15 20 25
0

0.5

1

1.5

2

2.5

3

3.5

4

(c) Time [h]

PBAT to LOAD

max of PBAT to LOAD

0 5 10 15 20 25
0

0.5

1

1.5

2

2.5

3

3.5

4

(d) Time [h]

PGRIDto LOAD

max of PGRIDto LOAD

Fig. 4 Load-side power flow (household case)

Optimal Power Flow of a Battery/Wind/PV/Grid Hybrid System … 457



0 5 10 15 20 25
0

0.5
1

1.5
2

2.5
3

3.5
4

4.5
P

P
V

 to
 B

A
T

[k
W

]

P
W

T 
to

 B
A

T
[k

W
]

(a) Time [h]

PPV to BAT

max of PPV to BAT

0 5 10 15 20 25
0

0.2
0.4
0.6
0.8

1
1.2
1.4
1.6
1.8

2

(b) Time [h]

PWT to BAT

max of PWT to BAT

0 5 10 15 20 25
0

0.5

1

1.5

2

2.5

3

3.5

4

P G
R

ID
 to

 B
A

T
[k

W
]

(c) Time [h]

PGRID to BAT

max of PGRID to BAT

0 5 10 15 20 25
0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

S
O

C
 [%

]

(d) Time [h]

SOC
max of SOC

Fig. 5 Battery-side power flow (household case)

0 5 10 15 20 25
0

1

2

3

4

5

6

7

P
S

O
LD

 [k
W

]

Time [h]

PSOLD

max of PSOLD

Fig. 6 Profile of power sold (household case)

458 K. Kusakana



4.2.3 Power Flow Under Peak Load Period

During the peak load period, the load is principally met by the power from the PV
and WT, if there is any shortage in supply; the battery can be used in conjunction
with the PV and WT (Fig. 4a–c). It can be seen from Fig. 5d how the state of
charge decreases when the battery is giving power to the load. If the PV, WT, and
battery cannot adequately respond to the demand, the grid can be used to balance
the power needed to satisfy the load demand as shown in Fig. 4d. The power stored
in the battery could have been sold to the grid during this period but because of the
proposed hybrid system’s size and the priority given to the load demand, there is
almost no excess power to be sold during this peak power demand. Therefore, it can
be seen from Fig. 6 that the power sold the grid at the end of this period is
minimum.

4.2.4 Power Flow Under Off-Peak Load Period

During this off-peak load period, both the load demand and the price of electricity
are low. Therefore, the power from the grid is used to principally supply the load
and recharge the battery at the same time. This can be seen when looking at Fig. 4d
and Fig. 5c respectively. Figure 4b, c confirms that no power from the PV or the
battery is used to supply the load; this power is sold to the grid as illustrated in
Fig. 5d.

4.2.5 Power Flow Under Peak Load Period

During this second peak load period, there is a very small amount of power gen-
erated by the PV. Most of the power consumed by the load is coming from the WT
battery and the grid is shown in Fig. 5b–d. There is no power sold to the grid during
this high-demand pricing period as illustrated in Fig. 6.

4.2.6 Daily Income Generated

On the selected day, if the load demand is supplied by the grid only without the PV,
WT, and battery storage system, the daily electricity cost would be $4.32. When
optimally operating the grid-connected hybrid system, the daily income generated
by selling electricity to the grid is $20.79. In other words, when making the balance
between what is purchased from the grid and what is sold to the grid, the customer
can earn $16.47. This income is a function of the size of the hybrid system’s
components, the battery initial state of charge, as well as on the load profile.
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4.3 Base Transceiver Station’s Results of Optimal Control

The base transceiver station selected for this study is situated in the Western Cape
region at 32.8° latitude south and 17.9° longitude east. The energies needed by the
BTS communication equipment and the cooling system used to remove heat from
the cabin are given in Ref. [27]. The load profile resulting from the daily power
demand of the radio, power conversion, antenna, transmission, security lights, and
cooling equipment at the base station site is given in [28]. It is noticeable from this
table that except for the auxiliary equipment such as air conditioning which is
running during the day for only 6 h (11:00–17:00 h), and the security lights for
11 h throughout the night (19:00–6:00 h), the rest of the BTS communication
equipment is running for 24 h non-stop. However, during winter, the air condi-
tioning is running for only 2 h (13:00–15:00 h) and the security lights for 13 h
(18:00–7:00 h). This load (Fig. 7) has been selected because of its pattern which is
different than the one from the household; this will induce a different response of
the hybrid system operation energy scheduling. The power flows on the battery and
load side are provided in Figs. 8 and 9, respectively.

4.3.1 Power Flow Under Off-Peak Load Period

During this off-peak period, the battery system and the grid provide power to the
load as illustrated in Fig. 8c–d, respectively. Therefore, there is no excess of energy
from the renewable components to be sold to the grid during this period as shown in
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Fig. 10. There is no power generated from the PV and WT because of the lack of
resources as shown in Fig. 8a–b.

4.3.2 Power Flow Under Standard Load Period

During the standard price period, the powers from the PV, WT, and the grid are
used to recharge the battery as shown in Fig. 9a–c; this is done so that there can be
enough power stored to be for sold during the coming peak period. The load is
exclusively supplied by the grid as shown in Fig. 8d.

4.3.3 Power Flow Under Peak Load Period

During the peak load period, the demand is primarily satisfied by the PV and WT as
shown in Fig. 8a–b; any deficit of power demand is then balanced by the battery
and the grid. There is no power sold to the grid because there is no excess of energy
and because of the priority given to supply the load by the PV, WT, and the battery;
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the excess of energy from the hybrid system to be sold to the grid during this period
is minimal as shown in Fig. 10.

4.3.4 Power Flow Under off-Peak Load Period

During this period the cost of electricity from the grid is low; therefore, the PV, WT,
and the grid are used to supply the load demand as shown in Fig. 8a, b, d, respec-
tively, and the excess of power from the PV and WT is sold to the grid through the
battery as shown in Fig. 10. This load demand is supplemented by an increasing
contribution from the battery in the afternoon toward the evening, due to the shortage
of the output power of the PV and WT; this can be seen from Fig. 8a, b.

The battery is being recharged by the grid only and its corresponding state of
charge increases as shown in Fig. 9c–d, respectively.

4.3.5 Power Flow Under Peak Load Period

During this second peak price period, all the power generated by the PV, WT
system, and battery with as small contribution of the grid is used to supply the load
as shown in Fig. 8a–d. There is no power used to either recharge the battery or
supply the load as shown in Fig. 9a–c.

4.3.6 Daily Income Generated

If the BTS demand is supplied by the grid only without the PV, WT, and battery
storage system, the daily electricity cost would be $12.69. When optimally oper-
ating the grid-connected PV, WT hybrid system, the daily electricity cost is reduced
to 5.29$. In other words, when making the balance between what is purchased from
the grid and what is sold to the grid, the income generated by selling electricity to
the grid is $7.

5 Chapter Summary

In this chapter, demand-side management has been applied in the optimal energy
management of grid-connected PV–WT–battery hybrid system. The Time-of-Use
operating tariff with power selling to the grid has been studied for energy man-
agement in this work. A model for decreasing electricity charge at the consumer’s
side has been developed. The simulation results of two case studies in South Africa
have demonstrated that the developed optimal operation model for the hybrid
system results in the maximal use of PV, WT, and battery storage system. The
simulation results highlight the important role played by the battery which is storing
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power from the utility during off-peak periods and providing power to the load
during peak periods. Consequently, by optimally operating the hybrid system, the
load consumes nominal amount of power from the utility and the consumers can
generate income by selling electricity to the grid. This income is a function of the
size of the hybrid system’s components, the battery initial state of charge, as well as
on the load profile. It has also been demonstrated that optimal control is a powerful
control method for power flow management in DSM.

For future work, Model Predictive Control will be developed to handle the
control when the hybrid system experiences disturbances in PV output and load
demand. Also different load patterns as well as different renewable energy sources
will be considered.
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