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Preface

This is the sixth issue of the Springer’s series Eurasian Studies in Business and
Economics, which is the official book series of the Eurasia Business and Economics

Society (EBES, www.ebesweb.org). This issue includes selected papers presented

at the 18th EBES Conference that was held on January, 2016, in the School of

Business Administration of American University of Sharjah (AUS) in Dubai,

U.A.E. All accepted papers for the issue went through peer-review process and

benefited from the comments made during the conference as well.

During the conference, participants had many productive discussions and

exchanges that contributed to the success of the conference where 118 papers by

221 colleagues from 43 countries were presented. In addition to publication oppor-

tunities in EBES journals (Eurasian Business Review and Eurasian Economic
Review, which are also published by Springer), conference participants were

given opportunity to submit their full papers to this Issue. We regret that we

could accept only a small portion of those papers.

Theoretical and empirical papers in the series cover diverse areas of business,

economics, and finance from many different countries, providing a valuable oppor-

tunity to researchers, professionals, and students to catch up with the most recent

studies in a diverse set of fields across many countries and regions.

The aim of the EBES conferences is to bring together scientists from business,

finance, and economics fields, attract original research papers, and provide them

publication opportunities. Each issue of the Eurasian Studies in Business and
Economics covers a wide variety of topics from business and economics and

provides empirical results from many different countries and regions that are less

investigated in the existing literature. The current issue covers fields such as:

i. MANAGEMENT & MARKETING

ii. ACCOUNTING & FINANCE

iii. ECONOMICS OF INNOVATION

iv. GROWTH & DEVELOPMENT

v. PUBLIC ECONOMICS

v
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Although the papers in this issue may provide empirical results for a specific

county or regions, we believe that the readers would have an opportunity to catch up

with the most recent studies in a diverse set of fields across many countries and

regions and empirical support for the existing literature. In addition, the findings

from these papers could be valid for similar economies or regions.

On behalf of the Volume Editors and EBES officers, I would like to thank to all

presenters, participants, board members, and keynote speakers, and we are looking

forward to seeing you at the upcoming EBES conferences.

Istanbul, Turkey Ender Demir
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Eurasia Business and Economics Society

EBES is a scholarly association for scholars involved in the practice and study of

economics, finance, and business worldwide. EBES was founded in 2008 with the

purpose of not only promoting academic research in the field of business and

economics but also encouraging the intellectual development of scholars. In spite

of the term “Eurasia,” the scope should be understood in its broadest term as having

a global emphasis.

EBES aims to bring worldwide researchers and professionals together through

organizing conferences and publishing academic journals and increase economics,

finance, and business knowledge through academic discussions. To reach its goal,

EBES benefits from its executive and advisory boards which consist of well-known

academicians from all around the world. Every year, with the inclusion of new

members, our executive and advisory boards became more diverse and influential. I

would like to thank them for their support.

EBES conferences and journals are open to all economics, finance, and business

scholars and professionals around the world. Any scholar or professional interested

in economics, finance, and business is welcome to attend EBES conferences. Since

2012, EBES has been organizing three conferences every year: one in Istanbul

(usually in late May or early June) and two in Europe or Asia (usually in January

and October). Since our first conference, around 6824 colleagues from 91 different

countries have joined our conferences and 3904 academic papers have been

presented. Also, in a very short period of time, EBES has reached 1394 members
from 76 countries.

Since 2011, EBES has been publishing two academic journals. One of those

journals, Eurasian Business Review—EBR, is in the fields of industry and business,
and the other one, Eurasian Economic Review—EER, is in the fields of economics

and finance. Both journals are published biannually, and we are committed to

having both journals included in SSCI as soon as possible. Both journals have

been published by Springer since 2014 and are currently indexed in the Emerging

Sources Citation Index, EconLit, Google Scholar, EBSCO, ProQuest, ABI/
INFORM, Business Source, International Bibliography of the Social Sciences
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(IBSS), OCLC, Research Papers in Economics (RePEc), Summon by ProQuest, and
TOC Premier.

Furthermore, since 2014 Springer has started to publish a new conference pro-

ceedings series (Eurasian Studies in Business and Economics) which includes

selected papers from the EBES conferences. The 10th, 11th, 12th, and 13th EBES

Conference Proceedings have already been accepted for inclusion in the Thompson

Reuters’ Conference Proceedings Citation Index, and subsequent conference pro-

ceedings are in progress.

On behalf of the EBES officers, I sincerely thank you for your participation and

look forward to seeing you at our future conferences. In order to improve our future

conferences, we welcome your comments and suggestions. Our success is only

possible with your valuable feedback and support.

I hope you enjoy the conference and U.A.E.!

With my very best wishes,

Jonathan Batten, PhD

President

viii Eurasia Business and Economics Society
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Danutė Adomaviči�utė and Dalia Daujotaitė
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Danutė Adomavičiūtė Faculty of Economics and Finance Management, Institute

of Economics and Business, Mykolas Romeris University, Vilnius, Lithuania

Mehmet Fatih Aysan Department of Sociology, Istanbul Sehir University, Istanbul,

Turkey

Ummugulsum Aysan Department of Social Services, Istanbul University, Istanbul,

Turkey

Arkadiusz Babczuk Department of Finance and Accounting, Wroclaw University

of Economics, Wroclaw, Poland

Giorgio Carlo Brugnoni Department of Management, Sapienza University of

Rome, Rome, Italy

Antanas Buracas Faculty of Social Education, Lithuanian University of Educa-

tional Sciences, Vilnius, Lithuania

Nidhi Choudhary FMS-WISDOM, State Bank of India School of Commerce and

Banking, Banasthali University, Vanasthali, Rajasthan, India
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Islamic Bonds and Real Estate

Securitizations: The Italian Perspective

for Issuing a Sukuk

Giorgio Carlo Brugnoni, Paolo Gaspare Conforti Di Lorenzo,

Raffaele Didonato, Enrico Giustiniani, Lorenzo Lentini, Massimo Mariani,

Claudio Palandra, Fabrizio Petrucci, Antonio Salvi, and Alessandra Tami

Abstract The research looks at the possible advantages of which Italian compa-

nies and public entities could benefit looking at Islamic finance as a viable alterna-

tive to conventional finance, in a context characterized by a growing presence of

Islamic citizens throughout Europe and Italy and by increasing interest in investing

in Italy by Islamic investors. The research investigates the possibility for an Italian

entity (corporate or sovereign) to issue a sukuk with a national real-estate underly-

ing, under the current legal, fiscal and technical framework. The aim is to con-

cretely contribute to the awareness about the opportunities that Islamic finance

could bring with it and to promote fiscal, normative and regulatory obstacles

removal, in order to create a level playing field—as the United Kingdom did—

that would allow Islamic finance to develop also in Italy.

Keywords Islamic finance • Sukuk • Real estate • Securitization
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1 Introduction

In the recent years, Islamic finance progressively developed in Europe, especially in

the United Kingdom, in France, in Germany and in Luxembourg. In Italy, although

increasing conferences and studies contributed to stimulate the debate, no concrete

steps have been taken yet to develop Islamic finance or to effectively make aware

Italian institutions and companies about the opportunities that the recourse to

Islamic finance could bring with it.

This paper: (a) looks at the Islamic finance development, worldwide and in

Europe; (b) analyses some of the possible benefits that the Islamic finance devel-

opment in Italy could bring with it (both for sovereign and corporate), looking at the

main challenges which could contribute to slow down its development;

(c) investigates the effective possibility for an Italian entity (corporate or sovereign)

to issue a sukuk with a national real-estate underline, under the current legal, fiscal

and technical framework; (d) identifies—among the Italian listed companies—the

ones which could represent a possible investment target for Islamic finance inves-

tors—taking care of their Shariah compliance—and tracks their performance

over time.

The aim is to concretely contribute to the awareness about the opportunities that

Islamic finance could bring with it and to promote fiscal, normative and regulatory

obstacles removal, in order to create a level playing field—as the United Kingdom

did—that would allow Islamic finance to develop also in Italy. From our point of

view, indeed, a country like Italy—geographically, historically and culturally close

to the Middle East and North African Islamic countries—should not lose the

opportunity to become a Shariah-compliant financial and economic hub as one of

the possible strategic drivers to attract foreign investment from Islamic countries

and to support business internationalization towards the Middle East and North

African Islamic countries.

M. Mariani

University of Bari, Bari, Italy

LUM Jean Monnet University, Bari, Italy

e-mail: mariani@simmsrl.it
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Islamic Finance Working Group, Italian Association of Financial Analysts and Advisors,
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The paper is structured as follows. Section “Islamic Finance: Global Trends and

Development in Europe” gives a synthetic overview on the Islamic finance devel-

opment, worldwide and with a specific focus on Europe. Section “Islamic Finance

in Italy: Possible Benefits and Main Challenges Towards Companies Internation-

alization and Foreign Capital Investments” thinks over the possible benefits that

Islamic finance in Italy could bring with it. Section “Engineering of Sukuks for

Public and Private Italian Entities” investigates the possibilities and the main

obstacles for an Italian public entity to structure an Islamic financial operation

under the current Italian normative and fiscal framework. Section “Islamic Real

Estate Funds and Investments” carries out an analysis of the industry of Islamic

Real-Estate funds—in particular focusing on what appears to be the most innova-

tive form of real estate vehicle, namely the Real-Estate Investment Trust (REIT)—

and provides some insight on how a Shariah-compliant real estate investment could

be realized in Italy through viable long-term vehicles managed by professional

operators. Section “Islamic Italian Stock-Index: A New Methodology to Build an

Italian Listed Company Sharia-Compliant Portfolio” proposes a Sharia-compliant

stock index on the Italian stock market and compares its performance with the

market index of the Italian Stock Exchange in terms of risk and return, in order to

evaluate the ability to develop efficient investment despite the limitations imposed

by the Sharia. Section “Financing Italian SMEs: May Be Sukuks Considered as a

Viable Alternative?” thinks over sukuks as a possible viable alternative for Italian

SMEs to raise funds. Section “Italian Tax System and Sukuks: Fiscal Challenges

Towards a More Level Playing Filed” concludes the paper with some closing

remarks underlining the main fiscal challenges regarding Islamic finance products

among the current Italian fiscal framework.1

2 Islamic Finance: Global Trends and Development

in Europe

In the recent years, Islamic finance has developed significantly. Although it still

represents a marginal share of the global financial system, an increasing interest has

spread worldwide. Islamic finance assets, which in the mid-1990s amounted at

1Sections “Islamic Finance: Global Trends and Development in Europe” and “Islamic Finance in

Italy: Possible Benefits and Main Challenges Towards Companies Internationalization and For-

eign Capital Investments” are by Giorgio Carlo Brugnoni. Section “Engineering of Sukuks for

Public and Private Italian Entities” is by Antonio Salvi, Fabrizio Petrucci and Paolo Gaspare

Conforti di Lorenzo. Section “Islamic Real Estate Funds and Investments” is by MassimoMariani,

Lorenzo Lentini and Raffaele Didonato. Section “Islamic Italian Stock-Index: A New Methodol-

ogy to Build an Italian Listed Company Sharia-Compliant Portfolio” is by Claudio Palandra.

Section “Financing Italian SMEs: May Be Sukuks Considered as a Viable Alternative?” is by

Alessandra Tami. Section “Italian Tax System and Sukuks: Fiscal Challenges Towards a More

Level Playing Filed” is by Enrico Giustiniani.
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around 150 billion/USD, in 2009 grew to 956 billion/USD, reaching 1.788 billion/

USD in 2013 and 1.915 billion/USD in the first half of 2014 (Fig. 1a). Overall,

between 2009 and 2013, Islamic finance grew at a compound annual growth rate

(CAGR) of around 17% (KFH Research Limited 2014). Together with the more

traditional cultural, economic and financial determinant factors, in the last years,

Islamic finance development has been influenced also by the increasing interest by

western economies, which have identified Islamic finance not only as a viable

funding source alternative to the conventional ones, but also as a factor able to

positively affect the economic and financial relationships worldwide and as an

instrument to support integration and financial inclusion policies, especially in the

countries more traditionally characterized by a relevant and increasing share of

Muslim population.

Although originally focused among Islamic economies—as in the Gulf Cooper-

ation Council (GCC), in particular in Saudi Arabia and in the United Arab Emirates

(UAE), and in Asia, in particular in Malaysia—Islamic finance is today taking

increasing relevance also outside the more traditional regions of reference. The

Gulf Cooperation Council (GCC), the Middle East and North Africa (MENA) and

Asia represent respectively around 34%, 31% and 22% of the Islamic finance

industry as a whole (Fig. 1c), with Malaysia and Saudi Arabia leading the market

(Fig. 1d), respectively for the sukuk sector and the banking sector.
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Born providing basic banking services, Islamic finance evolved over time,

expanding to capital markets—with the development of Shariah-compliant market

indexes, of the sukuk market and of Islamic investment funds—and to insurance

services (takaful). Overall, the Islamic finance industry is dominated by the banking

sector (80%), followed by the sukuk market (15%) and by Islamic investment funds

(4%), while the takaful contribution remains still marginal (1%) (Fig. 1b).

The Islamic banking sector, which represents almost 80% of the Islamic finance

industry as whole (Fig. 1b), has developed significantly in the last years, reaching

1.713 billion/USD of total assets from 822 billion/USD in 2009 (Fig. 2a). Overall,

between 2008 and 2013 Islamic banking grew at a compound annual growth rate

(CAGR) of around 17% (KFH Research Limited 2014). The Gulf Cooperation

Council (GCC) and the Middle East and North Africa (MENA) cover respectively

around 35% and 39% of the sector (Fig. 2c), with Iran and Saudi Arabia leading the

market (Fig. 2d).

In Europe the Islamic banking development looks still marginal—although in

progressively growing (Fig. 2b)—and mainly focused in the United Kingdom—

where 6 Islamic banks operate2 and 13 conventional banks offer Shariah-compliant
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2Al Rayan Bank, Bank of London and Middle East, European Islamic Investment Bank,

Gatehouse Bank, Qatar Islamic Bank UK, Abu Dhabi Islamic Bank UK (KFH Research Limited

2014).
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products and services through Islamic finance windows3—in France and in Ger-

many—where Shariah-compliant banking services are offered by conventional

banks through Islamic windows. Moreover, on July 2015 the Turkish bank Kuveyt

Turk launched in Germany KT Bank AG, the first Islamic bank in the Euro area. Of

course, the first player role that these countries have played in terms of Islamic

banking development could be explained by the potential increasing demand for

Islamic finance products and services coming from the relevant and increasing

share of Muslim population which characterizes these countries.

The sukuk market, which represents around 15% of the Islamic finance industry

(Fig. 1b), shows a significant development in terms of outstanding. At the end of

2013 it doubled its size (269 billion/USD) in comparison to 2009 (123 billion/

USD). At mid-2014 it reached 286 billion/USD, an amount 10 times higher the

28 billion/USD in 2005(Fig. 3a). Data on sukuk issuances between 2005 and 2008

(Fig. 4a) show a progressive growing dynamic, interrupted only in 2008—when the

sukuk market was conditioned by the global financial crisis effects on the real

economy (Gomel et al. 2010)—and in 2013—when the sukuk market was affected

by the effects on the global financial markets of the decision by the United Sates

Federal Reserve to gradually reduce is quantitative easing program (Standard &

Poor’s 2014; Thomson Reuters 2014) and by the decrease in the issuances in

Malaysia (Fig. 4b), facing a relevant slowdown of public investments, which in
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Deutsche Bank, United National Bank, Europe Arab Bank, HSBC Amanah, Lloyds Bank, Royal

Bank of Scotland, Standard Chartered (KFH Research Limited 2014).
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the past contributed to support the increasing development of the sukuk market in

the country (Standard & Poor’s 2014). Malaysia leads the market, both in terms of

outstanding (Fig. 3c) and issuances (Fig. 4b), followed by Saudi Arabia and United

Arab Emirates (Fig. 3c). Overall, the sukuk sector is concentrated in Asia (62%)

and in the Gulf Cooperation Council (GCC) (30%) (Fig. 3b).

Outside the more traditional countries, in Europe the sukuk market looks quite

significant (Fig. 5a). The first European sukuk was issued in 2004 in Germany by

the Federal State of Saxony-Anhalt (100 million/€, 5 years). In 2005, the first

corporate sukuk in Europe was issued in the United Kingdom (143 million/£,

9 years). In 2010, 2012 and 2013 other sukuk issuances followed in the United

Kingdom, in France, in Germany and in Luxembourg. Moreover, in 2014 the

United Kingdom issued the first European sovereign sukuk (200 million/£,

5 years) followed by Luxembourg (200 million/€, 5 years). According to Thomson
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Reuters (2014), these issuances could represent a stimulus to the development of

the sukuk market in Europe, as they could be followed by other corporate sukuk

issuances in the same countries or by sovereign sukuk issuances in other European

countries. Moreover, Europe represents also a relevant international listing desti-

nation for sukuks, in particular the London Stock Exchange (LSE), the Irish Stock

Exchange (ISE) and the Luxembourg Stock Exchange (LuxSE) (Fig. 5b).

As for Islamic investment funds, although they represent a lower share of the

Islamic finance industry as a whole, in the last years they have registered a relevant

development, both in terms of asset under management and number of funds

(Fig. 6a). The Gulf Cooperation Council (GCC) and Asia represents the most

relevant markets in terms of asset under management (respectively 44% and

34%) (Fig. 6b), with Saudi Arabia and Malaysia representing more than 67% of

the market by domicile (KFH Research Limited 2014). Europe, with 294 Islamic

funds an around 12 billion/USD of assets under management at 17th September

2014, cover 16% of the sector worldwide (Fig. 6b and c) (17% together with North

America) (Fig. 6b). The most significant countries are Jersey, whose 45 funds

manage around the 60% of the assets under management in Europe, Luxembourg,

which with 167 funds represent around the 30% of the market, and Ireland, whose

50 funds cover the 6% of the market. The appeal of Europe as a domicile for Islamic

funds—in particular Luxembourg and Jersey—comes from the combination of

fiscal benefits, sophisticated regulation and efficiency, which allow Islamic funds

outsourcing a number of operational activities to take advantages of the expertise of
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the local service providers (KFH Research Limited 2014). Moreover, in countries

as Ireland, France and Malta, the regulatory authorities have progressively intro-

duced some guidelines in order to facilitate the registration of Islamic investment

funds.

For further information on Islamic finance and on its development worldwide

and in Europe refer to: Kammer et al. (2015), Di Mauro et al. (2013), Gomel et al.

(2010), KFH Research Limited (2014), Standard & Poor’s (2014) and Thomson

Reuters (2014).

3 Islamic Finance in Italy: Possible Benefits and Main

Challenges Towards Companies Internationalization

and Foreign Capital Investments

As shown in the previous section (Section “Islamic Finance: Global Trends and

Development in Europe”), in the recent years Islamic finance progressively devel-

oped in Europe, especially in the United Kingdom, in France, in Germany and in

Luxembourg. In Italy, although increasing conferences and studies contributed to

stimulate the debate, no concrete steps have been taken yet to develop Islamic

finance or to effectively make aware the Italian institutions and companies about

the opportunities that the recourse to Islamic finance could bring with it.

Italian companies and public entities could benefit looking at Islamic finance as a

viable alternative to conventional finance, in a contest characterized by a growing

presence of Islamic citizens throughout Europe and Italy and by an increasing

interest in investing in Italy as a viable investment alternative for Islamic investors.

For public entities, Islamic finance could be a viable financing alternative to support

project finance operations, public–private partnerships initiatives and securitization

of real estate, in order to promote impact investments (as for urban regeneration,

transports and infrastructure improving, smart energy solutions) or just to diversify

financing sources. For Italian companies Islamic finance, more than representing a

viable alternative to raise funds among funding diversification strategies, could be a

key factor to support internationalization plans and business opportunities, espe-

cially for those companies typically oriented towards Islamic markets, as the Gulf

Cooperation Council (GCC) and the Middle East and North Africa (MENA).

Moreover, Islamic finance could represent a strategic driver to attract foreign

investment in Italy from Islamic countries, in order to financially support the

growth and the consolidation of the Italian productive sector and the improvement

of its international competitiveness.

As known, the Italian productive sector is typically characterized by some

structural gaps—as the small size of the companies on average, the weak produc-

tivity, the low capitalization and the relevant dependence on the banking system to

satisfy the financial needs—which could contribute to limit the international com-

petitiveness of Italian companies (Ciferri et al. 2015; D’Aurizio and Cristadoro
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2015). In particular, the relevant dependence of Italian companies on banking

financial debt in spite of capital resources represents a weakening factor because

it makes their ordinary activity and their investment plans strictly influenced by the

credit market conditions and it reduces their financial flexibility in taking initiatives

to catch business development opportunities, both on national and international

markets. Therefore, the strengthening of Italian companies’ capitalization and the

consolidation of their size represent relevant priorities in order to support their

capacity to compete on international markets and to foster long-term growth

strategies (Ciferri et al. 2015; Reviglio et al. 2013).

From this point of view, the development of Islamic finance, together with the

increasing investment diversification strategies being adopted by investors of the

Gulf Cooperation Council (GCC), could represent a relevant strategic opportunity

for the Italian system in order to intercept liquidity and capital inflows from Islamic

countries to financially support the growth and the development of the Italian

productive system, in particular for those companies characterized by activities

and financial structures in line with the Shariah requisites in order to be financed.

The analysis conducted in section “Islamic Italian Stock-Index: A New Methodol-

ogy to Build an Italian Listed Company Sharia-Compliant Portfolio” shows that

some of the Italian listed companies already satisfy the Shariah-compliant require-

ments and could be, therefore, viable investment opportunities for the Islamic

investors. Moreover, if we consider the widespread appeal of the Made in Italy
around the world, in particular in the richest countries among the Middle East and

North Africa (MENA) as the Gulf Cooperation Council (GCC) ones, the potenti-

alities of Italian companies, financially supported by the resources that could inflow

from these countries, could represent a relevant element of stimulus for the devel-

opment of the Italian productive system in order to achieve a higher international

competitiveness. Therefore, although normative and regulatory obstacles, added to

some cultural prejudices still persisting in Italy, make illusory to imagine that in the

short term the Italian financial system could effectively open to Islamic finance

institutions and to the diffusion and commercialization of Shariah-compliant finan-

cial products and services and that an Italian Islamic banking sector could effec-

tively develop in Italy—as in other European countries, as in the United Kingdom,

in Germany and in France, it has been happening—it could be anyway important

that Italian companies—in particular the ones whose businesses are characterized

by relevant potentiality and natural orientation to internationalization—understand

the strategic value to deal with Shariah requisites in order to represent a viable and

interesting investment opportunity also for Islamic investors. Moreover, as

highlighted also by the Bank of Italy (Gomel et al. 2010), more than representing

a channel to attract new and foreign capitals, Islamic finance could really represent

relevant factor able to contribute to the internationalization of Italian companies

towards Middle East and North African economies. From this point of view, Italian

companies could look at Islamic finance institutions not only as financing sources

but also as strategic partners among the internationalization process.

Anyway, Italian public and financial institutions could play a relevant role in

promoting internationalization initiatives, not only through the financial support of
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exports operations and of direct investments, but also fostering the attraction of

foreign investments when they could be strategic and functional in order to signif-

icantly support initiatives and projects aimed to strengthen the Italian productive

system and to improve Italian companies’ competitiveness on international mar-

kets. From this point of view, a relevant role in attracting foreign capital inflows to

support the strengthening of the Italian productive system is played by the Italian
Strategic Fund (FSI), owned by the Italian National Promotional Bank Cassa
Depositi e Prestiti (CDP) (80%) and by the Bank of Italy (20%). In particular, for

the purpose of this paper, the joint venture with the Qatar Holding LLC (QH) and

the investment agreement with the Kuwait Investment Authority (KIA) look quite

significant. In March 2013, the Italian Strategic Fund (FSI) and the Qatar Holding
LLC (QH) (investment vehicle by the Qatar Investment Authority), following an

investment agreement signed in November 2012, established a 50/50 joint venture

named IQ Made in Italy Investment Company, with an initial capital of 300 million/

€ (although the Italian Strategic Fund and the Qatar Holding might increase the

capital up to 2 billion/€) and with an investment perimeter which includes Italian

companies operating in selected Made in Italy sectors, such as food and food

distribution, fashion and luxury goods, furnishing and design, tourism, leisure and

lifestyle. The aim is to support the Made in Italy sector, investing in Italian

companies with significant potentiality of growth and international expansion, in

order to increase their value also through aggregation in order to consolidate Italian

brands, their transformation and their growth, both inside Italy and abroad. More-

over, in June 2014, the Italian Strategic Fund (FSI) and the Kuwait Investment
Authority (KIA) created FSI Investments as a common investment company with

2.185 billion/€ of assets and commitments, owned by the Italian Strategic Fund
(FSI) (77%)—which contributed with around 1.2 billion/€, conferring its invest-

ment portfolio and other—and by the Kuwait Investment Authority (KIA) (23%). In

the future, the capital of FSI Investments could be increased through commitments

of new co-investors. FSI Investments has the same investment perimeter of FSI,

excluding gaming and alcohol, sectors in which KIA cannot invest.

4 Engineering of Sukuks for Public and Private Italian

Entities

Sukuks are an important way of financing open to many types of economic

operators (companies, governments and supranational institutions), not only Mus-

lim operators. The western multinationals are in fact increasingly (including, for

example, General Electric, Nomura, Standard Chartered) complementing the tra-

ditional instruments with sukuks in order to raise capital, both within the conven-

tional bonds markets, and the Islamic financial markets. In Europe, between June

25 and October 7, 2014, countries like the United Kingdom and Luxembourg issued

sukuks for a total of approximately 480 million/€ and experienced a backlog of
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approximately 3.3 billion/€ by different types of institutional subjects. The Lux-

embourg operation was the first issue in the world in Euro.

In Italy there already are schemes and financial instruments which, by their

nature, are suited to the dictates of the Sharia, among these there are: the securiti-

zation of public real estate, project financing, public–private partnership (PPP) and

the financial public leasing; while the securitization of real assets, mini-bonds and

participation bonds, better suit the corporate sector. The Italian legislation on

financial instruments (such as the new rules on mini-bonds and equity instruments)

is in line with the highest international standards. In particular, the recent legislation

on participation bonds facilitates the issuance of project bonds. The sukuk instru-

ment aligns to project bonds, of our own legislation, because they are both charac-

terized by the need to be supported by the cash flow generated by activities of real

estate management, then identifying them as asset-based tools.

A case history allows us to compare the profitability, also in order to highlight

how the widespread view that sukuks tend to be more expensive than conventional

bond is not necessarily true. This is the case of the UAE company TDIC based in

Abu Dhabi, which owns some of the most important real estate development

transactions of the Arab public field, which, in 2009, issued two separate securities,

a conventional bond and a sukuk, with identical issue currency (USD), expiration

(2014), issue value ($1 billion), placement and trading platform (London Stock

Exchange). An important difference between these two bonds was the different

issue coupon, in fact, for the conventional bond it was set at 6.5% while for the

sukuk it was set at 4.95%. One reason lies in the characteristics of the market of the

two products: the sukuk is generally less liquid than conventional bonds, as the

trend of investors is to hold to maturity. Obviously, if the sukuk market should

expand and become deeper, it would then be reasonable to expect a downward trend

in yield spreads.

Under current Italian law, in a hypothetical case of realization of a public work

in Italy, provided that the process can be adopted through a PPP procedure, the

source of financing could be a lease-back of public assets, with the establishment of

a special purpose vehicle that would issue the bonds through which financing the

work (Fig. 7).

In structuring a Shariah-compliant PPP, to make sure that such an operation can

be sustainable in terms of tax burden imposed by the current Italian legislation, the

role of the lender should not be limited to that of a mere lender but, in accordance

with the well-known principle of profit and loss-sharing inspiring Shariah-

compliant finance, the lender should take an active role in the project, for instance

as a shareholder (Musharaka financing) or owner (Ijara financing). We should also

consider that the Islamic finance PPPs have so far been structured so that lenders

could use a direct guarantee on the real estate to be asset-based or asset-backed

issued. Obviously, this significantly reduces any risk for the lender and makes this

solution particularly attractive for investors rather than others. Assuming the use of

PPP for the realization in Italy of a transaction valued approximate at 100 million/€,
with a maximum duration of 5.7 years, the cost of financing would probably not

differ much from that of a conventional financing. Assuming that the possible rating
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given to the issue will be BBB (current Italian rating), we could conceive as

follows:

• A pro-tempore fixed rate equal to a 6-month Euribor (or 5/7 years IRS) increased

by 70–80 basis points,

• A cost of the up-front oscillating between 0.1 and 0.2% of the nominal amount

placed.

In fact, there is a strong international practice which shows how the PPP

technique, with lease-back assets, has been taken in various public Shariah-

compliant transactions.

Islamic finance in Italy is nowadays impractical because the tax law weighs

heavily on transactions such as that related to the issuance of sukuks. The nature of

asset-based tools, in fact, means that indirect taxes on the transfer of real estate are

paid twice in favor of the Italian Financial Administration. Therefore, we need a

rule that changes the tax structure of this type of transactions and equalizes them to

the ordinary banking and financial transactions that have the necessary exemptions.

The main Shariah-compliant financial products, in fact, can be easily equated—

without debasing their peculiarities—to the typical characteristics of similar prod-

ucts of conventional finance and to the securities cases referred to under Article

1, paragraph 1-bis of the Consolidated Finance Act and, therefore, also to that of
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Fig. 7 Hypothesis of Italian public sukuk issue: financial scheme
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Community financial instruments under Article 93-bis of the Consolidated

Finance Act.

However, there are other techniques for using the existing financial and fiscal

Italian regulations, which allow the performance of operations not burdened by

double taxation, supporting Shariah-compliant financial instruments. In fact, the

tools presented should be considered only as a first representation of the potential

attractions of Italy, for the investments coming from the MENA region and South

East Asia. In addition, for these Shariah-compliant financial products, it would be

desirable to encourage the introduction, in the domestic market of Shariah-

compliant investment funds (an example in this regard is represented by the fund

AZ Global Sukuk Fund, managed by the Italian Group Azimut, which invests in the

sukuk market), to finance programs for the collection of debt capital and risk, to

promote investments and the growth of the country system, with partners of Muslim

geographical characterization.

5 Islamic Real Estate Funds and Investments

As already mentioned in section “Islamic Finance: Global Trends and Development

in Europe”, the last decade has been characterized by a steep growth of Islamic

Finance, which has led the Western countries to pay a greater attention to this

sector, promoting the development of products, services and institutions dedicated

to it. This section carries out an analysis of the industry of Islamic Real-Estate

funds, and in particular focuses on what appears to be the most innovative form of

real estate vehicle, namely the Real-Estate Investment Trust (REIT). Indeed, the

real estate asset management industry constitutes an ideal platform where the level

of integration of Islamic finance in Europe can be primarily tested. The presence of

tangible underlying assets facilitates the creation of Riba-free structures. Moreover,

the provision by the asset manager of professional services based on fiduciary

duties and peculiar incentive fee mechanisms may lead to a balanced set of rights

and obligations consistent with the Shariah principles of social justice, mutual

cooperation and risk-sharing among the parties (Shawamreh 2012).

This section, in particular, aims at providing some insight on how a Shariah-
compliant real estate investment could be realized in Italy through viable long-term

vehicles managed by professional operators. In doing so, a couple of solutions are

presented, which certainly differs in form and, to a certain degree, also in substance:

firstly, we consider the structuring of a real estate fund together with the appoint-

ment of a specialized asset manager; secondly, we illustrate the experience of Real-

Estate Investment Trusts (REITs) as flexible investment vehicles which, once

listed, may give prompt access to the retail market. In both cases evidence shows

that although a number of regulatory barriers still discourages the diffusion of

Shariah-compliant initiatives, some additional efforts in designing the basic struc-

ture of the transactions could allow to overcome such obstacles with a sufficient

level of confidence, especially where a Shariah supervisory board is timely
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involved not only in the day-to-day monitoring of the investments, but also in

drafting the constitution documents and arranging an effective governance tailored

for the needs of the participating entities.
With respect to real estate funds, Islamic finance practitioners have traditionally

adopted either mudāraba-based or wakālah-based schemes in order to govern the

contractual relationship between the asset manager and the investors. This exercise
relies on the use of the mudāraba agreements for structuring an Italian closed-end

fund, in which Islamic investors (rabb-ul-maal) provide cash contributions to be

invested in several real estate businesses, while the independent asset manager

(mudārib) only performs professional services and maintains exclusive responsi-

bility over the management activity.

In order to preserve the corporate nature of the vehicle, which makes rabb-ul-
maal and mudārib authentic partners in the initiative, we suggest the formation of a

fixed-capital investment company (so-called Sicaf) recently introduced into Italian

law, following the last changes in the European legislation (Directive 2011/61/UE)

which have secured a remarkable level of harmonization in this subject matter. The

extreme flexibility of Sicaf facilitates a quite faithful replication of the functioning

(perhaps of the spirit too) of mudāraba-based real estate funds. Also, the faculty to

obtain a manager passport valid throughout Member States allows the creation of

multiple local vehicles sharing a single asset manager based in the European

headquarter. Further advantages associated with this corporate solution are

represented by the potential issuance of limited-voting shares or financial instru-

ments with participating rights and the admissibility of in-kind contributions as well

as drawdown demandable upon actual investment opportunities.

The above structure is consistent with the mudāraba principle according to

which the asset manager cannot bear the risk of capital loss, unless a breach of

contract or other misconduct is assessed (therefore ad hoc guarantees provided by

the manager and covering such events are admissible). In light of the asset man-

ager’s duty to comply with a predetermined investment policy the agreement with

investors would qualify as restricted mudāraba, where the restrictions upon the

manager derive from the operational limits set forth in the constitution documents

and justify the correspondent supervisory powers granted to rabb-ul-maal by means

of special investor rights clauses (IFSB 2009) (veto power, appointment of candi-

dates within consultative committee and other governance rights). Of course the

investment activity carried out by the asset manager shall adhere to the specific

restrictions imposed by Shariah, which influence not only the type of asset, but also
the investment technique, prohibiting the use of financial leverage and the trading

of instruments incorporating a guaranteed return on investment (e.g. preferred
stock) (McMillen 2000). In terms of risk-reward exposure, while rabb-ul-maal
only bears the risk of losses, the remuneration of mudārib is directly dependent

on the outcome of the business venture. In the context of Islamic real estate funds,

the fee structure takes into account the prohibition of gharar elements: therefore,

the profit of the asset manager shall be calculated in accordance with criteria clearly

defined ex ante, in order to prevent any excessive uncertainty or unpredictable

amount. Also, the need for maintaining a constant correlation between business
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results and remuneration of the mudārib inhibits the provision in the agreement of

any fixed compensation (lump sum) unrelated to the actual amount of profits

available for investors.

However, advance payments charged on the account of future profits may be

tolerated where construed as provisional, and subject to final adjustment, provided

that a periodic asset valuation is conducted (constructive tandheedh) and profit

equalization reserves are in place to stabilize the cash flows in adverse market

conditions (McMillen 2008). Finally an empirical analysis is performed, with the

aim of investigating the effectiveness of the Islamic model for REITs where

compared to classic REITs. The analysis is based on the observation of the Dow
Jones Islamic Real Estate Investment Trust index (DJIREIT), which measures the

global performance of Shariah-compliant REITs, using the Dow Jones Equity All
REIT Index (REI) as a benchmark (Fig. 8).

This analysis highlights how the performance of the REITs and the Islamic

REITs is dictated mainly by external factors, with reference to the strong correla-

tion between the two indices, and thus their trends over the period considered.

Nevertheless, the analysis of daily percent changes of the two indices shows a

greater stability of the Islamic REITs index, although this finding is partly due to

factors of scale (the average value for the Dow Jones Equity All REIT Index is in

fact about six times greater than the other).

Therefore, based on data taken into account, it seems that the Islamic REITs,

despite the limitations imposed by the Shariah-compliant structure, performed in

line with classic REITs, and then the improvement and diffusion of this vehicle

could be important in order to enable Islamic investors to inject new liquidity into

western economies, without them being penalized by different returns due to the

different structure of the REIT.

6 Islamic Italian Stock-Index: A NewMethodology to Build

an Italian Listed Company Sharia-Compliant Portfolio

The strong economic growth of Southeast Asian emerging markets together with

the hegemony on oil production by middle-east countries is contributing to the

creation of well-being, offering new opportunities in service sectors. These nations,

-2.5
-2

-1.5
-1

-0.5
0

0.5
1

1.5
2

2.5
3

01/01/2013 01/04/2013 01/07/2013 01/10/2013 01/01/2014 01/04/2014 01/07/2014 01/10/2014 01/01/2015

REI_ST

DJIREIT_ST

Fig. 8 Standardized variables trend

18 G.C. Brugnoni et al.



strongly linked to the Islamic religion, are developing their own vision of financial

investments that reflect the guidelines of their faith. This process led to the creation

of the expression Islamic finance by which we mean the set of all the principles and

rules governing the matter of investments suitable to the investor ensure respect for

the pillars of Islam. The increasing need for funding along with a vision more

ethical finance is offering an opportunity to bring out the Islamic finance from its

main markets. Before analyzing in detail the analytical aspects related to Islamic

investments is interesting to understand the principles that characterize the nature of

those investments.

The Islamic law of Shariah gives an exhaustive list of principles that separate

what is allowed from what is not allowed: only investments in eligible companies/

business are considered acceptable. The principles of Shariah are attributable to

four prohibitions: Riba, Maisir, Gharar and Haram. The first principle, the Riba, is

the belief that money alone cannot generate more money and that therefore the

interest on the debts are not allowed: this excludes virtually all banks and financial

companies from non-Islamic countries. The prohibition of Maisir preclude invest-

ment in business related to excessive risk such as lotteries, games; the insurance

companies are not allowed for being financial institutions perceived as sophisti-

cated gamblers. The principle of Gharar precludes investment in excessively

uncertain activities such as derivatives, where it is assumed that there may be

asymmetry in information between the counterparties. Finally, the principle

Haram prohibits investment in not considered dignified activities such as pornog-

raphy, alcohol and the military industry.

Shariah laws strongly influence the investment process, both from the investable

universe, leading to the exclusion of certain business, and because of the need to

comply with capital ratios consistent with these principles. A stock index Sharia-

compliant on Italian stock market has been build and the results are compared with

the market index of the Italian Stock Exchange in terms of risk and return.

Therefore, in order to evaluate the ability to develop efficient investment despite

the limitations imposed by the Sharia, the analysis is made on the Italian stock

market from December 2002 to December 2014, to fit over an economic cycle. The

construction of the Sharia-compliant equity portfolio has been divided into three

levels. At first, we translated the principles of Shariah into budget ratios, to see

which companies conduct business with methods in line with Islamic laws. Then,

we built the short list composed of all compliant companies, year by year. Finally,

we developed a methodology to define the weight of investments in individual

companies, in order to limit the concentration in big-cap stocks.

6.1 Islamic Financial Ratios and Stock Selection

We considered three indicators related to the prohibition of Riba and Gharar; their

aim is to highlight if there is a high exposure to financial interest, both active and

passive. The first (1) shows if a company has a huge financial debt (Riba). The other
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two ratios (2, 3) are explanatory of operational and commercial policies: the

holding of stock of high liquidity and short-term investments implies the collection

of interest (Riba), while a high value of receivables due from customers shows that

the companies exposed to the high uncertainty of their customers’ ability to pay

back (Gharar).

D

C
¼ Total Debt

12m average market capitalization
ð1Þ

Cash

C
¼ Cashþ interest bearing asset

12m average market capitalization
ð2Þ

R

C
¼ Account receivable

12m average market capitalization
ð3Þ

For each financial ratio, we set an acceptability threshold equal to 0.33; we

considered a company of Ftse-Mib All Share eligible, for year X, only if all three

ratios, for the year X � 1, were not violated. On average, each year, only 13% was

consistent with the Islamic ratio (Fig. 9).

6.2 Short-Lists Analysis

In order to highlight the preference of Islamic ratios to certain business, we

considered the historical evolution of sector allocation using the classification

ICB supersector provided by Standard & Poor’s. The construction process has

shown a bias towards the companies of industrial sector and personal goods

where every year, on average, is invested about respectively 23% and 15%. The

less interesting for Islamic ratios are the automobiles, construction, utilities and,

obviously, the financial sector (Fig. 10).

We highlighted a bias per sector; it is interesting to assess the composition of the

lists in terms of market capitalization. We identified three sets: the Big Caps, with
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average annual capitalization higher than 10 billion/€, the Mid Caps with average

annual capitalization between 2 and 10 billion/€ and the Small Caps with capital-

ization <2 billion/€. It is clear that the subgroup of Small Caps is favorite from the

selection process, weighing on average about 79% of the portfolio compared with

12% of Mid Caps and about 9% of the Big Caps (Fig. 11).

6.3 Weighting Companies Process

We created a methodology to define the individual stocks weights. We used a

recursive process, with upper and lower bounds in concentration in order to limit

the concentration in Small Caps. We chose an admission limit of 0.35% to exclude

all securities with lower relative capitalization, and a concentration limit on indi-

vidual security equal to 15%; then, the portfolio’s weight was rebalanced to 100%,
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by distributing investments of over 15% and Small Caps excluded on the rest of the

portfolio. The process is carried out recursively until the investments in individual

stocks was <15% (Fig. 12).

After having built the portfolios, we evaluated the performance and the ex-post

risk of portfolios, also identifying the possible presence of predominant styles

(Fig. 13). We considered the total-return time series, i.e. including dividends, in

order to compare the performance of both the portfolio securities and the bench-

mark, rebalancing the portfolios at the beginning of the year.

Comparing the ex-post risk of the portfolio and the benchmark (Fig. 14), we

obtained rather different results: since 2008 onwards, the volatility of the portfolios

is significantly lower because of the exclusion of banking and insurance companies

from the lists.
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To sum up, a Sharia-compliant index has shown a risk-return profile particularly

interesting between 2002 and 2014. From 2008 onwards, the index showed strong

growth and a significant reduction in volatility. The method of weighting of the

securities has greatly influenced the results obtained by the Islamic Index because it

has greatly mitigated the presence of Small-Caps. However, this was necessary to

decrease the dependence on risk factors unrelated to the ability of selection of

Shariah-compliant ratios. The cumulative return obtained by the Shariah-compliant

index was greater portfolio of roughly 80%, while delivering a rather different

behavior and a significant underperformance in 2004 and 2007. The Islamic Index

compared to the benchmark was more volatile in the first phase, until 2007, and then

more limited.

7 Financing Italian SMEs: May Be Sukuks Considered
as a Viable Alternative?

The Italian Small Companies are characterized by a greater reliance on bank debt

compared to other European countries. Consob (Commissione Nazionale per le
Societ�a e la Borsa, that is the Italian public authority responsible for regulating the

Italian financial markets) points out that in late 2013 in the United States bank loans

to non-financial companies weighed only 4% of GDP, while in the Eurozone

reached 45% and in Italy 52% (Vegas 2015). Faced with the difficulties of banks

to provide new credit, the challenge is to turn to other sources of funding, to have

access to the financial market. The use of the market has been facilitated by recent

measures that have made accessible to small entities the issue of bonds (called mini
bonds) which can be placed on the market. A new legislation to companies and

financial Intermediaries has favored the issuance of these financial instruments
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(Meiani et al. 2015) and the Italian Stock Exchange has intervened constituting a

dedicated market segment, the ExtraMOT. In the recent time different realities,

although not high in numbers, have used this instrument. The reasons for the

unsatisfactory performances are mainly due to entrepreneurship culture and to the

lack of Italian Institutional Investors specialized in the financing of SMEs. Issuing

Mini bonds requires an initial investment of resources especially on culture of

transparency, on process of auditing, on interesting projects to be developed. The

issuing of bonds is a task requiring financial and legal skills that are not always

present within the company, with the need to be helped by an advisor, with the

effect of increasing the effective cost of the loan. However, it offers advantages in

terms of availability of resources, market visibility, security financing not subject to

revocation or covenants on the part of the bank, for which the costs of emission can

be considered like expenditures for the future.

Against the interest of the instrument, it is to understand which processes should

be implemented instead of SME to enter the sukuk market and the feasibility of the

project.

The alternative of issuing sukuk actually has to deal with the characteristics of

the instrument and with the expectations of investors who value the instrument as

an investment choice of saving. In fact, the instrument should take the dictates of

sharia and therefore should be an instrument that gives the right to participate in a

deal to share the profits (and losses), for which the sukuk get involved as a source of
financial resources. The transaction is structured so that the sukuks, as observed by

the AAOIFI (Accounting and Auditing Organization for Islamic Financial Institu-

tions), are “certificates of equal value representing undivided shares in the owner-

ship of the tangible assets, usufructs and services or (in the ownership of) the assets

of particular projects or special investment activity” (AAOIFI 2008, p. 307).

Therefore, sukuks cannot be issued in connection with the indistinct financing of

company, like a mini bond, choice that instead become feasible by issuing shares, if

the issuing company meets the requirements established by the standard of Sharia.

However, the issue of shares involves reflections on governance, often not appre-

ciated by SMEs. It is necessary to have a special purpose vehicle for a specific

project that would be financed by issuing sukuk, distinguish this investment from all

the other corporate investments. The choice therefore requires the establishment of

a legal vehicle for the project, which results will be shared between owners of the

sukuks.

The fulfillment of the various statutory and fiscal aspects of the operation is

therefore a process not always easily approachable by SMEs. However, the problem

may have different solutions, especially for those organizations that are attractive

for the investor.

Another thing to point out is about which activities can be financed: the choice

must be about real assets and no financial investments. Financing the construction

of the factory in which to manage a business, or the construction of buildings is

therefore an area where the sukuk can be usefully used. The leasing contract is,

however, compliant with sharia, because it is structured like payment of periodic
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fees related to the use of an asset, so, with some specifications, it will be consistent

with the expectations of an Islamic investor.

An interesting case of study could be the one of a construction cooperative

company. The problem of construction of houses to be made available to people on

terms consistent with the characteristics of buyers’ remains a challenge for Italy,

where over the years, investments were made especially for the housing market.

The house in cooperative society is an alternative for quality housing at affordable

prices. However, the problem is the financing of the construction in situations

where banks have reduced the availability of funding for these alternatives. To

answer the need to ensure the continuing of business, the cooperative firm has

decided to finance their activity issuing mini bonds to offer to shareholders the

opportunity to access the house by signing a lease agreement. The issue in 2013 was

successful, giving the opportunity to the Cooperative societies to continue the

business. The investment, through a structured loan securitization of leasing, with

the guarantee by the properties below, could be feasible even with an issuance of

properly structured sukuk. Especially fiscal aspects, however, make the process

expensive, and thus its feasibility, the process requiring an adjustment of the same

tax laws to make them compatible with the expected return of the under writers of

sukuk. The different disposals of real estate have in fact a significant burden on the

economy of this project, reducing the margin of the project. However, given the

importance of funding for projects to the construction and to the redevelopment of

the Italian housing, issuing sukuk by structured transactions may be an attractive

alternative. There remains the problem of the size of the investment, that clearly,

given the fixed costs of process, the structured operation is feasible only for

emissions that can justify the whole project.

8 Italian Tax System and Sukuks: Fiscal Challenges

Towards a More Level Playing Filed

In Europe, some countries have adapted their tax legislation to provide an adequate

framework for the development of Islamic finance products, generally choosing to

frame these kind of unconventional financial instruments—for the purposes of the

deductibility by the issuer side and for the purposes of taxation by the investor

side—in comparable categories of interest-bearing financial instruments, as to

achieve an equivalence between products that perform similar economic goals. In

Italy, although increasing conferences and studies contributed to stimulate the

debate, no concrete steps have been taken.

Following Italian tax doctrine, financial instruments could be defined as shares
based on the criterion of remuneration, or as bonds based on the criterion of the

right to refund the capital. As sukuk is an extremely flexible instrument, it is never

quite easy to standardize them on one of the three cases referred by the Italian fiscal

system: bonds, shares or atypical securities. Moreover, to each type of financial
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instrument different tax implications follow, such as to make the instrument, even if

financially alternative and/or competitive, totally undesirable from a fiscal point of

view for a company or equal to a bond. The Italian Civil Code (Art. 2411) provides

that the repayment of bond capital, may be affected, in some way, by the economic

performance of the company, and therefore have a certain randomness to risk more

pronounced than a traditional bonds, approaching the risk concept of sukuk given

by the Sharia. Moreover, according to the Italian Revenue Agency, “the bonds

themselves are identified according to the right to refund the capital” (Italian

Revenue Agency 2013, p. 8). Therefore, it would seem very difficult to identify

sukuk in bonds discipline without a new fiscal interpretation. The solution adopted

in the UK in order to protect investors in Shariah-compliant products from the risk

of capital losses looks quite interesting and, if adopted also in Italy, it would make

the tax treatment of a sukuk equal to that of a traditional bond. A sukuk subscriber

may require the Financial Services Compensation Scheme, in order to have the

amount lost refunded if the sukuk does not pay back the nominal capital. Sub-

scribers can accept or reject this possibility. If they accept, the bank will repay the

sukuk subscriber and, in this case, he will not be considered as fully compliant with

Islamic principles, but with this mechanism, it is respected both the Shariah

principle of profit-loss sharing and the deposits protection principle in conventional
finance. Any interpretation of the sukuk as a participation bond would be focused

on the spirit of Article 109, paragraph 9 of TUIR (The Italian Income Tax Act),

designed to prevent that the company distribute occult dividends in the form of

interest or similar. The return of a sukuk, although not predetermined and uncertain,

effectively looks as a return aligned to similar parameters as those of traditional

bonds (Euribor, IRS, etc.). Adopting some conditions in defining sukuks’ offerings,
it could be possible to support the interpretation that the remuneration of such

instruments, although variable, strictly linked to profits and not predetermined in

order to be Sharia-compliant—does not necessary constitute preconditions to

achieve the distribution of occult dividends in other forms. Anyway, the mechanism

of sukuks’ returns could meet the interest of the Italian Revenue Agency as it is

aligned with a maximum interest expense, it costs the same to which the issuer

would certainly encounter with a traditional bond completely similar, which could

yield, in fact, even down or vanish in times of downward performance of the

business. These characters of remuneration could, through interpretation, allow to

exclude the sukuk from the discipline of non-deductibility sub article 109 of TUIR

(The Income Tax Act) and, therefore, to exclude them also from the fiscal system

similar to the shares in relation to the taxation of the investor.

In the absence of a specific case regarding sukuks and of a clear interpretation by

the Italian Revenue Agency about Islamic financial instruments, if sukuks could not

be identified as participation bonds [Art. 44, paragraph 2, letter. C of TUIR (the

Italian Income Tax Act)] because it does not guarantee the total capital refund or in

the shares because their payments that are not fully parameterized to earnings, they

could be considered among the atypical securities, whose tax scheme is still

governed by art. 5 of Decree n. 512/1983, which provides for the application of a

punitive tax regime, as part of the remuneration related to the financial performance
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of the company is not tax deductible for the issuer. For the Italian investors, taxation

will necessarily be a direct result of the fiscal classification of the instrument by the

issuer side (shares, bonds or atypical security), analyzing each issue, from time to

time, according to the official documentation available by the intermediary. Any-

way, for the investor (both Italian and foreign) the taxation would be currently

almost the same (currently at 26%) in the case the sukuk is considered as a

participatory bond, as a bond, as a share or as an atypical security.
To conclude, we believe that any legislative interpretation about Islamic instru-

ments would be desirable, in order to ensure an adequate degree of flexibility to the

financial system or, possibly, to reduce the relevant asymmetries still existing in tax

treatment between different countries among the European Union, so that the same

financial instrument may be classified differently in the country of the issuer from

that of the investor. A clear and unique qualification of these securities is also

important because the same instrument can have a different nature in different

contexts. It happens that a security is considered equity for banking supervisory

purposes and debt for tax purposes. The evolution of the financial instruments is

helping to thin the line between risk capital and debt capita. It will be necessary,

therefore, to reflect on the traditional definitions of the Italian tax system, inade-

quate to grasp today the characteristics of the new shares and similar financial

instruments, as well as those of bonds and other securities such as sukuk.
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The Role and Impact of Performance Audit

in Public Governance

Dalia Daujotaitė and Danutė Adomaviči�utė

Abstract The paper analyses the impact of an important external control tool—

performance audit in the area of public governance. This survey is based on the data

on performance audits of the National Audit Office of Lithuania (NAOL). It is

stated that the implementation of accepted recommendations consequently led to

the improvement performance. The correction allows saving funds, decreasing

expenses, improving performance quality, and strengthening management, admin-

istration, and organizational processes and improving legislation, introducing finan-

cial discipline. It is the performance audit recommendations that can significantly

affect the organization and the functioning of the political and administrative

apparatus. There is also presented the performance audit model, which novelty

stems from its ability to demonstrate the correlation links between the principal

concepts of the performance audit, levels of management and external environment.

The basis for the model is represented by production processes of public activities

that consume resources and/or production factors in order to produce products or

services. The cost effect is created through the outcomes of the three elements—

economy, effectiveness, and efficiency.
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1 Introduction

In the rapidly changing, complex world with limited resources and numerous

uncertainties, performance audit significantly affects not only the effective public

sector governance but also the strengthening of the State economy and the improve-

ment of public welfare. The essence of performance audit is the objective assess-

ment of the functionality of the activity, programs and/or systems of public sector

organizations from the point of view of their economy of performance, effective-

ness and efficiency, and the promotion of the progress in performance and man-

agement. By providing unbiased, objective assessments of whether public resources

are managed responsibly and effectively with the aim to achieve the intended

results, auditors help public sector organizations to achieve accountability and

integrity, improve operations and instill confidence among citizens and stake-

holders. The public sector auditor’s role supports the governance responsibilities

of oversight, insight, and foresight. Performance audit must focus both on the

failures and promote the conditions for success.

The study of performance audit can be related to doctrines belonging to New

Public Management (NPM) ideas. When applying the NPM doctrines, more atten-

tion was payed to performance and accountability in the public sector. Economy,

efficiency and effectiveness (the three E’s) became dominant themes in the

restructuring. According to Mulgan (2001), public managers had to pay more

attention to accountability for performance. In Lithuania, performance audit is

carried out by the Auditor General under the mandate granted by the State Control

Act (2001), which defines the National Audit Office (NAO) as the supreme gov-

ernment audit institution, accountable to the Seimas. The law came into force

1 March 2002. The legal framework for the public sector was revised and new

mandates introduced. A number of performance and accountability mechanisms

were introduced within this framework. Lithuania embracing NPM and perfor-

mance audit is a part of an international movement which includes Organization for

Economic Co-operation and Development (OECD) member countries.

Thus, the NPM principles promoted the necessity to use the audit and control

mechanisms. Audits and evaluations have become important tools in providing

information about how public money is spent (Power 1997; Pollitt et al. 1999; Hood

et al. 1999; Reichborn-Kjennerud 2015). To ensure successful, fair and transparent

management and allocation of public resources and to increase accountability of the

public sector, some essential changes were introduced in the assessment of perfor-

mance. Any assessment of performance in terms of changes in financial perfor-

mance turned out to be no longer adequate. The classical supervisory and control

systems focusing on evaluating financial statements and compliance with respec-

tive standards only failed to comply with the new requirements. Thus there is an

increasing and tangible need for performance audit whose functions have become

multi-dimensional and more complex covering the assessment of the public sector

performance, programs and/or systems from the point of view their economy,

efficiency and effectiveness.
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In accordance with ISSAI 3000 (INTOSAI 2004) and good management prac-

tices, performance audit reports play a crucial role. It is important for citizens,

public institutions, legislators, the media and etc. to control and to obtain informa-

tion about the outcomes of different government activities. Moreover, performance

audit visualizes performance and events of the public sector that are most important

for both politicians and the public, and making it possible to distinguish legitimate

activity from any illegal actions. Audit reports that are made public significantly

contribute to the enforcement of accountability and transparency as the fundamen-

tal democratic values of each State that are indispensable in ensuring the proper

management of public funds on behalf of citizens and tax payers. Performance audit

also provides answers to a range of questions, such as ‘do we get value for the

money, or is it possible to spend the money better or more wisely’? A criterion of

good governance is that all public services (or all government programs) are

subjected to audit. Legitimacy and trust are essential values in all government

undertakings, and performance audit may contribute to strengthening these values

by producing public and reliable information on the economy, efficiency and

effectiveness of government programs.

An important aspect in this context is the public accountability, which means

that the heads of government programs are held responsible for efficient and

effective management of such activities. Accountability presupposes public insight

into the activities of the program or the ministry. The auditor’s independence is

another important point in conducting the audit of different government organiza-

tions. Researches on impact of performance audit have attracted considerable

attention of Lithuanian and foreign researchers and practitioners. The impact of

performance audit on public sector organizations has been investigated by a number

of foreign (Tremblay and Malsch 2015; Raudla et al. 2015; Waring and Morgan

2007; Funkhouser 2011; Pollitt et al. 1999; Pollitt 2003; Power 1997; Leeuw 1996;

Barzelay 2000; Hood et al. 1999) and Lithuanian authors (Mackevičius 2001;

Puškorius 2004; Lakis 2007, etc.). Numerous research efforts conducted in the

period yielded abundant and highly valuable results. The research activities covered

several areas; therefore the findings obtained as a result were complex and versatile

in nature. The positive impact of the development of performance auditing has been

widely recognized by a number of foreign and national researchers (Waring and

Morgan 2007; Funkhouser 2011; Pollitt et al. 1999; Power 1997; Mackevičius

2001; Puškorius 2004; Lakis 2007) both in relation to the assessment of the general

economic growth of the State, and of attainments of individual economic entities.

The study about recommendations in ensuring the results of performance audit

in the Lithuanian public sector was highlighted by Lakis and Nemanytė (2014),

who claimed that the implementation of audit recommendations shows the effec-

tiveness of audit institutions. The present article focuses on the public sector

performance audit of the relevant programs and activities, performed by NAOL

(the Supreme Audit Institution (SAI) of Lithuania). According to Lonsdale and

Bechberger (2011), the main function of a SAI is to exercise control over the

auditees, however, its secondary goal is to contribute to improvement of their

performance. In accordance with Reichborn-Kjennerud and Johnsen (2011),
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performance audit is one method that the SAI uses to assure efficiency and

effectiveness of public funds.

With this paper, we seek to identify the most important impact of the

implemented recommendations for the society, parliamentarians and for the man-

agement of public institutions. In order to achieve this aim, the following tasks were

defined: to provide argumentative framework about role and impact of performance

audit; to present a model of performance audit in the public governance; to identify

the performance audits’ impact in the Lithuanian public sector. The present paper

specifically focused on the logical analysis of scientific researchers of Lithuania and

foreign authors and legal acts, data analysis and comparison, classification, speci-

fication and generalization. The study involved an examination of total 79 perfor-

mance audit reports submitted in 2011–2014. An important task was to identify and

examine the principal mistakes and shortcomings in the performance of the

auditees, and the nature of the recommendations. The process of the implementa-

tion of the recommendations was discussed with the auditors of the National Audit

Office of Lithuania responsible for the monitoring of the implementation of the

recommendations.

2 Concept of Performance Audit

A review of the literature showed some differences in how researchers define the

concept of performance audit. From political perspectives performance audit

appears as a socially constructed and changeable object of knowledge. Further-

more, the analysis on the impact of performance audit has provided contradicting

findings. Some researchers see performance audit as inherently complicit in

protecting political structures, while others highlight the critical role of perfor-

mance auditing in modernizing and transforming public sector’s efficiency. The

review of the literature shows that research on performance audit remains

fragmented and is not a robust and coherent body of knowledge.

From managerial perspective performance audit appears as a structured evalu-

ation process that is realized at different levels and stages, see Fig. 1. According to

Tremblay and Malsch (2015), defining the auditors’ activity is a hard task, as it is

always subject to changes and interpretations. On the other hand, without a robust

and legitimate definition of their activities and their mission, professionals could

hardly represent themselves as relevant experts and get the social and commercial

benefits from the recognition of their specific competencies.

Scientific literature sources define performance auditing in a number of different

ways. For example, Waring and Morgan (2007, p. 323) defined performance audit

“a systematic, objective assessment of the accomplishments or processes of a

government program or activity for the purpose of determining its effectiveness,

economy, or efficiency”. According to INTOSAI’s Auditing Standards (AS 1.0.38

and 1.0.40) performance auditing is defined as follows: Performance auditing is

concerned with the audit of economy, efficiency and effectiveness and embraces:
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(a) Audit of the economy of administrative activities in accordance with sound

administrative principles and practices, and management policies;

(b) Audit of the efficiency of utilization of human, financial and other resources,

including examination of information systems, performance measures and

monitoring arrangements, and procedures followed by audited entities for

remedying identified deficiencies; and

(c) Audit of the effectiveness of performance in relation to achievement of the

objectiveness of the audited entity, and audit of the actual impact of activities

compared with the intended impact (INTOSAI 1992).

Macro factors
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Fig. 1 Model of the performance audit. Source: Daujotaitė (2010)
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Thus, performance audits can be broadly described as audits that focus on the

efficiency, the effectiveness and the economy of public sector activities. Efficiency

means to ensure whether goods and services are produced in stimulated time

without reducing quality and quantity with optimum utilization of scarce resources

or not. It is output oriented and focuses on maximization of output by minimizing

input or resources. Economy means the acquisition of the appropriate quality and

quantity of financial, physical, information and human resources at the appropriate

time and minimum cost. Effectiveness means achievement of the objectives or

targets of an organization. It evaluates the relationship between expected or target

and actual result from the implementation of program, project, function and activ-

ities. It is also result oriented.

According to Pollitt (2003), earlier research on a transnational level has shown

that different SAI interpret the concept of performance audit in different ways,

consequently conducting such audits in a very different manner. The summary of

the above observations allows a conclusion that there is no really one correct and

generally accepted definition of performance audit.

The essence of performance audit is to find answers to two basic questions: Are

things being done in the right way? Are the right things being done? The answer to

the first question would be to consider whether policy decisions are being carried

out properly. This question is associated with a normative perspective, i.e., the

auditor wants to know whether the executive has observed the rules or the require-

ments. The question may be extended to whether the activities carried out are also

considered appropriate and the right things are being done. The scope for analysis

becomes considerably wider when the second question—whether the right things

are being done—is asked, whether the adopted policies have been suitably

implemented,—or whether adequate means have been employed. The question

refers to effectiveness or the impact on the society. The question might even

imply that a government undertaking—or a chosen measure to achieve a certain

objective. A performance auditor might, for instance, find a chosen measure

ineffective and inconsistent with predefined objectives (INTOSAI 2004;

European Court of Auditors 2007).

Thus this study allows a conclusion that up to date, there has not been any

unanimous opinion as to a comprehensive and accurate definition of the concept.

Different authors have analyzed and defined public sector performance audit by

reference to different viewpoints and from different perspectives. The theoretical

analysis leads to the conclusion that public sector performance audit should be

perceived as a measure stimulating an entity audited to further improve its operat-

ing and management processes with a view to enhancing its performance results.

The theoretical analysis of the issue under consideration concluded that the

ongoing public sector reforms presupposed a new paradigm for the audit policy

enforced by the Supreme Audit Institution that facilitated evaluation of perfor-

mance based on performance audit methodologies with a clear focus upon the

evaluation of performance results. Performance audit is a type of state audit. In

many countries Supreme Audit Institutions have been increasingly gaining impor-

tance, they have occupied a clearly defined constitutional position in the State, have
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ensured their independence and the required level of professionalism to carry out

performance audits.

Supreme Audit Institutions have a task to balance and integrate the targets of two

types of accountability: compliance accountability and performance accountability.

Compliance accountability based on financial audit contributes to ensuring the

proper management of public finance and assets. Performance accountability is

based upon performance audit, facilitates and stimulates the accountability of the

public sector, result-driven management respecting the needs of population, and the

progress of financial management and control systems.

3 The Model of Performance Audit in Public Governance

Various management models are presented in the scientific literature. It is noted that

the same logical model is used both for common tools for public managers and

public performance auditors. The public sector performance audit model is based

on a number of key principles, such as integrity, systemic approach, innovativeness

etc., but the principles of financial management are the essential public finance

management principles providing the grounds for linking of financial management

process with managerial objectives. Usually are identified seven principles for

financial management (see Table 1): target setting, planning, budgeting,

Table 1 Performance audit based on the evaluation of management processes

No

Financial

management

processes

Performance

management task

Activity

management

task

Resource

management

task

Budgetary

management

task

1 Target setting Performance targets

2 Planning Activity

plans,

production

planning

Investment

plans, staff

frame, etc.

3 Budgeting Activity

budget

Resource

budgeting

Organisation

budget

4 Implementing

and manage-

ment control

Activities,

processes

Use of

resources

Accounting

and internal

control

5 Presentation of

accounts

Activity

statistics

Revenue and

expenditure

accounts

Presentation

of accounts

6 Follow up and Key figures

for efficiency

Key figures

for the use of

resources

7 Evaluation Measuring effective-

ness (restating of

performance targets)
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implementing and management control, presentation of accounts, follow-up and

reporting, evaluation, which are closely related to basic principal objectives of

management such as performance management, activity management, recourse

management, budgetary management. They have relevant interrelationships and

the impact of the results upon any subsequent processes (see Table 1).

As shown in the Table 1, the constituent parts are interrelated thus allowing an

assumption that a certain selection of such constituents has a greater impact in a

certain stage. It is evident that each part distinguished is relevant and plays an

important role in conducting public sector performance audit. The proposed public

sector performance audit model integrates the principal performance audit elements

with the different types of management—governance, operation and evaluation, see

Fig. 1.

The analysis of the relationship between the 3 E’s points is to one more issue. In

the relationship objectives—resources—cost of resources (inputs), the key impor-

tance lies with the resources (inputs). They are acquired and accumulated (in the

course of the annual receipt of budgetary funds, through purchasing the necessary

buildings, materials and equipment, through recruiting and employing qualified

staff, through its training and qualification into a human capital, etc.). The point is

that for any set period of time when they are made available to the respective public

sector organization for the purpose of meeting its objectives, the resources are

relatively scarce, i.e., they are always limited in quantity and quality. It is their

quantity and quality that is of the utmost importance for the successful achievement

of the results. The bottom line is that the resources determine the achievement of the

targeted results, and not vice versa. In other words, the objectives do not yield

resources although they require certain amount of resources in order to be achieved.

4 The Impact of Performance Audit: Theoretical Aspect

According to Tremblay and Malsch (2015), they reveal two different perspectives

to performance audit: positive impact and critical evaluation. According to Morin

(2004), positive impact, when auditors formulated relevant recommendations, lead

to improving performance and that audit had a preventive effect on public sector

managers. Morin (2001) who argued that initially demonstrated that many auditor

recommendations appeared to be taken lightly by the audited organizations and

parliamentarians considering the delay within which the audited organizations

enacted prescribed yet non-binding recommendations. In the other hand, according

to Morin (2008) the audit impacts were perceived as more significant when auditors

are subtle, and when individuals within the audited organization are favorably

disposed. Parliamentarians appear to have a decisive influence on the impact

auditors will or will not have on the management of organizations audited; how-

ever, press coverage may surprisingly have a negative effect on long-term

improvements.
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In accordance with Tremblay and Malsch (2015), Van Loocke and Put (2011), it

is three significant factors that contribute to an increased impact of performance

auditing; media pressure, pressure from interest groups, pressure from parliament;

relationship auditor/auditee during the audit, the audit report, follow-up of recom-

mendations; willingness from the audited organization, ongoing reform in the

audited entity. The authors consider that SAIs can use this knowledge to optimize

factors that are within their control such as the auditor/auditee relation, develop

influencing strategies for the factors outside of their range of influence, invest

sufficient resources in the audit selection and planning, increase their efforts to

disseminate their audit results and confer with all relevant stakeholders. We in the

same way as Raudla et al. (2015) confirm too that when Parliamentarians pay

attention to performance audit and when media attention leads to political debate,

the adoption of recommendations given the performance audit reports is

implemented more successfully.

Some scientists discuss of performance audit as a ‘political’ technology rather

than a neutral expertise. Their criticisms are related to the new public management

that has been sustaining the explosion of audit practices in the public sector. This

has already been discussed. Another issue of performance audit is the managerial

aspect based on logical business model and it has already been discussed when we

presented performance audit model. According to Tremblay and Malsch (2015),

Bourn (2007) who argued that whether auditors make a positive or a negative

impact essentially depends on the perception that the different parties involved

and concerned have on the performance audit. One of the most important objectives

of performance audit is to legitimate a government, and the success of performance

auditing should be discussed and measured in this respect. The performance audit is

a rather complex process where perceptions are often more important that reality

and outcomes are often unpredictable.

Pollitt et al. (1999) the impact of the performance audit work undertaken by five

European SAIs (the Dutch Algemene Rekenkamer, the French Cour des Comptes,

the UK National Audit Office, the Swedish Riksrevisionsverket and the Finnish

Valtiontalouden tarkastusvirasto). They considered amongst other things what SAIs

themselves stated with regard to the impact of their performance audit work,

whether and how SAIs measure their impacts, which efforts SAIs make to enhance

the impact of their work, if there any negative (side) effects to performance audit

work, etc. In seeking answers to their questions, the authors were able to bring a

number of interesting findings to the fore. Altogether their evidence suggested that

performance audits do have an impact. After all, in each of the countries they

examined performance audits did lead to changes to government activities. In many

cases the reactions to auditors’ recommendations also led to substantial savings in

public funds. In addition, the authors drew attention to the possibility that perfor-

mance audits also produce a deterrent effect arising simply from the fact that they

exist, as well as a more general educational impact.
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5 Performance Audit Impact in The Lithuania Public

Sector

The analysis of the public sector management functions allows a conclusion that the

periodic assessment of the processes based on stringent performance audit stan-

dards serves as a stimulus to managers and employees of an entity to continuously

improve the processes and seek further progress. The analysis also shows that any

management may be identified and justified only provided it is expressed in terms

of performance. The results of a survey of 79 performance audit reports published

by NAOL show that there is growing recognition of the importance that the state

audit institution of Lithuania plays in ensuring accountability and good governance.

The positive impact of the mandatory requirements implemented by the state audit

institution of Lithuania was noted by President Adamkus (2012), “This office

ensures that the nation’s wealth is used legitimately and effectively, and monitors

how the nation’s budget is executed. It also successfully fulfills the functions of an

audit authority, with which it was entrusted by the European Council and Commis-

sion’s regulations”.
NAOL performance audit recommendations has a huge impact in seeking to

improve organizations activities, reduce costs, improve service quality, strengthen

management, administrative, organizational processes, and achieve the predefined

objectives; furthermore, the recommendations are instrumental in identifying any

current and any potential problems that may adversely affect the institution’s or

organization’s performance. The scope of performance audit are shown in Table 2,

that present the number of completed performance audits and the number of audited

entities in each year.

The performance audits were focused on the priority area of the public sector,

namely, public sector services provided to the public; the audits also analyzed and

evaluated the availability, efficiency and effectiveness of such services. Audit

objects included some socially sensitive areas, such as services provided by family

doctors, acquisition and use of expensive medical equipment, performance of

children’s socialization centers, prevention of corruption, supervision of movable

cultural values, etc. (National Audit office of Lithuania 2011b, 2012b, 2013b,

2014b).

In 2011–2014, most audits were performed in the areas of public property,

finance management, environmental protection, culture, education, healthcare and

etc. (National Audit office of Lithuania 2011b, 2012b, 2013b, 2014b). Most of the

Table 2 Scope of performance audit

Year Number of completed audits Number of audited entities

2011 22 65

2012 22 72

2013 27 79

2014 25 78

Source: National Audit Office of Lithuania (2011b, 2012b, 2013b, 2014b)
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deficiencies identified and pointed out by the auditors were related to the imple-

mentation of functions and powers of public administration institutions, such as

inadequate regulation of certain processes and the activities of institutions, evi-

dence of failure to comply with the predefined requirements, lack of efficient

regulation of the activities, inefficient use of state budget and EU support funds,

failure to create the required inter-institutional systems and infrastructures, institu-

tions failing to exchange information, put in place common information systems,

and significant delays in the implementation of their prescribed functions.

Similar study results were presented by Lakis and Nemanytė (2014); the two

authors that the most frequent deficiencies and mistakes concerned inadequate

regulation (29–39%), failure to comply with the established requirements

(16–23%); failure to create an organizational system or the infrastructure, some

institutions duplicate the same functions (8–15%); institutions inappropriately use

budget funds (6–13%); the institutions fail to exchange information, submit the

required reports or pass decisions without duly taking into account the relevant

information (6–12%); the activities or functions of the institutions are performed

with significant delays, slowly or in a fragmented manner (5–12%); the institutions

have failed to perform an assessment or an analysis of specific activities or actions

(4–12%). That eventually leads to a conclusion that the entities being audited and

public authorities do not dedicate sufficient attention to the implementation of the

recommendations submitted by auditors.

Results and impact of the performance audit are shown in Table 3, that present

the recommendations issued to the audited entities in the performance audits

completed in each year. Most of the recommendations (45.2%) were related to

improving performance efficiency. By the end of each year, about 15% of these

recommendations were fully or partly implemented.

One of the most important indicators of the results achieved by audits is the level

of the implementation of the recommendations issued as a result of the public

audits. In order to assess the impact of public performance audit, public auditors

regularly monitor and analyze the implementation of the recommendations pro-

vided in audit reports. Their content and implementation deadlines are discussed

with the audited entities. Public auditors monitor and analyze the implementation of

the recommendations. Two years after the audit, reports on the implementation of

the audit recommendations are prepared describing what has been made to carry out

the recommendations and the impact of the public audit. Every year the data on the

Table 3 Results and impact of performance audit

Year

Number of recommendations issued

(unit)

Share of recommendations implemented

(%)

2011 131 83

2012 162 83

2013 218 86

2014 146 86

Source: National Audit Office of Lithuania (2011a, 2012a, 2013a, 2014a)
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implementation of recommendations is analyzed in the annual report summarizing

the implementation of the recommendations, which determines the implementation

level, informs about the impacts of public performance audit, and identifies causes

of the failure to carry out the recommendations.

Thus, performance audits undertaken by the Office provide an independent

assurance to Parliament and the community that funds appropriated for particular

activities are spent prudently and in accordance with Parliament’s expectations.

Performance audits reinforce the accountability of Ministers and public sector

managers for their performance, as well as recognizing and advising the Parliament

of management initiatives and achievements. As show Table 4, results of the work

performed by the NAOL are required and used.

The NAOL is concerned with the execution of parliamentary supervision of the

executive power. Especially close cooperation is with the Committee on Audit of

the Seimas, which regularly considers reports of the National Audit Office and the

implementation of its recommendations. The Committee on Audit considerably

contributes to an implementation of recommendations of the NAOL. For example,

on the basis of the NAOL audit results, the Government approved conception of

reform of public sector accounting and financial statements system, the public

property information system implementation concept and other was submitted to

the Seimas. It is just a few examples showing that cooperation with the Committee

on Audit of the Seimas substantially improved implementation of public audit

recommendations and elimination of the weaknesses indicated in such recommen-

dations. It contributes to formulate sound economic policies that lead to sustainable

economic growth and development.

During 2011–2014, most recommendations issued by the auditors were

addressed to the Government; the Government was in most cases recommended

to establish or change some specific requirements, criteria, rules, initiate some

changes in the regulation, appoint an institution responsible for addressing the

key problems or other issues. Similar recommendations were submitted to the

ministries. Thus, the publication of performance audit reports is a very important

Table 4 Results of Seimas member and head of public institutions survey

The Seimas members

(141 respondents)

Heads of public institutions, chief

accountants and internal auditors used

reports of the NAOL

Read public audit reports

“always” or “often”

over

52.0%

Used reports as a source of information 91.0%

Help in their work 87.5% Contributed to improvement

– Internal control and internal audit of

public entities

93.0%

The NAOL contributes efficiently

to ensuring of accountability in

the public sector

87.5 %

– Property management, use and

disposal

86.5%

– Development of accounting and

financial statements

85.0%

Source: National Audit Office of Lithuania (2004a, 2005a)
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accountability mechanism since the reports are detailed descriptions or analysis of

public sector performance, based on an independent access to documentation and

information.

6 Conclusions

The ongoing public management reforms caused the appearance of a paradigm in

public management, and the result-driven management perspective, thus triggering

some cardinal changes in the area of performance assessment. Any assessment of

activities in terms of the changes of financial performance proved to have become

insufficient. Classical supervisory and control systems focusing merely upon finan-

cial statements and compliance with certain predefined norms could not meet the

new requirements. This triggered a need for a different, comprehensive and

all-inclusive model for performance assessment.

The practical realization of the presented performance audit model is based on

the following provisions: appropriate selection of audit objects with a view to

maximizing the value added to the society and the entity being audited, i.e.,

ensuring that the projected audit results (reports and recommendations) lead to

important decisions; the areas designated as key in respect of performance audit

should include the evaluation of the financial management and internal controls of

an entity (perceiving public organizations as a tool of public authorities in pursuit of

the objectives of the State); the process of performance audit should be viewed

systemically, i.e., public organizations should be viewed as systems of interrelated

functional and interactive components; public sector performance audit should be

limited to fundamental and economically and socially important issues, i.e., the

evaluation of materiality and risk assessment should be considered an inseparable

part of performance audit.

The analyzed performance audits reports show that performance audits are

indeed useful, particularly with regard to the management of public organizations.

The benefits generally are of an operational nature, rather than of a strategic nature.

The auditors referred, for example, to the improvement of systems and processes,

the adoption of best practices, the identification of redundant jobs and the improve-

ment of risk management within audited organizations.

Performance audit impact is important for the society and includes following

aspects: better control over the use and the management of taxpayers’money; helps

to get better value for money and improved delivery of public services; citizens can

influence government spending via legislators. The performance audit reports are

intended to contribute to improved operations in the audited entities. They can be

used by the Parliament and its committees to hold the ministries to account for

unsatisfactory performance, management practice or lack of compliance in their

respective policy areas.

While referring to the interviews with members of the Seimas, the present paper

reveals the usage of performance audit information by ministers, parliamentarians
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and end users. In addition to the big statements that are generally made about the

importance of performance information for democracy, there is some evidence that

these end users do indeed use this type of information.

Performance audit impact is important for the Parliament: NAOL audit findings

provide an effective instrument for parliamentary scrutiny and control; it raises

Parliament’s profile in controlling the legality and reasonableness of public spend-

ing; increases confidence in the checks and balance in the democratic process; the

Parliamentary control becomes more efficient and transparent. The performance

audits are the tools to good public governance. They strengthen public governance

by providing for accountability and protecting the core values of the government,

i.e., ensuring that managers and officials conduct the public business transparently,

fairly, and honestly, and with equity and probity.
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Business Performance Assessment

in the Customs Administrations Activity

and Trade Facilitation Measures

Danutė Adomaviči�utė and Dalia Daujotaitė

Abstract Nowadays customs underlines the importance of investment as a means

of making a considerable contribution to economic development and the protection

of society from security threats. Customs administrations are implementing trade

facilitation measures and began assessing the activities of the business companies,

pursuing to contract the status of the authorized economic operator. In order to

capture the overall view and variations on customs’ capacities the need of the

exploration of business performance appeared. Trade costs are growing in the value

chain at every stage, when goods crossed state’s borders multiple times. Reviewing

the empirical literature of business performance assessment issues, it can be said

that emphasize different researches aspects. This paper analyses the role of customs

administrations to secure and facilitate legitimate trade in international supply

chain and seeks to encourage a debate to consider the fundamental elements of

business performance measurement systems.

Keywords Business performance assessment • Trade facilitation • Customs • AEO

program

1 Introduction

The rise in the international trade is essential for the growth of globalization.

Nowadays trade barriers such as tariff measures have decreased and new transpor-

tation technologies have diminished the distance between customers and sellers,

however trading costs obtain high. High trading costs negatively affect the compa-

nies’ performance results. Customs affect the growth of international trade and

worldwide market expansion. In global supply chain customs procedures have a

significant impact for trading costs. Customs procedures are very complex and
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sometimes they result an irregular movement of goods, delay and time costs. Trade

facilitation is one of the ways to reduce trade costs, which remain high despite a

sharp decline in the transport costs and improvements in technology. On the one

side, there is a necessity for effective control of international supply chains, while

on the other side there are increasing requirements for facilitation of legitimate

trade.

In December 2013, World Trade Organization (WTO) adopted a Trade Facili-

tation Agreement (TFA). This Agreement includes provisions for shipping the

consignments, customs clearance of goods and measures for effective cooperation

between customs and other appropriate authorities. The WTO has highlighted that

the harmonization and simplification of international trade procedures through the

measures proposed under the TFA has the capacity to generate some 400 billion to

1 trillion US dollars to the world economy to reduce trade costs by around 10–15%,

increasing revenue accumulation. The realization of these benefits would be fun-

damental to determining the TFA’s significance to the global trade community, and

more broadly reaffirm the WTO’s capacity to deliver on global prosperity (Ndonga
2015).

Customs appreciate the current international trade challenges, in the context of

increased security requirements and discuss how tools could be efficiently

implemented in the way that does not wreak the ongoing trade facilitation attempts.

Under the global trade conditions customs activities are important for the protection

of the public interests and the international supply network’s security. From 2008,

the EU customs administrations began assessing the performance of the business

companies, which seek to gain the status of the authorized economic operator

(AEO). In order to perform this, the need of the attention to the trade flows and

the aspects of the international trade challenges as security of supply network

appeared.

The object of research is business performance assessment. The aim of research

is to identify the most important and the most hazardous and essential areas of

business performance assessment carrying out customs audit. During the research,

the analysis and systematization of the scientific literature were combined. In this

article has been concentrated in the analysis of the literature on business perfor-

mance assessment issues and customs legislation.

2 The Concepts of the Business Performance Assessment:

Literature Review

The scientific literature reports a wide range of the concepts of the business

performance assessment and performance indicators. As a result, nowadays there

is a relatively wide range of the procedures evaluation models in the field of the

business performance assessment. It is very important to analyze the ongoing

changes in the business environment as well as to look for the effective models of
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the business companies’ activities assessment. The field of business performance

measurement (BPM) connects closely many subjects as strategy and operations

management, financial management, human resources management, marketing,

organizational behavior, accounting, control and etc.

The definitions of BPM system show the variety of the subject and each

definition provides a different approach on this concept. Several authors describe

BPM system from a different perspective. Strategic performance measurement

process begins in ownership, including the organization’s primary objectives

(Atkinson 1998). According to Bititci et al. (1997), a performance measurement

system is the information system which is of critical importance to the effective

functioning of the performance management system. A balanced scorecard was

created by Kaplan and Norton (2001) and escribed from four different measurement

perspectives: financial, internal, customer, and learning and growth. This frame-

work was analyzed by many scientists and was designed to measure the enterprise’s
strategy and to report on leading indicators. Instead of measuring anything, firms

should measure those things that directly relate to the firm’s strategy (Kaplan and

Norton 2001).

Economic Value Added (EVA) system, developed by the Stern Stewart Corpo-

ration, is more suitable for the company’s financial performance evaluation. EVA is

a specific financial performance measure and the basis for a wider performance

assessment framework (Otley 1999). According to its makers, EVA is developed to

give managers more information to make decisions and is most directly linked to

the creation of shareholder value (Stern Stewart Corporation 2002).

Activity-based costing (ABC) was created to provide wider understanding how

overhead costs should be distributed to customers or suppliers. ABC appreciates the

company’s activities costs and is a way of measuring which of the company’s
activities generates the biggest amount of revenues and as a result ensures insight

into what is really providing added value (Meyer 2002).

It can be stated that the business performance measurement systems can be

divided into two groups. One measurement system’s group, as balanced scorecard

created by Kaplan and Norton, focuses on strategic assessment aspect, another

group concentrates on the implementation of operations. Many scientists have

considered the importance of performance measurement systems and their influ-

ence on the manager’s decisions and the success. According to the research by

Franco-Santos et al. (2007), it has been identified that there exist two opinions about

characteristics of BPM systems: 53% of the respondents refer important perfor-

mance measures and 35% propose goals as attributes of BPM systems.

BPM systems have been developed and companies have used BPM systems for

different reasons to improve enterprises activities’ internal control that traditional
accounting methods had not allowed. Several approaches for creating and manag-

ing BPM systems have developed with the balanced scorecard as the mainstream

framework in use nowadays.

After analyzing the business enterprises activities assessment’s models, it can be

stated, that present-day business activities’ assessment systems include more indi-

cators related with policy issues of organizations. During the evaluation process the
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companies’ policies, tasks and objectives can be coordinated together. Most of the

authors highlight the importance of enterprises’ strategy and long-term goals and

after analyzing, it was identified that the substantial influence is done by applying of

non-financial indicators.

3 Trade Facilitation’s Impact of Global Value Chain

and WCO Initiative for Customs Administrations

Trade facilitation is an essential policy for customs. The facilitation of customs

procedures brings benefits to the economic operators and trading partners. Trade

facilitation pursues to reduce trade costs, which include all costs suffered from a

producer of goods to a final consumer (Anderson and van Wincoop 2004). They

include the costs of tariffs, the cost of time and transportation, customs taxes and

duties, which were grown the costs of trade.

Some of more recent models have involved differences in the productivity of

firms (Melitz 2003). Other models have concentrated on fragmented production and

pronounced that trade costs are particularly harmful for business (Yi 2010). Supply

chain models declare that the parts and components of goods are made in many

different countries and in this situation the transport and trading costs of goods go

up significantly, while the traditional trade theory declares that each final goods is

produced entirely within one country.

While goods are in cross national borders process multiple times, costs of time

and transportation are cumulated of the value chain several times and it means that

trade costs have a bigger deterrent influence on international value chain. If trade

costs are sizeable, it is not worthy to split up production between different coun-

tries. It can be noted, that trade facilitation is essential to the viability of interna-

tional value chains, focusing specialization in countries which have a comparative

advantage.

Export of goods from one country to another is subject for discussion to all the

possible interferences that are operating on international trade. The following

equation summarizes the approach and amounts trade costs in ad valorem tariff

equivalents, i.e., as a percentage of the price:

Trade costs ij ¼ Domestic trade ii� Domestic trade jjð ÞY
Exports ii� Exports jjð Þ � 1 ð1Þ

The subscript ij shows a flow from country i to j and γ is a parameter accounting

for the heterogeneity of products. The amount of the trade cost is proportional made

of the domestic trade cost and exports cost. In the year 2000, Novy (2013) evaluated

that trade costs between Germany and the United States were equivalent to a 70%

tariff, whereas they compounded 25% tariff between the United States and Canada

and these costs make from cargo costs (costs of time and transportation), quotas,
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cultural differences and other costs that can discourage trade process (World Trade

Organization 2015).

Based on the Arvis et al. (2013) database, in 2010 trade costs in developing

countries were equivalent to covering a 219% ad valorem tariff on international

trade. This means that for each dollar it costs to produce a product, another US$2.19

will be supplemented with trade costs. Figure 1 indicates the dimension of trade

costs and underlines their basic components. Production value of goods includes

geographical features and borders policy costs, tariffs, culture, currency and other

costs.

In order to reduce trade costs between countries and simplify international trade,

on this point an important role pursue the World Customs Organisation (WCO).

The WCO has established the Frameworks of Standards to Secure and Facilitate

Global Trade (SAFE Framework) (World Customs Organization 2005) to trade

facilitation and global supply chain security. The System includes two essential

elements: customs to business enterprises and customs to customs. In 2015, the

review of the SAFE Framework of Standards has been completed and now involves

a new pillar customs to other government agencies which provides cooperation at

three levels: multinational cooperation, cooperation within the government and

cooperation between and among governments (World Customs Organization

2015). This instrument informed of present-day supply chain security standards

and referred to a new approach about a closer collaboration between business and

customs.

The WCO SAFE Framework of standards ensures the global standards for

beginning an Authorized Economic Operator (AEO) program. The AEO program

is acknowledged as a key driver for a customs and business partnership, transparent

trading environment and in a wider context, leading to economic prosperity. Trade

facilitation stimulates benefit both the governments and business community. The

business community receives benefit by getting competitiveness in global markets

due to decrease in delays and trade costs which are achieved with speedy movement

of cargo across borders. In this way, supply chain security is strengthening while

maintaining adequate customs controls and the facilitation of legitimate interna-

tional trade balance. National customs administrations are capable to apply modern

Production value of goods

Trade 
costs 

219% of 
production 

value

Distance and borders policy costs

Tariffs

Culture  

Currency

Other costs

Fig. 1 Composition of

trade costs. Source:

compiled by the authors on

the basis of Arvis et al.

(2013)
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procedures to ensure efficient controls and at the same time promote to the

economic development through increased international trade.

In order to global supply chain security, the European Commission implemented

some measures developed to provide an effective response. These measures include

the main concept with a new security management model. According the Commu-

nity Customs Code (1992), the customs administrations of the EU countries started

to assess the performance of the business companies, seeking to obtain the status of

the authorized economic operator (AEO). AEO program proposes for customs an

opportunity to divide its security responsibilities with the business sector. In this

way, the business gets a lot of advantages and facilitation measures such as reduced

levels of control, deferred payment, periodic reporting, reputational benefits and

other benefit.

According the AEO program, it is important to assess the business companies’
performance. The assessment of business enterprises’ activities is carried out when

the customs audit appreciates the activities of the economic operator and its

compliance with the determinate parameters.

4 Analysis of Business Performance Assessment’s Process
in Customs Audit Field

Customs audit is a control process and the legal framework is being regulated by the

Community Customs Code (1992). Customs audit can be attributed to effective

trade facilitation measures because audit-based regulatory control allows for cargo

flows quickly move across national borders. The customs audit examines business

commercial registers and financial documents and in determining compliance with

certain criteria, it is capable of delivering improvements of compliance.

After analyzing the scientific and practical literature, it is clear that the customs

audit has features in common with other types of audit. According to the inspection

area, it is closest to the audit of financial reports. However, it also features the

operational audit as it carries out the verifications of enterprises’ economic and

commercial activities. Customs audit verifies the compliance with the Customs

Code and other legal acts regulating customs activities and provisions—and these

features are typical to the management audit. It can be stated that there is a

correlation between the customs audit as well as the audit of financial reports,

management audit and operational audit.

Customs auditors can take a variety of control forms, from random audits to

verify compliance with regulatory requirements, to regularly scheduled audits with

a focus on particular companies or industry sectors. What they all have in common

is a legislative base that provides trained auditors with the power to enter premises

and to inspect documents, either physically or electronically. Customs audit repre-

sents a move away from traditional approaches which focus on the physical

inspection of cargo and the relatively ineffective documentary checks that restrict
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auditors to reviewing a very small percentage of a trader’s overall transactions

(Widdowson and Preece 2011). Customs audit rather is a focus on the business

systems of the trader that generate and communicate transactions to the regulatory

agencies, recognizing that good business systems with adequate controls will lead

to high levels of regulatory compliance. In this context, risks to compliance can be

mitigated if the audit process is used to identify enhancements to the trader’s
business systems and controls, thus working with the trader to improve future

compliance.

Customs audit activities are designed to provide a clear indication of a

company’s level of compliance with regulatory requirements, and to highlight or

confirm areas of potential risk where additional compliance or enforcement activity

may need to be undertaken. However, customs audit results not only allow agencies

to identify potentially unlawful conduct, but also to identify highly compliant

traders that may be regarded as low-risk. Such entities can then be granted mean-

ingful benefits such as ‘fast-track’ permissions and simplified procedures that

contribute to facilitation outcomes while reducing costs to government. This con-

cept forms the basis of the Authorized Economic Operator program that is being

introduced by customs administrations worldwide. The AEO initiative, sometimes

implemented as a ‘trusted trader’ program, is emerging as a central element of

regulatory compliance management programs internationally.

A major difference between the conduct of customs audit and more traditional

approaches to auditing is the skill set and knowledge required of the auditor.

Customs audit has typically been based on a sound knowledge of customs law

and technical skills in tariff, valuation and origin. Customs audit however requires

an understanding of how a business operates and how this relates to its transactions

with the broader spectrum of regulatory agencies. There is also an expectation from

the trading community that the skill level of auditors is of an appropriately high

standard, given that the customs audit process is designed to review their business

systems and internal controls, assess the effectiveness of their compliance measures

and make recommendations on enhancements or changes in order to improve future

compliance.

Regarding supply chain logistics and trade data, the EU is one of the main

players in the global field, near the United States and China, having a share of 15%

in the world total (EU Customs Union 2015). In 2014, the value of EU trade with

other countries near reached to 3.4€ trillion (1.70€ trillion for exports and 1.68€
trillion for imports). During 2014, near 278 million customs declarations were

managed. 4.3 million business operators are registered in the customs Economic

Operators Identification and Registration system (EORI) and carry out commercial

activities related to importing and exporting goods in the role of consignee,

declarant or representative (EU Customs Union 2015).

Using targeted management, customs has divided business into different cate-

gories. Steady efforts have been made to provide faster clearance services to

businesses with a good record. According to Wu Hailong, the average waiting

time for an export clearance was 1.5 h. Just over 99% of goods are now released

within 24 h. The waiting time for an import clearance averages 17.9 h, with 64% of
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goods being released within 24 h. This improved efficiency has saved import and

export companies nearly 80 billion Chinese Yuan (approximately 12.6 billion US

dollars) in costs (World Custom Organization 2012).
The AEO status can be provided to economic operators who meet criteria, such

as: (1) compliance with customs legislation and taxation rules and absence of

criminal offences related to the economic activity, (2) appropriate record keeping,

(3) financial solvency, (4) proven practical standards of competence or professional

qualifications, and where relevant (5) appropriate security and safety measures. The

number of valid AEO certificates in EU Member States was almost 14,000 at the

end of 2015. The operators with the AEO status were involved in 54% of all imports

and 68% of all exports and in 54% of transits (EU Customs Union 2015)

Essentially, an AEO is a member of the global trading community who is

considered to comply with relevant regulatory requirements and standards.

AEO’s can generally expect to have their performance monitored, rather than

having their activities scrutinized transaction by transaction. Their cargo is likely

to be subjected to minimal intervention and they may be eligible to use simplified

clearance processes. It is therefore vital that regulatory authorities ensure that

assessments of traders’ compliance levels are accurate. Customs audit is an essen-

tial tool in that regard.

Business performance assessment is relatively a new expression in the customs

administrations activity and it requires managing challenges and for this cause, it is

required to analyze this process. Therefore, it encourages creating a new business

environment in the integrated market. Business environment consists of external

and internal factors that influence and affect a business. Many new businesses work

in a short-term. Customs auditors should find out the external and internal factors

influencing the company’s activities. After analyzing the models of the business

performance evaluation, it has been identified that modern models include not only

traditional indicators but also look at the operational procedures and the assessment

of the whole global supply network.

According the AEO Guidelines (European Commission, Directorate-General

Taxation and Customs Union 2012) the EU customs audit model, assessing the

activities of business companies pursuing to achieve the AEO status, involve the

following areas of enterprise’s activities: evaluation of the available information

about the company, company’s accounting and logistics system, details about the

requirements met, company’s financial solvency, safety and security requirements.

After performing the analysis of the EU model of the business enterprises activities’
assessment and after analyzing theoretical models, it can be stated that the EU

model does not include one of the important part of the indicators—the company’s
vision, strategy, objectives and related to these elements business risk’s assessment.

Recommended customs audit’s model is depicted in Fig. 2.

The recommended model is complemented with new assessment part and

appropriate performance measurement indicators: Internal control system (indica-

tors to be evaluated: the control’s environment, the business risk’s assessment, the

system of the information, control’s activities, the monitoring of the control’s
procedures); business continuity management (indicators to be evaluated: an
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industry/a business sector, external and internal factors, the analysis of the most

important financial indicators, a bankruptcy prediction, the analysis of the

company’s development).

The internal control system focuses on assuring achievement of an organiza-

tion’s objectives in operational effectiveness, appropriate financial reporting, and

maintenance with laws, regulations and policies, and identifies the areas in which

the greatest threat or risk of inaccuracies or loss exist. Business continuity man-

agement focuses on development and implementation of policies and strategies to

assist a company manage a business disruption event. It is the capacity that assists

in preventing and preparing from the impacts of a business disruption event.

Disruption related risk includes physical and non-physical events such as financial

crisis, natural disasters and other events. The analysis of the assessment’s indicators
in the model is performed by connecting these indicators with the company’s
vision, objectives and the implementation of the strategy.

An assessment area ‘Responsibility and Profitability’ is supplemented with new

indicators of the property profitability, capital profitability and sales profitability.

Following indicators are used to estimate a business’s ability to earn income and

manage costs. These additional indicators allow evaluating activities of companies

deeply and wider. Also the developed and recommended model focuses on the

realization of challenges today faced by the customs administrations. Further

studies are required to investigate and create more specific models of trade facili-

tation that the flows of cargo will be conducted without disturbances.

5 Conclusions

Trade facilitation is an essential policy for customs. Simplification of customs

procedures brings benefits to the economic operators and trading partners. Trade

facilitation pursues to reduce trade costs, which include all costs suffered from a

producer of goods to a final consumer. While goods are in cross national borders

process multiple times, costs of time and transportation are cumulated of the value

Model of Customs 
Audit

6. Business 
Continuity 

Management

1. Information 
about Company

3. System of Internal 
Control

2. System of 
Accounting and 

Logistics 

4. Responsibility and 
Profitability

5. Requirements of 
Safety and Security

Fig. 2 Model for assessment of business enterprises’ activities
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chain several times and it means that trade costs have a bigger deterrent influence

on international value chain. In order to reduce trade costs between countries and

simplify international trade, on this point an important role pursue the Frameworks

of Standards to Secure and Facilitate Global Trade (SAFE Framework) (World

Customs Organization 2005).

Customs audit can be attributed to effective trade facilitation measures because

audit-based regulatory control allows for cargo flows quickly move across national

borders. The assessment of business enterprises’ activities is carried out when the

customs audit appreciates the activities of the economic operator and its compliance

with the determinate parameters. The customs audit examines business commercial

registers and financial documents and in determining compliance with certain

criteria, it is capable of delivering improvements of compliance.

After analyzing the theoretical business enterprises activities assessment’s
models and concepts, it can be stated, that present-day business activities’ assess-
ment systems include more indicators related with policy issues of organizations.

During the evaluation process the companies’ policies, tasks and objectives can be

coordinated together. Most of the authors highlight the importance of enterprises’
strategy and long-term goals and after analyzing, it was identified that the substan-

tial influence is done by applying of non-financial indicators.

During the customs audit is very important to understand how a business

operates and how this relates to its transactions with the other entities. There is

also an expectation from the trading community that the skill level of auditors is of

an appropriately high standard, given that the customs audit process is designed to

review their business systems and internal controls, assess the effectiveness of their

compliance measures and make recommendations on enhancements or changes in

order to improve future compliance.

The analysis of the assessment’s indicators in the recommended model is

performed by connecting these indicators with the company’s vision, objectives

and the implementation of the strategy. Recommended customs audit’s model was

complemented with new assessment areas which allow evaluating in more

detailed way.
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The Determinants of Lending to Customers:

Evidence from Italy Between 2008 and 2012

Franco Tutino, Giorgio Carlo Brugnoni, Concetta Colasimone,

and Luca Riccetti

Abstract Over the period between 2008 and 2012 the loans to customers trend, the

quality deterioration of the loans to customers portfolios and the interest return on

the lending to customers activity showed in Italy relevant heterogeneities by bank

size and by juridical connotation. This paper, based on financial statements data

between 2008 and 2012 from about 500 Italian banks, adopts a panel data analysis

to investigate if the heterogeneities showed in the loans to customers trend, in the

quality deterioration of the loans to customers portfolios and in the interest return

on the lending to customers activity are effectively significant and to what extent

they could be explained by the differences that could be identified in the main

features of the intermediation model adopted by banks. Moreover, this paper

investigates the existing relationship between the loans to customers development

and the credit quality deterioration and to what extent they both contribute to affect

the economic return of the lending to customers activity.

Keywords Lending to customers • Credit quality • Income effects • Bank size •

Juridical connotation • Intermediation model

1 Introduction

Over the period between 2008 and 2012, the lending to customers activity of Italian

banks showed a significant slowdown and a relevant credit quality deterioration,

affected by the global financial crisis, by the sovereign debt crisis and by the economic

downturn which followed. Although basically widespread, this phenomenon took on

significant heterogeneities by bank size and by juridical connotation. Smaller banks,

cooperative intermediaries and popular banks showed a more intense loans to cus-

tomers development in comparison to larger banks and commercial intermediaries,

although they experienced a more relevant credit quality deterioration.
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This paper, based on financial statements data between 2008 and 2012 from

about 500 Italian banks, investigates if the heterogeneities showed in the loans to

customers trend and in the quality deterioration of the loans to customers portfolios

are effectively significant and to what extent they could be explained by the

differences that could be identified in the main features of the intermediation

model adopted by banks. The underlying idea is that the credit supply policies

adopted by banks are influenced also by the specificities of the intermediation

models of reference and by the related underlying management strategies. Indeed,

to different funding and lending policies, as well as to differentiated balance sheet

assets and liabilities composition strategies, could correspond different vulnerabil-

ities to exogenous factors and different financial and capital constraints on the

credit supply. Moreover, this paper investigates the existing relationship between

the loans to customers trend and the credit quality deterioration, in order to verify if

and how to more dynamic loans to customers developments corresponds a more

relevant credit quality deterioration and to what extent the credit quality of the loans

to customers portfolios matter in conditioning the loans to customers trend itself.

Finally, the research looks also at the economic return of the lending to customers

activity, in order to investigate its heterogeneity by bank size and by juridical

connotation, to what extent it could be explained by the main intermediation

model features and how it results conditioned by the loans to customers develop-

ment and the by credit quality deterioration.

The paper is structured as follows. The next section reviews the literature,

identifying the significance of our research and its main contributions. Third section

illustrates the dataset and the sample of banks analyzed. Fourth section shows the

main descriptive empirical evidence by bank size and by juridical connotation—

focusing on the loans to customers trend, on the quality deterioration of the loans to

customers portfolios, on the interest return on the lending to customers activity and

on the main the intermediation model features between 2008 and 2012—and

formulates the hypotheses of research to be verified through the econometrical

estimations. Fifth section specifies the methodology adopted. Sixth section reports

and comments the results of the econometrical estimations. The last section con-

cludes the paper, summarizing the main findings and expressing some closing

remarks. Luca Riccetti’s contribution to this paper regards the application of the

econometrical techniques described in section “Methodology”.

2 Literature Review, Significance of the Research

and Main Contribution

The impacts of the global financial crisis, of the sovereign debt crisis and of the

economic downturn which followed on the lending activity contributed to increase

researching interests in order to investigate the main features and determinant

factors. Some studies analyse the role played by the demand and supply factors in
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affecting the loans to customers development (Panetta and Signoretti 2010; Del

Giovane et al. 2010, 2011, 2013; De Bonis et al. 2014). Other contributions

investigate the significance of certain specific banking features and intermediation

model characteristics (as bank size, capitalization, funding, liquidity, risk, profit-

ability, customer relationship) in affecting the banking credit supply policies and

the loans to customers trend (Albertazzi and Marchetti 2010; Bonaccorsi di Patti

and Sette 2012; Kapan and Minoiu 2013; Gambacorta and Mistrulli 2014; Miani

et al. 2012; De Mitri et al. 2010; Albertazzi et al. 2012; Bofondi et al. 2013; Felici

et al. 2012; Morelli et al. 2013; Albertazzi and Bottero 2013; Albertazzi and Bottero

2014; Altunbas et al. 2010; Gambacorta and Marques-Ibanez 2011; Tutino et al.

2013, 2014). Finally, other contributions look more in details at the banking

intermediation models features in terms of impacts on risk, stability and perfor-

mance (Altunbas et al. 2011; Ayadi et al. 2011, 2012; Chiaramonte et al. 2013;

Cosma and Gualandri 2014). Table 1 summarizes the main investigated aspects by

the studies reviewed. Overall, the research significantly develops the studies

conducted in Tutino et al. (2013), in Tutino et al. (2014) and in Brugnoni (2014).

Although the empirical literature on the lending to customers activity and of the

banking intermediation models is doubtless ample—confirming the relevance of

the subject—the study of the loans to customers trend, of the quality deterioration of

the loans to customers portfolios and of the interest return on the lending to

customers activity, looking at the main heterogeneities by bank size and at the

significance of the relationship with the main banking intermediation model fea-

tures, seems to be absolutely interesting and need to be deepen furthermore,

especially dealing with the Italian banking system. Understanding how the recent

financial crisis affected the lending to customers activity, investigating the main

differences showed among banks of different size and characterized by different

intermediation model features, could help to identify the main constraints and

determinant factors which effectively affected the lending to customers activity in

Italy over the global financial crisis, the sovereign debt crisis and the economic

downturn which followed, giving some elements possibly useful to think over the

development of banking strategies to give new impulse to the real economy

financing. In particular, this research aims to contribute also to the academic and

the institutional debate on the identification of a way of doing banking activities

able to combine the fundamental role of banking intermediaries in financing the real

economy with the necessary stability of banks and of the financial and banking

system more in general.

This paper differs from other contributions in the literature for the size, the

composition and the relevant representativeness of the sample, for the specific

focus on the bank size and on the juridical connotation and for the significance of

the period analysed and of the specific focus on the Italian banking system. About the

sample—size, composition, representativeness—refer to section “Data and Sample”.

As for the bank size factor, is identified according to the specific classification criteria

designed by the Bank of Italy (Table 2), while in the literature it is generally identified

by the total assets volume (Albertazzi and Bottero 2013, 2014) or by its natural

logarithm (Altunbas et al. 2010, 2011; Gambacorta and Marques-Ibanez 2011;

The Determinants of Lending to Customers: Evidence from Italy Between 2008. . . 59



T
a
b
le

1
L
it
er
at
u
re

re
v
ie
w
:
sy
n
th
es
is
o
f
th
e
m
ai
n
as
p
ec
ts
in
v
es
ti
g
at
ed

L
o
an
s
to

cu
st
o
m
er
s
d
ev
el
o
p
m
en
t:
d
em

an
d
an
d
su
p
p
ly

fa
ct
o
rs

P
er
io
d
o
f
re
fe
re
n
ce

In
v
es
ti
g
at
ed

as
p
ec
ts

D
et
er
m
in
an
t
fa
ct
o
rs

P
re
-

cr
is
is

G
lo
b
al

fi
n
an
ci
al

cr
is
is

2
0
0
7
–
2
0
0
9

S
o
v
er
ei
g
n
d
eb
t
cr
is
is

2
0
1
1
–
2
0
1
2

C
re
d
it

tr
en
d

C
o
st
o
f

cr
ed
it

D
em

an
d

fa
ct
o
rs

S
u
p
p
ly

fa
ct
o
rs

P
an
et
ta

an
d

S
ig
n
o
re
tt
i
(2
0
1
0
)

X
X

X
X

X

D
el

G
io
v
an
e
et

al
.

(2
0
1
0
)

X
X

X
X

X

D
el

G
io
v
an
e
et

al
.

(2
0
1
1
)

X
X

X
X

X

D
el

G
io
v
an
e
et

al
.

(2
0
1
3
)

X
X

X
X

X
X

D
e
B
o
n
is
et
al
.
(2
0
1
4
)

X
X

X
X

X
X

60 F. Tutino et al.



L
o
an
s
to

cu
st
o
m
er
s
d
ev
el
o
p
m
en
t
an
d
sp
ec
ifi
c
b
an
k
in
g
fe
at
u
re
s

P
er
io
d
o
f
re
fe
re
n
ce

In
v
es
ti
g
at
ed

as
p
ec
ts

D
et
er
m
in
an
t
fa
ct
o
rs

P
re
-c
ri
si
s

G
lo
b
al

fi
n
an
ci
al

cr
is
is

2
0
0
7
–
2
0
0
9

S
o
v
er
ei
g
n

d
eb
t
cr
is
is

2
0
1
1
–
2
0
1
2

C
re
d
it

tr
en
d

C
o
st

o
f

cr
ed
it

B
an
k

si
ze

C
ap
it
al
is
at
io
n

F
u
n
d
in
g

L
iq
u
id
it
y

R
is
k

P
ro
fi
ta
b
il
it
y

C
u
st
o
m
er

re
la
ti
o
n
sh
ip

A
lb
er
ta
zz
i

an
d
M
ar
ch
-

et
ti
(2
0
1
0
)

X
X

X
X

X

B
o
n
ac
co
rs
i

d
i
P
at
ti
an
d

S
et
te

(2
0
1
2
)

X
X

X
X

X
X

X

K
ap
an

an
d

M
in
o
iu

(2
0
1
3
)

X
X

X
X

X

G
am

b
ac
o
rt
a

an
d
M
is
tr
u
ll
i

(2
0
1
4
)

X
X

X
X

X
X

M
ia
n
i
et

al
.

(2
0
1
2
)

X
X

X

D
e
M
it
ri

et
al
.
(2
0
1
0
)

X
X

X
X

A
lb
er
ta
zz
i

et
al
.
(2
0
1
2
)

X
X

X
X

B
o
fo
n
d
i

et
al
.
(2
0
1
3
)

X
X

X
X

X

F
el
ic
i
et

al
.

(2
0
1
2
)

X
X

X

(c
o
n
ti
n
u
ed
)

The Determinants of Lending to Customers: Evidence from Italy Between 2008. . . 61



T
a
b
le

1
(c
o
n
ti
n
u
ed
)

L
o
an
s
to

cu
st
o
m
er
s
d
ev
el
o
p
m
en
t
an
d
sp
ec
ifi
c
b
an
k
in
g
fe
at
u
re
s

P
er
io
d
o
f
re
fe
re
n
ce

In
v
es
ti
g
at
ed

as
p
ec
ts

D
et
er
m
in
an
t
fa
ct
o
rs

P
re
-c
ri
si
s

G
lo
b
al

fi
n
an
ci
al

cr
is
is

2
0
0
7
–
2
0
0
9

S
o
v
er
ei
g
n

d
eb
t
cr
is
is

2
0
1
1
–
2
0
1
2

C
re
d
it

tr
en
d

C
o
st

o
f

cr
ed
it

B
an
k

si
ze

C
ap
it
al
is
at
io
n

F
u
n
d
in
g

L
iq
u
id
it
y

R
is
k

P
ro
fi
ta
b
il
it
y

C
u
st
o
m
er

re
la
ti
o
n
sh
ip

M
o
re
ll
i
et
al
.

(2
0
1
3
)

X
X

X

A
lb
er
ta
zz
i

an
d
B
o
tt
er
o

(2
0
1
3
)

X
X

X
X

X
X

X
X

A
lb
er
ta
zz
i

an
d
B
o
tt
er
o

(2
0
1
4
)

X
X

X
X

X
X

X
X

A
lt
u
n
b
as

et
al
.
(2
0
1
0
)

X
X

X
X

X
X

G
am

b
ac
o
rt
a

an
d

M
ar
q
u
es
-

Ib
an
ez

(2
0
1
1
)

X
X

X
X

X
X

X
X

62 F. Tutino et al.



In
te
rm

ed
ia
ti
o
n
m
o
d
el
,
ri
sk
,
p
er
fo
rm

an
ce

an
d
st
ab
il
it
y
o
f
b
an
k
s

P
er
io
d
o
f
re
fe
re
n
ce

In
v
es
ti
g
at
ed

as
p
ec
ts

D
et
er
m
in
an
t
fa
ct
o
rs

P
re
-

cr
is
is

G
lo
b
al
fi
n
an
ci
al
cr
is
is

2
0
0
7
–
2
0
0
9

S
o
v
er
ei
g
n
d
eb
t
cr
is
is

2
0
1
1
–
2
0
1
2

P
ro
fi
ta
b
il
it
y

R
is
k

S
ta
b
il
it
y

B
an
k

si
ze

Ju
ri
d
ic
al

co
n
n
o
ta
ti
o
n

In
te
rm

ed
ia
ti
o
n

m
o
d
el

A
lt
u
n
b
as

et
al
.

(2
0
1
1
)

X
X

X

A
y
ad
i
et
al
.
(2
0
1
1
)

X
X

X

A
y
ad
i
et
al
.
(2
0
1
2
)

X
X

X
X

C
h
ia
ra
m
o
n
te

et
al
.

(2
0
1
3
)

X
X

X
X

X
X

C
o
sm

a
an
d

G
u
al
an
d
ri
(2
0
1
4
)

X
X

X

S
o
u
rc
e:

O
w
n
el
ab
o
ra
ti
o
n

The Determinants of Lending to Customers: Evidence from Italy Between 2008. . . 63



Bofondi et al. 2013; Chiaramonte et al. 2013). As for the juridical connotation, our

analysis takes into account and compares all the three different juridical typologies of

banks existing in the Italian Banking System (commercial banks, popular banks and
cooperative banks). Complete studies on the lending to customers activity and on the

main intermediation model features by juridical connotation are not widespread.

Regarding the relevance of the period analysed, years between 2008 and 2012 look

quite significant as they result affected by the global financial crisis, by the sovereign

debt crisis and by the economic downturn which followed. In particular: between

2008 and 2009 the global financial crisis developed, with relevant effects on the

Italian real economy and on the lending to customers activity of banks; in 2010 the

loans to customers trend moderately increased, reflecting the slowdown of the

financial turbulences and a slow economic recovery; in 2011 and 2012 the effects

of the sovereign debt crisis, the economic downturn which followed and the conse-

quent credit quality deterioration caused a significant credit tightening. Finally the

specific focus on the Italian banking system in analyzing the loans to customers

development by bank size and by juridical connotation takes on a significant rele-

vance for different reasons. First of all, as the Italian financial system is notoriously

bank-based, distortions in the credit supply typically have sizeable impacts on the real

economy (Gambacorta and Mistrulli 2014). Second, the structure of the Italian

banking system is characterized by a significant heterogeneity by bank size—several

small local banks coexist with few larger and multi-national banks—and by juridical

connotation—several cooperative banks, fewer popular and commercial banks.

Moreover, as the lending activity of banks are inevitably strongly affected by the

country specific economic environment and by the specificities of the financial and

banking system of reference, looking at a specific banking system—in this case the

Italian one– enables to identify relevant specificities, that could be more hard to let

emerge by transnational analyses. The underlying idea is that we could positively

contribute to the international literature, not necessary by analyzing transnational

samples or by comparing different banking systems, but also analyzing in deep a

certain reality, identifying its relevant specificities, strengths and weaknesses and

Table 2 Bank size classification

Bank of Italy criteria

Average intermediated fundsa

BANK SIZE Larger banks Major banks More than 60 billion/€

Large banks Between 26 and 60 billion/€

Medium banks Medium banks Between 9 and 26 billion/€

Smaller banks Small banks Between 1.3 and 9 billion/€

Minor banks Less than 1.3 billion/€

Source: Bank of Italy (2011)
aWeighted average of the intermediated funds from the last five quarter before the valuation date,

assigning weight 1 to the final quarters and weight 2 to the middle quarters. The lower weighting

assigned to the final quarters of the year enables to mitigate the influence of distortions related to

the typical seasonality of the data in December (Bank of Italy 2011). Volume of intermediated

funds means volume of total assets
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spreading the main evidence at an international level, sharing in this way the possible

best practices identified.

3 Data and Sample

The analysis is based on individual financial statements data from around 500 Italian

banks in the period between 2008 and 2012. Data are extracted from ABI Bilanci

FAST. This database, supplied by the Italian Banking Association, collects indi-

vidual and consolidated financial statements data from almost all the banks and the

banking groups belonging to the Italian banking system, except for data related to

branches of foreign banks. In order to conduct the analysis by bank size and by

juridical connotation, the sample is divided into three size classes (larger banks,

medium banks, smaller banks)—according to the classification criteria designed by

the Bank of Italy (Table 2)1—and into the three different juridical typologies of

banks existing in the Italian Banking System (commercial banks, popular banks and

cooperative banks). The sample is designed considering the same intermediaries

throughout the years analyzed, trying to manage as best as possible any event of

change (mergers and acquisitions, placement under special administration,2 trans-

formations from banks into financial intermediaries3). In this way, it results basi-

cally homogeneous over time and, therefore, more significant for the purposes of

the research. Moreover, we pay particular attention to ensure that the incidence of

the different classes of banks in terms of the number of intermediaries included in

the sample would be as consistent as possible with respect to the Italian banking

system. Table 3 reports information about the composition and the representative-

ness of the sample. Table 4 splits the composition of the sample by bank size.

Table 5 splits the composition of the sample by juridical connotation. The sample

represents between 68.21 and 79.24% of the Italian banking system in terms of

number of intermediaries, between 75.93 and 83.83% in terms of loans to customers

volume and between 60.42 and 75.73% in terms of total assets volume. The

1From 2012 the methodology adopted by the Bank of Italy to classify banks by size has been

changed, moving from an individual approach to a consolidated one. To classify the sample by

bank size, the classification of banks by size in 2012 followed t. The robustness of this simplifi-

cation has been verified for each bank of the sample applying the criteria specified in Table 3.1 at

the average of the total assets of banks between 2012 and 2011 and between 2011 and 2010,

analysing and modifying each incongruity.
2As specified by the article 70 of the Legislative Decree 385/1993 and subsequent amendments

(the Italian Consolidated Law on Banking) among the norms on the crisis management procedures

(Title IV).
3As specified by the article 107 of the Legislative Decree 385/1993 and subsequent amendments

(the Italian Consolidated Law on Banking) among the norms on the entities operating in the

financial sector (Title V).
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composition of the sample by bank size and by juridical connotation results enough

coherent with the Italian banking system composition.

4 Main Descriptive Evidence and Hypotheses of Research

4.1 Credit Trend

Between 2008 and 2012, the trend of loans to customers slowed down significantly,

in spite of a slight recovery in 2010 (Table 6). The slowdown in the trend of loans to

customers emerged as particularly intense in 2009, when the effects of the financial

crisis manifested more significantly on the real economy (Bank of Italy 2010). After

a slight recovery in 2010, reflecting the increased demand of loans cause of the

bettered conditions of the productive sector (Bank of Italy 2011), the lending to

customers activity of banks contracted in 2011 and in 2012, mainly cause of the

ongoing economic downturn, deepen by the negative effects of the sovereign debt

crisis on the financial system and on the real economy (Bank of Italy 2012a, 2013a).

Looking at the loans to customers development by bank size and by juridical

connotation (Table 6), interesting heterogeneities emerge. In 2009, while larger

intermediaries and commercial banks registered a contraction of the loans to

customers, smaller banks, cooperative intermediaries and popular banks continued

to perform positively in terms of lending to customers. In 2010, in a context of

generalized recovery of the lending to customers development, smaller banks,

cooperative intermediaries and popular banks still registered higher growth rates

than larger banks and commercial intermediaries, although showing a decreasing

performance in comparison to the previous years. In 2011 and in 2012, while larger

intermediaries registered a significant contraction of the loans to customers, smaller

banks performed better in terms of lending to customers, although at growth rate

close to stability and significantly lower than in the past. Cooperative banks

performed better than commercial banks in 2011, while they registered a contrac-

tion in 2012, although less significant than commercial banks. On the contrary,

popular banks registered a higher contraction than commercial banks in 2011,

while they performed better than commercial banks and cooperative intermedi-

aries in 2012. More in general, over the period between 2008 and 2012, smaller

intermediaries, cooperative banks and popular intermediaries registered a positive

loans to customers trend, while larger intermediaries and commercial banks

registered a significant contraction. Overall, the heterogeneities by bank size

and by juridical connotation emerged in the loans to customers development

determined a significant change in the market share. Comparing 2008 with

2012, smaller banks, cooperative intermediaries and popular banks registered a

significant increase in their market share, while larger intermediaries and com-

mercial banks decreased.
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Data on the loans to customers trend basically show a significant heteroge-

neity by banks size and juridical connotation. In order to conquer higher market

shares and not to endanger their customer relationship and strong local roots,

smaller intermediaries, cooperative banks and popular intermediaries might

have adopted less restrictive lending policies, although in a period of general

financial and economic distress, then exposing themselves to greater current and

prospective credit quality deterioration credit risks. Therefore, this evidence

lead to investigate also about the credit quality deterioration over the period

analysed and about its possible heterogeneity by banks size and by juridical

connotation. Indeed, banking intermediaries which between 2008 and 2012

adopted more expansive credit policies—smaller banks, cooperative intermedi-

aries and popular banks—could have registered a more relevant credit quality

deterioration.

4.2 Credit Quality

Data on the gross deteriorated loans to customers incidence and on the gross loans

to customers rate of deterioration between 2008 and 2012 show a relevant credit

quality deterioration, with significant heterogeneities by bank size and by juridical

connotation (Table 7). The gross deteriorated loans to customers incidence reached

12.70% in 2012 from 5.24% in 2008, with significant increases between 2008 and

2009—when the effects of the global financial crisis caused a deep economic

distress—and between 2011 and 2012—when the effects of the sovereign debt

crisis contribute to deepen the economic downturn—while in 2010 the general

economic recovery could have contributed to partially slowdown the quality dete-

rioration of the loans to customers. These evidence emerge also looking at data on

the gross loans to customers rate of deterioration, which confirms a more relevant

credit quality deterioration between 2008 and 2009 and between 2011 and 2012.4

As for data by bank size and by juridical connotation, interesting heterogeneities

emerge. Between 2008 and 2012 smaller banks and cooperative intermediaries

experienced a higher credit quality deterioration than larger banks and commercial

intermediaries, both in terms of gross deteriorated loans to customers incidence and

gross loans to customers rate of deterioration. About popular banks, although they

show a gross deteriorated loans to customers incidence basically similar to com-

mercial banks, they experienced a higherloans to customers rate of deterioration,

between cooperative banks and commercial banks.

4Looking at the credit quality deterioration between 2011 and 2012, however, we need to take into

account that it could also reflect the possible increase of the volume of past due exposures in

comparison to 2011, cause of the change in the requisites for their identification. Indeed, from

2012 all the credit exposures have to be classified as past due after 90 days of delay, while before

2012 for some kind of credit exposure the limit was 180 days.
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Data on the credit quality between 2008 and 2012 confirm that banks which

performed more intensely in terms of lending to customers trend—smaller banks,

cooperative intermediaries and popular banks—experienced a more significant

credit quality deterioration. At the same time, however, the credit quality deterio-

ration which interested smaller banks, cooperative banks and popular banks could

have negatively influenced their credit strategies in order to adopt more prudent and

restrictive credit policies, causing a contraction of the credit development. Similar

evidence emerge also in Di Battista and Nieri (2012): banks which between 2007

and 2008 registered a loans to customers development above the average, in 2010

showed a more relevant deterioration. Therefore, the expansive lending policies

adopted by the more dynamic banks in lending to customers may have been

destabilizing in the mid-long term in terms of excessive risk taking, affecting

banks strategies in the direction of more restrictive lending policies. Consequently,

it is possible that banks could be forced to slow down their lending to customers in

order to deal with the excessive risks taken during the financial crisis. Indeed, as

stated by Altunbas et al. (2010), all other factors being equal, the deterioration of

credit exposures leads to an inevitable negative impact on the credit supply, since it

reduces profits and erodes banks’ capital. Moreover, for banks perceived as more

risky, it may be difficult to raise unsecured debt or equity funds to finance their

lending activities or to meet capital requirements, thereby making credit providing

more difficult and costly. The Bank of Italy (2013a, p. 212) highlights that “The

growth rate of lending is negatively correlated with the default rate. Declining

credit quality entails larger loan losses, which reduces profitability and conse-

quently the profits that can be set aside to increase banks’ capital. An increase in

non-performing loans also reinforces banks’ risk aversion, prompting them to adopt

more prudent lending policies in order to limit further losses in the future”. A first

evidence of this phenomenon could be caught looking at the dynamic of the loans to

customers by smaller banks, by cooperative banks and by popular banks separately

between 2009 and 2010 and between 2011 and 2012. While until 2010 these banks

provided loan to customers at a more intense rate, from 2011 they registered a

relevant slowdown. The banks which showed a more dynamic lending activity over

the first part of the crisis, may have changed their lending policies in a more

restrictive direction in the second part of the crisis. Evidence from the Regional

Bank Lending Survey (RBLS)5 confirm that, while in the period immediately after

5The Bank Lending Survey (BLS) is conducted quarterly by the Bank of Italy on behalf of the

Eurosystem on a sample of the eight major Italian banking groups, accounting for more than

two-thirds of the Italian lending market. It provides qualitative information on the supply and

demand factors affecting the loans to customers trend. The Regional bank Lending Survey (RBLS)
is conducted every 6 months by the Bank of Italy on a sample of round 400 Italian banks, accounting

for more than 80% of the Italian lending market and more representative of the composition of the

Italian banking system by bank size. Therefore, it enables to deepen the analysis of the credit supply

and demand factors also by bank size. For further information on the Bank Lending Survey (BLS)
refer to the methodological notes available on (www.bancaditalia.it/statistiche/tematiche/moneta-

intermediari-finanza/intermediari-finanziari/indagine-credito-bancario), to Berg et al. (2005) and to

European Central Bank (2003).
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the financial crisis started in 2008 the more restrictive lending policies mainly

interested larger intermediaries, from the second half of 2011 the tightening of

the supply criteria have been more similar by bank size, looking relatively more

relevant for smaller banks (Bank of Italy 2012b). In particular, while larger banks

look to have eased progressively their credit supply conditions, smaller banks

showed more caution in providing loans to customers. If in 2011 larger intermedi-

aries suffered more for the turbulences caused by the sovereign debt crisis, mainly

cause of their higher recourse to the international wholesale funding markets, the

slowdown in the loans to customers trend registered in 2011 and 2012—more

homogeneous by bank size and by juridical connotation—could reflect also the

more generalized deterioration of the credit quality, which interested more or less

intensively all the categories of banks. In 2012, indeed, the more restrictive credit

supply conditions would be mainly due to perception of risk in a period

characterised by a progressive deterioration of the economy, in particular for

smaller banks (Bank of Italy 2013b). Moreover, data from the results for Italy of

the Bank Lending Survey (BLS) regarding the main determinant factor affecting

banks’ credit supply (Fig. 1), confirm the significance of the perception of risk in

conditioning the tightening of the lending supply policies adopted by banks, in

particular in the first part of the crisis (2008–2009) and in the second one

(2011–2012). The relevance of deepening the analysis of the relationship between

the loans to customers development and the credit quality deterioration emerges

clearly, in order to verify, from one side, if a more intense credit quality deterio-

ration effectively followed a more dynamic credit development, on the other side,

the significance of the credit quality deterioration in affecting the lending policies

adopted by banks and, consequently, the loans to customers trend.

-0.60
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-0.20

0.00

0.20

0.40

0.60

I II III IV I II III IV I II III IV I II III IV I II III IV

2008 2009 2010 2011 2012

Cost of funds and balance sheet constraints
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-0.20

0.00
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2008 2009 2010 2011 2012

Perception of risk

Fig. 1 Credit supply: determinant factors (diffusion index)a. Source: Own elaboration on results

for Italy from the Bank lending Survey (BLS), available online (www.bancaditalia.it/statistiche/

tematiche/moneta-intermediari-finanza/intermediari-finanziari/indagine-credito-bancario/index.

html). aThe diffusion index is the weighted average of the numerical values assigned to the

different possible qualitative answers, with weights equal to the frequency observed for any

possible answer. For questions concerning the supply of credit the values assigned to the qualita-

tive answers are the following: 1 ¼ tightened considerably, 0.5 ¼ tightened somewhat, 0 ¼ basi-

cally unchanged, �0.5 ¼ eased somewhat, �1 ¼ eased considerably
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4.3 Income Effects

The slowdown in the loans to customers trend and the credit quality deterioration

emerged between 2008 and 2012 inevitably had income effects. From one side, the

slowdown in the loans to customers development and the generalized decrease in

the interest rates caused a relevant negative impact on income through a contraction

of the interest income from the lending to customers activity. From the other side,

the credit quality deterioration negatively affected the income statement through

the increasing impairment losses on the credit exposures in portfolio.

Data on the net interest return on loans to customers show a significant decrease

between 2008 and 2012 and a relevant heterogeneity by bank size and by juridical

connotation (Table 8). Smaller banks and cooperative banks show higher interest return

on loans to customers than larger banks and commercial banks, both on average and

each year considered separately. About popular banks, they show lower returns than

cooperative and commercial banks, except for 2012, when they performed better then

commercial banks, but worse than cooperative banks. Looking at its main component,

the gross interest return on loans to customers is always higher for smaller banks and

cooperative intermediaries than larger intermediaries and commercial banks, while the

cost of credit risk on loans to customers is generally higher for larger intermediaries and

commercial banks than for smaller banks and cooperative intermediaries.

These evidence suggest that smaller banks and cooperative intermediaries could

have registered higher returns, possibly cause of higher interest rates charged on the

loans to customers, but also thanks to lower loans loss provisions. However, as

these categories of banks also experienced a more significant credit quality deteri-

oration, this evidence lead to think that these banks maybe do not properly charged

their income statement with loans loss provisions as larger intermediaries did.

Overall, data on the income effects from the lending to customers activity between

2008 and 2012 show that banks which performed more intensely in terms of lending

to customers trend—smaller banks, cooperative intermediaries and popular

banks—and which, at the same time, experienced more significant credit quality

deterioration, registered higher returns.

4.4 Intermediation Model Features

Data on the main intermediation model features of banks (Table 9) basically show that

smaller banks and cooperative banks are generally characterized by the prevalence of

the loans to customers among the investments and of the direct funding among

liabilities, by more equilibrated financial structures (lower dependence on the interbank

market as a source of funding, lower loans to customers to funding ratio, higher leverage

ratio), by the prevalence of the net interest income among the operating income. Popular

banks, however, show intermediation model features more similar to the ones of the

commercial banks. The loans to customers and the direct funding represent a lower
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percentage of the total assets than for cooperative banks and net fees incidence on

operating income is higher. Only regarding the financial structure, popular banks look

more similar to cooperative banks, showing a dependence on the interbank market

relatively lower, a lower loans to customers to funding ratio and a higher leverage ratio.

Between 2008 and 2012, banks which performed more intensely in terms of

lending to customers trend, that experienced a more significant credit quality

deterioration and which registered higher return on the lending to customers

activity—in particular smaller banks and cooperative intermediaries—are generally

characterized by intermediation models more traditionally focused on the credit

intermediation with customers. A positive relationship between the more or less

traditional characteristic of the intermediation model adopted and the dynamism in

the lending to customers seems to emerge. The difficulties in terms of funding

affected banks in varying intensities during the financial crisis, and this surely

played a significant role in influencing their credit supply. The liquidity crisis and

the operational difficulties which characterized the wholesale interbank market in

the most acute years of the financial crisis undoubtedly affected the business of

larger intermediaries, whose financing significantly depends on this funding chan-

nel (Bonaccorsi di Patti and Sette 2012). On the contrary, smaller banks, which

typically mainly collect funds from retail customers, were able to support their

lending activity thanks to an availability of funds less affected by the consequences

of the international financial turmoil. Banks which during the financial crisis

supported the development in loans to customers with a greater intensity are also

those generally characterized by a net positive position on the interbank market, a

higher incidence of deposits from retail customers on total assets and a higher

growth rate of this component of the liabilities (Di Battista et al. 2010). As the

incidence of credit intermediation activity increases compared to the other operat-

ing areas (financial and securities intermediation, provision of services, interbank

intermediation) the availability and the interest to provide loans in times of crisis

increase, with the likely intent of preserving the core business, maintaining

unchanged the relationship with customers.

Similar considerations are outlined also in Di Battista et al. (2010) and in Di Battista

and Nieri (2011). Evidence from the Regional Bank Lending Survey (RBLS) and data

from the results for Italy of the Bank Lending Survey (BLS) regarding the main

determinant factor affecting banks’ credit supply (Fig. 1) confirm the significance of

the funding costs and balance sheet constraints in affecting the credit supply policies

adopted by banks, giving significance to the analysis conducted in this research, aimed

to investigate the significance also of the main intermediation model features in

explaining the heterogeneities emerged in the loans to customers development, in the

credit quality deterioration and in the returns on the lending activity.
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4.5 Hypotheses of Research

The descriptive evidences emerged above and the main considerations which

followed lead to formulate the following hypotheses of research, to be verified

through the estimation of regressions (1), (2) and (3) as specified in section

“Methodology”.

5 Methodology

In order to verify the hypotheses of research discussed in section “Main Descriptive

Evidence and Hypotheses of Research” (Table 10), we estimate the following three

regressions, with the aim to explain the loans to customers development, the credit

quality deterioration and the return on the lending activity with the bank size, the

juridical connotation, the main intermediation model features and with the credit

development and the credit quality themselves.

5.1 Credit Trend

To verify if a significant relationship between the loans to customers development,

the bank size, the juridical connotation, the main characteristics of the intermedi-

ation model and the credit quality does exist, we specify the following regression

(1), which enables to verify hypothesis 1 to hypothesis 5 (Table 10).

Δ%LCt

zfflfflfflffl}|fflfflfflffl{

Credit trend

¼atþbitBSit
|fflfflfflfflfflffl{zfflfflfflfflfflffl}

Banksize

þ cjtJCjt

zfflffl}|fflffl{

Juridicalconnotation

þdktACktþfltLCltþgmtFSmtþhntICnt
|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}

Intermediationmodel

þ hotCQot

zfflfflfflffl}|fflfflfflffl{

Creditquality

þεt ð1Þ

The dependent variable is the loans to customers growth rate (Δ%LCt)

(Table 11). The explanatory variables (Table 12) are the bank size dummy variables

(BSit), the juridical connotation dummy variables (JCjt), the assets composition

variables (ACkt), the liabilities composition variables (LClt), the financial structure

variables (FSmt), the income composition variables (ICnt) and the credit quality

variables (CQot). The bank size dummy variables (BSit) identify banks by size

according to the classification designed by the Bank of Italy following the criteria

reported in section “Data and sample” (Table 2). In particular, we consider in the

model the larger banks dummy variable (LAt) and the smaller banks dummy

variable (SMt), in order to verify the significance of the heterogeneity by bank

size emerged in the loans to customers trend and if smaller banks effectively

performed better than larger banks in lending to customers (hypothesis 1). There-

fore, according to the descriptive evidences analyzed in section “Main Descriptive

Evidence and Hypotheses of Research”, we expect a negative significance (�) of
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Table 10 Hypotheses of research: credit trend, credit quality, income effects

Credit trend (1)

1 Smaller banks showed a more intense loans to customers trend

than larger banks

Bank size

2 Cooperative banks showed a more intense loans to customers trend

than commercial banks.

Juridical

connotation

3 Popular banks showed a more intense loans to customers trend

than commercial banks

4 Credit quality deterioration, affecting banks’ credit supply poli-

cies, had a negative impact on the loans to customers trend

Credit quality

5 Banks which showed a more intense loans to customers trend are

characterized by a more traditional intermediation model

Intermediation

model

Credit quality (2)

6 Smaller banks showed a more intense loans to customers quality

deterioration than larger banks

Bank size

7 Cooperative banks showed a more intense loans to customers

quality deterioration than commercial banks

Juridical

connotation

8 Popular banks showed a more intense loans to customers quality

deterioration than commercial banks

9 Banks which showed a more intense loans to customers trend

registered a more relevant quality deterioration

Credit trend

10 Banks which showed a more intense loans to customers quality

deterioration are characterized by a more traditional intermedia-

tion model

Intermediation

model

Income effects (3)

11 Smaller banks showed a higher return on the lending activity than

larger banks

Bank size

12 Cooperative banks showed a higher return on the lending activity

than commercial banks

Juridical

connotation

13 Banks which showed a more intense loans to customers trend

registered a higher return on the lending activity

Credit trend

14 Credit quality deterioration, affecting banks’ credit supply poli-

cies, had a negative impact on the return on the lending activity

Credit quality

15 Banks which showed a higher return on the lending activity are

characterized by a more traditional intermediation model

Intermediation

model

Source: Own elaboration

Table 11 Dependent variables

Credit trend Δ%LCt Loans to customers growth rate
Loans to customerst�Loans to customerst�1

Loans to customerst�1

Credit quality Δ%GDLCt Gross loans to customers rate of deterioration
Gross deteriorated loans to customerst�Gross deteriorated loans to customerst�1

Gross bonis loans to customerst�1

Income effects NIRLCt Net interest return on loans to customers
Loans to customers interest income t�Loans to customers loss provisions t

Loans to customerstþLoans to customerst�1
2

Source: Own elaboration
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the larger banks dummy variable (LAt) and a positive significance (+) of the smaller

banks dummy variable (SMt). The juridical connotation dummy variables (JCjt)

distinguish banks by juridical connotation. In particular, we consider in the model

the cooperative banks dummy variable (CBt) and the popular banks dummy vari-

able (PBt), in order to verify if cooperative banks and popular banks registered a

loans to customers development effectively more intense than commercial banks

(hypothesis 2 and hypothesis 3). Therefore, according to the descriptive evidence

analyzed in section “Main Descriptive Evidence and Hypotheses of Research”, we

expect a positive significance (+) both of the cooperative banks dummy variable

(CBt) and of the popular banks dummy variable (PBt). The cooperative banks

dummy variable, in particular, could add interesting elements of analysis in

explaining the significance of the heterogeneity by juridical connotation emerged

in the loans to customers development. As known, cooperative banks are typically

characterized by smaller size, traditional intermediation models and typical strong

relationships with the surrounding environment. These characteristics could have

positively influenced the trend of loans to customers over the financial crisis, as

these kind of banks could have continued to adopt expansive credit policies in order

to maintain strong customers relationships. However, as most of the cooperative

banks are smaller banks, these features could also be already caught by the smaller

banks dummy variable. The assets composition variables (ACkt), the liabilities

composition variables (LClt), the financial structure variables (FSmt) and the income

composition variables (ICnt) identify the main characteristics of the intermediation

model adopted by banks. These variables enable to distinguish banks between the

ones more traditionally focused on the credit intermediation with customers—

prevalence of loans to customers among the investments and of direct funding

among liabilities, more equilibrated financial structure (lower dependence on the

interbank market as a source of funding, lower loans to customers to funding ratio,

higher leverage ratio), prevalence of net interest income among the operating

income—and the ones characterized by more diversified intermediation structures.

In this way, it could be possible to verify if the intermediation model matters in

explaining the heterogeneities emerged in the trend of loans to customers. In other

words, if banks characterized by more traditional intermediation models registered

a loans to customers development effectively more intense than banks characterized

by more diversified intermediation models (hypothesis 5). The underlying idea is

that credit supply policies adopted by banks are influenced by the specificities of the

intermediation models of reference and by the related underlying management

strategies. To different funding and lending policies, as well as to differentiated

balance sheet assets and liabilities composition strategies, correspond different

vulnerabilities regarding the exogenous conditionings and also different financial

and capital constraints on the credit supply. Therefore, according to the descriptive

evidences analyzed in section “Main Descriptive Evidence and Hypotheses of

Research”, we expect a positive significance (+) of the loans to customers to total

assets ratio (LC_TAt) and of the direct funding to total assets ratio (DF_TAt), a

negative (�) significance of the loans to customers to direct funding ratio

(LC_DFt), a positive significance (+) of the net interbank position to total assets
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ratio (NIP_TAt) and of the leverage ratio (LRt), a positive significance (+) of the net

interest margin to operating income ratio (NIM_OIt) and a negative (�) signifi-

cance of the net fee to operating income ratio (NF_OIt). Finally, the credit quality

variables (CQot) allow to verify if and how the credit quality and its deterioration

had a negative impact on the loans to customers trend (hypothesis 4). Indeed, the

loans to customers development could reflect credit supply policies affected by the

quality of the loans to customers portfolio at the end of the previous year (%

GDLCt� 1) and by its rate of deterioration over the same year (Δ%GDLCt) and

the previous one (Δ%GDLCt� 1). Therefore, according to the descriptive evi-

dences analysed in section “Main Descriptive Evidence and Hypotheses of

Research”, we expect a negative significance (�) of the gross deteriorated loans

to customers incidence in t� 1(%GDLCt� 1), of the gross loans to customers rate of

deterioration in t(Δ%GDLCt) and of the gross loans to customers rate of deterio-

ration in t � 1(Δ%GDLCt� 1). In the model we do not consider the gross deteri-

orated loans to customers incidence in t(%GDLCt), first of all because of its

possible endogeneity with the dependent variable and multicollinearity with the

other three credit quality independent variables considered, but also because the

credit policies and the relative effects in terms of credit development could be

effectively conditioned by the stock of deteriorated loans at the beginning of the

year, than at the end of the year.

Regression (1) develops the one estimated in Tutino et al. (2014), adding also the

credit quality variables as explanatory variables and considering the banks size

variable, the juridical connotation variables and the intermediation characteristics

variables in a different way. For further details on the comparison between regres-

sion (1) and the one analyzed in Tutino et al. (2014) refer to Table 13.

5.2 Credit Quality

To verify if a significant relationship between the credit quality deterioration, the

bank size, the juridical connotation, the main characteristics of the intermediation

model does exist and if and how it could be affected by the loans to customers trend,

we specify the following regression (2), which enables to verify hypothesis 6 to

hypothesis 10 (Table 10).

Δ%GDLCt

zfflfflfflfflfflfflffl}|fflfflfflfflfflfflffl{

Creditquality

¼ atþbitBSit
|fflfflfflfflfflffl{zfflfflfflfflfflffl}

Banksize

þ djtJCjt

zfflffl}|fflffl{

Juridicalconnotation

þektACktþfltLCltþgmtFSmtþhntICnt
|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}

Intermediationmodel

þ hptCTpt

zfflfflffl}|fflfflffl{

Credit trend

þεt ð2Þ

The dependent variable is the gross loans to customers rate of deterioration (Δ%

GDLCt) (Table 11). In this regression, to the explanatory variables already consid-

ered in the previous one (1)—the bank size dummy variables (BSit), the juridical

connotation dummy variables (JCjt), the assets composition variables (ACkt), the

liabilities composition variables (LClt), the financial structure variables (FSmt), the
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income composition variables (ICnt)—in spite of the variables identifying the credit

quality (CQot), we add the variables identifying the credit development as indepen-

dent variables (CTpt) (Table 12)—looking at the loans to customers growth rate,

both in the same year (Δ%LCt) and in the previous one (Δ%LCt� 1)—in order to

analyze the relationship between the loans to customers growth rate and the quality

deterioration of the loans to customers portfolio (hypothesis 9). Therefore,

according to the descriptive evidence analyzed in section “Main Descriptive Evi-

dence and Hypotheses of Research”, we expect a positive significance (+) of the

loans to customers growth rate in t and in t � 1. As for the other explanatory

variables, the bank size dummy variables (BSit) allow to verify the significance of

the heterogeneity by bank size emerged in the loans to customers deterioration and

if smaller banks effectively registered a more intense quality deterioration than

larger banks in lending to customers (hypothesis 6). Therefore, according to the

descriptive evidences analyzed in section “Main Descriptive Evidence and Hypoth-

eses of Research”, we expect a negative significance (�) of the larger banks dummy

variable (LAt) and a positive significance (+) of the smaller banks dummy variable

(SMt). The juridical connotation dummy variables (JCt) enable to verify if cooper-

ative banks and popular banks registered a more intense quality deterioration than

commercial banks (hypothesis 7 and hypothesis 8). Therefore, according to the

descriptive evidence analyzed in section “Main Descriptive Evidence and Hypoth-

eses of Research”, we expect a positive significance (+) both of the cooperative

banks dummy variable (CBt) and of the popular banks dummy variable (PBt). The

intermediation model variables enable to verify if banks characterized by more

traditional intermediation models registered a quality deterioration effectively more

intense than banks characterized by more diversified intermediation models

(hypothesis 10). Therefore, according to the descriptive evidence analyzed in

section “Main Descriptive Evidence and Hypotheses of Research”, we expect a

positive significance (+) of the loans to customers to total assets ratio (LC_TAt) and

of the direct funding to total assets ratio (DF_TAt), a negative (�) significance of

the loans to customers to direct funding ratio (LC_DFt), a positive significance (+)

of the net interbank position to total assets ratio (NIP_TAt) and of the leverage ratio

(LRt), a positive significance (+) of the net interest margin to operating income ratio

(NIM_OIt) and a negative (�) significance of the net fee to operating income ratio

(NF_OIt).

5.3 Income Effects

Regarding the main income effects, in order to verify if a significant relationship

does exist with the bank size, the juridical connotation, the main characteristics of

the intermediation model and if and how it could be affected by the loans to

customers trend and by the credit quality deterioration (hypothesis 11 to hypothesis

15) (Table 10), we specify the following regression (3).
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NIRLCt

zfflfflfflffl}|fflfflfflffl{

Return ¼ at þ bitBSit
|fflfflfflfflfflfflffl{zfflfflfflfflfflfflffl}

Bank size

þ cjtJCjt

zfflffl}|fflffl{

Juridical connotation

þ dktACkt þ eltLClt þ fmtFSmt þ gntICnt
|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}

Intermediation model

þ hotCTot

zfflfflffl}|fflfflffl{

Credit trend

þ hptCQpt
|fflfflfflffl{zfflfflfflffl}

Credit quality

þεt

ð3Þ

The dependent variable is the net interest return on loans to customers (NIRLCt)

(Table 11), ratio between the volume of interest income netted by the loan loss

provisions and the average volume of loans to customers. This variable basically

enables to consider the average interest return charged by banks on loans to

customers—approximated by the gross interest return on loans to customers
(GIRLCt), ratio between the volume of income interests and the average volume

of loans to customers—taking into account also the negative contribution related to

the loans to customers quality deterioration—caught by the cost of credit risk (CRt),

ratio between the loans loss provisions and the average volume of loans to cus-

tomers. While the gross interest return on loans to customers could enable to obtain

indicative information about the pricing policies adopted by banks, it could not be

considered as an appropriate indicator to analyze the profitability of the lending to

customers activity as a whole, as it does not take into account the funding from

customers cost and the impairment losses on loans to customers. The net interest

return on loans to customers partially resolves one of the limits of the gross interest

return indicator, as it considers also the losses coming from the loans to customers

quality deterioration, although it does not take into account the funding from

customers cost. As for the explanatory variables, in this regression we included

all the variables considered in the previous regressions (1) and (2). The bank size

dummy variables (BSit) allow to verify the significance of the heterogeneity by

bank size emerged in the net interest return on loans to customers and if smaller

banks effectively registered a more intense return on the lending activity than larger

banks (hypothesis 11). Therefore, according to the descriptive evidence analyzed in

section “Main Descriptive Evidence and Hypotheses of Research”, we expect a

negative significance (�) of the larger banks dummy variable (LAt) and a positive

significance (+) of the smaller banks dummy variable (SMt). The juridical conno-

tation dummy variables (JCt) enable to verify if cooperative banks registered a more

intense return on the lending activity than commercial banks (hypothesis 12).

Therefore, according to the descriptive evidence analyzed in section “Main

Descriptive Evidence and Hypotheses of Research”, we expect a positive signifi-

cance (+) of the cooperative banks dummy variable (CBt). The credit trend vari-

ables (CTot)—the loans to customers growth rate, both in the same year (Δ%LCt)

and in the previous one (Δ%LCt� 1)—enable to analyze the relationship between

the loans to customers growth rate and the net interest return on loans to customers

(hypothesis 14). Therefore, according to the descriptive evidence analyzed in

section “Main Descriptive Evidence and Hypotheses of Research”, we expect a

positive significance (+) of the loans to customers growth rate both in t (Δ%LCt)

and in t � 1(Δ%LCt� 1). The credit quality variables (CQpt) allow to verify if and

how the credit quality and its deterioration had a negative impact on the net interest

return on loans to customers (hypothesis 15). Therefore, according to the
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descriptive evidence analyzed in section “Main Descriptive Evidence and Hypoth-

eses of Research”, we expect a negative significance (�) of the gross deteriorated

loans to customers incidence in t� 1 (%GDLCt� 1), of the gross loans to customers

rate of deterioration in t(Δ%GDLCt) and of the gross loans to customers rate of

deterioration in t � 1(Δ%GDLCt� 1).

Regressions (1), (2) and (3) are estimated adopting a pooled ordinary least

squares approach (POLS) and a static panel approach, both with random effects

(RE) and with fixed effects (FE). First of all, we add the year dummies in order to

catch possible common time effects due to the different phases in the evolution of

the crisis (global financial crisis and economic downturn between 2008 and 2009,

slow economic recovery in 2010, sovereign debt crisis and economic downturn

between 2011 and 2012). Despite the presence of year dummies, our residuals

present heteroscedasticity problems pointed out by all the heteroscedasticity tests

(Breusch-Pagan, White, Modified Wald test for groupwise heteroscedasticity).

Moreover, Wooldridge test for autocorrelation highlights the presence of autocor-

relation. Given the presence of heteroscedasticity and autocorrelation, we choose to

use cluster-robust standard errors. After the estimation, we have to choose the

favorite model among pooled ordinary least squares regression (POLS), panel

data with random effects (RE) approach and panel data with fixed effects

(FE) approach. In order to choose between pooled ordinary least squares regression

(POLS) and panel data with random effects (RE) approach, we use the Breusch and

Pagan Lagrangian Multiplier test for random effects and, in every case, the test

reject the null hypothesis (with a p-value below 1%), therefore the panel data with

random effects (RE) approach has to be preferred. To select the best model between

the pooled ordinary least squares regression (POLS) and the panel data with fixed

effects (FE) approach, we perform the F-test on all the dummies for the subject-

specific effects (the fixed effects). We always reject (with a p-value well below 1%)

the null hypothesis that all dummies are jointly non-significant, therefore the panel

data with fixed effects (FE) approaches to be preferred. In order to choose between

the panel data with random effects (RE) approach and the panel data with fixed

effects (FE) approach, we employ the Hausman test (to be precise, we perform the

Hausman test by using a procedure based on auxiliary regressions, by following the

Mundlak’s approach 1978). In this case we find that the data with fixed effects

(FE) approaches to be used for regressions (1) and (3), while the panel data with

random effects (RE) approach can be used for regression (2). We also check for

problems due to multicollinearity and outliers. About multicollinearity, there are

not variables that present a variance inflation factor (VIF) above 10; moreover, with

a backward process (that is deleting the less significant variable, till all variables

have a p-value below 10%) we delete from the chosen—panel data with fixed

effects (FE) approach for regressions (1) and (3) and panel data with random effects

(RE) approach for regression (2)—the variables that are not significant with a

further reduction of the VIF values of the variables. The restricted regressions

(RE-Rand FE-R) usually confirm the results of the full model, showing the robust-

ness of the results to possible multicollinearity problems. About outliers, for each

regression we repeat the estimation after deleting the banks that present, in the

The Determinants of Lending to Customers: Evidence from Italy Between 2008. . . 89



pooled regression, a high value of both leverage and Cook’s distance in at least

1 years. All estimates are very robust: we do not observe changes in which variables

are significant and in the signs of these significant variables. Given that in two of the

three analyses we select the FE approach, given that the presence of subject-specific

fixed effects implies the need to remove all the dummies that groups banks in size

classes or with different juridical connotation, and given the importance of the

dimensional heterogeneity for our analysis, we decide to interact the dimensional

dummies with the continuous explanatory variables in order to understand if the

size can influence the coefficient of these variables. In other words, to understand if

the size has a relevant impact in modifying the relationships between these explan-

atory variables and the dependent variable. In the specification with a size dummy

interacted with the continuous explanatory variables, both the F test on fixed effects

and the Hausman test reject their null hypothesis, selecting the FE specification for

all the three analyses. Wecallthese estimations FE-DUM.

6 Results of the Estimations

6.1 Credit Trend

According to the results of tests used to select the best model between pooled

ordinary least squares regression (POLS), panel data with random effects (RE) and

panel data with fixed effects (FE), the panel data with fixed effects (FE) approach

resulted the unbiased estimator for regression (1). Table 14 reports the results of the

estimations of regression (1) for the pooled ordinary least squares (POLS)

approach, for the panel data with random effects (RE) approach, for the panel

data with fixed effects (FE) approach and for the panel data with fixed effects

interacted with the smaller banks dummy variable (FE-DUM).

About the bank size and the juridical connotation, the panel data approach with

fixed effects (FE) do not allow to estimate the significance of the relating dummy

variables in explaining the loans to customers growth rate. However, according to

the results of the pooled ordinary least squares regression (POLS), the major and

large dummy variable results significantly negative, the smaller banks dummy

variable significantly positive and the popular banks dummy variable significantly

positive. About the cooperative dummy variable, it results positive, but not signif-

icant. Therefore, the pooled ordinary least squares regression (POLS) would sug-

gest to accept hypothesis 1 and hypothesis 3. Instead, given that the cooperative

bank dummy variable could be strongly correlated with the smaller banks dummy

variable, as most of the smaller banks are cooperatives, the significance of the

cooperative bank dummy variable could be affected by this collinearity aspect.

According to the panel data with fixed effects (FE) estimation, no one of the

variables considered about the credit quality look significant in conditioning the

loans to customers growth. Therefore, hypothesis 4 could not be accepted.
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Table 14 Results of the estimations—Regression (1)—Credit trend

POLS RE FE 0FE-R FE-DUM

LAt Larger banks (t) �0.03169 �0.02682 (Omitted) (omitted)

0.0295 0.0867

SMt Smaller banks (t) 0.02631 0.02824 (Omitted) (omitted)

0.0034 0.0566

CBt Cooperative banks (t) 0.00124 0.00317 (Omitted) (omitted)

0.8130 0.7161

PBt Popular banks (t) 0.03521 0.03655 (Omitted) (omitted)

0.0000 0.0019

LC_TAt Loans to customers/

Total assets (t)

�0.13902 �0.09549 0.35288 0.37776 0.07606

0.0000 0.0611 0.0004 0.0000 0.7582

DF_TAt Direct funding/Total

assets (t)

0.09171 0.07793 �0.11427 �0.15657 0.02193

0.0131 0.1668 0.2287 0.0064 0.9551

NIP_TAt Net interbank position/

Total assets (t)

�0.04452 �0.05763 �0.06260 0.05628

0.0765 0.1057 0.2181 0.7715

LC_DFt Loans to customers

to direct funding ratio (t)

�0.00133 �0.00200 �0.00351 �0.08750

0.9345 0.9481 0.9441 0.3069

LRt Leverage ratio (t) �0.06470 0.00721 0.20764 �0.34219

0.2133 0.9180 0.4419 0.5341

NIM_OIt Net interest margin/

Operating income (t)

�0.00023 �0.00206 0.00255 �0.04883

0.9725 0.7809 0.8559 0.2302

NF_OIt Net fee/Operating

income (t)

0.00321 0.00264 �0.03686 0.06465

0.8858 0.9396 0.5656 0.7174

%GDLCt�1 Gross deteriorated loans

to customers incidence

(t � 1)

�0.26226 �0.23506 0.00126 �0.16471

0.0000 0.0000 0.9934 0.5910

Δ%GDLCt Gross loans to customers

rate of deterioration (t)

0.08450 0.06138 0.03045 �0.70056

0.0122 0.4575 0.6982 0.1634

Δ%GDLCt�1 Gross loans to customers

rate of deterioration

(t � 1)

0.01405 �0.00261 �0.04852 0.22817

0.6968 0.9292 0.1479 0.5149

2010 Year 2010 0.00973 0.00799 �0.00569 �0.00752

0.0422 0.0631 0.2277 0.0747

2011 Year 2011 �0.03453 �0.03658 �0.05350 �0.05436

0.0000 0.0000 0.0000 0.0000

2012 Year 2012 �0.06141 �0.06206 �0.06473 �0.06287

0.0000 0.0000 0.0000 0.0000

C Constant 0.09283 0.06389 �0.09355 �0.06600 �0.01881

0.0019 0.2376 0.2010 0.0980 0.7871

Source: Own elaboration on data from ABI Bilanci Fast
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However, according to the results of the pooled ordinary least squares regression
(POLS), the gross deteriorated loans to customers incidence in t � 1 result signif-

icantly negative, while the gross loans to customers rate of deterioration in t is

positively significant and the gross loans to customers rate of deterioration in t � 1

is not significant. Therefore the coefficient of the gross deteriorated loans to

customers incidence in t � 1 supports hypothesis 4, and the positive sign of the

gross loans to customers rate of deterioration could not defeat our hypothesis

because the loans to customers trend could be affected by credit deterioration

with a lag in time. Finally, all the 3 year dummies result negatively significant in

explaining the loans to customers growth rate. Moreover, as their coefficients are

higher and higher in absolute value as the year increase, the estimations suggest that

effectively the slowdown in the loans to customers trend was relatively more

relevant in 2011 and in 2012 than in the previous years. As for regression (1) the

estimation of the model interacted with the smaller banks dummy variable do not

add anything more to the analysis.

Among the variables considered to capture the main intermediation model

features, only the loans to customers to total assets and the direct funding to total

assets are significant. The loans to customers to total assets is positively related to

the loans to customers growth rate. Consistently with hypothesis 5, banks charac-

terized by an assets composition more traditionally oriented towards lending to

customers registered a more intense loans to customers trend. On the contrary, the

direct funding to total assets variable result negatively related to the loans to

customers growth rate: banks characterized by a liabilities composition more

traditionally based on direct funding performed less intensely in lending to cus-

tomers. This evidence, however, looks in contrast with the descriptive evidence

supporting hypothesis 5, with the POLS estimate, and with the evidence emerged in

Tutino et al. (2014) and in Gambacorta and Marques-Ibanez (2011). According to

Tutino et al. (2014), the more traditionally focused is the funding structure, the

more stable it results in sustaining the loans to customers providing. However,

Tutino et al. (2014) present a cross-section analysis with an OLS estimate, that is

consistent with the POLS estimate of this paper, and restrict the analysis to

2008–2011, in a period characterized by the peak of the liquidity crisis. According

to Gambacorta and Marques-Ibanez (2011), banks characterized by a higher inci-

dence of deposits form customers on total liabilities show higher in supporting the

credit trend. Indeed, the financial crisis showed that banks characterized by a

financial structure excessively dependent on short term funding on the interbank

market had been affected by turbulences on the interbank market in a more relevant

way, letting emerge a higher vulnerability of the financial structure and, conse-

quently, registering more significant impacts in terms of credit supply. However,

the net interbank position results not significant, therefore it does not support this

consideration. As for the leverage ratio, it does not result significant in explaining

the loans to customers growth rate. In Tutino et al. (2014), however, it results

negatively significant, in contrast with the expectation. Similar evidence emerged

in Gambacorta and Marques-Ibanez (2011). According to the authors, the negative

sign of the relationship lead to doubt about the significance of the indicator in
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capturing the effect of capitalisation of the bank on the dynamic of credit. As

highlighted in Tutino et al. (2014), the leverage ratio itself typically looks at the

quantitative aspect of the financial structure, without dealing with its quality. What

is really relevant is not the level of equity compared to the total assets volume, but

the whole structure of the funding and of the assets: their composition, their

vulnerability and—as already highlighted—their stability in sustaining the lending

activity of banks.

6.2 Credit Quality

As for the estimation of regression (2), according to the acceptance of the Hausman

test, we can use the panel data with random effects (RE) approach. In this way, we

gain efficiency in the estimate compared the panel data with fixed effects (FE), and
we are not forced to delete the bank size and the juridical connotation dummy

variables. Table 15 reports the results of the estimations of regression (2) for the

pooled ordinary least squares (POLS) approach, for the panel data with random
effects (RE) approach, for the panel data with fixed effects (FE) approach and for the
panel data with fixed effects interacted with the smaller banks dummy variable

(FE-DUM).

About the bank size, the results of the estimations lead to accept hypothesis 6: the
smaller banks dummy variable is positively related to the gross loans to customers
rate of deterioration, but only for the restricted random effect regression (RE-R).

Between 2008 and 2012 smaller banks effectively showed a more intense loans to

customers quality deterioration than larger banks.

As for the juridical connotation, the cooperative bank dummy variable results

negatively significant in explaining the gross loans to customers rate of deteriora-
tion, while the popular banks dummy variable does not result significant. Over the

period analyzed cooperative banks showed a less intense loans to customers quality

deterioration than commercial banks and popular banks with the same size and

features. Therefore the estimations do not enable to verify hypothesis 8 and, as the

sign of the relationship results in contrast with our expectation, lead to refuse

hypothesis 7. However, as the cooperative bank dummy variable could be strongly

correlated with the smaller banks dummy variable, as most of the smaller banks are

cooperatives, the significance of the cooperative bank dummy variable could be

affected by this aspect.

About the significance of the loans to customers trend in affecting the credit

quality deterioration, the estimations lead to accept hypothesis 9. The loans to

customers growth rate variable result positively significant at 10% in relation to

the gross loans to customers rate of deterioration. Banks which showed a more

intense loans to customers trend registered a more relevant quality deterioration. In

particular, the estimations interacted with the smaller banks dummy variable let

emerge that the positive effect of the loans to customers growth rate on the credit

quality deterioration is significantly higher for larger banks. However, the
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Table 15 Results of the estimations—Regression (2)—Credit quality

POLS RE RE-R FE FE-DUM

LAt Larger banks (t) �0.00267 �0.00202 (Omitted) (omitted)

0.7826 0.7747

SMt Smaller banks (t) 0.01144 0.01113 0.01223 (Omitted) (omitted)

0.0553 0.0552 0.0285

CBt Cooperative banks (t) �0.01295 �0.01311 �0.01027 (Omitted) (omitted)

0.0002 0.1170 0.0331

PBt Popular banks (t) �0.00279 �0.00282 (Omitted) (omitted)

0.6022 0.6895

LC_TAt Loans to customers/

Total assets (t)

0.01074 0.00853 0.05356 0.26274

0.5558 0.6845 0.4963 0.0200

DF_TAt Direct funding/Total

assets (t)

�0.00307 0.00375 0.06885 �0.09589

0.9003 0.8593 0.1127 0.3631

NIP_TAt Net interbank posi-

tion/Total assets (t)

�0.00917 �0.00435 0.05890 0.07045

0.5824 0.7661 0.4636 0.4657

LC_DFt Loans to customers

to direct funding

ratio (t)

�0.00075 �0.00251 0.02930 �0.03682

0.9442 0.8526 0.2103 0.1293

LRt Leverage ratio (t) �0.16765 �0.16854 �0.15206 �0.23897 �0.69907

0.0000 0.0000 0.0000 0.0727 0.0610

NIM_OIt Net interest margin/

Operating income (t)

0.00903 0.00927 0.01615 0.01280

0.0417 0.1768 0.2897 0.5505

NF_OIt Net fee/Operating

income (t)

�0.03230 �0.03325 �0.06112 �0.03816

0.0295 0.2517 0.3750 0.7119

Δ%LCt Loans to customers

growth rate (t)

0.02674 0.02934 0.03607 0.02763 �0.11822

0.0950 0.2636 0.0826 0.3898 0.0544

Δ%LCt Loans to customers

growth rate (t � 1)

0.01477 0.01139 �0.01307 �0.01160

0.2536 0.3695 0.2725 0.7122

2010 Year 2010 �0.01001 �0.01001 �0.00829 �0.01000

0.0018 0.0012 0.0000 0.0002

2011 Year 2011 �0.00589 �0.00545 �0.00166

0.0763 0.1577 0.6821

2012 Year 2012 0.01067 0.01141 0.01327 0.02173

0.0039 0.0100 0.0000 0.0113

C Constant 0.03522 0.02888 0.03230 �0.06866 �0.05075

0.0754 0.1863 0.0000 0.3598 0.4792

Source: Own elaboration on data from ABI Bilanci Fast
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estimations do not enable to verify if the quality deterioration resulted effectively

lagged in time. Indeed the loans to customers growth rate in the previous year

results as not significant. Finally, among the 3 year dummies, the 2010 results

negatively significant and the 2012 positively related to the gross loans to cus-
tomers rate of deterioration, while the 2011 does not result significant, confirming

that in 2010 the credit deterioration is less intense, while in 2012 it increases

significantly.

Among the variables considered to capture the main intermediation model

features, only the leverage ratio shows a statistically significant negative relation-

ship with the gross loans to customers rate of deterioration. Banks characterized by
a lower incidence of equity on total assets registered a more intense credit quality

deterioration. This evidence, in contrast with hypothesis 10, could be biased by a

possible endogeneity of the leverage ratio. In fact, as the loans to customer

deteriorate, provisions reduce profits, with negative effect on the equity. According

to the estimation of the model interacted with the smaller banks dummy variable,

the leverage ratio remains negative for smaller banks and it becomes positive for

larger banks and the loans to customers to direct funding ratio becomes significantly

positive for larger banks, still in contrast with hypothesis 10. Only the loans to

customers to total assets ratio, negatively significant for larger banks and positively

for smaller banks, looks in line with hypothesis 10. For smaller banks, a traditional

intermediation model feature as the prevalence of the loans to customers among the

investments could effectively explain the higher credit quality deterioration.

6.3 Income Effects

As for regression (1), the panel data with fixed effects (FE) results to be the unbiased
estimator to estimate regression (3) in comparison to the pooled ordinary least
squares (POLS) and panel data with random effects (RE) approaches. Table 16

reports the results of the estimations of regression (3) for the pooled ordinary least
squares (POLS) approach, for the panel data with random effects (RE) approach,
for the panel data with fixed effects (FE) approach and for the panel data with fixed
effects interacted with the smaller banks dummy variable (FE-DUM).

About the bank size and the juridical connotation, the panel data approach with
fixed effects (FE) do not allow to estimate the significance of the relating dummy

variables in explaining the net interest return on loans to customers. Therefore, the
estimations do not enable to verify hypothesis 11 and hypothesis 12. However,
according to the results of the other two approaches—the pooled ordinary least
squares regression (POLS) and the panel data with random effects (RE)—the

cooperative banks dummy variable and the popular banks dummy variable result

significantly negative, while the larger banks dummy variable and the smaller
banks dummy variable still do not result significant. Therefore, although probably

biased, these estimations would suggest to refuse hypothesis 12.

The Determinants of Lending to Customers: Evidence from Italy Between 2008. . . 95



Table 16 Results of the estimations—Regression (3)—Income effects

POLS RE FE FE-R FE-DUM

LAt Larger banks (t) �0.00039 �0.00042 (Omitted) (omitted)

0.9126 0.8945

SMt Smaller banks (t) 0.00077 0.00092 (Omitted) (omitted)

0.7218 0.6854

CBt Cooperative

banks (t)

�0.00389 �0.00437 (Omitted) (omitted)

0.0021 0.0148

PBt Popular banks (t) �0.00474 �0.00474 (Omitted) (omitted)

0.0145 0.0535

LC_TAt Loans to cus-

tomers/Total

assets (t)

�0.04445 �0.03529 0.00697 0.01363

0.0000 0.0001 0.5850 0.7296

DF_TAt Direct funding/

Total assets (t)

0.04999 0.04431 0.01631 0.02495 �0.00498

0.0000 0.0001 0.3194 0.0081 0.9077

NIP_TAt Net interbank

position/Total

assets (t)

0.01672 0.01842 0.02270 �0.01961

0.0059 0.1919 0.2843 0.5731

LC_DFt Loans to cus-

tomers to direct

funding ratio (t)

0.01661 0.01390 0.00528 �0.00554

0.0000 0.0089 0.4641 0.6007

LRt Leverage ratio (t) 0.00283 0.01769 0.14652 0.18572 0.21660

0.8226 0.4125 0.0065 0.0000 0.0184

NIM_OIt Net interest mar-

gin/Operating

income (t)

0.00545 0.00601 0.00769 0.02962

0.0007 0.0009 0.1140 0.0008

NF_OIt Net

fee/Operating

income (t)

�0.01996 �0.02623 �0.03667 �0.00839 �0.12468

0.0002 0.0004 0.0821 0.0694 0.0024

Δ%LCt Loans to cus-

tomers growth

rate (t)

0.04115 0.03644 0.02391 0.02449 �0.01768

0.0000 0.0000 0.0021 0.0040 0.3346

Δ%LCt Loans to cus-

tomers growth

rate (t � 1)

0.01385 0.01178 0.00256 0.00324

0.0039 0.0134 0.4929 0.6488

%

GDLCt � 1

Gross deterio-

rated loans to

�0.00106 �0.02437 �0.09362 �0.10528 0.10722

(continued)
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Regarding the relationship between credit development and the net interest
return on loans, the results of the estimation lead to accept hypothesis 13. Banks
which showed a more intense loans to customers trend registered a higher return on

the lending activity. Moreover, also the loans to customers growth rate registered

the previous year results positive, even if not significant, while it results signifi-

cantly positive according to both to the pooled ordinary least squares (POLS) and
panel data with random effects (RE) approaches, suggesting that the positive effects
of the loans to customers trend on the net interest return on loans result also lagged

in time.

As for the impact of the credit quality deterioration on the performance of the

lending activity, estimations confirm that the more the credit quality deteriorate, the

lower is the net interest return on loans to customers. Both the gross deteriorated

loans to customers incidence in t � 1 (%GDLCt� 1) and the gross loans to

customers rate of deterioration in t(Δ%GDLCt) results negatively significant in

affecting the net interest return on loans to customers. Therefore hypothesis 14 is

verified: credit quality deterioration, affecting banks’ credit supply policies, had a

negative impact on the return on the lending activity. Given that the estimation of

regression (2) leads to accept hypothesis 9, the findings regarding hypothesis 13 and
hypothesis 14 seem to be in contrast. However, the estimation of the model

interacted with the smaller banks dummy variable contributes to interpret this

evidence. In fact, the negative effects of the gross loans to customers rate of

Table 16 (continued)

POLS RE FE FE-R FE-DUM

customers inci-

dence (t � 1)

0.9051 0.0518 0.0001 0.0000 0.1681

Δ%GDLCt Gross loans to

customers rate of

deterioration (t)

�0.01984 �0.02427 �0.03633 �0.03585 0.10531

0.0149 0.1601 0.0833 0.0903 0.0203

Δ%
GDLCt�1

Gross loans to

customers rate of

deterioration

(t � 1)

�0.00657 �0.00330 0.00066 �0.03526

0.4531 0.6412 0.8895 0.3750

2010 Year 2010 �0.00596 �0.00564 �0.00523 �0.00620

0.0000 0.0000 0.0007 0.0000

2011 Year 2011 0.00505 0.00543 0.00652 0.00564

0.0000 0.0000 0.0008 0.0000

2012 Year 2012 �0.00161 �0.00090 0.00152

0.2336 0.6820 0.6244

C Constant 0.00796 0.01031 0.00211 0.00236 �0.00572

0.2705 0.2096 0.8767 0.7918 0.7016

Source: Own elaboration on data from ABI Bilanci Fast
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deterioration in t(Δ%GDLCt) result significantly stronger for larger banks than for

smaller intermediaries. This estimation looks consistent with the descriptive evi-

dence emerged in section “Main Descriptive Evidence and Hypotheses of

Research”. Smaller banks, although they registered a higher credit quality deteri-

oration, registered a lower cost of risk than larger banks, which impacted less

strongly on the return of the lending activity. This evidence lead to suppose that

maybe smaller banks had been less prudent in loan loss provisioning than larger

banks. Moreover, the estimation of regression (2) interacted with the smaller banks

dummy variable let emerge that the positive effect of the loans to customers growth

rate on the credit quality deterioration is significantly higher for larger banks. This

evidence lead to think over possible negative impacts on the return of the lending

activity in the future. As smaller banks registered a higher credit quality deteriora-

tion, with relatively lower negative income effect, they could face higher losses in

the future, while larger intermediaries anticipated, charging the income statement

with higher loans loss provisions in the past.

Finally, regarding the intermediation model features, among the variables con-

sidered in the model, only the direct funding to total assets variable, the leverage
ratio variable and the net fee to operating income variable show a statistically

significant relationship with the net interest rate of return. Banks characterized by a
more customer oriented funding structure, by a lower incidence of net fee on

operating income and by a higher incidence of equity on total assets registered

higher returns. However, the leverage ratio could present an endogeneity problem,

as higher returns contribute to let the equity and the leverage ratio increase. The net
interest margin on operating income results positive even if not significant, while it
results significantly positive according to both to the pooled ordinary least squares
(POLS) and panel data with random effects (RE) approaches. These results lead to

conclude that effectively banks characterized by more traditional intermediation

models—as the smaller banks are, according to the descriptive evidence discussed

in section “Main Descriptive Evidence and Hypotheses of Research”—could have

experienced higher returns (hypothesis 15). The estimation of the model interacted

with the smaller banks dummy variable, in accordance to the descriptive evidence

discussed in section “Main Descriptive Evidence and Hypotheses of Research”,

lead to support this conclusion. Indeed, the leverage ratio is positive only for

smaller banks, the loans to costumers to funding ratio is significantly positive for

larger banks, the net fee to operating income is positive for larger banks and

negative for smaller banks, while the net interest margin to operating income

ratio is negative for larger banks and positive for smaller banks. According to the

estimations, for smaller banks, the more traditional intermediation model features,

effectively contribute to guarantee higher returns on the lending to customers, while

for larger banks estimations do not lead to conclude the same.
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7 Conclusions

Over the period between 2008 and 2012 the loans to customers trend, the quality

deterioration of the loans to customers portfolios and the interest return on the

lending to customers activity showed in Italy relevant heterogeneities by bank size

and by juridical connotation. The analysis conducted in this paper, based on

financial statements data between 2008 and 2012 from about 500 Italian banks,

investigated if the heterogeneities showed in the loans to customers trend, in the

quality deterioration of the loans to customers portfolios and in the interest return

on the lending to customers activity are effectively significant and to what extent

they could be explained by the differences that could be identified in the main

features of the intermediation model adopted by banks. Moreover, it looked the

existing relationship between the loans to customers trend and the credit quality

deterioration and to what extent they conditioned the economic return of the

lending to customers activity.

About the analysis of the loans to customers trend, the estimations confirm that

over the period analyzed banks characterized by an assets composition more

traditionally oriented towards lending to customers registered a more intense

loans to customers trend. In particular, consistently with the descriptive evidence,

the slowdown in the loans to customers development resulted effectively more

relevant in 2011 and in 2012 than in the previous years. As for the other investigated

factor, the estimations do not clearly lead to further conclusions.

Regarding the credit quality deterioration, the analysis basically confirms that

smaller banks effectively showed a more intense loans to customers quality dete-

rioration than larger banks. Moreover, the estimations confirm that banks which

showed a more intense loans to customers trend registered a more relevant quality

deterioration, especially in the case of larger banks. In particular, consistently with

the descriptive evidence, in 2010 the credit quality deterioration was relatively less

intense, while in 2012 it increased significantly. About the other aspects analyzed,

the results of the estimations do not enable to conclude further more.

Finally, regarding the return on the lending activity, the analysis shows that

banks characterized by a more customer oriented funding structure, by a lower

incidence of net fee on operating income and by a higher incidence of equity on

total assets registered higher returns. In particular, for smaller banks, the more

traditional intermediation model features effectively contribute to guarantee higher

returns on the lending to customers. Moreover, consistently with the descriptive

evidence, the results of the estimations confirm that banks which showed a more

intense loans to customers trend registered a higher return on the lending activity

and that, at the same time, the more the credit quality deteriorates, the lower is the

net interest return on loans to customers. Therefore, the credit quality deterioration

results to have a negative impact on the return on the lending activity. However,

although smaller banks experienced a higher credit quality deterioration, they

registered a lower cost of risk than larger banks, which impacted less strongly on

the return of the lending activity. This evidence leads to suppose that maybe smaller

The Determinants of Lending to Customers: Evidence from Italy Between 2008. . . 99



banks had been less prudent in loan loss provisioning than larger banks. Moreover,

as the estimation regarding the credit quality deterioration let emerge that the

positive effect of the loans to customers growth rate on the credit quality deterio-

ration is significantly higher for larger banks, this evidence lead to think over

possible negative impacts on the return of the lending activity in the future.

Overall, although the results of the estimations do not allow to confirm all the

investigated aspects, the analysis clearly leads to conclude that over the period

analysed banks which performed more intensely in terms of lending to customers

trend effectively experienced a more significant credit quality deterioration, with

significant negative impact in terms of return on the lending activity. In particular,

as smaller banks registered a higher credit quality deterioration, with relatively

lower negative income effect, they could face higher losses in the future, while

larger intermediaries anticipated, charging the income statement with higher loans

loss provisions in the past.
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Possibilities of Exotic Options Application

in the Pro-ecological Investments Efficiency

Assessment

Dziawgo Ewa

Abstract Environmental degradation is a global problem of modern civilisation. It

is a challenge to contemporary enterprises to combine economic benefits and social

responsibility with pro-environmental activities. Traditional methods of evaluation

of investment projects may result in undervaluing some of the analysed

pro-environmental projects. Hence, there is a need for new methods of investment

project assessment which would enable active project management. The method of

analysing real innovation enables valuation of flexibility embedded in a project.

This is of particular importance in assessing pro-ecological projects. Some types of

financial option and models of their valuation can facilitate pro-environmental

management of the company value. This paper presents selected types of financial

exotic-flexible options and models of their valuation. Their application can make it

significantly easier to manage the pro-environmental investment projects of a

company. The aim of the study is to present the possibility of transferring financial

option pricing models of to the area of pro-ecological investment projects. This is of

key importance in investments management.

Keywords Pricing models of options • Investment management • Risk

management

1 Introduction

Modern society has an obligation to prevent degradation of the natural environ-

ment, which results from managing renewable and non-renewable resources in an

irrational and improper manner. Adverse climate change, loss of biodiversity,

unsustainable use of natural resources, decrease in the planet’s ability to absorb

pollution and waste necessitate the implementation of solutions aimed at reducing

the system degradation. Solving environmental issues requires international coop-

eration. Environment degradation issues are widely discussed at many international
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forums, especially within the UNO and the EU. Of key importance in this regard is

to develop a strategy and to implement green economy programmes. This is a type

of economy which has a positive effect on people’s welfare and social equality,

while at the same time reducing environmental risks and the consumption of natural

resources (Figge and Hahn 2012).

Green growth is a new, revolutionary paradigm of development, which sustains

economic growth while at the same time ensuring climatic and environmental

permanence (Jänicke 2012). While taking into account the future consequences of

its actions, contemporary society should respect frugal production and consumption

and recycle waste (Coddington 1993).

A key role in the concept of eco-development is played by enterprises. Increas-

ing awareness in the society of the need to prevent environment degradation makes

enterprises combine economic benefits and social responsibility with

pro-environmental actions. Taking into account environmental issues improves a

company’s image. New factors which affect creating value in a company are

associated with seeking innovative methods which can be used to evaluate the

pro-environmental projects implemented by the company. The concept of financial

exotic options analysis and models of pricing their options can be transmitted (with

certain limitations) on area of estimate of efficiency of investment. The purpose of

this paper is to present the applicability of exotic-flexible options in the assessment

of the pro-ecological projects.

2 Implementation of the Assumptions of

Pro-environmental Policy by Enterprises

The state has some environmental protection tools which it can use to control

environmental protection processes:

– Legal instruments: emission standards, regulations regarding licensing certain

kinds of activities, regulations which necessitate that environmental protection

requirements should be met, principles of eco-development as a criterion of land

development, regulations concerning carrying out an environmental impact

assessment, an official list of hazardous waste.

– Economic instruments: ecological fees, environmental penalties, product fees,

subsidies and emission trading (Poskrobko 1998).

Instruments of social impact are also important in the system of environmental

management. Their aim is to influence individuals and social groups, both directly

and indirectly, with an intention of encouraging them to act pro-environmentally.

Ecological education of the society should ensure proper perception of the envi-

ronment and processes that take place within it.

The environmental policy of the authorities, legal and administrative environ-

mental regulations, international regulations as well as an increase in the society’s
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awareness of the need to prevent degradation of the natural environment—all this

helps to modify economic activities in companies, as a consequence of which

companies try to combine economic benefit and social responsibility with environ-

mentally friendly actions. It is desirable, when seeking permanent partners and

strategic investors, to take into account both good financial results and implemen-

tation of various elements of social and pro-environmental policy (Dziawgo and

Dziawgo 2016).

Taking into account environmental aspects contributes to improvement of envi-

ronmental parameters of a company operation. Examples of implementation of

environmental priorities by companies include: minimising resource- and energy-

intensity of production and storage, implementation of environmentally-friendly

changes in manufacturing technology, reducing environmental nuisance caused by

the products offered by a company, reduction of pollution and waste generated

directly by the company, creating conditions which favour recovery of raw mate-

rials, recycling, using waste as an additional source of energy, carrying out and

sponsoring of research work devoted to launching new pro-environmental products

and improvement of manufacturing processes, sponsoring programmes of environ-

mental education.

Scientific and innovative pro-environmental research is of key importance in the

process of making companies pro-environmental. Implementation of low-waste and

no-waste technologies should frequently be accompanied by existing technologies,

which—for various reasons—cannot be replaced with more environmentally

friendly ones. If new products are launched or if changes are made in existing

ones, it is necessary to limit the harmful effect on the environment in all phases of

the product life cycle. This means that the amount of waste should be reduced or

minimised at every stage of the process of the product manufacture, sale, consump-

tion and at the post-consumption stage (Common and Stagl 2005).

Waste recycling and its reduction at the source are the main methods of

minimising waste applied in production companies. Waste reduction at source

can be achieved by changing the raw material used in production or by a change

of the production process. Implementation of pro-environmental projects can bring

tangible benefits for a company, such as: material and energy savings, increasing

the use of raw materials and energy by limiting losses and increasing efficiency of

production processes, reducing environmental fees, avoiding penalties for violation

of environmental protection regulations, an increase in economic effectiveness of a

company and, in consequence, in its competitive edge, reduction of production

costs, an improvement of the company image thanks to offering environmentally

friendly products.
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3 Real Options in the Analysis of Pro-ecological Projects

The net present value (NPV) method is one of the most commonly used ones in the

investment account (Myers 1984). According to this method, such investment

projects should be accepted for which the NPV has a positive value. An assessment

of an investment project by the NPV method can undervalue certain projects as it

does not value the decision flexibility of certain investment projects.

When an investment decision is taken, concerns may arise about the date of

starting an investment, about expanding the scale of the project, temporary suspen-

sion of the project or its discontinuation (Amram and Kulatilaka 1999). The real

option analysis method enables valuation of the ability to react swiftly to changes in

the environment. Therefore, it is an analytical tool which facilitates active man-

agement of an investment project (Dziawgo 2014).

Real innovation is a right (but not an obligation) to change a decision within an

investment project if new factors appear that affect its execution (Trigeorgis 2001).

For some investment projects, several types of real options can occur simulta-

neously (Fig. 1).

Defer option means that the project execution is delayed in order to examine

more closely the changing market environment. If there are any circumstances

which can have an adverse effect on the company, defer option helps to avoid

unprofitable investments and suffering losses. On the other hand, if the project is

executed later (in more advantageous market conditions), it can generate profits.

One of such examples of defer option is an investment project which involves the

acquisition of land with mineral deposits. Before excavation is started, a series of

additional analyses should be carried out to explore the contents of the deposit better.

defer options

growth 
options

alter operating scale 
options

discontinue 
options

Fig. 1 Real options in the

investment projects
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The results of such analyses can affect the decisions to assign sufficient resources in

order to reduce the amount of waste or to increase the degree of waste reuse.

Discontinue option enables one to discontinue a project if disadvantageous

market conditions occur or if technical analyses give negative results. Examples

of pro-environmental projects in which discontinue option is applied include:

taking into account environmental characteristics when purchasing goods, carrying

out R&D work aimed at obtaining materials by recycling or from new sources,

participation in the transfer of environmental techniques and technologies.

Growth option enables a company to carry out more projects. A company uses its

resources and carries out an investment project to ensure expansion of its activities

by new products and modern technologies. The following pro-environmental pro-

jects can be considered within the growth option: placing new pro-environmental

products on the market, implementation of new technologies in the production

process, in which materials recovered by recycling are used, applying technologies

which reduce the consumption of raw materials and minimise the amount of waste

produced, implementation of energy-saving technologies, placing new technologies

to minimise the amount of waste.

Owing to alter operating scale option, it is possible to differentiate production

scale depending on the changing market conditions. Projects undertaken in the

company can be temporarily reduced or suspended and re-launched. The production

scale can be periodically increased or reduced. This option improves the effective-

ness of the operating activities. The option of altering operating scale can include

undertakings aimed at reducing the resources consumption rate, including materials

obtained from recycled waste in the production process, reducing materials and

energy consumption.

The value of real options is dependent on the following factors: the current value

of the benefits of the investment project, investment layouts, the expiry time of the

investment project, the discount rate being the risk-free rate, volatility of cash

flows, and the cash flows lost (Fig. 2).

value of real 
option 

current value of 
the benefits of 
the investment 

project

investment 
layouts

expiry time of 
the investment 

discount rate 
being the risk-

free rate

cash flows lost

volatility of cash 
flows

Fig. 2 Factors which effect on the value of real options
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4 The Exotic-Flexible Options in the Assessment

of Pro-ecological Investments

There are certain similarities between real and financial innovations. The buyer of

the financial call/put option has the right (but not the obligation) to buy/sell a

specific underling instrument at the certain time (the expiration date) for a certain

price (the strike price). Financial options are issued on the interest rate, currency,

economic index, shares (Hull 2003; Dziawgo 2003). Both financial and real options

are implemented if they bring benefits to the buyer. It is also typical of both option

types that they are applied in a risky environment and that they enable a choice of

alternative solutions. The main differences between real and financial options

include the possibility of an active reaction of the buyer of a real option to the

factors which affect its value, the real options’ being characterised a longer time to

expiry and absence of the exclusive right to implement a real option. A real option

can be implemented by a competitor that is carrying out a similar investment.

Exotic options are characterized by the income structure different from the

structure of standard options (Zhang 2001; Dziawgo 2013). Flexible options are

the time-dependent options in the class of exotic options. The buyer their options is

entitled to selection of some option features in the future. The flexible options are

the following (Rubinstein 1991): forward start option, chooser options (simple and

complex).

4.1 Forward Start Option

Parameters of the forward start option are established at two moments:

– At time t0 (beginning of the option life cycle) an agreement is concluded, which

establishes the method and time of establishing the strike price, type and

quantity of the underlying instrument.

– At time t1 (start time)—the strike price is established (Fig. 3).

After the starting time, the forward start option becomes a standard option.

A modified model of valuation of a forward start option, which can be applied

for evaluation of pro-ecological investments, is given as equation:

Cf ¼ e�qTSN d1ð Þ � e�r T�t1ð ÞXN d2ð Þ ð1Þ
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where:

Cf Value of the call forward start option

S Value of future pecuniary income from the investment project, re-valued

for year t1 S ¼
Xn
i¼0

Sτi 1þ μð Þ�τi , Sτi

Pecuniary income from the investment project in year τi
n The period of the investment project (years)

μ Discount rate

r Risk-free interest rate

X Investment outlay in year t1
T Time to the option maturity

σ Coefficient of volatility of the cash flows generated by the investment

q Lost cash flows

N(d ) Cumulative probability function for a standard normal variable distribution

d1 ¼ ln S
Xð Þþ r�qþ0;5σ2ð Þ T�t1ð Þ

σ
ffiffiffiffiffiffiffi
T�t1

p d2 ¼ d1 � σ
ffiffiffiffiffiffiffiffiffiffiffiffi
T � t1

p
.

The financial effectiveness of the investment in terms of real options is:

ROV ¼ Cf � I ð2Þ

Time in the analysis of forward start option 

at time t0
an option contract is concluded  

t1 - start time 

T - time to maturity

Fig. 3 Time and forward

start options
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where:

ROV Real options value

I Value of initial investment in research and development—value of updated

cash flow (until the moment of beginning)

other designations remain the same as in formula (1).

If the ROV has a positive value, the investment is profitable.

Variability of cash flow in an analysis of real options can be determined by

estimating the variability of rates of return for a twin instrument, from historical

data or from simulation methods (e.g. Monte Carlo).

A forward start option can be applied to evaluate the financial effectiveness of

two-stage (e.g. R&D) pro-environmental projects, whose first stage involves

research in improvement of the product quality and manufacturing processes and

the second—financial outlay for the research, but also purchase of appropriate

manufacturing equipment.

4.2 Chooser Options

In the case of a chooser option, the option’s strike price, expiration time and the

so-called chooser time are determined on the contract date. At the chooser time the

buyer of the option decides whether the possessed option will be a call option or a

put option with a predetermined strike price and expiration time (Fig. 4).

If the chooser option is simple, then the strike price and the times to maturity for

the call and the put option are identical. In the case of a complex chooser option the

strike price and/or the times to maturity for the call and the put option are different.

A modified model of valuation of a simple chooser option, which can be applied

for evaluation of pro-environmental investments, is given as formula:

Cs ¼ S e�qTN d1ð Þ � e�qt0N �ed1

� �� �
� Xe�rT N d2ð Þ � N �ed2

� �� �
ð3Þ

where:

Cs Value of the simple chooser option

t’ Chooser time

t ’ 2 [0; T], X Investment outlay in year t’,

d1 ¼ ln
S
Xþ r�q�0;5σ2ð ÞT

σ
ffiffiffi
T

p , d2 ¼ ln
S
Xþ r�qþ0;5σ2ð ÞT

σ
ffiffiffi
T

p , ed1 ¼ ln

S

e
�r T�t0ð ÞX

þ r�q�0;5σ2ð Þt0
σ
ffiffi
t0

p ,

ed2 ¼ ln

S

e
�r T�t0ð ÞX

þ r�qþ0;5σ2ð Þt0
σ
ffiffi
t0

p ,

other designations remain the same as in formula (1).

The financial effectiveness of the investment is:
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ROV ¼ Cs � I ð4Þ

where:

ROV Real options value

other designations remain the same as in formula (2) and (3).

A modified model of valuation of a complex chooser option, which can be

applied for evaluation of pro-ecological investments, is:

Cc ¼ S e�qT1N1 x; y1; λ1ð Þ � e�qT2N1 �x;�y2; λ2ð Þð Þ�
�X1e

�rT1N1 x� σ
ffiffiffi
t0

p
; y1 � σ

ffiffiffiffiffi
T1

p
; λ1

� �þ X2
�rT2N1 �xþ σ

ffiffiffi
t0

p
;�y2 þ σ

ffiffiffiffiffi
T1

p
; λ2

� �
ð5Þ

where:

Cc Value of the complex chooser option

N(a, b, λ) Bivariate normal function

T1 Time to the call option maturity

T2 Time to the put option maturity

X1 Investment outlay in year t’ (for call option)
X2 Investment outlay in year t’ (for put option),

x ¼ ln Se�qt0
Scr e�rt0

σ
ffiffiffi
T

p þ 0, 5σ2T, yi ¼
ln Se�qTi

Xi e
�rTi

þ0, 5σ2Ti

σ
ffiffiffi
Ti

p , λi ¼
ffiffi
t0

p
Ti
, for i¼ 1 , 2,

Scr is the solution to following equation:

Time in the analysis of chooser option 

at time t0
an option contract is concluded  

t1 - chooser time 

T - time to maturity

Fig. 4 Time and chooser

options
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Scr e�q T1�t0ð ÞN z1ð Þ þ e�q T2�t0ð ÞN �z2ð Þ� ��
�X1e

�r T1�t0ð ÞN z1 � σ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
T1 � t0

p� �� X2
�r T2�t0ð ÞN �z2 þ σ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
T2 � t0

p� � ¼ 0

zi ¼
lnScr e

�q Ti�t0ð Þ
Xi e

�r Ti�t0ð Þ þ0, 5σ2 Ti�t0ð Þ

σ
ffiffiffiffiffiffiffiffi
Ti�t0

p ,

other designations remain the same as in formula (1).

The financial effectiveness of the investment is:

ROV ¼ Cc � I ð6Þ

where:

ROV Real options value,

other designations remain the same as in formula (2) and (5).

If the value ROV [for formula (4) and (6)] has a positive, the investment is

profitable.

A model of valuation of a chooser option can be applied to evaluate the

effectiveness of two-stage pro-environmental (e.g. R&D or bearing a high risk)

projects with the following properties:

– The first stage involves a series of tests.

– Taking actions included in the second stage depends on the test results from the

first stage and the variability of the cash flows generated by the investment

project.

5 Conclusion

For highly predictable and poorly flexible projects, the NPV method (as well as

other discount methods) is a sufficient analytical tool for evaluation of the financial

effectiveness of a project.

Application of a concept of real options in evaluation of investment projects is

justified for projects with high risk and flexibility. Real options can be used to

pricing the flexibility embedded in a project. The method of real option analysis is

an alternative and complement to conventional methods of evaluation of invest-

ment project effectiveness.

In many pro-environmental projects, the outcome is highly uncertain; reaction to

changing market conditions is also possible. Frequently, considerable financial

outlays must be made at the initial stage of execution of pro-environmental projects.

However, in a long term, pro-environmental projects can considerably increase the

company value.

If financial effectiveness of pro-environmental two-stage investment projects is

evaluated, a model of valuation of the forward option and the chooser option is
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commonly used. The structure of these options contains time-dependence. Consid-

ering this feature, models of valuation for these options can be transferred to the

area of valuation of pro-ecological projects, which consists of two stages and from

which options of deferring, growth, discontinuation and altering the operation scale

can be isolated. Considering the possibility of project valuation with respect to a

selected moment and type of investment, flexible options can help company

management to take a decision regarding carrying out a pro-ecological investment

project.
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Weather Derivatives: Another Need for India

Nidhi Choudhary and Girish K. Nair

Abstract The weather derivatives are comparatively new instruments which were

launched only in 1997 for the first time in USA. The instrument since then has

developed huge market in USA and Europe. This paper is an attempt to understand

the working of the instrument and then conclude if the instrument is a good product

for India. The need analysis of weather derivatives in India will be done as per the

three sectors of the Indian Economy, namely Primary or the agriculture and allied

activities sector, secondary or the manufacturing sector and tertiary or the service

sector. The analysis will be done in terms of threat faced by these sectors from

uncertain weather in India and how can weather derivatives help in controlling the

loss in this condition. The paper is an analysis of sectoral need of weather deriv-

atives. The paper will also discuss the major challenges which Indian economy can

face while introducing weather derivatives.

Keywords Weather • Derivatives • Risk management • Sectors of Indian Economy

1 Introduction

The Oxford dictionaries (n.d.) define weather as ‘the state of the atmosphere at a

particular place and time as regards heat, cloudiness, dryness, sunshine, wind, rain,

etc.’ The atmospheric condition or rather the weather conditions have always stood

as an important aspect of running any business. More importantly it is defined as an

important aspect of uncontrollable or the systematic risk. Weather conditions like

rain, storms, hurricanes, tsunamis etc. pose a big threat to business activities. Mist,
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storm, hail, visibility, moisture, high pressure, low pressure, heat, etc. can be critical

for a business at times. These unpredictable conditions pose a serious threat to

business turnovers of small and medium segment businesses to giant empires to

multinational corporations etc. It is also argued that the developing nations are more

exposed to weather risk than developed countries. According to an approximation

by meteorological research institutions, more than 80% of the business activities in

the world are weather dependent (Müller and Grandi 2000). Fundamentally each

sector of the economy is openly or incidentally subject to the effect of the weather

directly or indirectly.

One of the very usual ways of covering these risks was insurance. But the

concept of insurance covers the losses caused by high risk event (like hurricane)

which have a low probability of occurrence. The amount of claim is restricted to the

limit of the loss incurred. But the business is more impacted by less riskier events

(like higher or lower than average rainfall or snow, etc.) which have a higher

likelihood of existence. In such a scenario, the weather derivatives are blessings

for the business houses. An innovation of financial engineering, weather derivatives

are business tools that can be utilized by organizations or individuals as measure of

a risk management policy to reduce their risk linked with adversarial or sudden

weather conditions. The underlying for these derivative contracts is the weather

condition. The stakeholder who trades a weather derivative decides to endure this

risk for a premium. If weather is good and nothing adverse happens, he takes a profit

for himself. However, in case of turn of events and adverse weather conditions, the

company who buys the derivative instrument is entitled to the agreed amount. The

weather derivatives are very different from insurance contracts which cover

low-probability events like cyclones and windstorms. On the other hand, weather

derivatives are shield against high-probability events like a colder-than-expected

winter, etc. The insurance claim is dependent on valuation of losses instigated by

the definite variables but in event of weather derivatives, the clearing of the claim

rest on the existence of the adverse weather condition. Hence, the entire process of

valuation of loss is eliminated which reduces the costs by leaps and bounds. In other

words, there will not be uncertainties in association with the initiation of payment to

the economic operators. Furthermore, since only the value of the weather derivative

is associated with the meteorological variable, the inconveniences regarding the

information asymmetry can be excluded.

More specifically, a financial weather derivative contract may be defined as a

weather liable contract whose settlement will be in an amount of cash which will be

calculated on the bases of future weather events. The disbursement value in this

case will be determined from a weather index, expressed as values of a weather

variable, measured at a specified location. Table 1 summarizes the difference

between weather insurance and weather derivatives.
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2 Working of Weather Derivatives

Weather risk products appear to be relatively new in the market which was

introduced only in 1997. The first weather derivative contract was entered between

Enron and Koch Industries which was aimed at transferring the risk of adverse

weather. These contracts are not linked to prices of any underlying asset or index,

but they are connected to weather indices which are generated from data obtained

from meteorology stations. The underlying index can be of wind speed, snowfall,

precipitation, temperature, or a combination of two or more. A wide majority of

weather derivative contracts are either temperature-related (98%), rain-related

(0.9%), snow (0.5%), and wind (0.2%). Figure 1 presents categorization of weather

based derivative products.

One of the primer features of the derivative contract is that the contract will have

the maximum pay-out specified which is also called ‘Limit’ or the ‘Notional Value’.
Similarly, the contract will also have a ‘Trigger or Strike Level’ which is the pre-set
weather index level at which contract initiates to pay out. The contract can be a put,

call, collar, swap, straddle, etc. in structure. The pay-off of this contract is deter-

mined by the performance of the index comparative to an initiated value and not on

the real loss. However, the maximum payment is ‘capped’ and indicated in the

contract. The logic is that the purchaser of such a derivative would be reimbursed

by the amount for which his cash flows are unfavorably impacted by the weather.

For example, most derivative contracts in the US are based on Heating Degree

Days (HDD) index for winter protection and Cooling Degree Days (CDD) index for

summer protection. They are calculated as follows:

HDD ¼ Max 0; 65�F minus average temperature in a dayð Þ ð1Þ
CDD ¼ Max 0; 65�F minus average temperature in a dayð Þ ð2Þ

The threshold temperature for CDD and HDD has conventionally been 65 �F.
The main reason behind is that most of the consumers are likely to use extra energy

to warm their homes when the temperature is under 65 �F and when it is beyond

65 �F, they tend to use energy on cooling. As discussed, the pay-off is defined as a

Table 1 Weather insurance vs. weather derivatives

Weather insurance Weather derivatives

The payment is subject to the loss incurred by

insurer due to adverse weather conditions

The payment is not subjected to any busi-

ness loss. It is based on weather index

There should be insurable interest to buy a

weather insurance policy

The purchase of a weather derivative can be

even out of speculative motive

The policies are not tradable The derivative contracts are traded on

exchange

Used to cover high risk low probability events Used to cover low risk high probability

events
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specific dollar amount and ‘capped’ in the contract. Let there be a contract of $500

per degree day capped at $15,000.

In case of the contract represented in Table 2,

CDD ¼ 65� minus Average temperature in a day

CDD ¼ 65� � 73� ¼ �8�

The payment in such situation ¼ 8� � 500 ¼ $4000.

3 Objective of the Study

The main objective of the study is to comment on the need of weather derivative

contracts in various sectors of Indian economy after understanding the working of

the contract. The study has done a thorough review of literature and highlighted the

success of the instrument in various countries.

4 Literature Review

The weather derivatives have attained high attention from academicians, press and

financial experts in the western countries but the product has failed to gain the

required attention in Indian economy. A lot of studies have been done about the

need and usefulness of the product in the various economies of the world including

Weather 
Derivatives

Temperature

Heating 
Degree 
Days

Cooling 
Degree 
Days

Cumulative  
Average 

Temperature

Pacific 
Rim

Precepitation

Rainfall Snowfall

Wind

Cumulative 
Wind Speed 

Index

Nordix 
Wind 
Speed 
Index

Hurricane

Fig. 1 Categorization of weather derivatives

Table 2 Example of contract Temperature Degrees

Maximum 84

Minimum 62

Average 73

Base Temperature 65

CDD 8
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India. The following section presents some of the relevant studies for the current

research.

Chen et al. (2006) scrutinized the prospective of weather derivatives in evading

against livestock profit risk, which mainly concerns the profit risk from heat stress

in hot and humid summers in US economy. With the access to conjectural weather

derivatives and reduced equipment, the producer’s ideal portfolio choice of these

two instruments is derived in a “mean-variance utility maximization framework”.

The study concludes that weather derivatives can work as a standby for abatement

technologies. Further, the study suggested that the concurrent usage of them is more

profitable than using them alone.

Stoppa and Hess (2003) analyzed the case of rainfall index insurance with the

help of weather derivatives in agriculture policies with reference of Morocco. They

concluded that the weather derivatives can be beneficial to take care of the general

part of agricultural risk, implying the possible applications in separate arrange-

ments of agricultural risk disclosure.

Hurduzeu and Constantin (2008) emphasized that one of the features that had an

important influence on the economic development was characterized by climatic

change. The issue of the weather risk management holds a priority position for

Governments at international level, corporate houses impacted by weather and the

insurance companies. The authors further tried to discourse a more appropriate

tactic than the traditional insurance policies on the issue of weather risk manage-

ment by offering a novel unusual risk management explanation denoted by weather

derivatives. Additionally, they also focused upon agriculture as an important

economic sector and emphasized the need of employing weather derivatives in

agriculture.

In one of the unique study, Paul (2013) has made an attempt to comment on the

feasibility of weather derivatives in India. He concluded that the weather deriva-

tives in India have a very long way to go and the instrument will see the light of the

day due to loopholes found in insurance programs. But there are certain issues on

the awareness, technical, infrastructure and on legislative end to make them work in

India.

Another research (Sharma and Vashishtha 2007) studied the risk hedging pros-

pects of weather derivatives in agriculture and power sector in India. The research

indicated that the traditional methods of risk hedging tools and methods have

proved to be costly and insufficient for the vast economy like India. The research

further suggested that weather derivative might prove to be more malleable,

maintainable and efficient for Indian economy. Agarwal (2002) has also

commented that a derivative product offers more than an insurance product. An

insurance product is just capable of providing a cover but a weather derivative is not

only capable of providing a cover but also provides more options like ‘trade
feasibility’ and ‘flexibility’.

Therefore, weather derivatives are beautiful creations of financial engineering.

The instrument is a need of the hour for all Indian economy. The presented research

is an attempt to do a more detailed analysis for the requirement of the instrument in

India.
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5 Global Turnover of Weather Derivative Market

The derivative market is one of the fastest growing markets in the world. The

weather section of the derivative market is not deprived of this Midas touch. The

open interest in the market has shown an exponential growth since 2002 (Fig. 2).

However, the markets could not escape the impact of recession in 2009 and the

market size is negatively sloping since then. But it cannot be denied that the market

has shown a tremendous growth over the years as shown in Fig. 3. The bulk of deals
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in weather derivative are still on-going in the US, but there is an emerging market

within Europe which is concentrated in France, UK, Scandinavia and Germany.

The dealings in European market are primarily over-the-counter (OTC) and not

exchange traded contracts. The market is dominated by energy players, insurers and

reinsurers

6 Weather Derivatives for Various Sectors of Indian

Economy

The present study has done the need analysis of weather derivatives in India as per

the three sectors, namely Primary Sector (Includes agriculture and allied activities

like horticulture, animal husbandry, fishing, etc.), Secondary Sector (Includes

various manufacturing and its sub sector.) and Tertiary Sector (Includes service

like retail, healthcare, education, etc.)

6.1 Weather Derivatives for Indian Primary Sector

Despite the fact that agribusiness, including unified exercises, represented just

18 for every penny of the GDP at steady (2011–2012) costs in 2013–2014 as

provided in the Economic Survey of India (Ministry of Finance 2015), its part in

the nation’s economy is much greater with its offer altogether job as indicated by

the 2001 evaluation, keeping on being as high as 47% (The World Bank 2013). The

declining offer of the farming and unified segment in the nation’s GDP is predict-

able with ordinary advancement direction of any economy, however quick agrarian

development stays crucial for employments, livelihoods, and the sustenance secu-

rity (Ministry of Finance 2015). Farming in India relies on upon rainfall in light of

the fact that watering system offices are not completely created. On the off chance

that the rain comes up short or it rains intensely or troublesome, it ruins agriculture

output. Agribusiness is likewise a bet with temperature. Too high a temperature

contrarily influences the efficiency of a yield. The present protection framework in

India does not provide food much for any loss of product because of unfavorable

and unavoidable climatic conditions.

The crop insurance on a large scale was introduced in India in 1985. However,

even till today, crop insurance in India is not available for all crops in all state. This

is a major gap wherein weather derivatives can be of big help. Further, the red

tapism and the ‘Babu’ system in Indian governance is a major problem in imple-

mentation of the insurance system (Kumar 2016). The weather derivatives however

are more transparent in this context. Further, owing to the features of weather

derivatives, they fill up the gap of requirements which is created by the current

features of crop insurance.
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The agriculture sector in India is an important source of employment for a

majority of population. Moreover, the sector has a very important source of food,

food products and even provide raw material for the various industrial sectors. The

variation of the monsoon from the average numbers is a big problem for the sector.

The performance of the monsoon (as shown in the Tables 3 and 4) is unpredictable

Table 3 Key indicators of agriculture sector

# Item 2011–2012 2012–2013 2013–2014 2014–2015

1 Growth in GDP in agriculture and

allied sectors

– 1.2 3.7 1.1

Share of agriculture and allied sec-

tors in total GDP

18.4 18 18 N/A

Crops 12 11.7 11.8

Livestock 4 4 3.9

Forestry and logging 1.6 1.5 1.4

Fishing 0.8 0.8 0.9

2 Share of agriculture and allied sec-

tors in total GCF

8.6 7.7 7.9

Crops 7.4 6.5 6.6

Livestock 0.8 0.7 0.7

Forestry and logging 0.1 0.1 0.1

Fishing 0.4 0.4 0.5

3 GCF in agriculture and allied sec-

tors as per cent to GDP of the sector

(at current 2011–2012 prices)

18.3 15.5 14.8

Source: Ministry of Finance (2015)

Table 4 Performance of monsoon 2003–2012 (June–September)

Year

Number of meteorological

subdivisions Percentage of districts

with normal/excess

rainfall

Percentage of long period

average rainfall for the

country as a wholeNormal Excess

Deficient/

scanty

2003 23 8 5 76 102

2004 23 0 13 56 87

2005 24 8 4 72 99

2006 21 6 9 60 100

2007 18 13 5 72 106

2008 31 2 3 76 98

2009 11 3 22 42 78

2010 17 14 5 70 102

2011 26 7 3 76 101

2012 22 1 13 58 92

Source: Ministry of Finance (2012), http://indiabudget.nic.in/es2012-13/echap-08.pdf
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and uncertain. This adds to the problem of actual vs. projected food grain produc-

tion in the country (Fig. 4). The fluctuations in the expected food grain production

have led to various other problems like inflation, black marketing of food grains,

etc.

In such a situation, the weather derivatives can prove to be an effective tool for

the sector. The scope for the growth of weather derivatives in India is well

highlighted by the facts presented. As pointed by Panagariya et al. (2009), India

is highly vulnerable to climate change. This uncertainly calls for sufficient prepa-

ration for adaptation to possible extreme weather change effects. This makes

weather derivatives in India a need to fight against the variations in temperatures,

rainfall, snow, etc.

6.2 Weather Derivatives for Secondary and Service Sector

The secondary sector is the manufacturing sector in an economy. The sector is one

of the dominant sectors of the economy, which acts like the backbone of develop-

ment. The industrial sector in the economy consists of engineering, mining, elec-

tricity and production activities. The sector accounts for 27.6% of the GDP and

provides employment to 14% of the total workforce (Ministry of Finance 2015).

Today India holds some key commercial ventures in the areas like steel, designing

and machine instruments, gadgets, petrochemicals, and so on. Significance has

likewise been given to enhance the framework of the nation.

The service sector covers a wide exhibit of services extending from service

given by the most modern segments like information transfers, satellite mapping,

and PC programming to basic services like those performed by the hair stylist, the

craftsman, and the handyman; exceedingly capital intensive services like
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Fig. 4 Actual and projected Indian food grain productions
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aeronautics and delivery to labor intensive services like tourism, and housing;

heavy infrastructure related exercises like railroads, roadways, and ports to social

part related exercises like health wellbeing and training. Along these lines, there is

no formally confined definition of service sector. Among the top 15 nations with

most astounding general GDP in 2011, India positioned ninth in overall GDP and

tenth in service GDP. The tertiary sector contributes to about 57% of the GDP and

provides employment to 34% of the labor force.

The two sectors are prominent and they can be adversely impacted by the

weather conditions (Kumar and Yalew 2012). There can be four main lines in

which climate change defies the non-agriculture industries. Firstly, there is an

absolute impact (through variations in climate variables). The second impact is

through disruption of logistic supply of raw products from primary sector, cultiva-

tion and natural resources. Thirdly, the weather conditions have a strong impact on

the productivity of labor and migration of labor (Viswanathan and Kumar 2015).

Research indicates that weather erraticism is a significant positive element of labor

migration. Lastly, the secondary and tertiary sectors are impacted ultimately

through markets which bear the impact of weather. This include crucial factor

like hazard and protection premium, new market prospects, and new taste and

preferences and demand of the customers, etc. These findings can be summarized

in the Fig. 5.

Weather Disturbance

Absolute 
Impact

Impact 
through 
Logistic 
Supply

Impact on 
Labour 

Migration and 
Productivity

Impact on 
Market

Impact on Secondary and Service Sector

Fig. 5 Various ways in which weather can impact secondary and tertiary sector of Indian

economy
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By looking at the factors, one can easily judge that the threats posed by the

weather to these sectors are small and uninsurable. But the overall impact of these

factors can be strong and can adversely impact the profit status of the firm. The

companies can not only hedge against these conditions but also make profit from

the weather conditions with the help of weather derivatives.

7 Potential Market Makers of Weather Derivatives

in India

The existing markets of weather derivatives consist of various market players

which hedge themselves against the adverse weather conditions with the help of

these contracts. Table 5 provides the details of hedgeable weather risks for various

economic sectors.

8 Conclusion

The three sectors of the Indian economy are drastically impacted by the weather

conditions, the agriculture sector being the worst hit. There is a need to introduce

weather derivatives on Indian exchanges and more importantly, there is a need to

introduce them to the most affected classes, i.e. the farmers. The weather deriva-

tives would not only act as a substitute for crop insurance for the farmers but also it

is a step ahead in this direction where the farmers can not only overcome the losses

but make a lot of money by simply betting on weather. The other two sectors may

require a less aggressive approach but their need cannot be underestimated. Hence,

Table 5 Hedgeable weather risks for various economic sectors

Economic sector Hedgeable weather risks

Energy Reduced and/or excessive demand

Hedge Fundsa Making profits on volatile markets

Agriculture Crop yield, handling, storage, pests

Offshore Storm frequency/severity

Insurance Increased claims, premium diversification

Entertainment Postponements, reduced attendance

Retailing Reduced demand of weather-sensitive products

Construction Delays, incentive/disincentive clauses

Transportation Budget overruns, delays

Manufacturing Reduced demand, increased raw material costs

Governments Budget overruns

Source: CME Group (2011)
aSpeculators in weather include hedge funds and others interested in capitalizing on these volatile

markets
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it is high time that the Government of India should introduce the product in the

market on a high scale. Though the Multi Commodity Exchange of India has

introduced the rainfall index so that the over the counter market on rainfall weather

derivatives can develop but that is just a minor step towards the scope and arena of

weather derivatives in India. The contract should be launched with very aggressive

education campaign for the target class. The Government of India should not delay

in introducing the solution to year’s old problem.
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Part II

Economics of Innovation



Global Competitiveness of World

Superpowers: Education, Talents

and Innovations

Antanas Buracas and Vytas Navickas

Abstract The study below evaluates the impact of knowledge determinants on

global competitiveness of the USA, Japan, China and India based on multiple

criteria assessment methodology and their empirical evaluation. The indices for

complex evaluations are determined mostly by the global education and innovation

parameters published in the international comparisons. Their comparative assess-

ment promotes the effective resource distribution and investment policy both in

education and innovative business. It is important to discuss the reliability of

criteria determining the impact of abilities, talents and productive innovations

development on the economic competitiveness. The multiple criteria evaluation is

focused on the education and innovation interdependencies with global output

determinants as well as other criterial systems used for the education and innovation

strategies and their comparative evaluations.

Keywords Global competitiveness • Multiple criteria evaluation • Assessment of

innovation impact • Education impact on innovations

1 Introduction. Presumptions and Criteria

of Measurement

The approach in the research under review concerns the detailing and comparison

of criterial systems for evaluation of the education potential and innovation deter-

minants in the countries determining world economic development with account of

multicriteria decision making system. The main evaluating systems applied by the

international institutions for comparisons of development potentials of world

superpowers are duplicating in some degree one another but anyway can be used

as effective analytical instrument for global management of intellectual resources

(knowledge and talents), also distributing financial and manual resources, for

stimulating investments into productive innovations; anticipating some shortages
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in employment of highly skilled labor as indicator for necessary changes in national

education systems (Carayannis 2013). The practical evaluation of the comparisons

in the global knowledge and innovation pillars for some selected countries revealed

the applicability of the most analytical criteria used for evaluating their compara-

tive growth determinants and importance to deepen the qualitative research of their

competitiveness.

As empirical basis for international comparisons of the intellectual development

indices, the data series published by the WEF and INSEAD on knowledge-based

economy were analyzed.1 The advantage of the so-called intellectual economy

determinants as integral competitiveness indicators used by WEF is their wide

international comparability. Sometimes their significances are different in various

international reports published as a result of differently detailed analytical tasks in

the process of different expert evaluation of regional or sectorial peculiarities2; but

mostly their comparisons are useful (Evans et al. 2011; EIU 2011; Hüsing et al.

2013; IMF 2015; OECD 2013; WEF 2010; Guloglu and Tekin 2012).

The criteria used by authors for selection of main superpower states were not

adequate: in first group—combined economic and intellectual potential (USA,

Japan) and second group—combined economic and manpower potential (China,

India). The EU was not included so as the published expert evaluations do not

present the comparable aggregated data suitable for the selected purposes.

The innovations lead to much more intensive technical and economic growth:

the differences between leading powers as the USA and Japan and second group of

mega population countries (China, India) by GTCI and GII levels, also UNDP

Human Development Reports Education index (HDR EI) are lower than their GDP

per capita (PPP) differences (Table 1).

Besides, the HDR EI (UNDP 2015) adjusted to income inequality again shows

deep distance between rich and poor countries; according to the OECD approach,

the efficiency of countries’ skills strategy evaluates their developing, activating and
using outcomes (Bilbao-Osorio et al. 2015). The knowledge creation index for

China is even higher (67.1) than for Japan (52.8), its GII knowledge impact index is

highest between selected superpowers. But the differences in Human development

index and Social progress index levels still remain rather bright. Both these indices

can be comparable with a bridge between global social progress and economic

competitiveness so as access to knowledge, information and education (incl.

1In particular, the Global Innovation Index (GII), Network Readiness Index (NRI), also Global

Information Technology Index (GITI) were reviewed. Some of them are interconnected with

Global Talent Competitiveness Index (GTCI) developed by joint efforts of the World Intellectual

Property Organization (WIPO), Cornell University, and Human Capital Leadership Institute

(Buracas et al. 2012).
2P. ex., the capacity for innovation for USA and Japan are evaluated equally by their network

readiness index (NRI 5.6); but relevant NRI values in Global Competitiveness Report (GCR) are
5.9 and 5.4; the difference was resulting, possibly, from inadequate evaluation time or other

expertizing peculiarities (WEF 2014).
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advanced) is one of the basic presumptions of innovative society and innovative

economics.

It is important, first, to evaluate the structural changes in the renewed production

functions, with the changing productive contribution of the intellectual resources

within different business sectors and regions. Second, it is necessary to integrate the

more important estimates of professional competency determining the value of

intellectual resources, their talents and intellectual capital of the firms into national

social accounts. Third, the strategic development insights of the intellectual poten-

tial have to stimulate the alternative managerial solutions, to contribute to the

general social and economic transformations and to diminish the emerging risks

of innovations. At the same time, the concept of intellectual production in those

interconnected nets is mostly oriented to human capital or, more exactly, to

knowledge skills, a. o. pillars measured by GII and NRI determinant systems.

The components of professional abilities and competencies, talents, innovations,

and network readiness are overlapping and interdependent to some degree; talents

are grown within some family a/o social traditions, cultivated by changing educa-

tional systems, and their social significances depend on their successful contacts

with entrepreneurship and best practices, also on network readiness. As a result, the

global human potential and its competitiveness strongly depend on partnership

between skillful talented people, business, educational system and the government.

Most of the countries apply lifelong learning, many of them are promoting

geographical mobility of innovative competencies, services and products what in

some cases influence substantially their global national significance. The distribu-

tion between branches and sectors of economic activity is also one of the actual

directions of social policy when aiming to ameliorate the impact of talents and

innovations on economic competitiveness. It is clear that adequate structure of

creative potential can be developed mostly by big advanced economies, and the

smaller countries have to cooperate when developing and retaining the necessary

Table 1 Comparative macro data and scores for selected states

Comparative macro data USA Japan China India

Total GDP (PPP, billion $) 18,125 4843 18,976 7997

GDP per capita (PPP, $) 53,142 36,315 11,903 5410

GDP (PPP, $) as % of world total 19.31 5.4 15.4 5.83

NRI value 5.61 5.41 4.05 3.85

GTCI overall score 68.32 58.01 45.21 34.12

GTCI rank (out of 93) 4 20 41 78

GII overall score 60.01 52.41 46.57 33.70

Social progress index 84.62 86.54 62.10 53.92

Human development index 0.91 0.89 0.72 0.59

HDR Education index (EI) 0.89 0.81 0.61 0.47

Inequality adjusted HDR EI 0.83 0.65 . . . 0.27

Source: IMF (2015), Bilbao-Osorio et al. (2015), UNDP (2015), Porter et al. (2016)

Note: The data on indices are comparable only by lines
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availability of highly skilled workers and talent pool. As a result of accelerated

progress in the world creative potential and modern intellectual technologies, the

part of world inhabitants below the poverty line diminished even with accelerated

growth of population in less developed countries.3

The business investments in knowledge-based capital contributed up to 34%

average labor productivity growth in the EU and the US (OECD 2013) were

revealed. The framework of World Bank’s Knowledge Assessment Methodology

(KAM) identifies four pillars to innovation processes: economic incentive and

institutional regime (policies and institutions for the protection of intellectual

property, the rule of law, the ease of starting a business, etc.), education (human

capital), innovation (universities, firms, and research institutes), and ICT (physical

capital). The GTCI approach was carefully audited by Joint Research Centre, the

EC, also by some professionals from the World Bank Institute. So, our approach is

an effort to clarify some additional methodological aspects when applying the

GTCI techniques for particular comparative cases.

The macroeconomic potential per capita measured by PPP (in USD) of the US is

about 1.5 times higher than that of Japan, nearly 5 times higher than in China and

nearly 10 times higher, comparing with India. However, as was mentioned, their

GII and GTCI determinants vary less than their comparative GDP per capita

revealing the trend to diverge their competitive potency determining some perspec-

tive cultural and educational resources to global competitiveness (Fig. 1).

The measurement of the GTCI, as an analytical tool, is oriented, first of all, to

implement the human resource management policies. In fact, it is simplified and

mostly based on the knowledge and practical experience (training etc.) to apply

productively the necessary high-level skills, or global knowledge (GK) skills. It is
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3From 52% in 1981 up to 22% in 2008 (Lanvin and Evans 2015).
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substantial if these skills are linked to entrepreneurship, or leadership, and innova-

tion of production and its products. Another most significant component of GTCI is

the labor and vocational (LV) skills (necessary for employment) besides their

formal training measured by labor productivity. Both these integrated indicators

are substantially dependent on the dimensions of the social progress index as access

to basic knowledge, access to advanced education, tolerance and inclusion deter-

minants, also satisfaction of basic human needs.

Some researchers tried to establish world indicators of skills for employment

database (in collaboration with the World Bank, ETF, ILO and UNESCO) but the

reports under review still does not cover India and China. The conceptual frame-

work is oriented to detail the range of factors driving LV skills from their industrial

requirements to acquisition in education and training process matching to level

required by the labor market and as a result to economic and social outcomes

(OECD 2015).

On the one side, the essential skills for innovation can be developed in the

learning process and necessary infrastructure to be formed adequately. As a result,

on the other side, the developing of innovation-friendly environment is a substantial

presumption of talent competitiveness. Their efficiency and adequacy can be

evaluated as a result of more detailed comparisons of real differences and similar-

ities in such main characteristics as dimensions of social and economic policies,

cultural and historical development, size of economies, their GDP per capita,

regional peculiarities etc. For example, the brain drain of competent specialists

(identified as talents) mostly goes from less developed countries to high developed

ones (especially the US), and this migration of potentially innovative resources is

substantially slowing down the convergence of potential national innovation indi-

ces and GTCI of selected countries. But the specifics of India and China are that

their state policy stimulating return of innovative brains helped to return this trend

and about equalize the outflows and inflows of qualified labor force (Bilbao-Osorio

et al. 2015).

The selected global indices characterizing the business-oriented learning and

building of innovation infrastructure do not account some specific differences of

compound factors in selected countries connected with education traditions (p. ex.,

artes liberales in Western countries, or early development of child abilities in

Eastern countries). The criteria used in popular international rating systems of

university and professional institutes are based on international education stan-

dards4 and partly accounted in the KAM, GTCI a/o systems dedicated to compar-

ative evaluations of intellectual economy infrastructure and knowledge potential.

4See, p. ex., International Education Standards and Assessment, Program for the International

Assessment of Adult Competencies (PIAAC), Program for International Student Assessment

(PISA) a/o (Carayannis 2013).

Global Competitiveness of World Superpowers: Education, Talents and Innovations 133



2 Comparative GTCI Determinants and Parameters

According to the study under review, most of the resulting indices of education

services and intellectual economics, such as the talent competitiveness input, output

and sub-indices of GTCI, are compared and analyzed both aggregated and by

components for selected countries. The value of GTCI is average of the scores

obtained on levels of those input and output pillars; the input sub-index is deter-

mined by institutional enablers for talent development, also other means to attract,

grow and retain talent; and the output sub-index evaluates GK and LV skills. As a

total, 48 benchmarking indicators were included in the international comparative

evaluation of the GTCI for 103 countries producing 96.7% of the world’s GDP.
It is possible to suppose that interactions between the GK and LV skills, on the

one side, innovativeness and competitiveness of the economies, on the other, are

mutual. So, the skills determining talents usually require of innovative economy

and strong education infrastructure; but higher levels of the GK and LV skills

usually allow expecting the better possibility for growth of economic potential,

more innovative and higher-quality education (Table 2).

For China, according to GTCI score, the most substantial achievement is in

global knowledge level between upper middle income group countries (in Asia and

Oceania according to the WB classification), and for India the most substantial

retardation—at retain level (within lower middle income group), but it is much

lower than in USA and Japan. For Japan the retardation is in attract level (within

high income group of countries, Fig. 2).5

The talent impact is the resulting measure determined by innovation output (GII,

Table 3) and new product entrepreneurial activity (% of entrepreneurs producing

new products or services). As concerns innovation output, it is derived from

aggregating knowledge and technology output (it covers knowledge creation,

impact and diffusion) and creative output (the last one includes creative intangibles,

creative goods and services and online creativity). The knowledge creation itself is

measured by such parameters of inventive and innovative activities, as patent

applications and recognized (cited) scientific publications. The knowledge impact

is measured by innovations impact on real economy, such as increases in labor

productivity, also by entry of new firms, by certifications and international stan-

dardization (Dutta et al. 2015): the economies are more dependent on technology

transfer than they are on original R&D.

From the Table 3, even now the significance of GII knowledge impact and

especially GITI talent impact levels for China are evaluated higher than for USA

or Japan, and the level of GII knowledge creation for China and USA is about

similar; GII creative outputs are on similar levels for Japan and China. At the same

time, the biggest difference between both superpower groups concern the GITI

levels of highest skills and competencies, also rather specific are significant

5Importance measures for variables at various levels of the GTCI structure are presented: Lanvin

and Evans (2015).
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differences between the selected countries by their GITI levels of vocational

enrolment (also Fig. 3).

The consecutive detailing of GTCI enablers by their components (Table 4) for

comparable country groups revealed that Japan achieved highest levels by manag-

ing business-government relations and R&D expenditures. In this group of deter-

minants, the especially deep differences between both group of countries and most

Table 2 Comparison of selected GTCI input and output sub-Index determinants directly deter-

mining innovation effect in world Superpowers

Ranks by determinants and scores USA Japan China India

GII overall score, 2015 60.01 54.00 47.50 31.70

NRI value 5.61 5.41 4.05 3.85

GTCI score 68.32 58.01 45.21 34.12

Inputa 70.59 63.42 48.01 44.08

Enablers 78.87 74.97 51.67 46.96

Attract 68.07 45.46 43.68 38.95

Growth 72.93 52.85 48.15 34.22

Retain 73.26 66.45 41.62 24.25

Outputa 61.56 52.82 38.8 23.8

Labor and vocational 57.14 59.66 42.22 36.88

Global knowledge 59.64 48.68 43.88 23.45

Notes: all sub-index rankings are between 0 and 100. a2013. In 2014 for US input score 73.28

(higher), output—58.39 (lower). Expert evaluations are taken from the source: Dutta et al. (2015),

Bilbao-Osorio et al. (2015)
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substantial retardation are in levels of venture capital deals (they are also underde-

veloped in Japan) and R&D expenditures (Fig. 4).

The venture capital deals and ease of doing business in US is on substantially

higher level than in other comparable countries and backwardness of India sub-

stantially depends not only of low economic potential (which can influence the

differences in R&D expenditure: 17.6 score for India and 62.8 for US, even 74—in

Japan) but also of such bureaucratic breaks as ease of doing business (score 7.7 in

India comparing with 28.3 in China and 62.8 in the US). GTCI attract components

are compared in Table 5 and Fig. 5.

When evaluating the differences in the GTCI attract components, the caste and

feudal relics in India determines its biggest differences by female-to-male earnings

ratio (13.1 comparing with 95.2 in USA, 57.4—China and 48.8—Japan). India does

not also present data concerning part of female graduates. It is interesting to

mention the latest tendency of equalization of brain inflows (gain) and outflows

(drain) in USA, India and China (Fig. 5).

The components determining the innovation and GTCI growth are important as a

result of main interstate differences dependent of cultural and education traditions

(especially in lifelong learning, also vocational enrolment which is most popular in

China and in access to growth opportunities; Table 6). It is interesting to mention

that minor differences are when comparing the quality of management schools in

Table 3 Comparison of GTCI pillars determining talent effect, 2014

Selected scores by determinants USA Japan China India

GII knowledge creation 68.5 52.8 67.1 18.4

GII knowledge absorption 41.3 32,3 35.5 20.2

GII knowledge impact 56.7 40.5 65.7 34.1

GII knowledge diffusion 49.0 48.2 44.3 44.1

GII innovation linkages 46.4 46.3 30.5 38.9

GII creative outputsa 46.5 38.1 35.7 28.6

NRIb 5.6 5.4 4.1 3.8

NRI readiness sub index 6.3 5.8 4.8 4.6

NRI usage sub index 5.6 5.7 3.9 3.4

NRI impact sub index 5.4 5.1 3.7 3.6

ICT access 72.4 77.3 43.6 25.0

R&D expenditure 81.3 74.8 45.0 32.0

GITI Talent impact 47.7 40.2 67.07 25.08

GITI Vocational enrolment n/a 24.18 42.81 1.67

GITI Lifelong learning 70.44 61.53 68.72 45.02

GITI Employable skills 5.1 54.05 61.07 39.72 38.59

GITI Higher skills and competencies 6.1 71.58 57.15 20.69 21.82

Notes: for calculations, 65 variables were used by joined experts of the Human Capital Leadership

Institute of Singapore (HCLI) and Adecco
aIntangible assets, creative goods and services, online creativity
bNetwork Readiness Index (NRI)—out of 144 states

Own elaboration based on expert evaluations in: Dutta et al. (2015), Bilbao-Osorio et al. (2015)
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Table 4 GTCI enablers’ scores by components

GTCI scores by components USA Japan China India

1 Enablers 78.87 74.97 51.67 46.96

1.1 Regulatory landscape 69.07 78.67 50.15 47.07

1.1.1 Government effectiveness 79.85 76.57 36.73 31.36

1.1.2 Business-government relations 53.69 70.8 61.36 57.33

1.1.3 Political stability 81.21 88.63 52.35 35.17

1.2 Market landscape 83.26 68.73 40.93 32.22

1.2.1 Intensity of local competition 80.31 87.37 71.05 75.86

1.2.2 Venture capital deals 98.02 6.63 4.70 12.01

1.2.3 Firm-level technology absorption 83.23 84.4 61.49 67.48

1.2.4 R&D expenditure 62.79 74 41.38 16.59

1.2.5 ICT access 77.32 83.89 38.66 13.69

1.2.6 Ease of doing business 97.9 76.1 28.30 7.7

1.3 Business landscape 84.27 77.51 63.94 61.60

1.3.1 Difficulty of hiring 100 89 89 100

1.3.2 Difficulty of redundancy 100 70 50 30

1.3.3 Labor-employer cooperation 60.98 76.1 56.69 56.63

1.3.4 Reliance on professional management 76.1 74.95 60.08 59.76

Note: Own elaboration based on expert evaluations in: Bilbao-Osorio et al.
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selected countries; the evaluations of China and Japan are on similar levels, and its

much higher level in India comparing with Japan is perhaps determined by tradi-

tional interconnections between metropolis G.B. and India.
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Fig. 4 Comparison of components for GTCI enablers of world superpowers

Table 5 GTCI attract scores by components for world superpowers

GTCI attract scores by components USA Japan China India

Attract 68.07 45.46 43.68 38.95

2.1 External openness 52.79 33.62 34.49 33.01

2.1.1 FDI inflow 12.18 5.12 15.09 14.27

2.1.2 FDI and technology transfer 64.51 63.03 59.02 67.37

2.1.3 Prevalence of foreign ownership 67.43 66.65 56.17 55.23

2.1.4 Brain gain 79 38.67 56.50 45.33

2.1.5 Brain drain 78 55.17 54.67 46.33

2.2 Internal openness 83.35 57.29 52.87 44.89

2.2.1 Tolerance to minorities 88.96 58.21 59.01 79.05

2.2.2 Tolerance to immigrants 87.25 60.65 47.05 26.47

2.2.3 Female graduates 68.84 41.88 45.36 n/a

2.2.4 Female-to-male earnings ratio 95.24 48.81 57.14 13.10

2.2.5 Social mobility 76.46 76.93 55.79 60.95

Note: Own elaboration based on expert evaluations in: Bilbao-Osorio et al. (2015)
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Substantial differences in tertiary enrolment (USA—94.35 and India 19.8, China

20.9) and international students’ inflow as well as numbers of LinkedIn users are

mostly dependent on inadequate economic and technical potential of the compared

countries (Fig. 6). Besides, in the last case (numbers of LinkedIn users) it is
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Fig. 5 Comparison of GTCI attract components

Table 6 Evaluation of GTCI growth scores by components for world superpowers

GTCI growth scores by components USA Japan China India

Grow index 72.93 52.85 48.15 34.22

3.1 Formal education 66.18 52.17 48.28 16.94

3.1.1 Vocational enrolment n/a 24.18 42.81 1.67

3.1.2 Tertiary enrolment 94.35 57.74 20.93 19.84

3.1.3 International students inflow 15.53 17.95 0 0

3.1.4 University ranking 99.76 83.15 77.69 46.24

3.2 Lifelong learninga 70.44 61.53 68.72 45.02

3.2.1 Quality of management schools 74.8 50.59 51.90 67.09

3.2.2 Extent of staff training 66.08 72.46 54.26 52.71

3.3 Access to growth opportunities 82.18 44.86 27.45 40.7

3.3.1 Use of virtual social networks 89.8 78.72 62.15 72.56

3.3.2 Number of LinkedIn users 100 1.91 0 7.55

3.3.3 Willingness to delegate authority 69.97 57.87 47.63 47.8

Source: Own elaboration based on expert evaluations in Bilbao-Osorio et al. (2015)

Note: aFurther education and training climate (Bilbao-Osorio et al. 2015). Some expert evaluations

or selected determinants, as: firms offering formal training etc., are incommensurable
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necessary to mention substantial difference also between the USA and Japan

(respectively 100% and 2%) what first-of-all shows the different social approaches

to personal privacy.

Between retain components, most substantial differences are revealed in the

coverage by pension systems—when they are evaluated at 95 scores in Japan and

92 scores in USA, the comparative level in China achieved only 33 scores and about

10 in India (Table 7).

Naturally, similar differences concern lifestyle comparisons (especially sanita-

tion and environmental performance levels, see Fig. 7).

The vocational and labor skills have direct and especially substantial impact on

economic competitiveness of selected superpower potential (Table 8). The deep

difference in labor productivity per employee is one of synthetic indices integrally

determining the technical retardation of India (4.6 scores) and China (nearly

11 scores) from the USA (nearly 70) and Japan (46 scores). At the same time the

differences in educating the employable skills are not so significant (61—for Japan

and 54—for USA, when nearly 40 for China and 39—for India). Some specific

differences are in expert evaluations of secondary-educated workforce: USA has

lower level of it (about 29 scores, when 52—for Japan, 39—for India); but USA has

more comparable 63 scores of secondary-educated population and, as a result, is

leading in tertiary enrolment.

The comparative components of GTCI labor and vocational components are

better seen in cobweb diagram, Fig. 8.
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The integral index of global knowledge summarizes the educational and entre-

preneurial drive of selected superpowers: it is 2.5 times higher for the USA than for

India, but the level of China (44) is converging to Japan level (49 scores, see

Table 9). At the same time, talent impact of China was evaluated by experts

(67 scores) even higher than that in the USA (48 scores) or Japan (40 scores)

what was determined mostly by sophisticated exports and new product develop-

ment; the achievements in the innovation output were nearly 1.5 times much higher

in the USA.

Table 7 Evaluation of GTCI retain components for world superpowers

GTCI retain scores by components USA Japan China India

4 Retain 73.26 66.45 41.62 24.25

4.1 Sustainability 78.52 60.72 32.45 23.55

4.1.1 Pension system 92.13 95.35 33.23 9.87

4.1.2 Extent and effect of taxation 52.02 43.51 50.79 45.22

4.2 Lifestyle 67.99 72.18 50.80 24.95

4.2.1 Environmental performance 67.53 75.31 28.02 9.06

4.2.2 Safety at night 73.59 78.75 86.99 56.51

4.2.3 Physicians density 38.42 33.82 28.53 9.27

4.2.4 Sanitation 99.54 100 59.65 24.97

Note: Own elaboration based on expert evaluations in Bilbao-Osorio et al. (2015)
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These structural peculiarities of selected superpowers are better seen in web

diagram characterizing their global knowledge component levels (Fig. 9).

For a summarizing review, main innovation and competency (or talents) deter-

minants can be selected from parallel expert evaluation systems (mostly NRI and

GCR) into Table 10 and their scores compared. So, China and India are lagging by

intellectual property protection more than by availability of latest technologies.

Comparing totality of indicators, all the superpowers have lower scores for venture

capital availability, and Japan has lowest between selected countries. The differ-

ences in quality of education systems and use of virtual social networks in selected

superpowers are indecisive but Japan is leading by its sophisticated system of

Table 8 Evaluation of GTCI vocational scores by components for world superpowers

GTCI vocational scores by components USA Japan China India

5 Labor and vocational skills 57.14 59.66 42.22 36.88

5.1 Employable skills 54.05 61.07 39.72 38.59

5.1.1 Secondary-educated workforce 28.79 51.84a 19.23 39.12

5.1.2 State of cluster development 70.57 70.3 60.21 64.7

5.2 Labor productivity 60.23 58.24 44.73 35.17

5.2.1 Labor productivity per employee 69.56 46.08 10.99 4.64

5.2.2 Relationship of pay to productivity 63.22 61.46 60.01 51.21

5.2.3 Vocational skill-intensive exports 47.92 67.19 62.18 49.68

Note: Own elaboration based on expert evaluations in Bilbao-Osorio et al. (2015)
aSecondary-educated population
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primary education. Naturally, the country capacity to retain talented specialists is

highest in USA.

Main comparative similarities and differences of innovation and competency

indicators determining the competitivity of the selected countries are graphically

presented in Figs. 10 and 11.

The analysis done in this section of our review also revealed the premises for a

GTC approach to strategic programming of sustainable economic expansion so as it

Table 9 Evaluation of GTCI global knowledge scores by components

GTCI global knowledge scores by components USA Japan China India

6 Global Knowledge 59.64 48.68 43.88 23.45

6.1 Higher skills and competencies 71.58 57.15 20.69 21.82

6.1.1 Tertiary-educated workforce 100 65.49 n/a 12.29

6.1.2 Tertiary-educated population 67.66 49.71 5.95 n/a

6.1.3 Professionals 63.72 n/a 16.77 10.98

6.1.4 Researchers 50.91 56.41 10.39 1.32

6.1.5 Quality of scientific research institutions 82.58 78.21 55.06 58.14

6.2 Talent impact 47.7 40.2 67.07 25.08

6.2.1 Innovation output 70.73 51.94 56.71 42.18

6.2.2 New product entrepreneurial activity 45.95 59.46 66.22 36.49

6.2.3 Sophisticated exports 26.43 49.03 78.29 21.26

Note: Own elaboration based on expert evaluations in Bilbao-Osorio et al. (2015)

0

20

40

60

80

100
Global Knowledge

Higher skills and
competencies

Tertiary-educated
workforce

Tertiary-educated
population

Professionals

Researchers
Quality of scientific

research institutions

Talent impact

Innovation output

New product
entrepreneurial…

Sophisticated exports

USA Japan China India
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exposed the more weak and strong determinants or pillars in national innovation

and talent competitiveness development.

Table 10 Selected indicators determining innovations and their competitiveness

Scores by selected indicators USA Japan China India

NRI Intellectual property protection 5.2 5.7 3.9/4 3.7

NRI Availability of latest technologies 6.4 6.3 4.4 5.2

NRI Venture capital availability 4.3 3.1 3.8/3.9 3.3

NRI Accessibility of digital content 6.2 6.2 5.2 4.8

NRI Quality of the education system 4.6 4.1 4 4.4

GCR Quality of primary education 4.7 5.5 4.2 3.6

NRI Use of virtual social networks 6.4 5.7 4.7 5.4

NRI Firm-level technology absorption 6 6.1 4.7 5

NRI Capacity for innovation 5.6 5.6 4.2 4

GCR Capacity for innovation 5.9 5.4 4.2 4

NRI Extent of staff training 5 5.3 4.3/4.3 4.2

NRI Gov’t success in ICT promotion 5 4.7 4.8 4.9

NRI Impact of ICT on new services and products 5.3 5.2 4.6 4.8

NRI Impact of ICT on new organization. Models 5.3 4.7 4.7 4.6

NRI Impact of ICT on access to basic services 5.2 5.1 4.7 4.3

NRI ICT use and gov’t efficiency 4.6 4.8 4.6 4.4

GCR Quality of overall infrastructure 5.8 6.2 4.4 3.7

GCR Extent of staff training 5 5.4 4.3 3.9

GCR Effect of taxation on incentives to invest 4.1 3.7 2.9/4 3.9

GCR Buyer sophistication 4.5 5.3 4.3 3.8

GCR Country capacity to retain talent 5.7 4.4 4.2 3.9

GCR Country capacity to attract talent 5.8 3.3 4.2 3.8

GCR Availability of financial services 6.2 5.3 4.5 4.2

GCR FDI and technology transfer 4.9 4.7 4.5 4.2

GCR Production sophistication 6.1 6.4 4.1 4

GCR Quality of scientific research institutions 6.1 5.8 4.3 4

GCR Company spending on R&D 5.5 5.8 4.3 3.8

GCR Gov‘t procurement of advanced tech products 4.4 4.1 4.3 3.5

GCR Availability of research and training servicesa 5.3 5.4 4.4 4.4

Own elaboration based on expert evaluations in Bilbao-Osorio et al. (2015), WEF (2014) (ranks

between 144 countries)

Notes: aFor some countries—availability of scientists and engineers. For China and India most

problematic factors are access to financing, corruption tax regulations, and inadequate supply of

infrastructure, for Japan—tax rates, restrictive labor regulations, insufficient capacity to innovate

and government bureaucracy, for US—tax rates and their regulation, also insufficient government

bureaucracy, access to financing etc.
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3 Some Conclusions and Generalizations

The GTCI analysis confirms that economies are more dependent on technology

transfer than on their original R&D. The differences between the USA and Japan,

on the one side, China and India, on other, by GTCI and GII levels are much lower

than their differences in GDP per capita (PPP). The knowledge creation index for

China is even higher than for Japan, its GII knowledge impact index is highest

among the selected superpowers and the level of GII knowledge creation for China

and USA is about similar; GII creative outputs are on similar levels for Japan and

China.

Logically, the competition in global knowledge skills development and levels of

their implementation are substantially influenced by brain drain of the talents which

mostly goes from less developed countries to high developed ones, and that

influence some deviations within main dependencies of the GTCI model. However,

the state policy in India and China stimulating brain return helped about to equalize

the outflows and inflows of qualified labor force.

The correlation between GTCI scores and GDP per capita, also between national

economic competitiveness and global talent indices is weaker than expected by

approach based on GTCI model. The deep difference in labor productivity per

employee was determined by the technical retardation of India and China compar-

ing with USA and Japan. At the same time the differences of both groups of

superpowers in educating the employable skills are not so significant.

It is necessary to integrate of more important estimates of professional compe-

tency determining the value of intellectual resources, their talents and intellectual

capital of the firms into national social accounts. In general, GII and GTCI are

useful measures for developing global innovation management, for better distrib-

uting the material and intellectual resources, also programming business innova-

tions incentives and training employees. It also helps for anticipating some

shortages of human capital especially some categories of highly skilled labor.
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Energy Security: Is It a Strategic Cause

of Conflicts or Peace Among States/Actors

in the Global Nexus?

Pantelis Sklias, Spyros Roukanas, and Floros Flouros

Abstract The aim of this article is to study certain aspects related to energy

security, which is of great importance globally. A number of conceptual frame-

works regarding the issue of energy security are examined to understand the

relationships between relevant parameters and then to investigate their implications

for the national security of countries in the Eastern Mediterranean region under the

broader consideration of the international political economy. Megatrends are major,

transformative forces that affect the global future. They have a far-reaching impact

on economies, industries, societies and individuals. Today’s world is in constant

motion and goods, capital and labor are moving globally at a faster pace than ever,

with overall energy-related issues becoming increasingly important for societies

and states. Economic power is continuing to shift eastwards and it is thus of

considerable interest to study energy security in the broader area of the Eastern

Mediterranean and its effect on the national security of the countries located in the

region. Research needs to examine whether energy security is a threat to the

national security of such countries and/or an opportunity for them. In this study,

the theory of economic nationalism is employed for the analysis as it emphasizes

the primary importance of the state and national security, whereas realism is

essentially a political ideology and mercantilism is an economic one.
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1 Introduction

In this paper, we examine the issue of energy security related to the current

megatrends that characterize the global environment and that ultimately affect

states and actors in the short and long term. According to the European Environ-

ment Agency (EEA 2013), it is well known that societies mainly rely on a few basic

resources, such as food, water, energy and materials, to satisfy their needs. Follow-

ing Kruyt et al. (2009), the nexus that exists between energy security and critical

global issues of high risk, such as environmental problems and the economic

relationships among players in the markets, has resulted in energy security issues

being found and considered in ever wider scope. Economies are related to major

investments in infrastructure and energy resources, while energy is a driving force

for communities and energy security is of the utmost importance for them. The

depletion of resources can cause scarcity in the markets and eventually lead to

social problems in communities (EY 2015). Within creasing urbanization, it is

estimated that the 750 largest cities will contribute 60% of global gross domestic

product (GDP) by 2030 (Oxford Economics 2015); thus, urban regions and states

will need sustainable solutions to optimize resources and ensure the well-being of

their citizens.

As El-Badri (2015), the Secretary General of the Organization of Petroleum

Exporting Countries (OPEC), points out, there have been tremendous changes in

the world and consequently in the energy industry since the organization was

established in 1960. Although many aspects and characteristics of energy have

changed, energy security is one issue that holds the same degree of importance.

OPEC’s World Oil Outlook 2014 estimates that oil-related investment require-

ments will approach $10 trillion (in 2013 dollars) in the period between 2014 and

2040. The security of supply and security of demand cannot be decoupled and a

comprehensive examination of energy security is needed over the short-, medium-

and long-term timescales.

Energy security means “different things to different people, particularly the 1.3

billion people without access to electricity and the 2.7 billion people relying on

biomass for their basic needs”. It is very important that “the proposed seventh goal

of the United Nations Sustainable Development Goals will call for countries to

ensure access to affordable, reliable, sustainable and modern energy for all”

(El-Badri 2015). Energy can influence the foreign policy of a state and also it can

be a potential tool for it, while at the same time politics may influence the use of

energy resources (Leigh 2014).
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2 The International Political Economy and Energy Issues

The international political economy (IPE) approach can contribute to gaining an

in-depth understanding of several issues related to policy, economics, society and

technology and thus facilitate their study as it includes specialized sciences, such as

politics, economics and international relations (IR). IPE can help us perceive the

way that politics shape the economy and the way that economy shapes politics. It

was developed on the basis that several global issues could not be explained within

a conventional framework of knowledge (Sklias 2011). As Waltz (1991, p. 22)

noted, “theory is just representing things that had happened and it only portraitures

events” and claimed that a theory can “construct a reality, but no one can ever say

that it is the reality.

IPE has very quickly become one of the main areas of IR, within the broader area

of political sciences. It is seen as one of the most challenging and promising areas of

IR, being able to describe and explain the international system through a “holistic

interpretation”. IPE is considered a science with dual characteristics: it concerns

economic science, which covers the knowledge fields of micro-and macroeconom-

ics up to international trade, while at the same time it relates to the political science

of IR. The strong relationship between IPE and economic theory is also one of the

main contributions that IPE makes to international studies. There has been a great

deal of discussion concerning whether the theory of IR includes IPE or the other

way around. The latter may be more likely in the case that economists include IR

theory in their analyses (Ifestos 2015).

According to Guzzini (1998, p. 142), “if International Political Economy has a

birth date, then it was the 15 August 1971”, when the then United States

(US) president, Nixon, tried “to suspend the Bretton-Woods monetary system”.

This decision changed the way in which the international monetary system run and

“the US officially declared its power position as challenged”. It is helpful here to

make a brief reference to the basic theoretical approaches of IPE as the political

economy (PE) of IR is complicated and at the same time it is necessary to protect

national interests within a balanced power system (Sklias 2011).

Liberals and realists, while arguing about the role of the state and markets in the

economic and political system, agree to accept the capitalist production system as

the dominant economic-political system (Sklias 2011). Table 1 illustrates the three

basic theories of the IPE in a synoptic and comprehensive way.

Of the three main approaches presented above, the theory of realism is the one

adopted for the analysis herein as it interprets with higher clarity the real economic

and political world. It is seen that “Realism emphasizes the primary importance of

the state and the national security” and is essentially a political ideology, whereas

statism (mercantilism) is an economic ideology (Sklias 2011, p. 53).

There are four main reasons why realism has such staying power as an ideology

(Rosenberg 1994). Even though no clear definition of the term “international”

exists, however “the distinctive social form of the modern state has to be addressed

theoretically”. Secondly, realism sounds “plausible” because “it articulates
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commonly held common-sense assumptions about world politics”. Third, to the

extent that IR remains an American social science “the persistence of realism seems

assured”. Finally, “it consists of the absence of any well-known alternative con-

ceptualization of the political structure of the global system to the one extrapolated

from normative political theory and the behavior of the critics of realism”.

Realists point out that the development of unusual strategies to end war would

not be possible to succeed, since they did not take into consideration basic laws of

human nature and behavior (Vasquez 2004). The realist tradition is considered by

Table 1 Classic IPE approaches

• Realism • Hamilton,

List, Krasner,

Gilpin,

Strange

• Level: state,

individual

• Human

nature:

aggressive

• Units: states

• Confronta-

tion of state:

unionist

• Confronta-

tion of inter-

national com-

panies: harm-

ful

• Behavioural

dynamics:

state as ratio-

nal actor

• Market rela-

tions: negative

• Game simu-

lation: zero

sum

• Hegemony:

importance of

a sovereign

state

• International

organizations:

not important

• Liberalism • Smith,

Ricardo, Kant,

Wilson,

Keynes,

Hayek,

Keohane, Nye

• Level: plu-

ralism, indi-

vidualism

• Human

nature: coop-

erative

• Units: state,

company,

NGO

• Confronta-

tion of state:

pluralistic

• Confronta-

tion of inter-

national com-

panies: harm-

ful

• Behavioural

dynamics:

individual as

rational actor

• Market rela-

tions: positive

• Game simu-

lation: positive

sum (win–

win)

• Hegemony:

post-

hegemonic

cooperation

• International

organizations:

important

• Constructivism • Marx, Lenin,

Frank, Cox

• Level: global

structure

• Human

nature: ductile

• Units: planet,

globalization,

sex, class

• Confronta-

tion of state:

class represen-

tation

• Confronta-

tion of inter-

national com-

panies: harm-

ful

• Behavioural

dynamics:

within socie-

ties

• Market rela-

tions: exploit-

ative

• Game simu-

lation: zero

sum

• Hegemony:

hegemony on

state and soci-

ety

• International

organizations:

serving inter-

ests of wealth

(state, compa-

nies and

classes)

Source: Sklias (2011)
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many scholars as a definitive tradition in the field of international relations

(Schmidt 1998). The idea of energy security is open for manipulation and interpre-

tations and even more complex, a person’s individual perspective colors the extent
to which he perceives risks to energy security and opportunities to enhance it

Fischhendler and Nathan (2014).

Several scholars claim that social sciences—and more particularly international

relations—tend not to focus greatly on technological systems and if they do so, it is

mostly in a superficial and uncritical way. At the same time, it is also argued that

politics should pay attention to the “carrying capacity of the earth”. It is important

to note that technological systems are driven by energy which is the master resource

(Litfin 2014). First of all, it is important to evaluate critically the available literature

and thus to be able to undertake a work of synthesis (Knopf 2006). According to

Dixon (2006, p. 47), “Energy is the lifeblood of all societies; just as we can

understand fundamental things about the human body by tracing its flow of

blood, we can understand much about a society’s activities by tracing its flows of

energy”. Energy is “a re-emerging domestic and foreign policy field” (Kuzemco

2014, p. 58) and the energy policy of a country is considered to be “a highly

politicized topic” (Kaveshnikov 2010, p. 585).

Energy security is enhanced provided that any solution will consider the neces-

sity to balance geopolitical, economic (energy interdependence) and environmental

(climate changes) implications of energy (Pascual and Elkind 2010). More

specifically:

The geopolitical aspects of energy security are firstly related to the coordination

of “energy-related relations” such as competing energy suppliers; energy suppliers

versus consumers; competing consumer countries; and a country that seeks to take

advantage of energy-related power to command other aspects vis-�a-vis another

country; secondly, the economic importance of energy and thirdly, risks due to the

interruption of supply linkages. Energy inter dependencies related to producers

seeking high prices in the market, while ensuring that demand is not diminished and

consumers depending on a continuous and smooth supply to secure enough energy

for their economies. Finally, climate change, which is the most important “chal-

lenge for the human race” and it is considered to be a “threat multiplier”.

The literature predominantly concerns energy security as: a concept, a policy

process, related to the accessibility of energy services and interplay in the global

market (Fischhendler and Nathan 2014). A next step is to define the parameters and

factors that comprise energy security and related risks. In addition, there are

“different severity filters” found in the literature to define a threshold that affects

have to exceed in order to count as a threat to energy security (Wizner 2012).

The theory of economic nationalism is used for the analysis, mainly because it

emphasizes the primary importance of the state and national security, while realism

is essentially a political ideology and mercantilism an economic one. There are two

main principles that characterize economic nationalism: the fact that the interna-

tional system is not governed by any authority (anarchy), while the role that the

state plays appears central and sovereign for the world political and economic

environment (Roukanas and Diamantis 2014).
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3 Energy Changes and Outlook: 1990–2040

Strong supply growth has gained the upper hand over geopolitical concerns in

shaping oil price trends. Exceptional growth in non-OPEC countries, especially in

the US, now sees global oil supply growth running at more than double the pace of

demand growth. Thus, oil prices have declined dramatically from the level of US

$110 (Brent), which was quite stable from beginning of 2011 until autumn 2014; in

early 2015, the price was at the US$50 level and at the end of 2015 it fell below the

level of US$40 per barrel. Table 2 presents the proven oil reserves for Organization

for Economic Cooperation and Development (OECD) and non-OECD countries, as

well as for OPEC and non-OPEC members.

It is important to note that the countries that hold most of the proven oil reserves

are not OECD members, while proven reserves increased at almost the same rate

among OPEC and non-OPEC countries over the period 1994–2014. Figures 1 and 2

present the oil production and consumption of the different groups of countries.

There was a greater increase in non-OECD countries, where production changed by

around 42%, followed by OPEC countries, which experienced an increase of

around 37% during the same period.

At the same time, as shown in Fig. 2, non-OECD countries almost doubled their

oil consumption, whereas consumption remained relatively stable in OECD

countries.

Table 2 Proven oil reserves

(in thousand million barrels)
End 1994 End 2014 Δ (%)

OECD 148.4 248.6 68

Non-OECD 969.5 1451.5 50

OPEC 778.9 1216.5 56

Non-OPEC 216 341.7 58

Source: BP (2015)
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Fig. 1 Oil production in OECD/non-OECD and OPEC/non-OPEC countries, 1994–2014

[in million tons per annum (MTPA)]. Source: BP (2015)
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It is expected that global fundamentals will continue to shape long-term prices,

while short/medium-term volatility has returned. The strongest growth will con-

tinue in the developing nations of Asia, the Middle East and Latin America;

however, due to the competitive advantages derived from shale gas, growth will

be strong in North America, whereas Europe and Japan are expected to lag behind

(Blake 2014).

In Table 3, the regional allocation of both oil production and consumption from

the year 1994–2014 is given. It is important to note that North America has been

producing more than it has consumed for the last two decades, while the opposite

has occurred in the Asia-Pacific region, where consumption has increased to a much

greater extent than production over the same period. Finally, Europe and Eurasia

are the only regions that show a decline in the consumption rates; all the other

regions exhibit increases, from around 10% in the case of North America to almost

100% in the case of the Middle East.

Based on the annual outlook report issued by British Petroleum (BP 2015), there

are some very important indications related to global energy issues, summarized as

follows:

First, there will be a “regional imbalance” (production–consumption) in every

geographical region until 2040, which is expected to affect the energy trade and

consequently the energy security of the regions and countries. Secondly, North

America will become a net exporter from 2016/2017, while the Asian countries will
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Fig. 2 Oil consumption in OECD/non-OECD countries, 1994–2014 (in MTPA). Source: BP
(2015)

Table 3 Regional oil production and consumption, 1994–2014

Oil production (‘000 bpd) Oil consumption (‘000 bpd)

End 1994 End 2014 Δ (%) End 1994 End 2014 Δ (%)

North America 138.1 187.2 36 21.3 23.3 9

South America 5.3 7.6 43 4.3 7.1 65

Europe and Eurasia 136.5 171.9 26 199.3 182.5 �8

Middle East 201.2 285.5 42 4.4 8.7 98

Africa 7 8.2 17 2.1 3.8 81

Asia-Pacific 7.1 8.3 17 17.1 30.8 80

Source: BP (2015)
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continue to grow in terms of energy needs, “accounting for around 70% of inter-

regional net imports by 2035”. Finally, the Middle East will continue to be the

largest energy exporter, even if its share will decline “from 46% in 2013 to 36% in

2035”.

Energy issues, which are strongly related to economics, can exacerbate or ease

tensions or conflicts of a political nature, depending on the willingness of the actors

involved. Economic power continues to shift eastwards and thus it is of great

interest to study energy security in the broader area of the East Mediterranean

and its effect on the national security of the countries located there. Figure 3 shows

the primary energy demand, which is expected to be driven mainly by liquefied

natural gas (LNG), followed by oil and coal. More specifically, the demand for

LNG will be around 2300 MTPA while that for oil will be 1250 MTPA and Coal

around 600 MTPA.

4 Energy Resources as a Means of Power for States/Actors

Since 2008, energy and food markets—those most fundamental to human exis-

tence—have been in turmoil. Resource scarcity has had a much bigger global

impact in recent years than was predicted, with ongoing volatility a sign that the

world is only partway through navigating a treacherous transition in the way it uses

resources. Scarcity and perceptions of scarcity increase political risk, while geopo-

litical turmoil exacerbates shortages and complicates the search for solutions.

The new politics of strategic resources examines the political dimensions of

strategic resource challenges at the domestic and international levels. For better or

worse, energy and food markets are shaped by perceptions of national interest and

do not behave in the same way as traditional market goods. Thus, while markets are
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Fig. 3 Global growth in demand by source of energy, 2014–2040 (in MTPA). Source: Blake
(2014)
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an essential part of any response to tighter resource supplies, governments will also

play a key role (Steven et al. 2014).

It is well known that oil and gas “play a vast and vital role in our society as it is

organized today”. Oil and gas are not only two of the most important energy sources

for meeting the needs of human society, but also represent the feedstock for several

consumer goods, thus playing a growing and relevant role in people’s lives

(Mariano and La Rovere 2014). States can react to any evolving situation in the

energy market, adopting reflexive strategies and taking each other into account

(Correlje and van der Linde 2005). Moreover, it has been observed in relation to

previous incidents in the energy market that “the state of the world” concerns the oil

and gas industry.

Energy is one of the most important resources on which human existence and

development depends. Oil and gas exploration gives rise to several socio-economic

concerns for “host governments, local communities and project proponents”. If

these are not properly and effectively addressed, they can result in “significant

non-technical risk to projects such as local backlash, delays in project approvals,

missed opportunities for delivery of benefits and reduced scope to prevent and/or

mitigate and negative impacts”. Such issues are most important if “resource extrac-

tion projects are developed in remote, socially or environmentally sensitive

regions” (Wagner et al. 2014).

Independent socio-economic impact studies can provide early identification of

socio-economic, cultural and strategic environmental issues as part of corporate

planning, due diligence and risk management. From the stakeholder’s perspective,
it is of relevance to consider the interconnections between them, particularly those

related to the oil and gas industry.

The resources on which societies rely to satisfy their basic needs can be divided

into four major categories: food, water, energy and materials. Ecosystems are

necessary to contribute to and support the availability of such resources and also

to provide a range of other ecosystem services that affect human health and well-

being. It is often the case that the economy is given priority in policies and the

environment is considered as separate from human societies. However, as argued in

the sustainable development theory, the above elements are “interconnected, with

the economy dependent on society and the environment while human existence and

society are dependent on, and within the environment”(Giddings et al. 2002).

The social impacts of oil and gas activities can be positive and negative

(Consiglio et al. 2006). They claim that negative impacts, such as “resource use

and the movement of people”, can be balanced by positive impacts, such as “the

promotion of employment, socio-economic development and improvements in

infrastructure”. Differences have arisen between the state and stakeholder commu-

nities regarding the legitimacy of use of land and the natural resources in it. The

state considers that it owns the natural resources and thus state agencies are

authorized to decide the path of the best possible exploration option that can

contribute to the country’s economy, whereas local communities usually attach

more than economic definitions to land (Akpan 2005).
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Finally, the prevailing approach in IPE considers the world in terms of regions

and states, with the dividing parameters that define the spheres of influence mainly

being political and military strategies, combined with regionalism. This yields, for

example, the US, the European Union, Russia and Asia as such spheres of influence.

Concerns related to the national security of the state tend to prevent economic

cooperation and integration among these spheres; rather, they implement protective

rules and regulations related to their people, capital, goods and flows (Correlje and

van der Linde 2005).

5 Contemporary Megatrends

Megatrends are major, transformative forces that affect the global future. They have

a far-reaching impact on economies, industries, societies and individuals. Today’s
world is in constant motion, with goods, capital and labor moving globally at a

faster pace than ever. In other words, global megatrends are “a manifestation of a

vast number of processes and changes across the world” (EEA 2015). In Europe,

two different means are employed to deal with such megatrends: first, shaping

global change in ways that mitigate and manage risks and create opportunities: this

can be done using both “unilateral and multilateral efforts to mitigate environmen-

tal pressures or facilitate trade, or through using foreign aid mechanisms to invest in

education and poverty alleviation”. Second, finding ways to adapt to global trends,

for example by looking to anticipate and avoid harm “by increasing the resilience of

social, environmental and economic systems”.

In 2010, the EEA produced an assessment of emerging global trends (EEA

2015), summarizing 11 global megatrends grouped into five clusters: social, tech-

nological, economic, environmental and governance. The data and results of the

EEA (2015) report are based on reliable and comparable environmental information

from both the EEA itself and the European Environment Information and Obser-

vation Network (Eionet), which is a network of 39 European countries. The issues

defined in such clusters are expected to contribute to a discussion about “how

Europe should monitor and assess future changes in order to better inform envi-

ronmental policymaking”. The 11 megatrends have different kinds of impact on the

resource categories (EEA 2013). These are then addressed in turn in the following

sub-sections.

5.1 Diverging Global Population Trends

The EY (2015) report indicates that this parameter will be one of the main

megatrends observed within the next 20–30 years as it foresees an increasing

population, especially in underdeveloped and developing countries. The global

population is expected to surpass 9.6 billion by 2050, even though the rate of
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growth is slowing and most of the population increase will take place in the urban

areas of developing countries. The use of resources and consequently the environ-

ment is expected to be affected by such an increasing population in the developing

world, as well as the global growth of an affluent middle class and the increase in

ageing populations in developed countries (EEA 2015).

5.2 Towards a More Urban World

Urban regions in developing countries are expected to absorb most of the increase

in global population within the coming years and it can be observed that 67% of

people will be living in cities by 2050. Organized and well-designed cities could be

an appropriate, efficient and environmentally sustainable means of ensuring the

welfare of a growing population and for this reason “smart planning provides for the

efficient re-use and mixed-use of urban space” (EEA 2015, pp. 29–35). Urbaniza-

tion and the increase in the number of megacities all around the world are consid-

ered to comprise an important megatrend, while at the same time sizable migration

flows to developed countries are expected to take place, which will initially affect

the demographics of those societies (EY 2015). According to Oxford Economics

(2015), world urbanization is centered particularly around 750 major cities, which

will contribute 60% of global GDP by 2030. Thus, urban regions and states will

need sustainable solutions to optimize resources and assure the well-being of their

citizens.

5.3 Changing Disease and Risks of Epidemics

Non-communicable diseases now outweigh the risk from communicable diseases

globally, mainly due to “increased ageing and rapidly changing economic and

social conditions”. The danger of “global pandemics continue”, especially during

the easier movement of populations, while “around a quarter of the burden of

disease and deaths are attributable to environmental causes” (EEA 2015,

pp. 37–43).

5.4 Accelerating Technological Change

It is no longer possible to project technological changes; these provide increasing

options and opportunities to minimize humanity’s impact on the environment and

reliance on non-renewable natural resources and at the same time to improve

lifestyles to stimulate innovation and green growth (EEA 2015).
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5.5 Continued Economic Growth

It is predicted that economic results globally will experience a threefold increase by

2050, even though development may slow down in various countries as they

become more prosperous. High economic development has led to reductions in

global poverty and increases in well-being but it is also linked to growing inequality

and escalating environmental pressures. However, there are issues in terms of

measurement as GDP is typically used as a measurement of growth; specifically,

the constraints of GDP as a means of measuring human well-being and the

sustainability of growth have prompted international efforts to identify better

indicators of societal progress (EEA 2015).

5.6 An Increasingly Multipolar World

Developing regions in the world are rapidly increasing their share of global

economic output, trade and investment. The main reasons for this are structural

changes, trade liberalization and rapidly increasing workforces. The appearance of

a more different mixture of major economic powers can confuse global efforts to

coordinate governance and thus any growing economic interdependence will not

contribute to manage the social and environmental impacts related to production

and consumption systems (EEA 2015).

5.7 Intensified Global Competition for Resources

Since the beginning of the twentieth century, the global use of material resources

has increased around 10 times; moreover, it is expected to double by 2030. Due to

the continuous increasing demand for material resources, there is the potential for

endangering access to certain necessary resources and engendering environmental

problems. As noted by the EEA (2015, pp. 69–75), even though increasing “scarcity

and rising prices should incentivize investments in technologies to alleviate supply

risks, such innovations will not necessarily reduce environmental pressures”.

According to the US Energy Information Administration (EIA 2013), global energy

demand is expected to be around 30–40% higher by 2040 or even earlier.

5.8 Growing Pressures on Ecosystems

The aforementioned increasing population gives rise to additional effects in terms

of the type of consumption of food, mobility and energy that seriously affect the
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“Earth’s ecosystems and their life-supporting services”. Such changes lead to

serious concerns regarding food, such as meat-heavy diets, as well as strategies

for bioenergy production. Moreover, the consequences of ecosystem degradation

on poverty and inequality outside of Europe will increase the immigration to

Europe (EEA 2015).

5.9 Increasingly Severe Consequences of Climate Change

Climate change and its effects at the socio-economic level are expected to cause

other consequent problems (EY 2015). Climate change is seen to exert continuous

effects at higher rates in terms of “natural ecosystems and their biodiversity, slow

economic growth, erode global food security, threaten human health and increase

inequality”. The risks of irreversible effects could potentially be reduced by emis-

sions abatement and adaptation measures, building on actions in Europe (EEA

2015).

5.10 Increasing Environmental Pollution

The levels of air pollution and releases of nutrients from agriculture and wastewater

are still high. They bring soil acidification, eutrophication of aquatic ecosystems

and losses in agricultural yield, while during the coming years total pollution is

expected to reach even higher levels, especially in the region of Asia (EEA 2015).

5.11 Diversifying Approaches to Governance

It has been noted that governmental authorities are trying to address the long-term,

systemic challenges facing society and their limited focus and powers. The need for

aligned action globally is seen in the proliferation of international agreements and

the role of business and civil society in governance. Thus, it is necessary to have a

“diversification of governance”, however this can give rise to questions related to

coordination and effectiveness, and the replacement of government authority by

less transparent non-state actors (EEA 2015).
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6 Energy and Conflicts/Peace Among States

There are many analysts and theorists who consider that energy security issues are

closely related to what is called “escalating geopolitical tensions in oil-producing

regions”, combined with the new energy consumers in Asia, the “over-reliance on

oil” and “an expected depletion of fossil fuels” (Fischhendler and Nathan 2014,

p. 152). As Leigh (2014) notes, there are quite a lot conflicts, foreign interventions

and wars that have occurred due to the struggle for resources, more often in oil-rich

areas such as the Middle East, but also throughout the world. He mentions that

“access to energy resources is a major determinant of certain international devel-

opments”, while Shaffer (2009) states that energy interests affect the mapping of

geostrategic interests.

Correlje and van der Linde (2005) classify the different kinds of disruptions and

thus conflicts related to energy in three main categories as follows: disruptions and

conflicts that can occur due to a “political decision” not to supply markets, or an

“international military conflict”, or a reason related to technical aspects; slowly

emerging supply gaps as an effect of “lagging investments in production and/or

transportation” and finally results of ideological differences between the govern-

ments of supply countries.

There are six factors that affect stability of supply relations and consequently to

disrupt them to achieve foreign policy goals as following: degree and relative

dependence on supply; overall political and economic relations between states;

the domestic supply situation of the producer and transit states; the decision-making

process affecting the oil and gas policy in each state; the involvement of transit

states in the fuel supply and finally the commercial benefits of continued supply to

the actors involved (Shaffer 2013).

There have been several incidents in recent history in which energy and energy

security issues have been linked to national security issues and tensions/conflicts

among the actors involved, for example in the following instances:

– In World War I the British government decided to change the type of fuel used

by the navy from coal to oil to gain a tactical/strategic advantage as a country

(Yergin 1988).

– In World War II all military operations relied on oil as the main and basic means

of fuel, so energy security became a wider concept that also included industri-

alized services, which were more reliant on motorized transportation (Cherp and

Jewell 2011).

– In the 1970s, most of the oil industries in the Middle East were nationalized and

an oil embargo was put in place which caused threats to industrialized countries

as it put their development and political stability at huge risk (Yergin 1988).

– With the Iranian revolution in 1979–1980, oil prices “skyrocketed”, as a result of

which “US growth plunged sharply again” (Nivola and Carter 2010, p. 107).

– In Egypt, energy security is seen as an issue related to access to oil supplies as

the state suffered to secure regular and accessible services (Fischhendler and

Nathan 2014).
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– In the Kingdom of Saudi Arabia, the country with the largest oil reserves in the

world, it has been recognized that there might be energy independence for

Western countries in the future and thus it has started looking for more “sus-

tainable methods for development and maintaining energy independency with

foreign nations” (Fischhendler and Nathan 2014, p. 154).

– In Israel, the Tzemach Committee, which is involved in the country’s energy
policy design, has been seeking a linkage between energy security in the

country’s economy and local competition in the market, as well as geopolitical

advantages for the state in the region (Tzemach Committee 2012).

– In Cyprus and Turkey, the recent discoveries of hydrocarbons in the eastern

Mediterranean region have caused tensions. It is yet to be seen how this will end,

also bearing in mind the Cypriot problem that still prevails in the island (Ogurlu

2012).

– In Jordan, the International Monetary Fund (IMF) considers the energy issue to

be an area of weakness in the country’s economy (Fischhendler and Nathan

2014, p. 154).

– In Lebanon, the government has expressed concerns about the intentions and

actions of its neighbor state of Israel, accusing it of stealing Lebanon’s oil and
arguing that this will cause serious problems for the wealth of its economy in the

near future (Abdel-Kader 2011).

– In the US, Hillary Clinton, when Secretary of State, stated at a NATO meeting

that “energy security and supply disruptions should be viewed as threats to the

alliance” (Shaffer 2013, p. 1). On another occasion, the government under the

Obama leadership announced its intention to “implement at Energy Security

Trust, which will address some of the insecurities that climate-change poses”

and the same time to reduce “the influence that foreign oil producers have on

national decisions” (Fischhendler and Nathan 2014, p. 152).

– In 2006 and 2009, Russia and Ukraine failed to reach agreement on the price of

gas, which was one of the factors that led to the crisis, although not the only one,

due to “Russian’s exploitation of energy needs as an instrument of state power”

(Elkind 2010, p. 136).

– In China, the National Oil Companies (NOCs) are seen as the “arms of the

Chinese government that are aggressively snapping up exploration and produc-

tion assets around the world to enhance China’s energy security at the expense of
that of other consumers” (Downs 2010, p. 73).

It is also important to note that almost one out of three civil wars is due to oil

(Ross 2008). The supply of energy is referred to as a “weapon and supply disrup-

tions as threats or attacks on a state”. The disruption of supplies can be initiated not

only by suppliers, but also by consumer and transit countries. Even though alliances

are considered to be vehicles that bring participating member states close to the

security of their suppliers, they are not the norm or the usual scenario. Concerning

the causes of intentional disruptions, most have been linked to Russia (Shaffer

2013).
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7 Conclusions

Based on the analysis in this paper, it is clear that states need to revisit their energy

policies and design a new vision for the future. For this reason, they need to

understand the oncoming megatrends that will have serious implications for the

globe, at the same time considering those critical success factors that will contribute

to sustainable investment and an innovative approach. Political will is required to

solve conflicts and to bring about strategic realignments (Leigh 2014). Furthermore,

cooperation on technical issues which are related to energy production will help to

build confidence and attenuate risks of confrontation over claims. However, very

little has been done and achieved so far regarding effective coordination across

borders on energy issues and this needs to change, otherwise it will not be possible

for national governments to develop and sustain energy policies (Florini 2010).

Energy security through consideration of the major factors drives energy policy

decisions, including the actions of other nations, a changing climate, and the quest

for energy independence (Pascual and Elkind 2010). After the 1970s oil crisis, for

most Middle Eastern oil producers the energy security concept entailed the capa-

bility of inflicting political and economic hardship on Western nations dependent

on petroleum, as the oil embargoes effectively operated as ‘oil weapons’ (Yergin
1991).

The energy security issue together with various other policy issues can be

considered an umbrella term for international security, economic development

and political relations (Ciuta 2010). Energy security will be significantly enhanced

if solutions are found that take into consideration the need to balance the geopolit-

ical, economic and environmental implications of energy (Yergin 2010).
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Abstract The aim of the study is to verify the theoretical basis of advanced ICT

and Augmented Reality in the organizational development and sports clubs to

improve their sports performance. The methodology of the article is based on

setting the computer designed system. The study includes the preparation and

implementation of a system to manage a sports club and augmented reality tech-

nologies in the improvement of sports training system remotely and in real time.

After conducted analysis, the following conclusions can be drawn. The use of ICT

and AR enables the implementation of mechanisms of organizational learning of

sports enterprises (process of collecting, diffusing and sharing the knowledge in the

organization in terms of cyber, using the model of negative feedback). An important

contribution of described results of research and implementation projects is the

development of knowledge concerning the area of research. It is the implementa-

tion based on the process approach and organizational learning in the field of

management tasks and the tasks of sports training through applications of techno-

logically advanced information systems that improve the organizational effective-

ness of sports clubs and the effectiveness of sports training.
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1 Introduction

The aim of the study is to verify the theoretical basis of advanced ICT and

Augmented Reality in the organizational development and sports clubs to improve

their sports performance. The consequence of theoretical assumptions is to develop

a technologically advanced system in the company’s organizational cyberspace

sport or the design of a prototype of E-trainterism.

E-trainerism is an integrated system of managing the sports, coaching and

managerial development and the improvement using the predictive model of

managing the data, information and knowledge (the cyberspace) and the extended

reality to generate new values in the field of the sports development of competitors

and the development of coaching staff and managers of the sports enterprises.

The design studies shall concern designing the functionality of the mobile data

communications system for a sports club (the e-AZS platform), implementing the

e-AZS platform, designing the mathematical model of traffic in the teaching

techniques of judo, designing the software for computer-assisted modeling of

traffic, the trial test of the software using the augmented-reality technology, design-

ing the system of managing the organizational cyberspace of the sports enterprises

with the use of the advanced information technologies (ICT AR). It is pointed out

that the development of organizational cyberspace of enterprises, including sports,

is possible and necessary for the reason that the virtual space is now the largest area

of coaching, managerial and sports development opportunities. No use of develop-

ment trends in the high technology sector causes the uncompetitive market in the

provision of services in the field of sport of children and youth, professional or

amateur, and elderly.

2 Research Predicates

The Organizational Cyberspace is a space which is defined as a system of connec-

tions and interactions between events generated running in virtual space. The basis

for definition and description of such space is to identify the processes that take

place in this space generated and triggered by virtual events or events generated by

computer.

As it can be seen in Fig. 1, a description of cyberspace must involve two objects,

processes and virtual events. After the literature review (Hammer and Stanton

1994; Kaplan and Norton 1996; Krupski 2005; Kasprzak 2005; Perechuda and

Cieśliński 2008; Cieśliński 2007b; Cieśliński et al. 2015), We state the predicates

research on this issue: the process approach and the implementation of information

virtual EVENT virtual PROCESS virtual EVENT

Fig. 1 The model of managing cyberspace
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systems, focusing on processes and organizational development of enterprises;

business processes in the company and building a system of raising organizational

efficiency; the process approach and the functional areas of the enterprise;

structural-systemic and interactive paradigm for managing and controlling pro-

cesses recognition system; interpretative cognitive science management and pro-

cess management description; process orientation and configuration of the

organizational structure of enterprises; turbulent and laminar processes of eco-

nomic tools and operation conditions; focusing on the structure design and

outsourcing as a tool for restructuring activities in the organization; corporate

strategy and business process architecture; economic processes and levels of refer-

ral and their use in modeling and organizational designing, the process approach

and the requirements of logistics systems; processes’management and ‘knowledge’
and ‘event-driven’ paradigm of modern enterprise activities, in particular economic

networks; the dynamics of economic networks; events initiating and ending mile-

age processes; virtual events are generated and controlled by computer; the use of

advanced information technologies (ICTs and augmented reality), is a condition for

sport clubs to compete in the market for sports.

In particularly, we recognized: lack of consistency management systems, caused

by the lack of relationship between the enterprise’s development strategy and the

evolution of the architecture of business processes in networks; negative impact of

implemented systems on organizational culture (including means of communica-

tion); generate and implement their own foreign technology and products with

innovative process-oriented organizations in the conditions of existence of strong

systemic disturbances in economic networks; the space computer generated and

controlled computational technology creates cyberspace; the need to identify the

functionality of the e-AZS and the functionality of the e-trainer with the use of

augmented reality technology is the basis for creating a cyberspace organization

and training in sports clubs; development of cyberspace organization of sports

enterprises, through computerization of their processes and the use of augmented

reality; the space organization of sports clubs is real space, and virtual media and

their expanded version, which is augmented reality, mediality and virtuality;

trainersim as a modern idea of competence development executives and coaching

of clubs and players.

3 The Trainerism: A Modern Idea of Functioning

Organization of Work of Sports Club

Trainerism combines the idea of managerial training, coaching and training system

for personnel of enterprises, taking into account the training system and the

programming burden in such a way as to continually improve (achieve continuous

growth—supercompensation) ability to exercise in teamwork, intellectual and

emotional. Trainerism is the idea of using practical experience and theory and the
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theory of sports training and experience of team sports for development and

improvement of human capital enterprises, including in particular the development

and improvement of team work process (Cieśliński 2006, 2007a, b, 2009).

As we can see in Fig. 2, the essence of trainerism boils down to that you program

cycles, training and recreation of employees in such a way as to improve the

efficiency of their interaction and personal development. In sport, fitness is

achieved not during training (working for employees) but when by the work

optimally done during previously selected holiday. We assume that research

(experiment conducted on employees of the company) confirm the hypothesis

about the need to take into account the improvement of human capital strategy,

enterprise-cyclical workloads, improvement-training and leisure.

Trainer, as a person who plans to work his ward, should consider not only the

existing development needs and satisfying them, but also on the effect of training

load. He must know that the accumulated quantitative work lowers the efficiency of

each people. It is only thanks to the relaxation you can get increased capacity for

learning. The awareness of this tool should be an essential element in the planning

of micro, meso and macrocycles training. We can see an example of microcycle in

the Table 1.

Supercompensation is increasing the efficiency of own work, through the appro-

priate selection of ratio between the period of work and rest. It cannot be lengthened

the rest because it leads to weakness—the forgetfulness of conducted training, often

lowering the efficiency to the level before the test. It is often repeated error, in

design terms, of led workouts. One isolated in its themed training, without further

reinforcements, and raising the level, will be forgotten. Trainerism is a process and

it is the effectiveness, built on the effect of supercompensation.

As we can see in Fig. 3, the idea of trainerism has its origins in sport training.

The simulator is a person on the one hand developing their workers through proper

selection of volume and intensity of work and leisure. The organization, which is

the basis of this approach is process oriented approach and implementation of

mechanism of organizational learning. The efficiency of such a system is deter-

mined by the extent to which this is possible the cooperation of the managerial and

training staff with IT systems. It is assumed the need to project for a system that

OWNER

SIMULATOR

PROCESS

PROCESS

PROCESS

Process team

Fig. 2 The model approach to managing the organization of work and sports training by

simulator. Source: Own study on the basis of (Hammer and Champy 2006)
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virtualizes certain areas of organizational sports clubs and their areas that are

associated with the development staff and players (trainerism, the idea in which

there are distinguished three roles; trainer, manager and couch). The following

describes issues related to virtualization of these three roles; or organizational

system virtualization and sports training system and the executive.

4 The Methodology

4.1 The Virtualization of Organizational Functions
and Training in a Sports Club

Sports Club is a system of organization and training. Seeking the improvement of

organizational effectiveness and training generates new opportunities to compete in

the market for sports. Thus, nowadays sports clubs are sports enterprises. Assump-

tions of the project are: to develop the functionality of organizational system of a

sports club (e-AZS), to design the functionality of e-simulator prototype. The

following describes the features that were subject to virtualization both in terms

of organization and training.

The contemporary space organizations create events and their permutations, or

processes. Events which constitute the space can be generated in real space creating

material values, in virtual space, creating intangible assets and in the media,

creating the media (Cieśliński et al. 2016a, b). Space can therefore be defined in

several dimensions. In addition to the above-mentioned dimension (the event takes

place in the real, virtual and medial world), one can talk and describe events

depending on what sector of the economy event occurs (public, private or govern-

mental space).

Work 
time/ 
training

Leisure time

compensation

Supercompensation – increase of the efficiency of execution.

Another stimulus (job, training)

Fig. 3 A model of building the state of high alert for the tasks. Source: Own study based on

Cieśliński (2006)
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Augmented Reality (Expanded Reality) is, on the one hand, technology (aug-

mented reality, virtuality, mediality) on the other hand, the idea indicating the ways

of mixing reality using relationships between events that occur in the organizational

sphere of public, private and NGO. Expanding the fact it is so permutation of

events, which is a process, which features an overlapping of real processes,

e-processes and media processes. The idea of expanding reality boils down to is

that events in the real space are imposed on a computer-generated event (event

virtual) and/or the media (media events). You can also talk about the process

reverse. The events of the virtual space and media are levied on real events. Such

processes form an expanded reality (augmented reality), virtuality (augmented

virtuality) and mediality (augmented mediality).

4.2 Setting the Computer Designed System

The information environment of the proposed system includes schemes adminis-

tered by AZS AWF Wroclaw and systems outside the administration of AZS AWF

Wroclaw. Schemes administered by AZS AWF Wroclaw consist of the website

AZS AWFWroclaw (http://azs.awf.wroc.pl) (including documents associated with

a module repository) and the financial and accounting system (including data

associated with the budgeting module).

Systems outside the administration of AZS AWF Wroclaw consist of: the AZS

system (including http://www.azs.pl and ID AZS system with information about the

members of AZS—needed in the task (module) of conducting of players and teams

of athletes), computer systems Ministry of Sport and Tourism (including ‘passports
of competitors’—needed in the module of conducting players and teams of ath-

letes), systems of associations of sports disciplines, for example, the Polish Athlet-

ics Association (PZLA)—including website (http://www.pzla.pl) with fixture list—

needed in the module of planning training camps and competition results of

individual professions—need in the module of conducting of players and teams

of athletes, data of athletes—need in the module of conducting of players and teams

of athletes.

5 The Case Study

5.1 The Model of the Functionality of the e-AZS
and Augmented Reality in the Construction
of a Prototype e-Simulator

The study includes the preparation and implementation of a system to manage a

sports club and augmented reality technologies in the improvement of sports
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training system remotely and in real time. The following describes the operation of

the organizational system KS AZS AWF Wrocław. The organizational structure

AZS AWF Wrocław (according to its statute) is actors and tasks.

5.2 Actors of System

Table 2 summarizes the actors system, resulting from the organizational structure of

the sports club AZS AWF Wroclaw and the objectives of the implemented system.

5.3 Tasks of the KS AZS AWF Wrocław

Tasks of the KS AZS AWFWrocław are planning training camps and competitions,

conducting (and monitoring) players and teams of athletes (team games), organiz-

ing sports events, human resources management, real estate and movable. Tasks

allocated under AZS AWF Wroclaw are assigned to duties of secretary.

Table 2 Actors of the ICT system of the AZS AWF Wrocław

Actor Role

IT administrator The person responsible for managing the system, granting privileges to

individuals, setting and deleting user accounts, and also responsible for the

technical aspects of the system

President A person with insight into accounting data and reports, as well as plans starts,

trips

Director A person with insight into accounting data and reports, as well as booking

rooms/fields and other facilities

Chief

accountant

The person responsible for accounting records and their introduction to the

system

Secretary The person responsible for personal matters, possibly the collection of data

from groups of recruited players

Director of

training

Coordinates the budgeting process (plan and settlement), and the proper

assignment of points for the club

Coordinating

trainer

Coordinates the planning process clusters and takeoffs, as well as planning

and budget implementation, training and performance

Trainer Responsible for organizing training sessions, their conduct and evaluation

(fill in diaries training), as well as plans to cluster and starts, plans and

implements the budget, supplemented by data in the “athlete passport”,

collects the results of the competition

Competitor From the system point of view, this is a person who has access to data

concerning him or her training diary, plans groupings and take-offs, as well as

the results of the competition and the data contained in their ‘passport player’

Guest From the system point of view, this is a person who has access to a fixture,

training camps and races, as well as the results achieved athletes in

competition
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Task 1 is planning training camps and competitions—this module should allow

the formation of groupings plan for training and competing in competitions for

individual players and teams. In particular, functionality should include entering

data on competitions (schedule), in particular; the term of competitions, the venue,

the planned competition, the deadline for applications athletes, the fees associated

with the start player, the additional requirements, planning starts in the competition

by assigning players to the competition contained in the schedule indicating the

possibility of competition planned to start player, modifying the plan starts in the

competition, coordinating starts in the competition between the coaches, reminding

the need to make notifications or meeting additional requirements, reminding

upcoming rides occupations, starting the relationship with the corresponding

items in the financial plan (fees associated with starts in the competition, the fees

related to housing and transport) and inputting the results for each player taking part

in the competition (including a list of competitors which competed, the results

obtained, occupied space)—acquisition results of organizer information system

(usually—sports association) with the possibility of supplementing them with

additional data manually and automatically (or semiautomatically).

Task 2 is Conducting (and monitoring) players and team athletes (team games).

One of the tasks of the club is to conduct and monitor athletes of different sports

disciplines (individual and team). For this purpose, coaches are hired and their basic

tasks are defining training exercises, doing training plans, implementing training

plans, evaluating the players’ achievements, keeping diaries of players, planning

training camps, planning starts in competitions, creating a list of documents

required from the player to compete, creating a list of documents required from

the player to participate in training camps, budgeting, accounting for the imple-

mentation of the planned budget, collection of results of matches, supplementing

the data in the ‚passport of athlete‘ and monitoring the documents submitted by

players.

Task 3 is organizing sports events (e.g. the competitions) of the club. The main

tasks in this area include defining a list of activities in the area of organizing an

event with selection of actors those are responsible for the execution of tasks and

coordination of the event, defining a mailing list to send invitations, defining the

information about the availability of sports facilities, defining the budget for the

executing event, accounting for the budget, getting the contact details for the

relevant departments and for the cooperating media within the framework of the

event, finding sponsors and partners, supporting the organization (voluntarily), the

promotion, handling of calls of players, collecting and sharing the results of players

(competitors).

Task 4 is human resources management. As part of the administrative duties of

the club, the following tasks stand out in the area of Human Resource Management:

records of trainers, records of other employees.
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6 Conclusion

The aim of the study was to verify the theoretical basis of advanced ICT and

Augmented Reality in the organizational development and sports clubs to improve

their sports performance. Nowadays, most sports enterprises go through a phase of

orientation for processes as a condition for further development in the direction of

orientation for events which may provide a basis for the development in the

direction of virtual networks and implementation of ICT systems and augmented

reality (including mediality and virtuality) and the same to configuration of own

organization in the direction of orientation for events and building the organiza-

tional cyberspace of sports clubs.

The use of ICT and AR enables the implementation of mechanisms of organi-

zational learning of sports enterprises (process of collecting, diffusing and sharing

the knowledge in the organization in terms of cyber, using the model of negative

feedback). The implementation of organizational learning mechanisms is associ-

ated with three main areas of action: the configuration of features of the organiza-

tional structures of sports enterprises in the direction of orientation on the processes

of development in the direction of orientation on events; development of enter-

prise’s IT maturity towards the implementation of advanced ICT and augmented

reality, sports enterprises are influenced by modern information technologies.

An important contribution of described results of research and implementation

projects is the development of knowledge concerning the area of research’. It is the
implementation based on the process approach and organizational learning in the

field of management tasks and the tasks of sports training through applications of

technologically advanced information systems that improve the organizational

effectiveness of sports clubs and the effectiveness of sports training.
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Unexpected Industries with Consumer Power

Renata Beata Dylkiewicz and Paulina Katarzyna Dylkiewicz

Abstract The contemporary business structures are shaped by various economic

indicators and highly influenced by dominating industries. It can be clearly indi-

cated that there is an evident difference between industries being more required by

the customers, having more power over them, and thereby involving more capital

investments and more capital gains. While certain industries satisfy the basic needs

of customers and are naturally on the growth due to particular business and

economic circumstances, there are other industries that can be viewed as less

powerful and less needed. These are the line businesses that are often seen as

those that do not serve the most sufficient needs of customer groups. Despite the

fact that the products produced in those fields are not the key needed products, there

is a lot of consumer power and thereby spending involved. This article aims to

analyze what are the industries that are growing and gaining more of the spending

from the increasing disposable incomes of consumers in Asia, as compared to

European consumers.

Keywords Industries • Unexpected industries • Consumer power

1 Introduction

The majority of economies are shaped by various economic indicators and

influenced by dominating industries. These industries can be called the traditional

industries that build up any market economy. There are however industries that are

often overlooked and not taken into any economical discussions and considerations,

still having a lot of power and grasping more and more of the consumer spending.

The lookout for the unexpected industries with consumer power in this article will

be focused within the markets of China and India. The choice of these two markets

can be explained by their fast growth, being largest emerging market economies.

These two countries also have very interesting population projections and
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increasing GDP per head, which also explain the choice of those markets to be

looked at. The lead towards discovering the powerful industries can be based upon

the market trends, growth projections, consumer engagement and consumer spend-

ing, as well as current market trends. It has to be underlined however that this

discussion looks only at selected industries, which further overlaps and neglects

some of other potential industries with such power. This delimitation results from

limited scope of this article, however can be an indication for further research and

analyses.

2 Consumer Power and an Industry

This analysis aims to look into industries with consumer power; therefore there is a

need for a detailed definition of the term ‘industry’. An industry can be simply

explained as a group of companies correlated through their business activities. The

strength of an industry is influenced by consumer power, it is therefore interesting

to look into the relationship between the resource exchange and power. Basically it

is the relationship between buyers and suppliers around a process of a resource

exchange. Suppliers need to obtain money through sales revenue, while buyers need

to obtain products that are not currently supplied by them. These needs are

transformed by the buyer into purchase specifications offered by suppliers. The

activities of specification generation as well as the evaluation are iterative. The

power here plays a significant part. The purchasing power grows out of the

interdependence of the suppliers and buyers. The extent of buyers’ potential

power is a combination of the attributes defined as attractiveness and availability

of the resources (Ramsay 1995). And while it is discussed that the consumers have

power related to the particular resources, this can be broadened into entire product

categories, and thereby industries. That also explains the linkage between the

consumer power and the potential of an industry, as the industries that produce

products those customers need, have clearly higher potential of succeeding in

economical terms. Logically then, industries that supply products of basic needs

could be seen as those with stronger potential to thrive in the market, however this

analysis aims to show that there are industries that increasingly gain popularity

among consumers, while still being underestimated.

2.1 The Markets of China and India

The key countries to be looked at in this discussion are China and India. Both are

considered as the BRIC countries (Brazil, Russia, India and China), with fast

growth and emerging market economies. China and India in the context of analyzed

industries are very interesting markets to be looked at. Furthermore, despite differ-

ences, there are also some similarities when analyzing the topic more in-depth—it
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is additional argument for the choice of China and India as the countries of focus in

the discussion of powerful industries.

2.2 Delimitations

The delimitations of this article arise from limitations in the scope of this study, and

from conscious inclusionary and exclusionary decisions undertook by the

researchers throughout the development of the study (Simon and Goes 2013).

Focusing on the key topic of this discussion, there are numerous related aspects

that have been excluded from the consideration. This relates to other potential

industries that could have consumer power in the view as explained previously.

Other countries that could play an important role within this topic have also been

screened off from the discussion, as the sole focus remains on China and India.

These indications have been excluded to restricted timeframe and scope of this

article. However it is indeed a potential topic to be further research, especially in

terms of the industries that have similar power or other countries where such

phenomena takes place.

3 Power in China and India

One of the previous chapters has shown the reason for key interest around China

and India. There are, however, other interesting projections that underline the

importance of those two countries in current economic outlook. Some of most

interesting statistics relate to the population projections and the GDP per head.

Table 1 presented shows that China and India, as compared to Japan, United

Kingdom and the United States, have most significant growth projections and

will easily outnumber other countries. In relation to the population projections,

the GDP projections (Table 2) make this analysis even more valued, as the GDP per

head in China and India also are estimated to steadily grow, and thereby play an

important role in the state of economies in those two countries.

In the context of growing numbers of the population, as well as increasing GDP

per head, it can be indicated that there will be visible consequences of such statistics

in the economies of China and India. This could be taken further into analysis what

is the linkage between those projections and the core industries, as well as the state

of the economy on the whole. This article however, aims to look into industries that

are often overlooked, but still can play an important role in the economies of China

and India. These industries to be discussed include the luxury products industry,

tourism industry and healthcare industry.
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3.1 Luxury Industry

Luxury is a commonly used term to describe products, services and lifestyle, also

seen as a culture and philosophy. Thereby the actual definition of this industry is

rather wide (Wiedmann et al. 2007). There are several segments that compose the

luxury goods industry. The typology of luxury industry by Boroian and De Poix

(2010) focused mainly on the personal luxury goods. Here, the core of the business

is the fashion industry. Luxury goods include so-called ready-to-wear, jewelry,

watches, shoes, leather goods, silk products. Brand diversification is wide—many

of luxury companies enter extents outside their traditional specialty. In this view

luxury products also include cosmetics, perfumes, pens, gifts, eyewear, sportswear,

furniture, mobile phones, cigarettes, mobile phones, flowers or even pet accessories

(Boroian and De Poix 2010). Bain and Company (2014) has created wider compi-

lation of luxury products that lie within the luxury industry and presented it in a

form of a graph (Fig. 1). It shows that personal luxury goods strongly overlap with

the travel and hospitality related products, as well as food and drinks among others.

The power of the luxury industry lies also in the statement that it is relatively

insulated from economic changes and crises. The market of luxury has been doing

well compared to other industry segments. This is explained, as the customer base

of luxury is believed to have the best financial security. Those customers also keep

on purchasing habits despite global economic instabilities (Walker 2009). In mod-

ern economy, the world of luxury and affluence is also a rare example of a case

Table 1 Population

projections (in millions)
Country 2005 2010 2015 2020

China 1312 1354 1396 1431

India 1131 1214 1294 1367

Japan 127 127 126 124

United Kingdom 60 62 64 65

United States 303 318 332 346

Source: United Nations Population Database, http://www.un.org/

Table 2 GDP per head in US$

Country 2005 2010

% change

2010

vs. 2005 2015

% change

2015

vs. 2010 2020

% change

2020

vs. 2015

China 1761 4280 143.0 9120 113.3 17,180 88.4

India 765 1370 79.0 2620 91.2 4310 64.5

Japan 35,704 41,140 15.2 49,230 19.7 59,800 21.5

United

Kingdom

37,886 35,740 �5.7 45,900 28.4 54,500 18.7

United

States

42,736 48,230 12.9 57,070 18.3 76,190 33.5

Source: Deloitte (2015)
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strongly resistant to disinflation. In this case, prices are rising rather than dropping

as they target consumers’ aspirations (Yeoman and McMahon-Beattie 2006). As it

has been shown, luxury industry is a complex notion, believed to be different than

other industries, with high dependency on many factors and contexts. It is also

assumed that the meaning of luxury will continue to transform regarding to its

meaning and the scope of good it includes, but also to the markets, customers and

key users. The industry of luxury for years has been linked to places such as Paris,

London, New York, Milan and Tokyo. And while the mature markets are still

significant when it comes to share of sales, there is an evident move towards

nontraditional luxury markets (Bellaiche et al. 2010).

In 2014 China was the world’s fifth largest luxury market. China could be

described as a miracle when it comes to growth of luxury market, as luxury market

was almost nonexistent 20 years ago (Hoffmann and Coste-Manière 2012). The

growth of the market came from the increasing wealth of Chinese population. This

includes increasing number of Chinese billionaires, growth of the wealthy class, but

also rapid increases in household disposable incomes, which not only relates to the

highest income segment, but also the high income and upper middle income class.

All of which had high luxury spending (Fung Business Intelligence Centre 2013).

While currently the Chinese economy has slowed down, the luxury market depends

on consumer market and growth of the upper income class (Deloitte 2014). Eco-

nomic instabilities and governmental actions might affect the growth of Chinese

luxury market, however already achieved strong position in the luxury spending,

China as one of key markets in the luxury segment. In comparison, India has been

estimated to have the fastest growing luxury market in the Asia Pacific region, the

numbers show that this growth is even faster than in China (Deloitte 2014). India

has an increasing number of millionaires, growing purchasing power in the upper

class, and increasing brand awareness among Indians. Indian consumer spending is

expected to grow steadily. This growth can be assigned to increasing incomes and

aspirations of Indian consumers. Again the economic, industrial and often cultural

reasons for such speedy growth only confirm that the markets in China and India in

Luxury

TourismHealthcare

- Travel for luxury 

shopping

- Luxury tourism

- Private healthcare

- Luxurious health 

and beauty 

services

- Healthcare tourism

Fig. 1 Luxury, tourism and

healthcare interlinked
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terms of luxury spending have a strong potential. Many of economic studies and

researches look only at the luxury products in the traditional typology of them.

There is a lot more to consider when extending the view of luxury products towards

other categories of untraditional luxury products as it has been explained

previously.

To better understand the potential of luxury market, there is a need to investigate

the trends affecting the luxury industry. These trends include phenomena named as

ubiquity versus exclusivity, social media, omnichannel, globalization, tourism,

democratization, fast fashion, custom and bespoke initiatives, from communication

to conversion. Ubiquity versus exclusivity relates to the value of luxury in cus-

tomers’ view, and has been very important in the growing trend of luxury being

available online. This is also linked to social media, where customers have new

voice and increase their power. E-commerce is further related to omnichannel or

channel agnostic distribution strategies that luxury brands are adopting to keep pace

with consumer expectations. Luxury brands already acknowledge that the internet

has radically changed the traditional shopping trends of customers. Globalization

also impacts the expending global middle class in the emerging markets that is

supporting growth in the luxury sector and is projected to continue growing. Those

emerging middle classes in the new markets also influence the economies of the

United States and Europe. One of the examples is the emerging markets’ middle

class travelling to western countries on the purpose of shopping for luxury products.

Here tourism is believed to be strong lever for the growth of luxury spending. The

transformational forces of globalization and information are driving the democra-

tization of luxury. Here exclusivity is replaced with mass availability, increasing

access to new markets, as well as to new customers. On the other side of that, luxury

companies start to cooperate with other brands, try new strategies, combine their

forces, adopt channels etc. Such promotion to mass audience by luxury brands is

often a risk of a diminution of brand status. Here, a thread to luxury brands is a

growing strength of fast fashion. Deloitte (2014) suggest that luxury brands should

be able to keep their exclusivity by introducing more custom made products,

limited editions and other exclusive initiatives. They should be constantly on the

lookout for new strategies and actions, especially regarding the social media and

e-commerce, with the focus on communication and conversion (Deloitte 2014). All

of these trends are indicated to have an effect on the luxury industry, both in the

mature markets and the emerging ones. The scale of those trends, however, is

hardly measurable. Here, the customers play the most important role. There are

many factors coming out from customers that can have affect on the perceived

value of luxury goods and thereby the customer spending on such products. That is

why the luxury industry is believed to be an industry with such potential.
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3.2 Tourism Industry

Tourism industry in this discussion has been defined interchangeably with the

hospitality industry. It needs to be underlined though that hospitality industry is a

broader term. One of the most defining aspects of the hospitality industry is that it

focuses on customer satisfaction, and this can be extended not only to travel and

tourism, but also further to other activities and leisure time. This sector includes

hotels, and other forms of accommodation, restaurants, bars, cafeterias, etc.; estab-

lishments for the provision of meals and refreshments of industrial and institutional

catering, as well as travel agencies, tourists guides, tourism information offices,

conference and exhibition centers. Wider definitions also include visitors attrac-

tions into this sector, particularly natural, cultural and heritage sites, as well as

museums, zoos etc. (ILO 2010). Hospitality industry, traditionally focused on the

physical product, is believed to be walking up to a consumer demanding consistent

delivery. This also related to the upscale to luxury segments.

Deloitte (2015) on hospitality foresees that emerging markets of China and

India, where rise of the middle classes continues, will generate an increase in

demand for business and leisure travel. While a lot of the development up until

now has focused on the luxury market for the upscale customer, the biggest

potential in the markets of China and India lies in the growth of the mid-market

and budget products, those aimed at the domestic traveler (Deloitte 2015). Knowing

that hospitality is such a broad term, the hospitality industry needs to be looked at

through new lenses. The influences of the industry have been graphically expressed

below.

There are a lot of factors currently surrounding the hospitality industry, and all of

these factors play an important role in shaping the industry. These aspects are very

different when it comes to diverse markets, and also dramatically vary when being

connected to different fields of hospitality. The core of the hospitality industry,

particularly the travel and tourism activity can serve as a base for the discussion

about the ongoing trends in the markets of China and India. Table 3 shows that

markets in China and India, as compared to the United States, United Kingdom and

Japan, have the most dramatic increase in the expenditure on travel and tourism

activity. Another conclusion that can be drawn is that this spending has a contin-

uous pattern and a very steady growth.

Other statistical data sheets also show that the tourism industry in China has

greatly expanded over the last years. Domestic tourism has been growing annually

by 10% on average, while inbound tourism has also increased by 10% in total over

similar period. Here, the largest growth was taking place in China’s outbound

tourism industry (EUSME 2014). Despite such incredible growth, China’s travel
industry is highly influenced and regulated by the government. There are regula-

tions prohibiting any foreign travel agencies based in China to operate in services

related to outbound travel for Chinese nationals. However, it can be also indicated

that there are opportunities for foreign actors in the Chinese market, especially
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regarding the untapped niche markets, including high end or luxury markets

(EUSME 2014).

India’s tourism industry experiencing such strong period of growth can be

acclaimed not only to the increasing population of Indian middle class, but also

to growth in high spending of foreign tourists, and intense government campaigns

to promote India as tourist destination. India’s interesting history and rich culture

combined with its diversity highly appeal to international tourists. According to

Asha (2013), India’s travel and tourism industry is one of the most profitable in the

country. Tourism in India is being seen as an engine of growth for the Indian

economy, and also as a key employment generator. In 2011 it was predicted that the

annual growth to be almost 9 percent between 2011 and 2021. Such forecast gives

India the fifth rank among countries, which have the fastest growing tourist

industry. The World Tourism Organization is estimating that India will take the

lead in South Asia with an outstanding number of 8.9 million arrivals by 2020

(Asha 2013).

It has been estimated that penetration of the domestic travel markets in China

and India will lead to the greatest long term returns for internationally known

brands, while the local brands will still dominate the mid-market and budget

sectors. Also, that both China and India are at the risk of having an over-supply

of luxury hotels in most popular cities, and this will have consequences, at least in

the short run. The trends for the Chinese traveler mainly related to the domestic

travel being more attractive and affordable option in the short term. However, the

outbound travel sector in China does have a lot of potential. Tourism expenditure

forecasts are rising. The Indian traveler has great appetite for travel, with the

greatest impact coming from domestic and regional tourism markets. International

travel is expected to grow. The World Tourism Organization (UNWTO) forecasts

that India will account for around 50 million outbound tourists by year 2020

(Deloitte 2015).

To be ahead in the hospitality industry, especially to meet the needs of the new

customers, companies need to prepare their response to new consumer behaviors

and general trends. When it comes to the customer, it can be indicated that the

global budget hotel brands will have a stronger focus towards emerging market

strategies. This strongly applies to China and India. Game changers should move

quickly to take advantage of economic growth prospects in those markets, as well as

to consider the supply shortages in those countries. Another important action for

companies is to engage customers into loyalty programs, which should influence

the industry across all segments. Brands should try to understand different gener-

ational needs and values, as different markets, especially the culturally diverse ones

have different key segments with potential in the hospitality industry. Brand

marketing, as lifestyle brands, embracing the power of social media and the

capabilities on the whole, as well as developing a multi-channel approach with

use of smart phone technology are also trends that travel brands would leverage on

in grasping the emerging consumers (Deloitte 2015).

The value of the brand in the eyes of the consumer, the growth in emerging

markets, especially with the focus on China and India, the importance of technology
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that is more consumer facing, as well as the sourcing, development and preservation

of human capital are the aspects that have shaped the hospitality industry in the last

5 years. These key characteristics have to be looked at in the new perspective of

growing importance of the sustainability agenda, as well as exogenous evens and

cycles. These are strongly believed to be the key trends that will influence, and

define the success of the marketplace in the upcoming years.

3.3 Healthcare Industry

Healthcare industry is the last industry to be looked at in this discussion. It

comprises of providers of diagnostics, remedial, preventive and therapeutic ser-

vices. It involves doctors, nurses, hospitals and other private, public, and voluntary

organizations. It involves hospital activities, medical and dental practice activities

and other human health activities. It also relates to the delivery of healthcare

services, from primary, secondary and tertiary levels of care. Medical tourism is a

rapidly growing practice of international travelling to obtain healthcare. The

healthcare industry is claimed to be one of the world’s largest and fastest growing

industries (KFF 2006).

Healthcare spending in China is on a rapid increase. The estimation of country’s
annual expenditure indicates growth at average rate of 11.8% a year, each year up to

2018. This should lead to reaching $892 billion by 2018. Such high spending is

going to be driven by increasing disposable incomes of consumers and public

healthcare reforms by the government (Deloitte 2015). Medical tourism is also

expected to become a growth industry in China, driven by favorable government

policies, current health care reform efforts, relatively low medical costs, and highly

qualified medical personnel.

India’s healthcare sector has been growing speedily driven by a number of

factors. Total healthcare spending in India is projected to rise at annual rate of

12%, to reach projected $195.7 billion in 2018 (Deloitte 2015). Factors influencing

such predictions include increasing the average life expectancy and average income

level and rising awareness for health insurance. Healthcare has become one of the

India’s largest sectors both in terms of revenue and employment. Here, similarly as

in the case of previously presented industries, the raising middle class who can

afford quality healthcare plays the biggest role. Another important fact is that

India’s reputation as a global health care destination is also growing. This is thanks

to the advances in medical research but also investments in the private sector. It is

also believed that private sector accounts for more of all outpatient care in India as

compared to the public sector. It has also been underlined that the Indian govern-

ment is planning to invest heavily in the Indian health care sector (Asha 2013).

The healthcare industry and its potential are covered the least in this discussion.

This is due to strong influence of the government both in China and India; thereby

the growth of this industry will also be dependent on the actions taken by the

governments there. Knowing that consumer power is less significant as opposed to

190 R.B. Dylkiewicz and P.K. Dylkiewicz



the luxury and hospitality industries, however as it has been explained, the

healthcare industry should not be neglected as it has a strong growth potential

and a lot of unforeseen power. Furthermore the healthcare industry can be linked to

the luxury industry and the hospitality industry, which will be explained in the

following chapter. The interconnectedness of powerful industries can only bring

more opportunities both for the consumers and the brands.

4 Conclusion

The markets of China and India are emerging markets rapidly on the growth.

Current economical circumstances have a lot of power for different industries to

thrive. While there are many traditional industries which will take advantage of the

economic setting in those two countries, there are other industries that are often

overlooked, but do have a lot of potential. These include the luxury, tourism and

healthcare industries. All of these industries have been forecasted to grow and play

important roles for consumers in China and India. What is also interesting is that

these three industries strongly overlap. This has been presented in the Fig. 1.

Luxury, tourism and healthcare industry are highly interconnected. There are

trends of travel for luxury shopping, the luxury tourism, healthcare tourism and also

high-end private healthcare and luxurious health and beauty services. All of these

notions overlap, and it is often difficult to estimate the engagement of consumers in

each of those industries. However, it has been shown that all of these industries are

strong already and will get stronger with increasing consumer engagement; thereby

they should not be overlooked anymore but included as strong ingredients in the

economies in China and India.
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Brand Meanings in the Context of Luxury

Fashion: A Projective Study in China

Sonja Lahtinen and Pekka Tuominen

Abstract The purpose of this study is to describe and analyze brand meanings in

the context of luxury fashion among young Chinese women. The theoretical

framework for this study is built from two streams of literature. The first part

elucidates the concept of luxury and further introduces the three dimensions of

luxury brands based on previous research: the functional, the experiential and the

symbolic. In the second part semiotics is applied to explain the structure of brand

meanings, and the model of interactive transfer among three elements—the culture,

the brand and the individual—is introduced to demonstrate how these brand

meanings are co-created in the marketplace. The qualitative data was generated

through the projective Zaltman Metaphor Elicitation Technique (later ZMET) in

China. Based on the various and heterogeneous brand meanings that respondents

associated with luxury fashion brands, eight meaning orientations were formed,

which organize respondents’ beliefs and emotions towards the luxury fashion

brands. The interpretive repertoire of Chinese respondents extends the meanings

far beyond the ones that brands have created by themselves and those that have been

recognized by prior research. This shows considerable sophistication and dedica-

tion from the consumers in the interpretation and co-creation of brand meanings.

The findings may assist brand managers in developing global brand strategies that

are sensitive to local differences and focus on creating personally meaningful brand

experiences.

Keywords Brand meanings • Luxury fashion brands • ZMET-method

1 Introduction

The market for luxury goods is continuing to grow globally, despite macroeco-

nomic uncertainty. In the year 2014 worldwide sales of personal luxury goods

reached 223 billion euros, a growth rate of 5% (Bain and Company 2014). The
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growth in the luxury market is mainly driven by changing socio-economic and

demographic factors in the global environment. Thus, while Europe has been the

clear leader in luxury consumption for centuries, the main drivers of growth are

now coming from the rising middle class of the emerging markets, such as Brazil,

India, Russia and China (Bain and Company 2014; Christodoulides et al. 2009).

Asia-Pacific represents today the biggest market for luxury. While other emerg-

ing countries in this region, such as India, Malaysia and Indonesia are contributing

to the rising sales figures, the growth is predominantly due to the Chinese middle

class, which is increasingly brand aware and willing to invest in luxury (Li et al.

2012). The importance of Chinese luxury consumers is further fueled by the

growing tourism. Bain and Company (2014) estimated that last year Chinese

consumers purchased 47% of all the luxury purchases worldwide, spending three

times more on luxury purchases abroad than they spent locally. Thus, understanding

Chinese consumers and their brand consumption becomes critical also outside the

country.

The important role of brands in contemporary consumer cultures can be consid-

ered as the embodiment of the immaterial world (Turunen and Laaksonen 2011).

We use brands to send messages to others about who we are and what we are like

(Berger 2010). On the one hand, brands separate and differentiate us from others; on

the other hand, they integrate us into the society and into the subcultures with which

we share similar tastes (Chan et al. 2012). Thus, when people buy a luxury item,

they are buying not just the product, but a complete package that comprises the

product and a set of intangible benefits that appeal to emotional, social and

psychological levels of their being (Okonkwo 2007).

There is a level at which these brands are universal—if not, they would never

achieve strong equity across different markets—but there is also a level at which the

cultural factors lead consumers to interpret these brands differently (Oswald 2012).

Luxury brands are now facing the diversity of the world and the various interpre-

tations of their multicultural consumers. For example, Chinese luxury consumers

may not follow the trends of the Italians, since Chinese, as well as Italians, perceive

luxury brands in terms of their unique cultural backgrounds. Since globalization

makes luxury brands readily available in diverse cultural contexts, these brands are

now challenged to find a balance with the special characteristics of each of their

markets (Okonkwo 2007).

Existing research has explored many aspects of luxury branding, but some areas

of this field of study are ripe for further exploration. First of all, much of the luxury

brand literature has taken a managerial perspective and neglected the consumer

point of view (Turunen 2015). The research topics cover a variety of areas: the

nature and definition of luxury goods (e.g., Vigneron and Johnson 2004; Vickers

and Renand 2003; Tynan et al. 2010), the competitive structure of luxury markets

(e.g., Chadha and Husband 2006), issues relating to the democratization of luxury

(e.g., Silverstein and Fiske 2003), market segmentation (e.g., Dubois et al. 2005),

conspicuous consumption (e.g., Shukla 2010) and counterfeiting (e.g., Bian and

Veloutsou 2007; Turunen and Laaksonen 2011), just to mention few of the main

ones. In spite of this broad literature on the luxury market, the field needs more
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theoretical understanding about the brand meanings attached to luxury fashion

brands and how they are constructed in a culture.

A specific stream of research under consumer behavior, Consumer Culture

Theory (CCT), has been trying to break away from the managerial focus of the

branding literature, by examining consumption from the cultural perspective (e.g.,

Cayla and Eckhardt 2008; Joy and Li 2012). CCT is defined as a family of

theoretical perspectives, studying the dynamic relationships among the consumers’
actions, the marketplace and the cultural meanings (Arnould and Thompson 2005).

Each research area under CCT provides a unique way to study consumption

behavior: (a) consumer identity projects, (b) marketplace cultures, (c) the socio-

historical patterning of consumption and (d) mass-mediated marketplace ideologies

and consumers’ interpretive strategies (Arnould and Thompson 2005). This study

aims to open up new possibilities to understand consumer culture in China, and

shows relevance on several of the aforementioned research areas.

The purpose of this study is to describe and analyze brand meanings in the

context of luxury fashion among young Chinese women. To achieve this purpose,

the study has two research questions:

1. What kind of brand meanings do young women attach to luxury fashion in

China?

2. How do the cultural and social factors contribute to the construction of these

meanings?

The target group consists of young female adults, aged between 20–35 years old.

This target group was chosen, since consumers for luxury brands are relatively

young in Asia; in most Asian markets the biggest spenders on luxury brands are

young women between the ages of 20 and 30 (Chadha and Husband 2006). In

addition, the brand meanings are not studied among the whole demographic group

of young women, but among the group of young female consumers who actually

buy and use luxury fashion brands. This research is concentrating only on luxury

fashion brands. This is because from the semiotic point of view, some products are

more important for people as a means of forming and expressing their identity, such

as fashion accessories and clothes (Berger 2010).

2 Theoretical Framework

2.1 The Concept of Luxury Brands

The concept of luxury is multifaceted, and the idea of luxury naturally contributes

to the concept of luxury brands (Turunen and Laaksonen 2011). Researchers have

found that consumers have difficulty identifying what makes a brand luxurious and

that they typically define luxury by listing what they consider to be luxury brands,

such as Louis Vuitton, Hermes, and Chanel (Roper et al. 2013). This vagueness of
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luxury holds true not only for the consumers but also for academics. An additional

confusion is created when researchers do not differentiate between the concepts of

luxury and luxury brands. Some researchers have focused on examining the overall

concept of luxury, whereas other researchers have investigated luxury as a property

of brands (Brun and Castelli 2013). This paper concentrates only on examining the

meanings of luxury brands, that is, the concept of luxury in the marketing context.

Despite the lack of an operational definition of luxury brands, the review of the

broad literature reveals that there are certain external features that are commonly

attached to luxury brands. Nueno and Quelch (1998) describe luxury brands as

those whose ratio of functionality to price is low, while the ratio of intangible and

situational utility to price is high. The concept of exclusivity is also well

documented in the luxury literature (Wiedmann et al. 2007). In addition to the

elements of price and exclusivity, luxury brands feature excellent quality, design,

and craftsmanship (Brun and Castelli 2013).

Although these aforementioned perspectives are pervasive in the contemporary

literature, luxury brands cannot be characterized only by their external attributes

but also by their emotional appeal and symbolic features. Thus, instead of narrowly

associating luxury with certain brand features, there has been a call for an integra-

tive perspective on luxury brands (Berthon et al. 2009; Tynan et al. 2010; Shukla

and Purani 2012; Roper et al. 2013).

Few researchers have already answered this call. Vigneron and Johnson (2004)

classify two major dimensions of luxury value perception: personal perceptions

(hedonic value and extended self) and non-personal perceptions (conspicuousness,

uniqueness and quality). Wiedmann et al. (2007) extend this framework by using

four dimensions: social, functional, individual, and financial value. Vickers and

Renand (2003) differentiate between luxury and non-luxury brands in three dimen-

sions: functionalism, experientialism and symbolic interactionism. Berthon et al.

(2009) also conceptualize luxury goods with similar value-based dimensions: the

objective (material), the subjective (individual) and the collective (social).

Based on these indicators argued in the contemporary literature, three dimen-

sions of luxury brands are suggested: symbolic, experiential and functional. First,

luxury brands have a strong symbolic dimension that includes both the self and

others. Second, the experiential dimension is relating luxury to pleasure, emotions

and sensory stimulation. Thirdly, luxury brands are associated with greater quality

and functionality and also with higher price. It is suggested that for a brand to be

considered as a luxury brand, each of these dimensions is necessary, but not

sufficient on their own.

2.2 The Semiotic Structure and Interactive Transfer
of Brand Meanings

Brand meanings permeate much of consumers’ lives in various ways (Mick and

Oswald 2006). Brand meanings are one of the most significant signs we—as
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consumers—use in our everyday lives to construct our identities, to communicate

our self-concepts and to interpret messages sent by other consumers and companies

alike. The basic unit of meaning is a sign, which is regarded as something that

stands for something else, such as a spoken or written word, or a material object

unified in the mind with a particular cultural concept (Berger 2010).

From a semiotic perspective, brands are cultural signifiers (Berger 2010). The

signifier/signified relationship is structured by codes associating a material signifier

(word, image, etc.) with a signified (cultural concept). The relation between these

two is arbitrary and based on convention (Oswald 2012). For example, the meaning

of a Louis Vuitton bag is not intrinsic to the object itself, but is codified by habit and

convention. The logo is then a sign for the broader world of cultural codes, rituals

and consumer experiences, as illustrated in Fig. 1 (Oswald 2012). Since the

signifier/signified association is ruled by social convention and cultural habit, this

relationship is context-related and can change over time (Berger 2010).

McCracken’s model (1986) of meaning transfer is probably the most widely

used approach in the marketing literature to explain how the meanings are created

in the marketplace (Batey 2008). In his analysis of meaning movement, McCracken

(1986) suggests that cultural meaning is drawn from a culturally constituted world

and transferred to consumer goods through advertising and fashion system. Then

the meaning is transferred from the object to an individual consumer through a

number of personal rituals, such as possession, exchange, grooming and divestment

rituals. Although McCracken’s model has been widely used, it has been criticized

for assuming that meanings are primarily handed down to consumers by cultural

intermediaries (e.g., Thompson and Haytko 1997; Ligas and Cotte 1999; Batey

2008; Bengtsson 2002).

Rather than characterizing the meaning transfer as a top-down process, Thomp-

son and Haytko (1997) suggest the dynamic poststructuralist approach, in which

meanings are constructed across diffuse social contexts. The interactive perspective

proposes that consumers are using creative ways to combine, adapt, or even create

brand meanings to fit their own life goals (Ligas and Cotte 1999). This interactive

perspective acknowledges that brand meanings are not perceived similarly by all

consumers, but are interpreted personally, linking the brand, the socio-cultural

environment and the individual together (Holt 1997; Thompson and Haytko

1997; Ligas and Cotte 1999; Bengtsson 2002). Meaning is thus always in flux

among three different elements: the culture, the individual and the object (Turunen

and Laaksonen 2011). In Fig. 2, the two-directional arrows depict the reciprocal

movement of the meanings between these elements and represent the dynamic

process of meaning development.

Signified Status, style, wealth

Signifier Louis Vuitton logo

Fig. 1 The binary structure

of signs in semiotics

(adapted from Oswald

2012, p. 52)
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3 Conducting the Study

Philosophically, this study is based on the social constructionist paradigm. Since

brand meanings are subjective, context-related and formed through social interac-

tion, constructionism serves as an appropriate philosophical basis for the study. The

study is qualitative in nature and adopts a novel projective technique, the Zaltman

Metaphor Elicitation Technique (ZMET). It is shown by prior studies that most

marketing research tools are verbo-centric, relying on literal language to collect,

analyze and report data, although people are better able to convey their thoughts in

nonverbal terms (Catchings-Castello 2000). Based on the two fundamental assump-

tions that thoughts are image-based and mostly subconscious, Zaltman (1997)

suggests that research that is strictly based on written or verbal interactions might

be missing some critical details. The so-called “depth deficit” (Mulvey and

Kavalam 2010), typical for contemporary consumer studies, can be overcome

with the use of the ZMET.

Data was generated using a convenience sample of six respondents in China. The

participants differed in their backgrounds, and their ages ranged between 20 and 35.

Respondents were asked to collect images that represent their thoughts and feelings

about luxury fashion brands and to bring the pictures to the interviews. The in-depth

interviews followed the eight steps in the ZMET method: storytelling, missed

images, sorting, construct elicitation, the most representative image, opposite

image, sensory images and the mental map (Zaltman 1997). In all of the steps,

participants described the content of each picture in their own words, and the

Fig. 2 The meanings for luxury brands
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interviewer tried to understand the associated ideas and relevant connections among

different constructs. The analysis of the generated data started already during this

process, and tentative conclusions were drawn from the notes and drawings pro-

duced during the interviews.

The more formal data analysis began with the coding of the transcribed inter-

views. Transcripts were coded with individual colors representing each idea or

construct. After similar codes started to emerge, they were grouped into “code

families” representing specific categories of meaning. After no new constructs

emerged, an individual mental map was created to illustrate the meanings identified

with each participant and finally these maps were combined as an aggregated map

that represents the collective mental model across participants.

With six respondents in this study, the targeted completeness of the integrated

consensus map was met, since according to Zaltman (1997), data from four or five

participants, at most, is required to generate all of the constructs in a consensus

map. He argues this by stating that the mind is not the possession of the individual,

but it grows from interactions within the socio-cultural world. According to

Christensen and Olson (2002), in order to keep the aggregated map intelligible

but still meaningful, the researcher has to find a balance between detail and

interpretability. In practice, many different versions of the consensus map were

created, with different cutoff levels. The final consensus map includes eight central

constructs and 36 minor constructs. This is roughly in line with the rule Zaltman

(1997) has created that a completed consensus map should include between 25 and

30 constructs and represent 85% of the constructs mentioned by any one

participant.

4 Findings and Discussion

4.1 The Brand Meanings for Luxury Fashion Among Young
Chinese Women

The aggregated consensus map reveals eight meaning orientations for luxury

fashion brands shared among Chinese respondents. These eight meaning orienta-

tions are (1) pursuing hedonistic pleasure; (2) driving force in life; (3) appreciating

beauty, art and quality; (4) daydreaming and fantasy world; (5) connecting and

expressing the self; (6) seeking connection to others; (7) matter of investment; and

(8) valuing sustainability. As seen in Fig. 3, each of the meaning orientations

includes several more detailed sub-meanings. Some of them are closely related to

each other and the connections are illustrated with the dotted lines in the map. Next,

these eight meaning orientations are examined in more detail.
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4.1.1 Pursuing Hedonistic Pleasure

Certain products and brands carry an emotional meaning and provide intrinsic

enjoyment in addition to their more tangible benefits (Wiedmann et al. 2007). In

the literature, these subjective and intangible aspects of consumption are referred to

as hedonistic consumption (Hirschman and Holbrook 1982). Here, hedonism

describes the perceived subjective utility and intrinsically attractive properties

(Wiedmann et al. 2007) acquired from the purchase and consumption of luxury

fashion brands. Respondents referred to this kind of hedonistic pleasure when they

talked about luxury fashion brands; they brought out concepts such as sensory

pleasure, gratification, aesthetics and excitement. For example, luxury fashion

brands were used as tools of variety seeking and self-rewarding.

4.1.2 Daydreaming and Fantasy World

According to Astous and Deschenes (2005), consumers often realize part of the

consumption in their minds; they imagine, dream or fantasize that they possess

some desired object, or that they live certain experiences. In addition of dreaming

about certain products, the dreaming itself was seen as important, and respondents

referred to constructs such as “escaping to the fantasy world.” Because luxury

fashion was seen as far from reality, it offered a perfect destination for dreaming.

Hansen andWänke (2011) suggest that the association between luxury and abstract-

ness is based on the psychological distance of luxury. Psychological distance

manifests itself in many ways; luxury is exclusive and socially distant, and pur-

chases are seldom and often only hypothetical (Hansen and Wänke 2011).

4.1.3 Appreciating Beauty, Art and Quality

Various studies in the field show that superior quality is one of the most mentioned

attributes when talking about luxury fashion brands (Vigneron and Johnson 2004;

Dubois et al. 2005; Wiedmann et al. 2007; Turunen 2015). For respondents, the

utilitarian considerations, such as materials, fitting, details, finishing, durability and

resistance, contributed to the image of excellent product quality. Although respon-

dents were more focused on functional, product-related quality, they were still

talking about the aesthetics and the image of the craftsmanship. There was under-

lying a more profound significance composed of deeper meanings about feeling

oneself worthy of good quality.

In luxury fashion, the quality is the most important thing, you don’t spend money to get a

thing that is not durable, that’s the basic need. But also the design and the materials are very

important. Like leather, or cashmere, materials must be natural (Source: Respondent B).
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4.1.4 Driving Force in Life

Among the many tasks brands can perform, they can help consumers achieve goals

that are motivated by the self. Brands may act as symbols of personal accomplish-

ment, provide self-esteem and help people through life transitions (Escalas and

Bettman 2003). Many of the respondents viewed luxury fashion brands as being a

driver of moving forward, creating an urge to push them further in life and

providing a sense of empowerment. Most of the respondents also raised the topic

of social status and prestige and talked about achieving a certain kind of level in a

society by using luxury fashion brands. Also the meanings of self-esteem and self-

enhancement were discussed. Thus, luxury fashion brands were acting as motiva-

tional drivers. The origin for motivation came either from social or personal goals.

I think luxury goods give you a higher social standing among other people. This picture

shows this. People want to be beautiful; they want to be a star. Everyone wants to be a star!

(Source: Respondent F).

4.1.5 Connecting and Expressing the Self

Brands can be used to satisfy psychological needs, such as reinforcing and

expressing the self (Escalas and Bettmann 2003). The most important function in

moderating the relationship between one’s self-image and one’s image of the brand

is self-congruity (Wiedmann et al. 2007). Respondents confirmed the impact of

self-congruity on their luxury brand use, but they focused mainly on the outer part

of the self. They talked less about the connections between the brands and their

personal identity, but emphasized the congruency between the brands and their

social self. It was also important for respondents to feel themselves unique. In

contemporary consumer cultures, consumers usually acquire and display material

possessions, such as brands, for the purpose of feeling differentiated from others

(Chan et al. 2012).

Chinese people get more and more money and they knowmore about luxury brands so there

are more people who want to raise their social level among their peers by buying luxury

brands and they can choose the one that contributes to their social identity (Source:

Respondent A).

4.1.6 Seeking Connectedness to Others

In addition to being used to assert one’s individuality and allowing one to differ-

entiate him/herself from other people luxury fashion brands can also serve a social

purpose by reflecting social ties and reinforcing the feeling of belonging (Escalas

and Bettman 2003). Through the use of luxury fashion brands respondents felt that

they were connected to other like-minded people, with whom they shared similar

tastes and lifestyles. For the respondents, the feeling of being connected to others

and the sense of belonging emerged as crucial factors. Respondents also stressed the
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role of reference groups in their buying behavior. These results are in line with

Shukla and Purani (2012), who recognized that the collective mindset of Asian

consumers reinforced their need to feel united.

Luxury brands should keep in mind that consumers in this country are not yet so mature to

have an independent insight, where you can make the choice based on the brand, instead,

we need to have a king or queen that just controls the feeling of other consumers, like just

follow me (Source: Respondent B).

4.1.7 Matter of Investment

One of the most common meanings attached to luxury fashion brands is the

expensive price and consumers’ willingness to pay a premium (Turunen 2015).

Price played a positive role in determining respondents’ perceptions about quality,
but higher price was also considered to signal wealth, status and prestige. Thus,

higher price suggesting higher quality or higher status may make some products or

brands even more desirable and consumers more willing to pay the premium

(Wiedmann et al. 2007). According to various studies, seeking prestige by acquir-

ing higher-priced products is acceptable in many collectivist cultures, like in China

(Shukla 2010; Shukla and Purani 2012). However, respondents considered luxury

fashion brands as expensive and acknowledged the financial costs of these products.

4.1.8 Valuing Sustainability

While luxury goods have traditionally been associated with a lifestyle of material-

ism, hedonism, conspicuousness and extravagant consumption—quite the opposite

of the concept of sustainability—a paradigm shift is currently taking place in the

field of luxury consumption (Hennigs et al. 2013). Consumers are increasingly

concerned about ecological and ethical issues, and they prefer products that reflect

their own values. As Hennigs et al. (2013) suggest, ecological and sustainable

values are not necessarily antithetical to luxury. The essence of luxury fashion

brands is based on high quality, natural materials, craftsmanship, superior durability

and timelessness. Respondents recognized the ecological aspects, such as the use of

natural materials and superior durability of the products. Ethical meanings, such as

craftsmanship versus mass-production, and the mindset against fast fashion, were

also surfaced.

The timing for luxury brands is really good now in China. We have just suffered from the

haze for the past couple of months and everyone is talking about the change of environ-

ment. I think every family in Shanghai is concerned about this. Sustainability and respon-

sibility are becoming more important for Chinese consumers (Source: Respondent B).

When the meaning orientations were examined in more detail, it was recognized

that five of the meanings were similar to the findings of previous studies. The

meanings of pursuing hedonistic pleasure; appreciating beauty, art and quality;
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connecting and expressing the self; seeking connectedness to others; and matter of

investment are widely identified in the contemporary literature (Vickers and

Renand 2003; Vigneron and Johnson 2004; Wiedmann et al. 2007; Berthon et al.

2009; Christodoulides et al. 2009; Tynan et al. 2010; Shukla and Purani 2012).

However, three of the meaning orientations that emerged from the data were new in

the field: daydreaming and fantasy world, driving force in life and valuing sustain-

ability. The reason these meanings have not been identified before might be

connected to the method being used. Projective methods are able to reveal vivid

and detailed meanings, some of which are deep and perhaps subconscious

(Christensen and Olson 2002).

4.2 The Role of Socio-cultural Factors in the Construction
of Brand Meanings for Luxury Fashion

Besides the dimensions of the luxury brand meanings, the theoretical framework

included the reciprocal interaction among the three different elements that deci-

sively affect the outcome of the brand meanings: the culture, the brand and the

individual. The second research objective was fulfilled by elucidating the charac-

teristics of Chinese consumers that might derive from the specific socio-cultural

environment of the respondents.

First of all, the relatively short history of consumerism in China might explain

the materialist values behind the meanings Chinese respondents gave to luxury

fashion brands. According to Inglehart (1990), an individual places the greatest

subjective value on those things that are in relatively short supply and that are

affected by the conditions that prevailed during one’s pre-adult years. Although

Chinese showed clearer signs of materialist values, it is assumed that the rise of

prosperity in the country will encourage the spread of postmaterialist values (like

meanings of sustainability and self-actualization), especially among the younger

generations.

Second, the evolutionary stage of the luxury market may affect to consumers’
perceptions about luxury brands. In China, the luxury industry is still in its intro-

ductory phase. Consumers in China may belong to the first or second generation of

their families to purchase brands rather than buying commodities with trade

vouchers, as was common during the Cultural Revolution (Oswald 2012). The

recent history of wars, colonization and communism has disrupted the Chinese

history of luxury, which might explain why Chinese respondents found it difficult to

relate themselves personally with luxury brands and reflected their relationship with

luxury fashion brands more from the social point of view. The ways consumers

negotiate meanings often stem from the economic and political histories and

worldviews of the specific cultures.

Third, the confrontation of individualistic versus collectivist cultures might

explain why Chinese respondents sought status and showed sensitivity to prestige
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and social recognition. Markus and Kitayama (1991) and Escalas and Bettman

(2003) suggest that Easterners are characterized by the focus on the social, public

self and social recognition while the individualist Westerners tend to focus more on

the personal, private self. It has been claimed that the different conceptions of the

self, and of the relationship between the self and others, are the most significant

sources of differences among cultures (Solomon et al. 2013). However, there were

also signs of individualist meanings, and it is widely assumed that Chinese culture

is moving towards the Western one and the differences between individualist and

collectivist behavior might diminish.

Figure 4 illustrates the re-evaluation of the theoretical framework created by the

authors, where the brand meanings associated with luxury fashion brands are

represented in the form of the consensus map rather than divided into the different

dimensions of functionality, experientialism and symbolism. The meanings in the

consensus map are influenced by the interaction among the culture, the brand and

the individual, of which culture was studied with greater emphasis in this study.

5 Conclusions and Implications

All the three dimensions of luxury brands were identified, but it was further

revealed how these dimensions occur in practice, through the eight meaning

orientations. It was also recognized that the prevalence of materialist/post-

materialist priorities, the evolutionary stage of the luxury market and the collectiv-

ist/individualist culture might explain how socio-cultural factors affect the brand
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connectedness
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investment
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Fig. 4 The meanings for luxury fashion brands
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meanings consumers construct for luxury fashion brands. Overall, it is suggested

that the heterogeneous nature of brand meanings highlights the role of consumers in

co-creating the meanings together with the brand and their socio-cultural

environment.

The first implication of this study is that the heterogeneous nature of brand

meanings is understood in a wider perspective than the earlier categorization of

functional, symbolic and experiential dimensions suggests. The consensus map

integrates cognitive and emotional dimensions and leads to a holistic understanding

of the deeper drivers of luxury brand meanings. With the aggregated consensus

map, marketers are able to identify a broader variety of potential brand meanings

that their customers might attach to their brand. It is recommended that brand

managers focus on one or two of the meaning orientations instead of trying to cover

all of them.

The second implication of the study is the greater understanding of the process

how consumers negotiate meanings together with the brand and their socio-cultural

environment. Traditional approaches have suggested that marketers create sym-

bolic meanings for the brands; from which consumers choose the ones that best

correspond to their own self-concepts. This study highlights the role of consumers

in the process of shaping meanings for brands. This is an especially important

notion in the context of luxury fashion brands, where the dominant view has long

suggested that consumers should not co-create luxury brands, since luxury brands

need to stay ahead of their customers (e.g., Kapferer and Bastien 2012). This study

extends the managerialist view by incorporating the consumer and identifying the

co-construction of brand meanings.

The third implication of this study is the better understanding of the way in

which social, economic and cultural forces lead consumers to construct different

brand meanings in the global markets. As the previous research shows, considerable

cross-national variations exist in the meanings consumers attach to luxury fashion

brands. For example, the collectivist/individualist mindset of the consumers may

strongly affect the other-/self-directed symbolic meanings. Besides the cultural

factors, historical and political forces also have an impact on the market actors in

contemporary consumer cultures, for example affecting the materialist/

postmaterialist values of the consumers. It is suggested that marketers should

develop global brand strategies that are sensitive to local differences and that take

into consideration the social, historical, economic and cultural factors.

6 Limitations and Avenues for the Future Research

The limitations of this study create interesting possibilities for future research. This

study concentrated only on China, when further comparative studies involving

other countries and cultures would provide interesting insight into the subject.

Moreover, the study focused on affluent, urban citizens, but examining the inter-

pretations of luxury by Chinese consumers living in the big cities and in the
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countryside would increase the understanding of the socio-cultural nature of the

brand meanings.

This study focused on socio-cultural constructs, not on the individual-level

factors that obviously influence the creation of different brand meanings. By

focusing on the psychological level in the meaning-making process, future research

would gain fruitful insight about the personal drivers behind brand meanings.

Furthermore, the third element of the meaning-making process, the brand, could

be in focus of future studies, for example by exploring the brand meanings that the

brand managers have created for the specific brand and how these meanings differ

from those created by their customers.

However, apart from the methodological and contextual possibilities, the most

interesting subject for future research is the concept of luxury for today’s con-

sumers. In societies where people have already adopted, or are starting to adopt the

postmaterialist values, the interpretations of what is felt as luxurious are very

different from those that have been dominating the economic, and marketing,

view of the luxury concept. Signs of more experiential and more personal meanings

can be recognized in this study, and these meanings are something that future

consumers are increasingly interested in—and future researchers should be, too.
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Environmental Decision Support Systems: A
Literature Review

Faten F. Kharbat and Jehan A. Abo Sultan

Abstract A large amount of decision support systems for different management

areas exist. Literature on decision systems supporting environmental management

in particular is relatively limited. Given this evolving research field, the goal and

purpose of this paper is to explore the scientific research in international scientific

journals that focus on decision support systems for environmental management. In

this paper, a brief review was conducted to recent publications in some of the

respected journals and conferences. Published scientific research from 2010 to 2015

is reviewed based on the following: (i) what are the main components used in the

decision support system, and (ii) how environmental support systems are integrat-

ing with other techniques and methods to optimize the needed solutions. The DSS

tools and components play a great role in solving the complexity problem of the

eco-system and in the environment. According to our review, researchers found that

environmental problems have common characteristics. EDSS, also, has been used

in different fields. A further critical analysis should be completed and gaps in the

current literature are to be identified in the future to identify improvements for such

systems and possible future directions.
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1 Introduction

The environment consists of different dimensions such as economic, ecological,

social, technical, cultural, physical, chemical and biological. The increasing pace of

industrialization, development and population growth across the world negatively

affects environmental quality in all aspects: plant, animal and human life, soil,

water, and the climate (Al Janabi and Al Kaisi 2012; Poch et al. 2004). It is also

believed that the economic performance is affected by environmental investment in

companies (Nakamura 2011).

Decision makers are trying to challenge and confront all the environmental

issues, but they are facing difficulties due to complexity while they are making

interaction among their processes. The problem is either unknown or difficult to

represent which will cause a degree of uncertainty (S�anchez-Marrè et al. 2008; Fedra

2000). Some of the sources of this uncertainty can be controlled by collecting

additional data or having further investigation (S�anchez-Marrè et al. 2008). Another

way to control uncertainty is to engage humanmind into the system to avoid “chaotic

behavior or self-organizing processes” (S�anchez-Marrè et al. 2008, p. 120). Many

ecological theories have been applied in systems where humans were absent or

considered as an external factor or harmful disruption (Poch et al. 2004).

It is important to realize that environmental problems are characterized by

dynamics and interactions among other ecology factors. This will not allow an

easy deviation between social and bio-geophysical phenomena (Poch et al. 2004;

S�anchez-Marrè et al. 2008). According to the S�anchez-Marrè et al. (2008 p. 121),

this interaction will develop “environmental issues belong to a set of critical

domains where wrong management decisions may have disastrous social, economic

and ecological consequences”. Also, lack of information will lead to bad decisions

and miss attraction among the environmental management process (Anzaldi et al.

2014). Therefore, it is impossible to advocate a single perspective of environmental

factors using simple models; it is very difficult and ineffective to encompass all

factors in a system when dealing with high level of complexity. The alternative is

developing an environmental system to consider complex issues.

Any environmental system can be characterized by sophisticated, multiscale,

spatial and time-based-dependent processes (S�anchez-Marrè et al. 2008). However,

the environmental systems do not have the same level of complexity; they vary

based on their degree of uncertainty and the risk associated with their decisions

(S�anchez-Marrè et al. 2008; Poch et al. 2004).

According to Poch et al. (2004), the environment has three levels of complexity.

Through the last few years, mathematical/statistical models, numerical algorithms

and computer simulations have been used as suitable means to solve environmental

management problems and provide useful information to decision-makers

(S�anchez-Marrè et al. 2008). The scientists provide a wide set of scientific tech-

niques to be applied to environmental management problems to gain good results

and achieve better performance (Poch et al. 2004). But, most of these efforts were

focused on problems of level (one) and level (two) of complexity. On the other

hand, the complex environmental problems of level (three) have not been
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effectively addressed by the scientific community (S�anchez-Marrè et al. 2008).

These environmental issues cannot be undertaken with traditional tools using

mathematical modeling. To confront this complexity, new models are needed,

which indicate that new intellectual challenges are rising up.

Through the previous decades new technology, new artificial intelligence tools

were addressed to deal with more complex environmental problems which have

directed to the development of what is called the Environmental Decision Support

Systems (EDSSs) (S�anchez-Marrè et al. 2008). “The efforts to integrate new tools

to deal with more complex systems have led to the development of the so-called

Environmental Decision Support Systems (EDSSs)” (Poch et al. 2004, p. 860).

EDSS has gained high opportunities as a tool to solve problems from the environ-

ment belonging to the second and third levels of complexity (Poch et al. 2004). It

has been applied to variety of tasks in which they vary from “monitoring, data

storage to prediction, decision analysis, control planning, remediation, manage-

ment, and communication with society” (Poch et al. 2004, p. 860).

2 EDSS in a Nutshell

Decision Support System (DSS) is known as a computerized information systems

that support decision-making activities (Kautish and Thapliyal 2013; Sharda et al.

2014) to support business and organizations (Jąderko and Białecka 2015) and assist

decision-makers in differentiating between alternative actions by “applying knowl-

edge about the decision domain to arrive at recommendations for the various

options” (Poch et al. 2004, p. 860). According to Sharda et al. (2014), DSS is an

interactive, flexible, and adaptable computer based information system, which is

developed for enhancing the decision making process in the unstructured and semi-

structured management problem. It utilizes data which provides an easy-to-use

interface, and allows for the decision maker’s own insights.

Environmental management has been adopted in DSS development since early

1980s (Reynolds and Hessburg 2014). EDSS has been generated to tackle the

complexity of levels two and three. An EDSS [also called IEDSS (S�anchez-Marrè

et al. 2008)] is an intelligent information system that supports decision making

process in an “environmental domain” to improve the reliability and quality of

those decisions (Poch et al. 2004).

EDSS is meant to be an efficient tool to find an optimal or sub-optimal solution

for existence alternatives. Moreover, EDSS has been vital for decision making

process in order to become more open and transparent. Open in terms of the factors

that the system is depending on since the EDSS aims at tackling environmental

problems from different dimensions at once. Transparency is the ability to play a

key role in the interaction of humans and ecosystems (S�anchez-Marrè et al. 2008)

especially after the efforts done by Reynolds and Hessburg (2014) to lay a theo-

retical and practical framework for applying DSSs to the more difficult goals of

ecosystem management. The value of EDSS has increased due to the interference
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Table 1 Example of the construction of one table

Application Paper title Summary Reference

Waste

management

GIS based environmental

decision support system for

municipal landfill site

selection

This paper developed a

user-friendly EDSS-MSWI

for MSW management

applicable under Indian

socio-economic. It devel-

oped a policy framework to

report the methodology and

application of the EDSS-

MSWI for municipal land-

fill site selection. The paper

applied the proposed frame-

work onto a case study from

Varanasi city (India)

Ohri and Singh

(2013)

Decision support systems in

waste management—a

review of selected tools

This paper determined the

location of landfills and

assessed the technology

collection or waste treat-

ment and its disposal. It

conducted analysis and

evaluation of the possibility

of disposing of sewage

sludge in the process of

energy recovery to choose

the best solution

Jąderko and

Białecka (2015)

Decision support systems

for environmental manage-

ment: a case study on

wastewater from agriculture

This paper developed three

multi criteria methods

(AHp, fuzzy, DRSA) in

which GIS model was uti-

lized for environment man-

agement. It applied the

application in waste water

from agriculture case study

Massei et al.

(2014)

Water

management

Climate change and deci-

sion support systems for

water resource management

This paper investigated how

the combination between

some models, water man-

agement and climatic sce-

narios, simulation and using

historical hydrological data

can be useful in areas where

the data is changing across

the time. The proposed sys-

tem allowed the stakeholder

to evaluate easily the impact

changes in each scenario

Pierleoni et al.

(2014)

Dynamic metabolism

modeling as a decision-

support tool for urban water

utilities applied to the

upstream of the water sys-

tem in Oslo, Norway

This paper tested the impact

of external factors on deci-

sion making process by

selecting sustainability

indicators to compare and

test their changes. It also

Venkatesh et al.

(2014)

(continued)
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Table 1 (continued)

Application Paper title Summary Reference

focused on simulating the

expected, planned and

future imagined point from

the current value for differ-

ent scenarios of each

intervention

Earth observation and DSS

technical support tools for

operational water manage-

ment: User’s feedback on

MyWater project

This paper built a platform

by joining three scientific

research areas: earth obser-

vation (EO), catchment

modeling and meteorology.

It aimed to provide reliable

information on water quan-

tity, quality and usage for

target water management by

high rate of speed and

performance

van Andel et al.

(2015)

Towards an enhanced

knowledge-based decision

support system (DSS) for

integrated water resource

management (IWRM)

This paper integrated vari-

ous inference engines (RBR

and CBR) with several

water supply and distribu-

tions chain management. It

focused on the implementa-

tion of a holistic perspective

decisional process that

combines human interaction

with natural path

This leads to (i) improve

coordination among actors,

(ii) foster behavioral

change, (iii) reduce water

and energy consumption,

and (iv) optimize water

accountability

Anzaldi et al.

(2014)

Deriving simple predictions

from complex models to

support environmental deci-

sion-making

The paper demonstrated

how individual-based

models of birds can be used

along with their prey and

habitats, to provide the

evidence-base for coastal

bird conservation and shell-

fishery management. It

showed how such models

can be used to identify

threshold values for pertur-

bations of food abundance

that can impact negatively

on bird populations. Also, it

illustrated how environ-

mental thresholds could be

used more widely to inform

management of species and

habitats under environmen-

tal change

Stillman et al.

(2016)

(continued)
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Table 1 (continued)

Application Paper title Summary Reference

A decision support system

for supplier selection and

order allocation in stochas-

tic, multi-stakeholder and

multi-criteria environments

This paper proposed an

integrated method for deal-

ing with complex problems

using a combined analytic

hierarchy process, quality

functions deployment

(AHP-QFD). The algorithm

approach selected best sup-

pliers and allocate orders

between them in the field of

bioenergy industry

Scott et al.

(2015)

A decision support method-

ology for integrated urban

water management in

remote settlements

This paper developed meth-

odology for wastewater

technology selection based

on sustainability principles

which were applied to a

remote settlement with fail-

ing sewerage systems. The

methodology adopted a sys-

tems perspective, IUWM

principles and tools such as

LCC, LCA and MCA to

integrate economic, envi-

ronmental, social factors.

The research increased the

transparency in decision-

making process

Tjandraatmadja

et al. (2012)

Using system dynamics for

sustainable water resources

management in Singapore

This paper aimed to build

system dynamics (SD) as a

decision support tool to help

achieving sustainable water

management in Singapore.

A system dynamics model

called Singapore Water was

built to analyze the long-

term impacts of various

investment plans

The paper focused on the

need to build water infra-

structures well in advance in

order to meet Singapore’s
future water demand

Xi and Poh

(2013)

Application of a three-

dimensional water quality

model as a decision support

tool for the management of

land-use changes in the

catchment of an oligotro-

phic lake

This paper developed a

modeling, simulating and

integrated assessment of all

of the ecological, cultural,

and socio-economic impli-

cations of irrigation. This

developed model linked

land-use change, changes in

sediment and nutrient loads,

and water quality effects in

the downstream receiving

environment

Trolle et al.

(2014)

(continued)
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Table 1 (continued)

Application Paper title Summary Reference

Marine

management

A decision-support tool to

facilitate discussion of

no-take boundaries for

Marine Protected Areas

during stakeholder consul-

tation processes

This paper provided a

method to identify which

ecological boundary mini-

mize spatial over lab and

total area of highly vulnera-

ble species and a dominant

stressor

It provided stakeholder

groups, government agen-

cies an objective decision

support tools in order to

gain great protection of vul-

nerable species at limited

socio-economic cost

Stortini et al.

(2015)

Green

manufacturing

Green manufacturing sup-

ply chain design and opera-

tions decision support

This paper provided a plat-

form for sharing knowledge

base and highlighting the

critical aspects of green

manufacturing supply chain

design and operations deci-

sion support

The paper included 15 con-

tributions presenting new

and significant research in

the relevant area. “Contri-

butions present a novel

green/sustainable

manufacturing supply chain

design and operations deci-

sion support approach, or a

state-of-the-art method on

Green/sustainable factors in

supply chain design and

operations.”

Bhattacharya

et al. (2015,

p. 6340)

Agriculture

management

Decision support system

and monitoring of

eco-agriculture based on

web GIS in Shule Basin

This paper analyzed the

impact of the integration

between the irrigation man-

agement and the decision

support system with consid-

eration of improving the

efficiency of irrigation

management. It ensured the

sustainable development of

irrigation.

Zhang et al.

(2012)

Agricultural decision sup-

port systems facilitating

co-learning: a case study on

environmental impacts of

sugarcane production

This paper developed

framework that demonstrate

the value of using DSS

development/application as

a co-learning process, on

which it can increase the

agriculture sustainability of

Thorburn et al.

(2011, p. 325)

(continued)
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Table 1 (continued)

Application Paper title Summary Reference

natural resources

It utilized a DSS to explore

opportunities for reducing

environmental losses of

nitrogen (N) from sugarcane

farms and illustrated how

the DSS has capabilities for

“simulating N dynamics in

sugarcane systems.”

Transportation Decision making for trans-

portation systems as a sup-

port for sustainable

stewardship: freight trans-

port process evaluation

using the ETIENNE-Tool

This paper introduced a

framework to determine the

deficiency within existing

instruments and tools used

in evaluation logistic trans-

portation process. It devel-

oped the so-called

“ETIENNE-Tool” for envi-

ronmental and/or economic

evaluation of transport pro-

cesses to supporting deci-

sion making and the

sustainable stewardship of

transportation in Enterprises

Guenther and

Farkavcová

(2010)

Decision support for

environmental-friendly

vehicle relocations in free-

floating car sharing systems:

the case of Car2go

This study introduced an

integrated decision support

approach for cost and emis-

sion efficient vehicle relo-

cation in FFCS based on

real-world data from

car2go. The proposed

approach appeared to be

effective and had a signifi-

cant potential to reduce

costs and related emissions

Schulte and Voß

(2015)

Pollution Decision support model for

assessing aquifer pollution

hazard and prioritizing

groundwater resources

management in the wet

Pampa plain, Argentina

This paper applied method-

ological framework and

implemented decision sup-

port system (Application of

EMDS) that “allows deci-

sion makers to rank the state

of each evaluated sub-water

shed with respect to aquifer

pollution hazard and sup-

port planning activities such

as priority setting, alterna-

tive selection, and resource

allocation.”

The system used logic

model, analysis tools for

communicating clearly and

effectively with the general

public who have a strong

Lima et al.

(2012, p. 5126)

(continued)
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between management and DSS in each decision making process in which

co-learning process can lead to great confront all complex challenges.

The construction of EDSS varies depending on the type of the environmental

problem and the type of the information and knowledge needed to be acquired.

EDSS has different areas of applications including: waste management (Jąderko

and Białecka 2015; Massei et al. 2014; Ohri and Singh 2013), water management

(Pierleoni et al. 2014; Venkatesh et al. 2014; van Andel et al. 2015; Anzaldi et al.

2014; Tjandraatmadja et al. 2012; Trolle et al. 2014), pollution (Jordan and Abdaal

2013; Lima et al. 2012; Clostre et al. 2013), marine protection (Stortini et al. 2015),

agriculture management (Zhang et al. 2012; Thorburn et al. 2011), transportation

management (Guenther and Farkavcová 2010; Schulte and Voß 2015) and green

manufacturing (Bhattacharya et al. 2015). Table 1 demonstrates the different

applications from 2010 until 2015.

Table 1 (continued)

Application Paper title Summary Reference

interest in the topic of aqui-

fer pollution hazard and

want to be involved in any

proposed solution.

Decision support tool for

soil sampling of heteroge-

neous pesticide

(chlordecone) pollution

This paper addressed the

problem of sampling pol-

luted soils. It aimed to

design a decision support

tool and procedures to opti-

mize soil sampling in order

to have an easy and cost-

effective enough to be car-

ried out at regional scale, to

representatively assess soil

mean CLD content

Clostre et al.

(2013)

Decision support methods

for the environmental

assessment of contamina-

tion at mining sites

This paper reviewed and

evaluated some of the deci-

sion support methods that

have been developed and

applied to mining contami-

nation. It provided a ‘holis-
tic’ approach to the complex

problem by using the fol-

lowing tools: (1) landscape

ecology, (2) industrial ecol-

ogy, (3) landscape geo-

chemistry, (4) -

geo-environmental models,

(5) environmental impact

assessment, (6) environmen-

tal risk assessment,

(7) material flow analysis

and (8) life cycle assessment

Jordan and

Abdaal (2013)

Source: The authors’ effort
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3 EDSS Components

The components of the environmental DSS do not differ from regular DSS in

general. However, there are some special tools used within the components of

EDSS that may distinguish them (S�anchez-Marrè et al. 2008; Anzaldi et al. 2014;

Jąderko and Białecka 2015; Bhattacharya et al. 2015; Reynolds and Hessburg 2014;

Sugumaran et al. 2004). EDSS consists of the following main components:

• The Database: The main power source of EDSS in which the data is collected,

enhanced and stored to present relevant and applicable data. The data can be

collected from internal sources or external sources, static or dynamic, fixed or

series, simple or complicated object oriented. For example, Pierleoni et al.

(2014) used data in the climate management that can be highly variable in time.

• The Model(s): Models vary in complexity and type based on the problem in

hand; some can be simple and can be created from scratch as Excel Sheet, others

are complex and need specific technology to work properly; some of them are

commercial products, others are expensive customized, or can be available

online. Different models are the mean to integrate economic, environmental,

and social factors to increase the transparency in decision-making

(Tjandraatmadja et al. 2012).

Some systems use combined models for stronger integration based on the

complexity of the environmental aspects. Models focus on analyzing data stored

in databases by using different tools such as GIS functionalities, On-Line Analyt-

ical Processing (OLAP). Also, sustainability assessment methods to evaluate the

sustainability of developed systems are used, such as Cost Benefit analysis (CBA),

Life Cycle Costing (LCC), Life Cycle Assessment (LCA), Material flow (MCA),

Exergy analysis, Microbial Risk Assessment (MRA), Multi Criteria Analysis

(MCA) (Eslamian 2014; Schulte and Voß 2015).

For example, Clostre et al. (2013) used special model to design systematic

sampling procedures as the only way to assess the pollutant such in the soil and

agriculture which is easy and cost effective. Xi and Poh (2013) used System

Dynamic (SD) models to help achieving sustainable environmental aspect, such

as water management resources.

• The Knowledge Base: some complicated system need for the Experts to depend

on their experience in knowing the reasons of the problem in order to solve it.

• User Interface: considered to be a crucial component since it is the basic mean of

communication between the user and the internal components. User interface

should be user friendly which can be a web page or software that is responsible

for the interaction with the user.
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4 EDSS Review from 2010 Until 2015

Many efforts have been generated by corporate, government, and private research

to combine the Decision Support System (DSS) into environmental issues to

support decision making while the complexity is raising with the urbanization of

the countries. They manage the development processes on a sustainable basis by

using different tools and analysis methods, the following research are examples on

efforts to apply the EDSS in their environmental systems as shown below.

5 Conclusion

The environment management and environment planning management cannot

stand alone in facing and solving the environment complexity issues related to

ecosystem. It is shorten in the main important aspects of decision making process:

having information and being able to choose from alternatives.

The DSS applications can be standalone system, multi- functional system and

applied in various environmental fields to overcome the complexity issues facing

the management and decision makers. There is no specific modeling of DSS

application; it varies based on the environmental unstructured problem. In past

decades many investments have been done on research and development to enhance

and develop the DSS system. The frame work of the DSS cannot be standardized,

but must include the main components of DSS: Database, Model, User Interface

(standalone application or web based), and in some cases it contains knowledge

base. However the model must be set as combination of multiple models on which

can nurture all natural resources.

The DSS tools and components play a great role in solving the complexity

problem of the eco-system and in the environment. In this paper, a brief review

was conducted to recent publications in some of the respected journals and confer-

ences. According to our review, researchers found that environmental problems are

characterized by sophisticated, multi-scale, spatial and time-based-dependent pro-

cesses, dynamics and interactions among other ecology factors on which will not

allow an easy deviation between social and bio-geophysical phenomena. EDSS has

been used in different fields: Waste Management, Water management resources,

Environment pollution, Green management, Transportation, Earth observation,

Supplier selection and Order allocation in stochastic, Multi-stakeholder and

multi-criteria environments, Sustainable water resources management, Green

manufacturing supply chain, Monitoring of Eco-Agriculture, and other fields as

well. Most papers analyzed the impacts of the integration between the aspect

management and the decision support systems with consideration of improving

the efficiency of irrigation, environment, waste, water, earth, and soil and ecosys-

tem management.
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Are You Really Influencing Your
Customers?: A Black-Friday Analysis

Camelia Delcea, Elsabeta Ioanas, and Ramona Paun

Abstract The concept of Black Friday appeared more than 50 years ago and is

known as an American holiday retail and in time it has crossed the borders of US

and was been widely adopted by other countries from all over the world. For this,

the present paper aims to analyze some qualitative aspects related to the consumers’
behavior and the Black Friday promotions, such as: what are the most purchased

products, what are the most preferred brands, to whom are bought these products,

what is the average budget, what is the allocated time, the post-sale consumer

satisfaction, etc. Moreover, the paper uses a questionnaire for determining the

impact that Black Friday has on the consumers’ future opinion over the different

brands and how the companies’ advertisements and campaigns on online social

net-works can change the consumers’ behavior in this day. In addition, the grey

systems theory, a newly developed theory in the field of artificial intelligence, was

used in order to shape the relationship among the considered variables which are

influencing the consumers’ behavior on Black Friday.

Keywords Black Friday • Shopping influences • Grey systems theory • Consumer

behavior
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1 Introduction

The concept of Black Friday appeared more than 50 years ago and is known as an

American holiday retail and in time has crossed the borders of US and was adopted

by other countries. This day is recognized for discounts and deals both online and in

physical stores. Black Friday is immediately after Thanksgiving and has become a

consumer tradition for shoppers to get the best deals of the year for the upcoming

gift-giving holidays. Many deals are in physic store and are on a first-come-first-

serve basis, which means customers line up hours prior to opening to secure a first

place in line.

Another such event is known in US and Cyber Monday is known for substantial

deals and offers in several product categories in the online environment. Cyber

Monday encourages users to take advantage of the high discounts offered by major

brands, free shipping and multitude of products. This way has become an awaited

event by online users. This event is more known more in US and started to become

available also in some countries from Europe.

The Black Friday event is awaited every year by people who want to buy

electronics, cloths, gardening tools, cosmetics, or other stuff like books, CDs,

PS4s, games or XBOX or even meds without prescription. Many people save

many year round so that they can spend on this day and also document themselves

about the products they want to buy, compare prices with specialized sites, follow

products on social media and sometimes enter on the companies’ sites to see the

offers in advance.

Some companies try to get closer to their consumers by posting or announcing

their offers, with a few days before the event, in social media, newspapers, special

catalogues, tv or even posting on their site 24 h before the mid-night. Electronics

chain stores in Romania also apply discounts to all products in stock, some of them

reach to 70–80% discounts. Depending on the category the products have different

discounts and promotions. Also the discounts are different to the same shops but

one online and the other offline. The promotions are adjusted to the specified

consumer target. For holiday’s packages, but also for wedding items, spring and

winter periods are more favorable.

The Romanian saying “to buy in winter sledge and in summer car” is exactly the

model that must be applied when planning a vacation: book in spring-summer

Christmas break and set your winter the vacation at sea because of the great offers

given by travel agencies. Travel agencies can give up to 60% discounts on airfares

and holiday packages bought by 6–8 months before. This year, the biggest online

shops have organized the Black Friday event a week earlier so that the products to

arrive to the consumer homes before the national day (1st December).

The other online shops followed the leader and started differently. Some started

on midnight, others had the whole week of offers and discounts and others started in

the morning. All of them had their offers announced on social media on their pages

but also in promotional brochures and online ads. The excitement of the sales led in

various times to technical issues like sites were blocked because of the high traffic

of people or was loading really slowly and products were not updating properly.

226 C. Delcea et al.



Discounts in Romania have their law regulations so retailers can guide you

to. Merchants have access to a 45-day period in which they can sell products at

low prices but follow certain rules:

• Price reductions must be clearly signaled so there is no doubt about the final

price;

• Indicated price should be the total cost of all services to be paid by the consumer;

• Price must be reduced below the reference price—the product is sold before

applying the discount at the same selling space during the last 30 days.

The paper is organized as follows: the following section deals with an overview

on the Black Friday event, by providing some insights about the products and the

behavior adopted by the companies in advance to that of both in hiring employees

and being active on the online social media environment; section three brings to the

reader’s attention the grey systems theory, an artificial intelligent theory that has

proved to be well-used over the economic field, especially to the cases in which one

is dealing with uncertainty; while section four presents a case study on the con-

sumers’ behavior on the Black Friday and how they are being influenced or not in

making their buying decisions, the type of the products they are targeting, preferred

brands, allocated budget, allocated time for this activity—some of these being

shaped using the elements taken from the grey systems theory.

2 Black Friday Overview

Consumers are searching for the best deals on Black Friday and every new post on

social media in an interested product may lead from excitement to sadness if the

product does not meet the users’ preferences. So, according to the deal news

website, the retailers post in social media many new posts with advices and updates

of offers or invite users to install applications for a better monitoring. Also,

according to the same website, in this period there are a lot of ads and campaigns

to certain products in order to attract consumers.

E-commerce has gained a great area in the last few years especially on events

created by major online shops or ones taken from international markets. According

to Adobe Digital Index (2015), e-commerce sales hit referred on the internet retailer

website, the half-billion-dollar mark and were up 24% Thursday morning compared

to the same period last year.

The consumer is very attentive to such events and retailers are receptive and

besides Black Friday also organizes other events but with a smaller scale in other

periods of the year. Black Friday period is synonymous with the period of big

discounts, especially in electronics. Although the celebration is the day US Thanks-

giving holiday succeed and, also opens the Christmas shopping season.

Brasel and Gips (2014, p. 3) consider that “as touchpads and touchscreens

rapidly become the primary means of computer interaction, touch interfaces may

generate implied endowment, and ownership of the interface may transfer to

viewed objects.”. In this context, the authors are showing that the shifting nature
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of interfaces is increasingly important in online consumer behavior. Also, Brasel

and Gips (2014, p. 3) suggest that “over 8% of e-commerce website visits come

from tablets, and the 2012 Black Friday weekend saw almost 20% of online sales

from tablets and smartphones”.

As expected, compared to non-shoppers, Black Friday shoppers reported higher

levels of shopping motivations. Adventure and gratification shopping motives were

related to Black Friday apparel shopping. In addition, Black Friday shoppers with

more positive experiences reported more extensive shopping behaviors and

reported shopping for products that were similar to those products that they shop

for on a regular monthly basis.

Analyzing the motive characteristics and the experiences of the shoppers on the

Black Friday, (Kwon and Brinthaupt 2012) are underlying the fact that in antici-

pation of this day, retailers will typically add employees, increase their inventories,

prepare new promotions, and change store layouts. Therefore, these factors com-

bine to create a unique shopping event, despite its popularity. Also, Kwon and

Brinthaupt (2012) are emphasizing the fact that in this period there are a lot of

suggestions and recommendations for online users about the delivery and pro-

motions, with the expressed intent of each firm to attract the potential customers

and convince them to buy the firm’s goods or services, from which both firms and

customers may take advantage. Same conclusions are also being confirmed by

Cotfas et al. (2015), Cotfas and Roxin (2013), and Orzan et al. (2015).

Laroche et al. (2003) argue that there are not only promotion strategies influen-

tial on consumer perception but further research suggests that different types of

promotions yield various consumer effects and consumers tend to be more

influenced by the previous experience, expectation and internal stimuli. Also they

are sensitive to flyers and advertised promotions, as was reflected in their purchases

(Delcea et al. 2013; Walters and Jamil 2003). Consumers with the intent to do other

types of shopping, such as for specific items or a major shopping trip for which they

intended to purchase multiple items, were less sensitive to flyers and advertised

promotions (Rehman 2016; Smeureanu et al. 2012; Walters and Jamil 2003).

According to Blanaru (2015), 50% of the online shops have a Facebook page and

46% of all of online shops the consumer can buy with a card, the rest of users pays

on delivery or by banking transfer. Most of the online shops fill in the next

categories: IT&C, Fashion, Home and gardening, beauty and health, gifts & jewelry

and there are shops that enter in more than one category (Blanaru 2015).

The present paper aims to analyze some qualitative aspects related to the

consumers’ behavior and the Black Friday promotions, such as: what are the most

purchased products, what are the most preferred brands, to whom are bought these

products, what is the average budget, what is the allocated time, the post-sale

consumer satisfaction, etc. Moreover, the paper uses a questionnaire for determin-

ing the impact that Black Friday has on the consumers’ future opinion over the

different brands and how the companies’ advertisements and campaigns on online

social networks can change the consumers’ behavior in this day. For this, the grey

systems theory is used for calculating the impact of the considered variables on

consumers’ behavior.
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3 Grey Incidence Analysis

The grey systems theory (Liu and Forrest 2010) part of the artificial intelligent

theory, has been highly used over the time in economics when dealing with

uncertain and/or incomplete information, in bankruptcy prediction, decision mak-

ing, efficient production, companies’ diagnosis, multi-criteria analysis (Bradea

2014; Delcea 2015a, b). Furthermore, over the time, the artificial intelligence

techniques have been successfully used in economic analysis from different areas

of the economy, both private and public (Cotfas 2011; Cotfas et al. 2015; Diosteanu

and Cotfas 2010).

From the grey systems theory, the grey incidence analysis is one of the most used

techniques when dealing with the economic uncertainty (Delcea et al. 2016) the

values for the degrees of the grey incidence are computed according to the consid-

erations presented in the following. The results will take values within the (0, 1)

interval and as the values obtained is reaching a higher value in this interval, the

relationship among the considered variables is stronger.

3.1 The Absolute Degree of Grey Incidence

Assume that X0 and Xj, j ¼ 1 . . . n, are two sequences of data with non-zero initial

values and with the same length, with t ¼ time period and n ¼ variables (Liu and

Forrest 2010):

X0 ¼ x1,0; x2,0; x3,0; . . . ; xt, 0ð Þ ð1Þ

Xj ¼ x1, j; x2, j; x3, j; . . . ; xt, j
� � ð2Þ

The images of zero-start points are:

X0
j ¼ x1, j � x1, j; x2, j � x1, j; . . . ; xt, j � x1, j

� � ¼ x01, j; x
0
2, j; . . . ; x

o
t, j

� �
ð3Þ

The absolute degree of grey incidence is given by:

ε0, j ¼
1þ s0j j þ sj

�� ��
1þ s0j j þ sj

�� ��þ s0 � sj
�� �� ð4Þ

where |s0| and |sj| are computed as follows:
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s0j j ¼
Xt�1

k¼2

x0k, 0 þ
1

2
x0t, 0

�����
����� ð5Þ

sj
�� �� ¼ Xt�1

k¼2

x0k, j þ
1

2
x0t, j

�����
����� ð6Þ

3.2 The Relative Degree of Grey Incidence

Assume that X0 and Xj, j ¼ 1 . . . n, are two sequences of data with non-zero initial

values and with the same length, with t ¼ time period and n ¼ variables (Liu and

Forrest 2010; Scarlat et al. 2010):

X0 ¼ x1,0; x2,0; x3,0; . . . ; xt, 0ð Þ ð7Þ

Xj ¼ x1, j; x2, j; x3, j; . . . ; xt, j
� � ð8Þ

The initial values images of X0 and Xj are:

X0
0 ¼ x01,0; x

0
2,0; . . . ; x

0
t, 0

� � ¼ x1,0
x1,0

;
x2,0
x1,0

; . . . :;
xt, 0
x1,0

� �
ð9Þ

X0
j ¼ x01, j; x

0
2, j; . . . ; x

0
t, j

� �
¼ x1, j

x1, j
;
x2, j
x1, j

; . . . :;
xt, j
x1, j

� �
ð10Þ

The images of zero-start points calculated based on (9) and (10) for X0 and Xj

are:

X00
0 ¼ x01,0 � x01,0; x

0
2,0 � x01,0; . . . ; x

0
t, 0 � x01,0

� � ¼ �
x001,0, x

00
2,0, . . . , x

00
t, 0

� ð11Þ

X00
j ¼ x01, j � x01, j; x

0
2, j � x01, j; . . . ; x

0
t, j � x01, j

� �
¼ �

x001, j, x
00
2, j, . . . , x

00
t, j

� ð12Þ

The relative degree of grey incidence is given by:
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r0j ¼
1þ s00

�� ��þ s0j
��� ���

1þ s00
�� ��þ s0j

��� ���þ s00 � s0j
��� ��� ð13Þ

where |s’0| and |s’j| are computed as follows:

s00
�� �� ¼ Xt�1

k¼2

x00k, 0 þ
1

2
x00t, 0

�����
����� ð14Þ

s0j
��� ��� ¼ Xt�1

k¼2

x00k, j þ
1

2
x00t, j

�����
����� ð15Þ

3.3 The Synthetic Degree of Grey Incidence

The synthetic degree of grey incidence is based on the absolute and relative degrees

of grey incidence obtained earlier (Delcea et al. 2016; Liu and Forrest 2010;

Maracine et al. 2013):

ρ0j ¼ θε0j þ 1� θð Þr0j, ð16Þ

with j ¼ 2, . . ., n, θ2 [0, 1] and 0< ρ0j� 1.

Having all these preliminaries, we can move now to the next section, where the

grey incidence will be applied to the data gathered from the questionnaire used in

the case study.

4 Case Study

In order to respond to the research questions posted in introduction, a questionnaire

was applied in December 2014–January 2015. From the received answers, only

211 forms have complete answers and have been kept in analysis. As for the

respondents of these 211 forms, they are persons with ages between 18 and

45 years old, with more than half of them having the age between 26 and

33 years old, the great majority of them having bachelor degree and a stable job.

Some of the questions have been evaluated using a 5-points Likert scale and the

most relevant received answers are presented and analyzed in the following.

Another set of questions was asked to the respondents to indicate the answer by
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choosing among a series of possible answers or to write down their answer if it was

not in the proposed list.

After checking that all the respondents have participated in at least one Black

Friday event, they were asked “which was the main trigger when decided to make

acquisitions during this event?” From Fig. 1 it can be seen that the main reason to

participate at Black Friday was represented by the fact that the buyers were thinking

to the up-coming Christmas which is not very far from the Black Friday, scoring

88 of the answers (almost 41.71% of the respondents). The second and the third

place on the possible reasons why the consumers decided to buy on Black Friday

are closely one to another regarding the number of received answers: 53 of the

respondents admitting that they want to save money on the day-to-day products

(representing 25.12% of the respondents), while another 41 have said that they are

tempted by the idea of buying cheaper products even though they are not a necessity

for them (19.43%). On the opposite, the smallest number of answers were including

the fact that participating every year to Black Friday is a tradition (six answers,

representing 2.84%) and only four of the answers were indicating personal reasons

(1.9%).

As for the time spent in order to document and planning for this event, the

answers from Fig. 2 have been received. It can be observed that more than half of

the answers are spending between 3 and 6 h for this activity (54.98%), while the

least part of them (5.69%) are allocating less than 1 h for this activity.

Another aspect taken into account when analyzing the consumers’ behavior on
this event is the information sources the buyers are using in order to help them make
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Fig. 1 The main triggers for buying on Black Friday
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their mind. As depicted in Fig. 3 the respondents were asked to indicate how

important they consider to be a series of information sources, such as: written

press, TV commercials, radio, internet, online social networks, friends, e-mail, and

newsletter. For each of these sources, the respondents were able to indicate whether

for them it is a very important, important, neutral, unimportant or very unimportant

source. Online social networks (51 answers from the 193 answers received in the

very important category, representing 26.42%) and Friends (with 45 answers,

More than 6
hours 3-6 hours 1-3 hours Less than 1

hour
Response Total 39 116 44 12
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Fig. 2 The time spent for documentation and planning on Black Friday
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Fig. 3 Information sources used for Black Friday
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23.32%) were the most “very important” sources selected by the consumers.

Closely to them, the internet (39 answers, 20.21%) and TV commercials

(31 answers, 16.06%) were also pointed out as being very important when making

a decision related to what to buy in that day.

When focusing on the important information sources, it can be seen that by far

the Internet is leading this category, scoring 136 nominations from 516 answers

(26.36% of the total answers given in the “important” category), followed by the

Internet with 113 answers (21.90%). As for the “unimportant” and “very

unimportant” options, Radio is evidencing by far (a total of 181 answers being

received in both categories), followed by the Written press (with a total of

126 answers).

Regarding the prices for the goods and services commercialized in this period,

the great majority of the respondents believe that they have found good prices on

most of the products (108 answers with “agree” and 21 with “strongly agree”) and

that the promotions were considerable this year (97 “agree” and 10 “strongly

agree”), as can be seen in Fig. 4.

As for the fact that the prices have been increased before applying the pro-

motions, the opinions are almost equally divided: 72 respondents disagree and

strongly disagree (34.12%), 69 have no opinion regarding this matter (32.70%),

while 70 are agree and strongly agree (33.18%). The last question was trying to get

the consumers’ opinion on the local prices compared to the one practiced in the

European Union (EU). It can be seen that the great majority of the respondents have

no opinion about whether they are comparable (a number of 152 answers has been
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Fig. 4 Opinions on the prices payed on Black Friday
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received, counting 72.04% from the total). This can be explained due to the fact

that, in general, it is hard to buy online from the other countries in the EU as the

companies from these countries are not shipping to Romania or they are shipping at

very large shipping prices which make their products unattractive to the Romanian

consumers.

From the received answers, the main categories of products bought on Black

Friday have been highlighted (see Fig. 5). The electronics category was the most

sought (116 answers, 54.98%), getting more than half of the answers, followed by

home appliances (57 answers, 27.01%).

Surprisingly, 67 of the respondents are saying that they don’t have a specific

criterion when looking for a shop, while 53 are arguing that they use the online

social networks recommendations when making a decision—Fig. 6. More, a num-

ber of 46 respondents believe that the main criterion is just the number of offered

products and their prices. The destination of these products is presented in Fig. 7.

From Fig. 3 it could be seen that 105 respondents were considering the “Friends”

opinion on certain products when buying on Black Friday and 164 were counting on

the opinions expressed in the online social networks (OSN), but are they going to

recommend the companies to their friends or to the general audience on online

social networks? From the received answers—Fig. 8.—it can be concluded that

only 67 of them (31.75%) are going to share their experience with both friends and

audience, while 103 are saying that they can do that, but to a small extent (48.82%).

19.43% of them are sustaining that they do not consider recommending the com-

panies neither their friends nor audience.
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5 Grey Incidence Analysis

In order to conduct the grey incidence analysis and to see which are the main

triggers for a future buying decision related to a specific company, the respondents

were asked to answer the following questions using a 5-points Likert scale:

Think on the first company that comes into your mind when speaking about

Black Friday and relatively to it, please answer to the following:

• Have you considered buying a product/service from that company in the next

Black Friday event? (DEC)

• How often have you seen commercials or advertisements from that company in

the OSN? (V1)

• What is you friends’ opinion on this company or brand? (V2)

• To what extent do you prefer the products of this company instead of similar

products offered by other companies (similar both from quality, price, etc.)?

(V3)

The grey incidence analysis, as presented in Sect. 3, has been applied on the

received answers, conducting to the results presented in Fig. 9.

After applying the grey incidence analysis, it can be concluded that the smallest

influence on the consumers’ decisions on Black Friday is represented by the
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Fig. 8 After sale companies’ recommendation to friends and online audience
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commercial that they are seeing in the OSN, this being also due to the absence of an

intensive advertising in OSN. The most influent indicator is their friends’ opinions
on OSN (V3), followed shortly by their personal attachment on a specific product or

company. This result can be put in correspondence with the general answers

presented above related to the destination of the bought products, the upcoming

holydays and the fact that most of the products bought during the Black Friday are

electronics. Therefore, at least for the companies that are producing this type of

goods, they should try to improve their image by attracting on their side the most

influential persons in OSN and by investing more time and effort in reaching a large

number of audience in OSN before the Black Friday event trough intense advertis-

ing in social media.

6 Conclusion

After analyzing the answers received through the questionnaire, it can be concluded

that the most of the respondents are taking into account the promotions offered by

the Black Friday, buying in this day the most of the presents that they are going to

offer for the Christmas. More, they are spending more than 3 h for documentation

and planning for this event and they are recommending this shopping event to their

friends via online social networks.

The main buying category are the electronic products and the calculated grey

impact of their friends’ opinion on this brand is very high for this event, being easily
influenced in taking their decisions by the other friends’ opinion and personal
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preference. Based on this, the recommendation can be that the firms should invest

more on their advertising companies so they can get to the targeted customers and

to their friends (Bradea et al. 2014).

Even though the study is made on persons belonging to a certain part of Europe,

the authors believe that it can be extended to the other parts of the world, as the

characteristics of this event are similar and its time placement is before the winter

holydays. For future developments, we intend to study the consumers’ behavior in
relation with their personal characteristics, by adding a PANAS analysis

(Eisingerich et al. 2015).
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Institutional Clusters and FDI Flows

to the MENA Region

Wasseem Mina

Abstract The empirical literature on the institutions-FDI nexus has treated the

influence of institutions individually despite the correlation among them. This is a

conceptual shortcoming. To overcome this limitation, we cluster institutions using

Principal Component Analysis (PCA). We apply PCA to ICRG institutions for

17 Middle East and North Africa countries during the period 1984–2011. Three

institutional clusters have been extracted: stability and order, quality of public

administration, and presence of democratic systems. Using feasible generalized

least squares estimation methodology, estimates show that stability and order and

the presence of a democratic system have a positive influence on FDI flows, while

the quality of public administration has a surprisingly negative influence.

Keywords Institutions • Institutional clusters • FDI • MENA • Principal

component analysis

1 Introduction

The influence of institutions on capital flows has been examined in the extant

capital flows literature. Recent studies, such as Daude and Fratzscher (2008),

Fratzscher (2012), and Papaioannou (2009), have examined the role of institutions

and risk in attracting capital flows. In investigating the effect of global shocks on

global portfolio investment flows, Fratzscher (2012) finds that it depends on the

recipient country’s quality of formal political institutions, country risk, and the

strength of macroeconomic fundamentals and policies, a result which Daude and

Fratzscher (2008) similarly obtain. They find that the quality of institutions matters

most for portfolio investment and least for FDI. Papaioannou (2009) examines the

role of institutions in driving capital flows and finds that imperfect legal and judicial

institutions deter banking flows.

W. Mina (*)

Department of Economics and Finance, United Arab Emirates University, Al Ain, UAE

e-mail: wmina@uaeu.ac.ae

© Springer International Publishing AG 2017

M.H. Bilgin et al. (eds.), Empirical Studies on Economics of Innovation, Public
Economics and Management, Eurasian Studies in Business and Economics 6,

DOI 10.1007/978-3-319-50164-2_14

243

mailto:wmina@uaeu.ac.ae


In the empirical capital flows literature, institutions were treated individually

and separately from each other. Such treatment implies that individual institutions

are uncorrelated to one another, and ignores their possible clustering around a

broader institutional function. This same point is emphasized by Leschke (2000)

in the search of components of economic freedom and political liberty that influ-

ence prosperity.

In this paper, we use principal component analysis (PCA) to extract institutional

components for 17 Middle East and North Africa (MENA) countries using ICRG’s
political risk indicators for the period 1984–2011. These countries include Algeria,

Bahrain, Egypt, Iran, Iraq, Jordan, Kuwait, Lebanon, Libya, Morocco, Oman,

Qatar, Saudi Arabia, Syria, Tunisia, UAE, and Yemen. We find that institutions

can be grouped into three clusters or components, which may be interpreted as

stability and order, quality of public administration, and the presence of democratic

system. We then use these clusters to explain aggregate FDI flows to the region

together with other FDI location determinants.

To account for panel heterogeneity and serial correlation, we adopt feasible

generalized least squares (FGLS) estimation methodology. FGLS estimation results

show that stability and order and the presence of democratic system have a positive

influence on FDI flows, while the quality of public administration has a surprisingly

negative influence.

The structure of the paper goes as follows: Sect. 2 empirically examines corre-

lation among institutions for the sample MENA countries and identifies the main

principal components. Section 3 specifies the empirical model, and the data sources.

Section 4 discusses the empirical issues and estimation methodology, while Sect. 5

discusses briefly the empirical results. Section 6 concludes.

2 Institutional Correlation and Principal Component

Identification in the MENA Region

We explore the institutional correlation for the MENA region using the Interna-

tional Country Risk Guide (ICRG) political risk indicators for 17 MENA countries

over the period 1984–2011. These countries include Algeria, Bahrain, Egypt, Iran,

Iraq, Jordan, Kuwait, Lebanon, Libya, Morocco, Oman, Qatar, Saudi Arabia, Syria,

Tunisia, UAE, and Yemen.

The ICRG indicators include government stability, investment profile, internal

and external conflicts, corruption, military and religion in politics, law and order,

ethnic tensions, democratic accountability and bureaucracy quality. A higher score

for each of these indicators reflects better performance.

Government stability measures the government power to undertake its

announced economic and political programs and remain in office. This power

depends on and is measured by government unity, legislative strength and the

support of people. The maximum score is 12. Investment profile assesses risk
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factors, which affect investment in the country. Risk factors include the extent of

contract expropriation, the degree to which investors repatriate earned profit and

delays in government payments back to investors. The maximum score is 12.

Internal conflict measures political violence and its impact on governance. The

maximum score is 12. External conflict measures the risks of wars and cross-border

conflicts to the incumbent government. The maximum score is 12. Corruption

assesses the degree of corruption within the political system. The maximum score

is 6. Military in politics assesses the degree of interference and involvement of the

military establishment in politics. The maximum score is 6. Religion in politics

measures the domination of a single religious group and its intent, attempts and/or

success to replace civil laws by religious law and exclude other religions from the

social and/or political process. The maximum score is 6. Law and order measures

the degree of strength, independence, and unbiasedness of the legal system and

people’s observance of law. The maximum score is 6. Ethnic tensions measure the

degree of racial, national, and linguistic tensions. The maximum score is 6. Demo-

cratic accountability measures the responsiveness of government to its people. The

maximum score is 6. Bureaucracy quality assesses the strength to govern without

severe changes in policy and/or interruptions in the provision of public services.

The maximum score is 4.

Table 1 shows the correlation coefficients matrix for these institutions. Many

institutions are strongly correlated to each other.1 Internal conflict is strongly and

moderately correlated to five institutions in total. It is strongly correlated to law and

order, ethnic tensions, and external conflicts, and moderately correlated to religion

and military in politics. Government stability is moderately correlated to three

institutions: internal conflict, investment profile, and ethnic tensions. As the table

shows, investment profile, external conflict, law and order, military and religion in

politics, and bureaucracy quality are moderately or strongly correlated to two

institutions each.

Instead of examining the influence of individual institutions on FDI flows, an

approach which disregards correlation between the different institutions, we use

principal component analysis (PCA) to reduce the number of dimensions into a

smaller number of principal components.

As Norman and Streiner (2008) explain, the idea of PCA is to explain the

variance among a number of variables or institutions in this paper in terms of

orthogonal principal components. In doing so, PCA obtains a series of linear

combinations of institutions, which define each component. The number of linear

combinations or components is equal to the number of institutions examined.

Choosing among the extracted principal components, we use the Kaiser crite-

rion, according to which principal components with eigenvalues exceeding 1 are

selected. In interpreting the principal components, we will adopt the results of the

orthogonal (Varimax) rotation method.

1Correlation is strong if the correlation coefficient is 0.7 and above, and moderate if it is 0.5 and

less than 0.7.
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Table 2 shows the PCA for MENA institutions with eigenvalues exceeding

1. These components explain about 70% of the total variance in the data. The

first component alone explains about 45% of the variance. The factor loadings of

the first component, as shown in Table 3, show highest correlation (absolute value

of about 0.6) with eight institutions: (1) internal conflict, (2) law and order,

(3) ethnic tensions, (4) external conflicts, (5) government stability, (6) military in

politics, (7) investment profile, and (8) religion in politics.

Table 2 Principal

component analysis of

institutions

Initial eigenvalues

Comp. Total % Variance % Cumulative

1 4.92 44.71 44.71

2 1.5 13.67 58.38

3 1.09 9.9 68.28

Table 3 Principal

component analysis
Comp. 1 2 3

Non-rotated components

IC 0.891 �0.085 �0.096

LO 0.863 �0.016 �0.114

ET 0.81 �0.007 0.102

EC 0.795 �0.009 0.112

GS 0.685 �0.4 0.178

MP 0.684 0.358 �0.159

IP 0.677 �0.141 0.367

RP 0.574 �0.447 �0.3

BQ 0.566 0.609 0.04

C 0.212 0.598 �0.553

DA 0.024 0.51 0.674

Rotated components

IC 0.827 0.321 �0.152

GS 0.794 �0.141 �0.107

ET 0.777 0.245 0.056

LO 0.777 0.372 �0.126

EC 0.766 0.232 0.063

IP 0.756 �0.047 0.198

RP 0.590 0.035 �0.521

C �0.111 0.827 �0.108

BQ 0.356 0.654 0.37

MP 0.492 0.614 0.06

DA 0.036 0.039 0.844

Notes: IP investment profile, IC internal conflict, EC external

conflict, C corruption, MP military in politics, RP religion in

politics, LO law and order, ET ethnic tensions, DA democratic

accountability, BQ bureaucracy quality
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The second component explains about 14% of total variance with factor loadings

that are correlated the highest with bureaucracy quality and corruption. The third

component explains about 10% of total variance with factor loadings that are

correlated the highest with democratic accountability.

To help interpret the results of PCA, we rotate the principal components using

the orthogonal (Varimax) rotation method. The orthogonal rotation approach

assumes no correlation among the components. Table 3 reports the rotated factors.

The Varimax method reports internal conflict, government stability, ethnic

tensions, law and order, external conflicts, investment profile and religion in

politics, displaying the highest factor loadings (of greater than or equal to 0.60).

Corruption, bureaucracy quality, and military in politics have the highest factor

loadings on the second component. The factor loadings of the third component

show highest correlation for democratic accountability.

One may interpret the first component as stability and order. The second

component may be interpreted as the quality of public administration. The third

component may be interpreted as the presence of a democratic system. Guided by

these results, we will introduce these three principal components into the empirical

model.

3 Empirical Model and Data

The conceptual framework underlying the empirical model is Dunning’s (1981)

location advantage hypothesis. To engage in foreign investment abroad, the firm is

attracted to the host country by the available location advantages. For example, the

host economy may enjoy large domestic or regional market size and potential,

developed infrastructure, openness to trade and capital flows, developed financial

markets, friendly business environment, and quality domestic institutions. Accord-

ingly, we express the empirical model as:

FDIi, t ¼ β0 þ β1CLUSTERi, t þ β2TRADEi, t þ β3INFRASTRUCTUREi, t

þ β4FINANCEi, t þ εi, t ð1Þ

where FDI is FDI inflows as a percentage of GDP, CLUSTER is institutional

clusters extracted using PCA, TRADE is trade openness as measured by the sum

of imports and exports as a percentage of GDP, INFRASTRUCTURE is the degree

of infrastructure development as measured by the number of mobile cellular sub-

scriptions per 100 people (in log form), FINANCE is the degree of financial system

depth as measured by percentage of private sector credit to GDP.

Data on FDI are obtained from the UNCTADSTAT database. Data on TRADE,

INFRASTRUCTURE, and FINANCE are obtained from the World Development

Indicators. Data on CLUSTER are obtained from ICRG.
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4 Empirical Issues and Estimation Methodology

In constructing the empirical model, we consider two main empirical issues. These

are heterogeneity and serial correlation. MENA countries are diverse with respect

to FDI inflows, trade openness, degree of economic development, and financial

system depth. This is likely to generate heteroskedasticity in the error term. In

presence of heteroskedasticity, coefficient estimates are consistent but inefficient.

Standard errors of coefficients are biased and result in inference problems in

presence of heteroskedasticity. To detect heteroskedasticity, we conduct a Wald

test for panel heterogeneity.

Serial correlation is likely to arise in a long series of data. In this paper, we

examine a period of 28 years (1984–2011). In presence of serial correlation,

coefficient estimates are consistent though inefficient. The associated standard

errors are also not unbiased. To detect the presence of autocorrelation, we conduct

a test for autocorrelation as demonstrated by Wooldridge (2002).

5 Empirical Results

Panel heterogeneity test indicates rejection of the null hypothesis of

homoskedasticity at the 1% level. Serial correlation test indicates rejection of the

null hypothesis of no serial correlation at the 1% level. These results lend support to

the use of FGLS estimation methodology.

Table 4 shows the estimation results. The Stability and Order cluster (CLUS-

TER1) exerts a statistically significant, positive influence on FDI flows at the 1%

level. In other words, an improvement in the institutions forming this cluster, as a

group, results in an increase in FDI flows to the MENA region. As mentioned in

Sect. 2 above, these institutions comprise internal conflict, government stability,

ethnic tensions, law and order, external conflicts, investment profile and religion in

politics.

Similarly the Democratic System cluster (CLUSTER3) exerts a statistically

significant, positive influence at the 5% level. In other words, an improvement in

the institution forming this cluster, which is democratic accountability, results in an

increase in FDI flows. This result is consistent with Jensen (2003) for a panel of

more than 100 countries and with Asiedu and Lien (2011) for countries whose share

of natural resources in total exports is below a critical value. For the MENA region,

this result is consistent with Zouhaier and Karim (2012) who found a positive

association between democracy and investment.

In contrast to the influence of these two clusters, the Quality of Public Admin-

istration (CLUSTER2) exerts a statistically significant, negative influence on FDI

flows at the 1% level. Thus, an improvement in corruption, bureaucracy quality, and

military in politics, as a group, reduces FDI flows to the MENA region. Although

this negative result seems surprising, Helmy (2013) obtained a similar finding on
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the relation between corruption and FDI in the MENA region. This negative

relationship sheds light on the perception about the association between rent

seeking and FDI flows.

The signs of the coefficients of the other explanatory variables are as positive as

expected and are statistically significant at the 1% level. Trade openness, the degree

of infrastructure development, and the depth of the financial system all have

positive influence on FDI flows to the MENA region. An increase in each of

these variables attracts more FDI flows to region. An increase in the sum of exports

and imports (relative to GDP) and in the number of mobile cellular subscriptions

per 100 people by one percentage point increases FDI flows by 0.01 percentage

point of GDP, while an increase in the extended private sector credit (relative to

GDP) by one percentage point increases FDI flows by 0.02 percentage point

of GDP.

6 Concluding Remarks

In this paper, we have examined the influence of institutional clusters on FDI flows

to a sample of 17 MENA region countries. Institutions have been clustered using

PCA to account for the correlation between the different institutions, which have

been largely overlooked in the institutions-FDI nexus literature. The included

MENA countries are Algeria, Bahrain, Egypt, Iran, Iraq, Jordan, Kuwait, Lebanon,

Libya, Morocco, Oman, Qatar, Saudi Arabia, Syria, Tunisia, UAE, and Yemen.

Results show that the groups of correlated institutions which serve the stability

and order function and constitute the presence of a democratic system encourage

FDI inflows to the region. We should note at this point that a democratic system can

Table 4 Influence of

institutional clusters on FDI

flows

VARIABLES Estimates Robust SE

CLUSTER1 0.464a �0.132

CLUSTER2 �0.367a �0.1

CLUSTER3 0.216b �0.091

TRADE 0.014a �0.005

INFRASTRUCTURE 0.014a �0.003

FINANCE 0.022a �0.005

Constant �0.374 �0.333

Obs. 382

Wald test 236.26a

Countries 17

Notes: Robust standard errors in parentheses. CLUSTER1 refers

to stability and order. CLUSTER2 refers to quality of public

administration. CLUSTER3 refers to the presence of democratic

systems
a,b,cIndicates significance at the 1%, 5%, and 10% levels,

respectively
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be more generally viewed as a government, which is responsive to people’s needs
and wants or their collective choice.

Results also show that the group of correlated institutions which relate to the

quality of public administration, including corruption, surprisingly reduces FDI

inflows. If the MENA countries target more FDI flows to overcome the finance and

technology gaps, then they should fight corruption and enhance the quality of the

bureaucracy. Controlling corruption pays off in terms of additional investment and

economic growth.2

The positive relation between responsive or democratic governments and

regional FDI flows constitutes an invitation to policy makers in the MENA region

to take a deeper look at how can governments be more responsive to their own

people without instigating much instability as the Arab Spring did. The mechanisms

through which democracy encourages FDI flows to the MENA region need to be

explored.
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TFP and Possibility of Convergence in OECD

Countries: The 2000–2012 Period

Aziz Kutlar, Ali Kabasakal, and Ahmet Gulmez

Abstract This study discusses efficiency, productivity, and the existence of con-

vergence in 34 OECD countries between 2000 and 2012. Physical capital per

worker and human capital per worker are used as inputs to determine total factor

productivity while gross domestic product per worker is used as the output.

Analysis of productivity by using the Malmquist Index indicates that productivity

was positive but increased less than 1% at the end of the period. Panel regression

estimation is used for standard deviations of convergence and to determine beta

convergence. However, the convergence effect of Total Factor Productivity values

could not be determined. Similar results are reported for Sigma convergence.

Keywords Panel data • Malmquist index • TFP • OECD countries • Convergence

1 Introduction

The Organization for Economic Co-operation and Development (OECD) was

established in 1961 and has 34 members. The OECD budget is approximately

$357 million. During the study period, total real GDP rose by 22%, reaching $39

trillion. Capital increased by 8%, reaching $7.8 trillion, while labor force increased

11%, reaching 610 million people within the same period. GDP growth was greater

than capital and labor force growth. There was significant total factor productivity

growth in OECD countries.

Growth dynamics of countries as well as convergence among those countries

have been studied for a long time according to neoclassical growth theories in

various studies. A series of studies indicate convergence among OECD countries.

The majority of such studies use productivity per worker and total factor produc-

tivity in order to analyze convergence.

The economic productivity and convergence issue of OECD countries, the

economic structures of which are partially similar to each other and that are
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representative of relatively advanced economies, has been investigated by our study

for the period between 2000 and 2012. In that regard, MI, which is interpreted by

Caves et al. (1982), and the data envelopment analysis (DEA) method used by

Charnes et al. (1978) are used for Total Factor Productivity (TFP). The description

is used as inputs and outputs. Physical capital is used as input and is among some of

the most important factors that affect technological development and productivity.

Gross national product is used as output. All variables are divided into labor unit

and necessary analyses are performed. Data sources are provided below. The whole

variable value is calculated based on 2005 US dollars. A total of 34 OECD

countries are included in the analysis. Although some of the countries were not

OECD member during the entire given period, they are still included. Whether

there are any differences between these countries will be observed during the

analysis process.

The aim of this study is to analyze convergence in OECD countries over a

reasonable period of time at the beginning of the new millennium. The period

between 2000 and 2012 is chosen intentionally in order to examine the results of the

financial crisis of 2009. The set of values in the study are obtained from OECD

StatExtracts. Real physical capital per worker, real human capital per worker, and

real GDP per worker are calculated based on 2005 US dollars.

The literature and methodology forms the first part of the study while MI

analyses of TFP are given in the following chapter. The conclusion and assessment

make up the last part of this study.

2 Literature

In recent years, there have been many studies that examine convergence and

economic growth. Barro et al. (1991), Barro and Sala-i Martin (1992), and Färe

et al. (2006) are the major contributors to the relevant literature. According to

Krüger (2003), experiential growth investigations over the last 10 years have been

pursued at least three different ways. First, the most immense strand of literature

applies linear regressions to clarify the growth ratio of real GDP per capita by a

great amount of different growth driving factors while at the same time struggling

to anticipate the ratio of convergence of countries to their steady state positions.

Second, some studies provide new anticipations of ratio of total factor productivity

growth on an economy-wide scale as precautions of technological progress. The

third basic approach of experiential growth searches for the dynamics of the entire

distribution of real GDP per capita or per worker. The second significant issue

forms the focus of interest of a range of studies that aim to find whether the

economies of two such country groups converge with one other (Barro et al.

1991; Barro and Sala-i-Martin 1992; Mankiw et al. 1992).

In their study regarding growth and productivity in OECD countries, Dowrick

and Nguyen (1989) analyzed the hypothesis that GDP levels and total factor

productivity in OECD countries converged following the postwar period. Their
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findings suggest that convergence of income levels had been weak since 1973;

however, they argue that income convergence is contingent upon sample selection

and that TFP catch-up is the prevailing trend. In the study concerning the EU

countries conducted by Färe et al. (2006), growth in productivity and the phenom-

enon of convergence was investigated during the period between 1965 and 1998.

Efficiency and productivity of human and physical capital are examined as inputs.

The existence of convergence among these countries is also investigated. Addi-

tionally, relevant countries are divided into sub-groups and the existence of a single

“convergence club” is investigated.

Margaritis et al. (2007) conducted a similar study to that of Färe et al. (2006) and

developed it further. In the productivity and convergence analysis of OECD

countries between 1979 and 2002 by Margaritis et al. (2007), which is one of the

most comprehensive studies concerning productivity and convergence among

OECD countries, various tests are applied using the time series method as well as

σ and β calculation techniques. Afterwards, the analysis is extended to 1960 by

developing the field of series, confirming convergence for the OECD countries. In

another study conducted among OECD countries by using the β convergence test by
Maudos et al. (2000), labor productivity convergence was investigated. Following a

range of analyses, the existence of convergence between labor productivity and the

relevant countries is observed; however, the level of convergence was low.

In another study, in which a different methodology is used to analyze growth and

convergence in OECD countries (Y€orük and Zaim 2005), factor productivities

measured using the Malmquist index (MI) and the Malmquist Luamberger index

are examined. Lee (2009) also examines time series properties of long-run produc-

tivity convergence of 25 sample countries between 1975 and 2004 by performing

panel unit-root procedure.

Chen and Yu (2014) included not only OECD countries but some other country

categories as well in order to increase the number of countries in the study. They

studied the total factor productivity of 99 countries. Their study examines the

capital-using/labor-saving, capital-using/energy-saving, and energy using/labor-

saving tendencies of the countries. Their findings suggest that most of the countries

profit from advantages of technological innovation. Madsen (2007) examines the

imports of technology and total productivity in OECD countries between 1870 and

2004. The study focuses on the transmission of knowledge through trading among

the relevant countries over a period of 135 years. His findings prove that patent

flows and information reflections among countries complicate convergence.

Rivera-Batiz and Romer’s (1991) study on the internal growth approach state that

R&D information obtained as a result of trade between developed nations is

reflected in such countries by means of a trade route and consequently affects

TFP and increases productivity.

There are some studies that investigate convergence on an industrial basis.

Shestalova’s (2003) study examines the productivity of the manufacturing sectors

of 11 OECD countries between 1970 and 1990; the findings of the study suggest

that only the chemical industry showed strong convergence levels.
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The relationship between technology transfer and convergence in developed and

developing economies is a widely discussed topic as well. Given that sufficient

technological transfers are not provided, it might be difficult for developing coun-

tries to catch up with developed economies. With respect to technological catch-up

and capital deepening, it is essential to emphasize the thesis by Kumar and Russell

(2002) that states that technological development is not detached. In other words,

convergence leads to contrary divergence.

3 Methodology

Debreu (1951), Koopmans (1951), and Farrell (1957) are prominent scholars who

apply the analysis of efficiency in economic literature and a great deal of research

concerning efficiency measurement has been conducted following their work. Use

of the frontier function has grown into a significant part of efficiency measurement.

3.1 Malmquist Index

MI is one of the indices investigating change in production (Malmquist 1953).

Applied in the DEA of Caves et al. (1982), the index comprises of different

functions which stand for multi-output and multi-input technologies that are

based on input and output amounts. In short MI, which is defined as CCD with

the names of these authors, is the indexing of amounts in terms of distance

functions.

Linear programming methods of database studies (Charnes et al. 1978) could be

used in productivity performance with regards to DEA. According to Cooper et al.

(2011), the combination of the studies of Färe et al. (1992, 1994a, b), Farrell (1957),

Charnes et al. (1978), and Caves et al. (1982) a DEA estimation method is presented

for Malmquist productivity index.

According to Färe et al. (1994b) in St production technology, t¼ 1 . . . T for each

period, output based MI, which indicates the productivity change, models the

conversion of inputs xt 2 RN
þ to outputs yt 2 RM

þ . It is described as St¼ [(xt, yt) : xt

can produce yt]. Output distance function defined in “t” period (Färe 1988) is as

follows:

Do xt; ytð Þ ¼ inf θ : xt; yt=θð Þ 2 St½ � ð1Þ

This function defines xt inputs and maximum output yt vector. This function is

first-degree homogeneous and its value is �1. If the technology is over the frontier,

Do(x
t,yt) ¼ 1. According to Farrell (1957) this situation indicates technical change.

A similar description could be made for t + 1 period as well.
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Output-based CCD-type Malmquist productivity change index is the geometric

mean of MI;

Mo xtþ1; ytþ1; xt; yt
� � ¼ Dt

o xtþ1; yyþ1ð Þ
Dt

o xt; ytð Þ
Dtþ1

o xtþ1; ytþ1ð Þ
Dtþ1

o xt; ytð Þ
� �0:5

ð2Þ

This index can be written in two different ways:

Mo xtþ1; ytþ1; xt; yt
� � ¼ Dtþ1

o xtþ1; ytþ1ð Þ
Dt

o xt; ytð Þ

zfflfflfflfflfflfflfflfflfflfflffl}|fflfflfflfflfflfflfflfflfflfflffl{EC

Dt
o xtþ1; yyþ1ð Þ

Dtþ1
o xtþ1; ytþ1ð Þ

� �
Dt

o xt; ytð Þ
Dtþ1

o xt; ytð Þ
� �� �0:5zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{TC

ð3Þ

The part of index outside the brace indicates proportional efficiency change

between two periods, and the index inside the brace indicates technical change.

This equation can be defined in two parts as follows:

Efficiency Change ECð Þ ¼ Dtþ1
o xtþ1; ytþ1ð Þ
Dt

o xt; ytð Þ ð4Þ

Technical Change TCð Þ ¼ Dt
o xtþ1; yyþ1ð Þ

Dtþ1
o xtþ1; ytþ1ð Þ

� �
Dt

o xt; ytð Þ
Dtþ1

o xt; ytð Þ
� �� �0:5

ð5Þ

If there is a need to express it briefly, MI is defined as;

Mt, tþ1
o ¼ ECt, tþ1 TCt, tþ1 ð6Þ

In this study, for each t period, (here t ¼ 2000, . . ., 2012), for each k ¼ 1, . . ., K
country (34 OECD countries including recently joined ones) two inputs and one

output are used.

3.2 Convergence

The lack of convergence across countries is an unusual finding as it suggests that

cross-country income equality tends to increase and that countries that are projected

to be richer a few decades from now are the same countries that are rich today. This

finding is not compatible with widely accepted neoclassical growth theories (Solow

1956; Swan 1956; Cass 1965; Koopmans 1965).

The idea behind the abovementioned conclusion is the following: the assump-

tion of diminishing returns to capital implicit in the neoclassical production func-

tion predicts that the rate of return to capital is quite large when the stock of capital

is small and vice versa. If countries only differ in terms of their initial levels of
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capital then, according to neoclassical growth model, which indicates cross-country

beta-convergence, countries with little capital will be poor and will grow faster than

rich countries.

This anticipation is not compatible with the endogenous growth model (Romer

1986). Such models depend on the existence of externalities, increasing returns, and

the lack of inputs that cannot be accumulated. The fundamental point of such

models is the lack of diminishing returns to capital, so these models do not exhibit

similarities with the neoclassical model in terms of convergence.

When analyzing convergence, the studies by Barro et al. (1991), Mankiw et al.

(1992), Barro and Sala-i-Martin (1995), and Sala-i-Martin (1996a) are usually

referred to by economists. The concepts of β-convergence and σ-convergence are

prevalent in classical economic growth literature.

If poor economies tend to grow faster than wealthy ones then there is

β-convergence. In other words, a negative relationship between the growth rate of

income per capita and the initial level of income suggests β-convergence in a cross-
section of economies. That concept of convergence is usually mistaken for σ-
convergence as the dispersion of real per capita income across groups of economies

tends to fall over time. These two concepts examine conceptually different phe-

nomena: σ-convergence studies the distribution of income over time and

β-convergence studies the mobility of income within the same distribution. Despite

the differences, these two convergences are related. Suppose that β-convergence
holds for a group of regions i, where i¼ 1 . . . N. In a given time period, which likely

corresponds to annual data, the real per capita income for economy i can be

approximated1 by

log yitð Þ ¼ αþ 1� βð Þlog yi, t�1

� �þ uit ð7Þ

where α and β are constants, with 0 < β < 1, and ui is a disturbance term. The

condition β > 0 suggests β-convergence since the annual growth rate log(yit/yi,t�1)

is inversely related to the log(yi,t�1). A higher coefficient β indicates a greater

tendency for convergence. The disturbance term captures temporary shocks to the

production function, the saving rate, and so on. We assume that uit has a mean of

zero, the same variance, σu
2, for all economies, and is independent of time and

different economies.

If β-convergence holds (β > 0), then σt
2 monotonically approaches its steady-

state value (σ2*). The key point is that σt
2 can rise or decline towards the steady-

state depending on whether the initial value of σ2 is above or below the steady-state.

1The value of β coefficient is calculated using Barro et al. (1991) and Barro and Sala-i-Martin’s
(1992) approach. 1

T log yi=yi, t�T

� � ¼ x*þ log by*i=byi, t�T

� �
1� e�βT
� �

=T þ uit
In this equation, i represents economy, t represents time, yit represents output per capita, x*

represents the steady state grow rate per capita, byit is output per active labour, by*it is steady–state
output level per active labour, and T is the observation interval. Inspired by this equation, we have

achieved some results by adding other variables to the panel regression.

258 A. Kutlar et al.



In particular, σ could rise along the transition even if β > 0. In other words,

β-convergence is a necessary but it is not a sufficient condition for σ-convergence.
Departing from the works of Barro et al. (1991), Mankiw et al. (1992), and Sala-

i-Martin (1996b), we can distinguish conditional from absolute convergence. We

claim that a series of economies exhibit conditional β-convergence if the partial

correlation between growth and initial income is negative. In other words, if cross-

sectional regression is applied on initial income we find that the coefficient on

initial income is negative, which in return suggests that economies in the data set

exhibit conditional β-convergence. If the coefficient of initial income is negative in

a univariate regression, we conclude that the data set exhibits absolute convergence.

4 Empirical Evidence

In this study, efficiency and productivity variables and convergences of OECD

countries between 2000 and 2012 are investigated. Although some countries joined

OECD later, they are still included in the calculations as if they were permanent

members. While physical capital per worker and human capital per worker are used

as inputs, gross domestic product per worker is used as output. All the values are

calculated in real 2005 US dollars.

4.1 Total Factor Productivity Analysis with the Malmquist
Index

Scores of productivity and parameter anticipations of the countries are obtained

individually with regards to TFP Analysis with output-oriented MI. Values for TFP

Change (tfpch), Technical Change (techch), Efficiency Change (efch), Pure Effi-

ciency Change (pech), and Scale Efficiency Change (sech) of the given countries

are estimated in this analysis. The decomposition of MI for TFP is implemented as

MI ¼ efch � techch ¼ pech � sech � techch. For instance, the MI value of

Australia can be calculated as

MIAustralia¼TFPAustralia¼ 0.984� 0.991¼ 0.991� 0.993� 0.990¼ 0.975.

Changes in efficiency values of each OECD country over 13 years are given in

Table 1. TFP of OECD countries increased by 0.4%. Within the same period, the

TPF values of 22 countries increased over the last year while those of 11 countries

decreased. As seen in the table, such an increase results mainly from sech. Surpris-
ingly, none of the countries’ techch values exceeded one. In other words, techch
values of those countries within the 13 years are negative. The average loss in the

technical change is 1.1%. techch and pech values are below 1 whereas others are

above 1.
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Investigating the productivity increase in the Eurozone from a different point of

view, Sondermann (2014) emphasizes that productivity results from regulations in

the service sector (regulatory burden), R&D investments, and the employment of

highly-trained personnel. TFP increase around 0.4% in OECD countries might

result from these factors. Australia is the only country whose scale efficiency is

below one. In addition, all the efficiency values of Australia are below one. In the

study carried out by Färe et al. (2006), Sweden and Denmark moved from well

Table 1 Efficiency changes

of the OECD countries
Countries efch techch pech sech tfpch

Australia 0.984 0.991 0.993 0.990 0.975

Austria 1.018 0.992 0.996 1.022 1.011

Belgium 1.010 0.992 0.996 1.014 1.002

Canada 0.991 0.991 0.987 1.004 0.982

Czech Republic 1.015 0.992 0.994 1.021 1.008

Denmark 1.012 0.992 0.994 1.019 1.005

Estonia 0.989 0.988 0.985 1.004 0.977

Finland 1.012 0.992 0.995 1.016 1.004

France 1.008 0.992 0.990 1.018 1.001

Germany 1.018 0.992 0.993 1.025 1.010

Hungary 1.007 0.989 0.988 1.019 0.996

Ireland 1.063 0.982 1.014 1.048 1.044

Italy 1.023 0.986 0.995 1.028 1.008

Luxembourg 1 0.989 1 1 0.989

Netherlands 1.023 0.992 0.995 1.028 1.016

New Zealand 1.003 0.985 0.986 1.018 0.988

Norway 0.993 0.976 0.999 0.994 0.969

Poland 1.017 0.986 1.007 1.009 1.003

Portugal 1.050 0.985 1.006 1.043 1.034

Slovak Republic 1.024 0.988 1.001 1.023 1.011

Spain 1.032 0.980 1.005 1.027 1.011

Turkey 0.999 0.985 0.999 1.001 0.984

United Kingdom 1.022 0.992 0.994 1.027 1.014

United States 1.021 0.992 1.006 1.015 1.014

Sweden 1 0.992 0.992 1.008 0.993

Switzerland 1.013 0.992 1.002 1.012 1.006

Japan 1.027 0.992 1.001 1.026 1.020

Mexico 1 0.984 1 1 0.984

Korea 1.020 0.992 0.999 1.021 1.013

Chile 1 0.985 1 1 0.985

Slovenia 1.015 0.992 0.991 1.025 1.007

Israel 1.008 0.992 0.991 1.017 1

Iceland 1.057 0.992 1.020 1.036 1.048

Greece 1.046 0.983 1 1.046 1.028

Mean 1.015 0.989 0.992 1.023 1.004
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above average in 1965 to below average by 1998. Ireland showed the most dramatic

productivity improvements in the sample.

In Krüger’s (2003) study, which included OECD countries as well, the universal

effect of productivity deceleration is indicated by the comparison of the sub-periods

1960–1973 and 1973–1990. With regards to TFP after 1973, not only TPF but also

labor productivity measures decline in the majority of country groups, apart from in

Asia. In particular, the fact that the deceleration affects the technological progress

ratios indicates that all parts of the frontier function at least stagnate after 1973.

When it comes to the positive side, there exists remarkable efficiency development

keeping up in all country groups following 1973; however, getting behind move-

ments was extensive before. The low level increase, which is not even 1%, in the

TFP in the OECD countries following 2000 coincides with the abovementioned

study’s findings.
Table 2 represents the annual efficiency changes of the relevant countries. From

this dynamic analysis, it is seen that tfpch is above one for 5 years but below one for

7 years. In other words, TFP decreased for 7 years within the 13 year-period in

comparison to the reference year. TFP increased by 10.8% in the period of 2008/

2009. In fact, the technical change value for the same period reached the highest

value of all with an increase of 14%. We can conclude that the rise of TFP results

from Technical Change. When Technical Change is considered to be positive for

only 3 years, it is found that the period of 2008/2009 navigates in remarkably high

levels.

In the Table, sech navigates above one for 8 years. It can be understood that the

most efficient of efficiency changes is sech. Furthermore, when the mean value is

observed, it presents the highest growth of an average increase of 2.3%. In a study

supporting the increase in TFP, Danquah et al. (2014) listed the variables increasing

TFP for the OECD countries. According to this study, investment price, consump-

tion share, trade openness, and the labor force are robustly correlated to TFP

growth. In the study by Färe et al. (2006), labor and multi-factor productivity

Table 2 Changes in

efficiency scores
Years efch techch pech sech tfpch

2000/2001 0.900 1.120 1.033 0.872 1.008

2001/2002 1.063 0.958 1.005 1.057 1.018

2002/2003 1.048 0.946 0.992 1.056 0.992

2003/2004 0.994 0.991 0.999 0.995 0.985

2004/2005 1.011 0.962 0.983 1.029 0.973

2005/2006 1.031 0.945 1.006 1.025 0.975

2006/2007 1.067 0.918 1.017 1.049 0.979

2007/2008 1.046 0.970 0.995 1.051 1.014

2008/2009 0.968 1.145 1 0.968 1.108

2009/2010 1.136 0.903 0.996 1.141 1.025

2010/2011 0.955 1.028 0.968 0.987 0.981

2011/2012 0.985 1.012 0.979 1.005 0.996

mean 1.015 0.989 0.992 1.023 1.004
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improved for most of the countries in their sample. Portugal showed dramatic

improvements (largely due to capital deepening) until the 1990s, when it started a

sharp decline.

Table 3 presents certain different results regarding the OECD countries. The

percent change in real physical capital per worker (grpc) and mean percentage of

change for 13 years are given in the table (grpc13). Similarly, grpk indicates the

percentage of change in real human capital per worker, and ggdp indicates the mean

percentage of change of real GDP per worker. The digit 13, added to the values,

indicates mean percentages of change over 13 years. The findings of the table

indicate that 12 countries incurred losses of physical capital per worker and the

others increased this ratio within 13 years. Spain, Portugal, and Greece, the latter of

which has shown signs of serious economic constriction in recent years, incurred

losses of physical capital. However, according to the table, some countries such as

Iceland, Japan, and even Germany, England, and the Netherlands suffer from the

same situation. At the same time, the increases of physical capital per worker are

the highest in the countries like Poland, Hungary, the Czech and Slovak Republics,

and Estonia among former Soviet Union countries. The increase in Estonia is

particularly high. We can conclude that Scandinavian countries and Turkey are

among the countries that increased their physical capital significantly. Estonia,

Chile, and Turkey are the top three countries to have increased their physical

capital per worker within the given period.

In the same table, different results are seen upon the examination of human

capital. According to the data, it is understood that only four countries (Luxem-

bourg, Canada, Israel, and Sweden) incurred losses of human capital per worker

during the time period. Although this is a low ratio, it is noteworthy. The digit is

negative only for Italy and Luxembourg when we examine ggdp among countries.

The relevant data for Israel is below one (<1). A decrease exists in both grpk and
ggdp for Luxemburg; it is a low level, however. As seen in Table 1, while mean

TPF values of Luxembourg and Canada are below one, it does not show any

changes in Israel.

Figure 1 indicates the growth (y) of three countries that increased their physical

capital the most and those that lost their human capital. Growth rates of five

countries in 2009, except for Israel, are negative as a common feature. However,

the growth in 2001 is negative only for Israel and Turkey. In general, growth trends

of the three countries incurring losses of human capital navigate below those of the

other three countries. Low growth rates might have decreased the attraction to these

countries.

4.2 Convergence

Convergence is the approximation of two economies in terms of growth. According

to technological innovation theory, diffusion is one of the ways that innovation is

transformative. Innovation in a developed nation can spread to developing nations.
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Thus, developing countries stimulate economic growth, which enables them to

converge with developed economies (Abramovitz 1986).

Changes in the logarithm of real GDP per worker (dlgdp), TFP (tfpch), and

efficiency (efch) variables are used in β-convergence tests. The values in the first

row of Table 4 indicate that the F statistic is significant according to dlgdp
estimation and the model is significant. On the other hand, the Durbin-Watson

Table 3 Changes in variables over the investigated period

Countries grpc grpk ggdp grpc13 grpk13 ggdp13

Australia 54.61 73.03 12.90 4.20 5.62 0.99

Austria �4.35 59.54 8.69 �0.33 4.58 0.67

Belgium 4.72 22.27 7.46 0.36 1.71 0.57

Canada 32.73 �4.23 6.18 2.52 �0.33 0.48

Czech Republic 23.81 119.30 36.02 1.83 9.18 2.77

Denmark �0.59 27.50 4.97 �0.05 2.12 0.38

Estonia 84.47 435.35 47.22 6.50 33.49 3.63

Finland 8.19 20.77 13.76 0.63 1.60 1.06

France 6.43 14.43 7.42 0.49 1.11 0.57

Germany �7.91 25.48 4.20 �0.61 1.96 0.32

Hungary 20.99 93.90 20.40 1.61 7.22 1.57

Ireland �37.36 78.47 19.58 �2.87 6.04 1.51

Italy �18.65 14.75 �5.74 �1.43 1.13 �0.44

Luxembourg 8.05 �19.68 �8.80 0.62 �1.51 �0.68

Netherlands �11.60 18.84 6.65 �0.89 1.45 0.51

New Zealand 23.08 53.88 9.27 1.78 4.14 0.71

Norway 32.17 145.05 5.74 2.47 11.16 0.44

Poland 31.06 103.88 46.00 2.39 7.99 3.54

Portugal �33.18 127.79 10.87 �2.55 9.83 0.84

Slovak Republic 42.32 100.39 57.75 3.26 7.72 4.44

Spain �15.30 55.74 8.68 �1.18 4.29 0.67

Turkey 83.39 211.88 62.07 6.41 16.3 4.77

United Kingdom �6.69 6.25 10.19 �0.51 0.48 0.78

United States 0.35 26.00 18.2 0.03 2.00 1.40

Sweden 25.49 �1.48 14.82 1.96 �0.11 1.14

Switzerland �1.73 20.96 5.12 �0.13 1.61 0.39

Japan �11.38 25.12 12.03 �0.88 1.93 0.93

Mexico 9.61 25.46 �0.01 0.74 1.96 0.00

Korea 17.12 158.65 36.26 1.32 12.20 2.79

Chile 88.28 24.26 21.00 6.79 1.87 1.62

Slovenia 12.76 135.52 23.74 0.98 10.42 1.83

Israel 0.86 �1.66 0.96 0.07 �0.13 0.07

Iceland �32.65 17.99 19.34 �2.51 1.38 1.49

Greece �24.97 35.41 14.21 �1.92 2.72 1.09
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value, which represents autocorrelation, is acceptable. The β-convergence value for
dlgdp is significant with a significance level of 1%, which indicates convergence.

Nevertheless it is not possible to arrive at a similar conclusion for the dependent

variables tfpch (in the second row) and efch (in the last row). β-convergence values
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Fig. 1 Growth trends of the three best and three worst OECD countries

Table 4 Regressions for β-convergence

Variable Coefficient Std. Error t-Statistic Prob.

Dependent Variablea: dlgdp

LGDP �0.284258 0.044992 �6.318024 0.0000

C 3.240360 0.490573 6.605261 0.0000

R-squared 0.555045

F-statistic 39.91743 Durbin-Watson stat 2.592135

Prob(F-statistic) 0.000000

Dependent Variable: tfpch

LGDP 0.007195 0.009040 0.795879 0.4320

C 0.925708 0.098570 9.391407 0.0000

R-squared 0.019410

F-statistic 0.633424 Durbin-Watson stat 1.850105

Prob(F-statistic) 0.431967

Dependent Variable: efch

LGDP 0.005306 0.009153 0.579705 0.5662

C 0.957472 0.099796 9.594301 0.0000

R-squared 0.010393

F-statistic 0.336058 Durbin-Watson stat 1.605166

Prob(F-statistic) 0.566173
a# of observations is 34
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in both estimations are not statistically insignificant and it is hard to say whether

these variables cause convergence or divergence.

The following Fig. 2 provides enough information on σ-convergence. As stated
before σ-convergence indicates income dispersion. However, β-convergence is a

must for the relevant dispersion. Thus it is stated that the cross-section regression

analysis above has β-convergence, yet the same result could not be achieved for

TFP and EFC variables. The figure indicates that standard deviation of log GDP per

worker (SDgdp) follows a negative pattern. The same dispersion can be seen in the

regression equation and the inclination of the graphic. On the other hand, standard

deviation of log TFP (SDtfp) value does not show similar tendencies. Even though

it is not readily apparent, the curve deviates dramatically in 2009 and tends to

decline following this period. Linear regression values present slightly positive

parameter values.

It is useful to remember Kumar and Russell (2002), who suggest a different

thesis regarding convergence. The authors criticized the empirical studies of con-

vergence by stating that the technological progress was not unbiased in their study,

and they emphasized that convergence was only found among developed countries

in the production frontier on the world scale by using intensive capital-including

technologies. That is out of the question for countries with lower incomes. Only

developed nations benefit from technological innovations. The study analyzed

57 countries. As all the OECD countries do not benefit from the same technological

innovations and they do not have similar income levels, we should not expect to

find convergence in our study.

Sondermann (2014) obtained some results by using a time series in convergence

analysis of Eurozone countries. In his study, he investigated the agriculture, service,

and manufacturing sectors and their sub divisions and tested convergences in the

relevant sectors. According to his results, convergence is observed in few sectors

and no average convergence is observed. For example, while convergence is

observed in agriculture, transportation, and nonmarket services between 1970 and

1998, no convergence is observed for total economies.
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The findings of Färe et al. (2006) on convergence in OECD countries is that

cross-section results support convergence in principle, although when they take

advantage of the decomposition of productivity into technical change, capital

deepening and catch-up, they find that technical change (especially input biased

technical change) is a source of divergence.

5 Conclusion

In our study, productivity and convergence of the OECD countries between 2000

and 2012 are examined in 34 countries. The gross domestic product of Chile

increased 4.5% over 13 years, ranking second among member countries. After

ranking first among the member countries, Estonia experienced severe economic

shrinkage in 2008 and 2009. Four countries with the lowest performance experi-

enced fluctuations over 13 years and tended to exhibit stagnation towards the end of

the study period. The average growth rate of OECD countries over 13 years is

1.87%, whereas the average growth rate of Denmark is below one. Switzerland is a

striking example because the growth rate of the country is around 4% in the

beginning of the study period but drops to 1.1% in the end.

TFP, which is calculated in geometric means, showed an increase of 4%. While

TPF values of 22 countries increased in comparison to reference year, those of

12 countries decreased within the given period. A substantial part of the increase

results from scale efficiency change (sech). Furthermore, it is observed that TFP is

above one for 5 years, but below one for 7 years. In other words, TFP decreased for

7 years in comparison to the reference year over 13 years. In the period of 2008/

2009, TFP increased by 10.8%. The technical change value for the same period

reached the highest value of all with an increase of 14%. We can conclude that the

high level of TFP results from Technical Change. In order to investigate the

presence of convergence among the OECD countries, it is determined that standard

deviations of TFP logarithmic values do not indicate regular decline. In addition,

conditional β value is found to be above zero and significant in the panel regression
analyses carried out using both TFP values and logarithmic values of GDP per

worker. According to these results, no convergence occurs in the OECD countries

in the model where capital per worker and human capital per worker are used as

inputs.

Changes in logarithm of GDP per worker, TFP, and efficiency variables are used

to test the β-convergence and σ-convergence in OECD countries. A cross-sectional

regression analysis of dlgdp indicates that the β value is negative and significant.

However, we could not arrive at a similar conclusion for tfpch and efch variables,

the β values of which were not significant. We can conclude that these variables

show divergence rather than convergence. The graphic illustration of

σ-convergence shows that the standard deviation of the dlgdp variable tends to be

downwards and negative in the study period.
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At the same time, the graphic illustration of σ-convergence indicates that the

standard deviations of dlgdp (SDgdp) variable in the study period tend to be

downwards and negative. However, we cannot make similar observations for the

standard deviations of logTFP (SDtfp). Total Factor Productivity does not seem to

have any impact on σ-convergence or β-convergence.
The average annual growth rate of some OECD countries is around 4.5% while

the relevant figure is reported to be 0.5% for Portugal and Greece. Such a difference

is expected to have a negative impact on convergence. Likewise, the difference

between top 10% and bottom 10% is 7% in 1980s, while the figure is almost 10% in

2012 which indicates an unequal distribution of income.

In general, Latin America and Eastern European countries, (including Turkey),

which participated in OECD community later, have more efficient indications in

comparison to other countries. A noteworthy detail is that human capital per worker

loss occurs in countries such as Canada, Luxembourg, and Sweden, which have

considerably highly-qualified labor and high incomes, and in Israel, where political

unrest and fear of war is always on the agenda.
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Färe, R., Grosskopf, S., Lindgren, B., & Roos, P. (1994a). Productivity developments in Swedish

hospitals: A Malmquist output index approach. In A. Charnes, W. W. Cooper, A. Y. Lewin, &

L. M. Seiford (Eds.), Data envelopment analysis: Theory, methodology and applications
(pp. 253–272). Norwell, MA: Springer.
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Margaritis, D., Färe, R., & Grosskopf, S. (2007). Productivity, convergence and policy: A study of

OECD countries and industries. Journal of Productivity Analysis, 28(1-2), 87–105.
Maudos, J., Pastor, J. M., & Serrano, L. (2000). Convergence in OECD countries: Technical

change, efficiency and productivity. Applied Economics, 32(6), 757–765.
Rivera-Batiz, L. A., & Romer, P. M. (1991). International trade with endogenous technological

change. European Economic Review, 35(4), 971–1001.
Romer, P. M. (1986). Increasing returns and long run growth. Journal of Political Economy, 94(5),

1002–1037.

Sala-i-Martin, X. (1996a). Regional cohesion: Evidence and theories of regional growth and

convergence. European Economic Review, 40(6), 1325–1352.
Sala-i-Martin, X. (1996b). The classical approach to convergence analysis. The Economic Journal,

106(437), 1019–1036.
Shestalova, V. (2003). Sequential Malmquist indices of productivity growth: An application to

OECD industrial activities. Journal of Productivity Analysis, 19, 211–226.
Solow, R. M. (1956). A contribution to the theory of economic growth. Journal of Economics, 70

(1), 65–94.

Sondermann, D. (2014). Productivity in the euro area: Any evidence of convergence? Empirical
Economics., 47(3), 999–1027.

Swan, T. W. (1956). Economic growth and capital accumulation. Economic Record, 32(2),
334–361.

Y€orük, B. K., & Zaim, O. (2005). Productivity growth in OECD countries: A comparison with

Malmquist indices. Journal of Comparative Economics, 33(2), 401–420.

268 A. Kutlar et al.



Estimating the Value of the Honolulu Rail

Transit Project: A Semiparametric Analysis

of Property Values on Oahu, HI

Peiyong Yu and Jason Levy

Abstract This study assesses the impact of proximity to the Honolulu Rail Transit

(HRT) on the single-family and condo values on Oahu, Hawaii. The data includes

more than 32,000 single family homes and 47,000 condos between 2006 and 2015.

In this paper, when semiparametric model using too large bandwidth, the results are

not as rigorous as the fixed effects model with 130 controlled groups. The results

indicate that after the ground-breaking event for HRT, the island-wide single family

housing prices increase by 4%, but the condo values decrease by 4%; there are very

slight positive distance spillover effects for single family housing market: houses

located one mile closer to the HRT areas, the housing prices increase by 0.6%,

however, this slight positive impact is at the costs of local housing values: for

homes located within a 0.5 mile radius of the future HRT line, their values drop by

7.1%, for homes located between a 0.5 and 1 mile radius of the future HRT line,

their values drop by 4.1%, and for homes located between a 1 and 2 mile radius of

the future HRT line, their values drop by 2.1%. These negative local effects

disappear after the 2 mile radius distance.

Keywords Honolulu Rail Transit (HRT) • Fixed effects model • Property values •

Semiparametric model

1 Introduction

Oahu’s notorious traffic congestion, limited land mass, growing population and

attempts to diversify the economy require innovative public transit solution to

promote the state of Hawaii’s plans for sustainable growth. The America’s first

fully driverless rail transit project is currently under construction in Oahu, Hawaii:
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Honolulu Rail Transit (HRT) project, also known as the Honolulu High-Capacity

Transit Corridor Project. By 2030, nearly 70% of Oahu’s population and more than

80% of the island’s jobs will be located along the 20-mile rail corridor (HART

2015) with stops in downtown Honolulu, Waikiki beach, at three University of

Hawaii system campuses, Aloha Stadium, the Honolulu International Airport and

several shopping centers including Ala Moana. However, the project is controver-

sial. Pro rail advocates argue that rail constitutes an essential component of Hawaii’s
sustainable future initiatives and transit-oriented, high density, mixed use develop-

ment plans since rail transit is expected to provide convenient access to the Central

Business District (CBD), employment locations, commercial centers, schools, parks,

and other recreational opportunities. Supporters note that rail will reduce traffic

congestion along the 20-mile corridor; connect major residential areas with primary

job centers; alleviate substantial traffic issues affecting the state’s most populous

urban region; as well as provide a reliable transportation alternative for visitors and

commuters in southern Oahu. For example, the rail could provide a convenient

means to get to work, school or home as well as attend special events (including

Aloha Stadium sporting events and concerts at the Blaisdell Center) without the

hassles of parking and traffic. On the other hand, those against the HRT feel that an

above-ground rail system is not cost-effective (the project already overbudget and

behind schedule) and will exacerbate traffic congestion and pollution.

The controversy over the rail line was a key issue in local politics in the 2008

Honolulu elections and resulted in a city charter amendment which left the final

decision to the citizens of Oahu. Construction on the HRT began on February

22, 2011 after the amendment passed with 53% of voters in favor. This paper

examines whether homeowners are willing to pay a premium to be close to the

future HRT line and whether or not the single family housing values and condo

values change in proximity to the HRT. It is expected that any economic benefits

which accrue from HRT should be capitalized into the price of nearby homes or

condo values. Since the HRT is currently under construction—the initial section of

the rail transit system, from Kapolei to Aloha Stadium, is slated to open in 2018;

and the entire system, from Kapolei to Ala Moana Center, is set to be fully

operational in 2019—the impact of the partially completed (and not yet operational)

HRT on surrounding single-family housing prices and condo values are examined

after the HRT ground breaking ceremony in 2011 and after the real start of the

construction work in 2014.

While many studies have investigated the economic impacts of rail station

proximity on property values, this is the first to examine the impact of rail in the

U.S.-affiliated Pacific Island Jurisdictions (USAPI) and the Pacific island region.

Data from 2006 to 2015 is used to analyze the impact of the HRT on single-family

house prices and condo values in the Oahu housing market. Hedonic pricing models

are often utilized to analyze differentiated goods such as houses and cars (Rosen

1974). The differentiated products include distinct characteristics, which add or

subtract from the property’s overall total price according to how buyers in the

market value that amenity or disamenity. This paper incorporates residential value

hedonics to determine the value of both access to HRT stations under construction

and other neighborhood locations, such as schools, parks, wetlands, hospitals, bus
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stops, ocean, farmers’ markets, supermarkets, surf sites, and fire stations. To

address the missing variables bias, this paper uses the dereference-in-difference

(DID) fixed effects model to compare with the semiparametric models. The 32,053

single-family housing data includes 130 well-defined neighborhoods, and the

47,581 condo data includes 132 well-defined neighborhoods. Thus, the fixed effects

model can help control for unobserved heterogeneities when these heterogeneities

are constant over time. These constants can be removed from the data through

differencing processes. The results indicate that after the ground-breaking event

(in February, 2011) for HRT, the island-wide single family housing prices increase

by 4% overall, but the island-wide condo values decrease by 4% overall; there are

very slight positive distance spillover effects for single family housing market:

houses located one mile closer to the HRT areas after the ground-breaking event,

the housing prices increase by 0.6%, however, this slight positive island-wide

impact is at the costs of local housing values: for homes located within a 0.5 mile

radius of the future HRT line, their values drop by 7.1%, for homes located between

a 0.5 and 1 mile radius of the future HRT line, their values drop by 4.1%, and for

homes located between a 1 and 2 mile radius of the future HRT line, their values

drop by 2.1%. These negative local effects disappear after the 2 mile radius

distance. The real construction event (in March, 2014) has no significant island-

wide as well as the local impact on the single-family housing market. For the condo

market, there is no significant distance spillover effect after the ground-breaking

event. However, condos located between a 1 and 1.5 mile radius enjoy a 9.2% value

appreciation and condos located between a 1.5 and 2 mile radius enjoy a 5.4% value

appreciation. After the construction began, it has slight negative distance spillover

effect: for condos located one mile closer to the future HRT line, their values drop

by 0.6%.

The contribution of this study to the literature is studying the first driverless rail

transit system in an island economy and using both semiparametric and fixed effects

model to see its impact on property values in the angles of both the periods of

breaking-ground event and the real construction start.

2 Literature Review

Studies examining the relationship between the presence of the rail and house

transaction have shown three very different results which can be categorized as

follows: no measurable effects of rail on property values (category 1); mixed

impacts of rail on property values (category 2), and positive impacts of rail on

property values (category 3). In the first category, Mohammad et al. (2013) find that

rail investments over time impact neither the location nor the values of property

within the city. Moreover, it is shown that including property characteristics and

neighborhood types in the estimation model does not change property values

significantly.

In the second category, Duncan (2011) uses a hedonic price model with inter-

action terms and finds that the premium value associated with rail proximity is
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conditional upon permissive zoning arrangements and ordinances, which has a

negative influence on home prices except in the area immediately surrounding

rail stations. Cervero (2004) uses a simple hedonic pricing model to show that the

values of multiple land parcels in different rail corridors of San Diego County

appreciate, while commercial properties in some other areas accrued small or even

negative capitalization benefits. Chen et al. (1998) find that the impact of light rail

will negatively or ambiguously impact property values due to nuisance effects such

as noise and vibrations. Chatman et al. (2012) find that the net impact of the rail on

the owner occupied housing market in Southern New Jersey is neutral to slightly

negative, while lower-income census tracts and small houses appear to appreciate

near the rail station. Hess and Almeida (2007) find that rail impacts on residential

property values in Buffalo, New York are experienced unevenly across the rail

system: the proximity effects are positive in high-income station areas but negative

in low-income station areas.

For the third category, a Difference-In-Differences (DID) model shows that light

rail transit in Charlotte, North Carolina provides a neighborhood impact of 4% for

single-family properties and 11.3% for condominiums sold within 1 mile of the rail

stations (Billings 2011). And that the opening of a new rail on the Montreal

(Canada) South Shore generates a location premium for houses located in the

stations’ vicinity as opposed to houses that do not experience any improvement in

accessibility to the line (Dubé et al. 2013). Mathur and Ferrell (2013) find that the

average home sale price increases by 3.2% ($21,000) for every 50% reduction in

the distance between the home and the rail transit in San Jose, California. They also

find that housing prices within 1/8 mile of the rail were 18.5% higher than the prices

more than 1/8 mile from the line during the post-construction period, 7.3% higher

during the construction period and not statistically different in the pre-construction

period.

3 Study Areas

The study area is the island of Oahu in the US state of Hawaii. The study area, the

HRT and the geocoded single family houses and condos are shown in Fig. 1, created

by ArcMap.

This figure is created using ArcMap 10.3.1. It shows the study area of Oahu,

HI. The circle dots are geocoded house addresses, the triangle dots are geocoded

condo addresses, and the solid line is the Honolulu Transit Line.

Due to the highly congested transportation corridor situated between Kapolei

and UH Manoa and Waikiki, a 20-mile elevated rail line featuring 21 stations is

under construction to provide high-capacity rapid transit to connect West Oahu

with the Honolulu International Airport continuing through downtown Honolulu

with a final stop at Ala Moana Center. The Honolulu Authority for Rapid
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Transportation (HART) unveiled its first rail column in East Kapolei in June 2012

and HART revealed that the funding of HRT comes from both local funding (0.5%

surcharge on the General Excise and Use Tax paid by residents, businesses, and

visitors on Oahu) and federal funding ($1.55 billion from the Federal Transit

Administration). The 21 stations will pass through a 20-mile rail corridor that

includes Waipahu, Pearl City, Waimalu, Aiea, and Halawa. Even though the

ground-breaking event began on February 22, 2011, the real construction work

Fig. 1 Study area and Honolulu Rail Transit
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started 3 years later in February, 2014. This paper investigates a number of key

questions: does the ground-breaking event affect the housing market on Oahu?

Does the real start of construction work affect the housing market on Oahu? And if

the HRT indeed impacts property values, will the impacts occur locally or across

the entire island?

4 Data and Methodology

There are 22 variables associated with housing characteristics (4 dummy variables

of house qualities; 9 dummy variables of house views, and 4 dummy variables of

car spaces) and 11 distance variables associated with amenities/disamenities. These

distance variables are created using the ‘near’ function of ArcMap. The first step to

assess the impact of the HRT on property values is to build a GIS database from the

data collected from the Department of Planning and Permitting. Using sales data

from the HBR (Honolulu Board of Realtors), more than 30,000 single family

housing addresses and 47,000 condo addresses are geocoded. The housing data

includes the major physical characteristics of the houses such as the number of

bedrooms, bathrooms, square footage, age, etc. ESRI GIS shapefiles (including

hospital, preschool, farmers’ market, bus stop, park, ocean, fire station, supermar-

ket, surf sites and wetland shapefiles) were downloaded from the State of Hawaii’s
Office of Planning website. The HRT shapefile is downloaded from the online

ArcGIS website.

Hedonic analysis has been applied to data on heterogeneous goods in an attempt

to estimate shadow prices of bundled characteristics such as housing attributes and

public good amenities acquired through the housing market (Ohsfeldt and Smith

1985). Traditional hedonic estimation has been frequently used for the purpose of

making inferences about non-observable values of different attributes like air

quality, airport noise, and access to transportation (Espey and Lopez 2000). There

have been many critical views about traditional hedonic models such as information

asymmetry, measurement validity of explanatory variables, market limitations,

multicollinearity and price changes. It is thus better to explore additional research

designs or to use the hedonic price technique with application to other models. The

hedonic pricing model is constructed based on three types of different house

attributes: physical attributes, community attributes and attributes observed by the

consumers but not econometricians (Bajari and Kahn 2005). These unobserved

variables usually have some structural constraints associated with them and one can

use these constraints to infer their values from the data (Chopra et al. 2007).

Assuming P is a vector of house prices associated with a vector of structure

variables S and set of location variables N then it follows that their relationship can

be represented by the following model:
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ln Pið Þ ¼ β0 þ
X

βpSip þ
X

βqNiq þ εi ð1Þ

where ln(Pi) ¼ natural logarithm of house sale price of property i; Sip ¼ physical

attribute p of property i; Niq¼ location variable q of property i; β0, βp, βq¼ intercept

and coefficients; εi ¼ error. If the neighborhood feature affects house sale prices

positively, the first-order relationship of house price with respect to the location

variable is:

∂ln Pið Þ=∂Niq < 0 ð2Þ

Nonparametric models offer significant advantages for hedonic price function

estimation due to their functional form flexibility and spatially varying coefficients,

which help to reduce spatial autocorrelation without imposing arbitrary contiguity

matrices or distributional assumptions on the data (McMillen and Redfern 2010).

The locally weighted regression (LWR), or loess, is a procedure for fitting a

regression surface to data through multivariate smoothing: the dependent variable

is smoothed as a function of the independent variables in a moving fashion

analogous to how a moving average is computed for a time series (Cleveland and

Devlin 1988). Detailed application of loess to the house price functions is in

McMillen and Redfern (2010): let the target for the nonparametric estimator be a

home with structural and locational characteristics given by the vector X. The LWR

estimator is derived by minimizing the following equation with respect to α andβ:

Xn

i¼1

lnpi � α� β0 Xi � Xð Þð Þ2K Xi � X

h

� �
ð3Þ

The kernel function K (z) determines the weight that each house sold as an

observation in estimating the house price at target point Xwith Xi� X defined as the

distance between the target point and the ith neighboring house and h is a smoothing

parameter called the bandwidth. As z increases, the weights decline. Though there

are various types of kernel functions such as rectangular, triangular, bi-square,

tri-cube or Gaussian, the choice of kernel weight function usually has little effect on

the results. This study uses tri-cube kernel weighting function but h is more

important since it determines how many observations receive positive weight

when constructing the estimate and how rapidly the weights decline with distance.

By replacing more weight on more distant observations, high values of h imply

local regressions that produce more smoothing than do smaller bandwidths

(McMillen and Redfern 2010). This helps the nonparametric part of the

semiparametric model, which takes the form as:
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lnPi ¼ βSþ m Nð Þ þ ε ð4Þ

where m() is the unknown smooth function with the location variables and it is

estimated by a least square procedure. By including location variable whose

structure is not known a priori, one may study the existence of nonlinearities.

5 Results and Discussion

The natural logarithms of single family house prices and condo prices are the

dependent variables and a combination of structural and locational characteristics

are the independent variables in our models. Table 1 records the parametric and

semiparametric regression results for single family property values. The parametric

model includes both the benchmark OLS model and DID fixed effects model. Due

to the singular matrix problem when using small bandwidth for semiparametric

model, this paper uses a 0.9 bandwidth for the last model. Larger bandwidth tends

to over-smooth the data and produces the results that are close to the linear OLS

models.

Even though the linear OLS model generates larger R-squared values, it is prone

to the missing variable biases. The fixed effects model on the other hand, can get rid

of the constant unobserved heterogeneities within the 130 groups in the single

family housing data. For example, the linear OLS model indicates that houses

located within a 1.5 and 2 mile radius of the future HRT line, the property values

increase by 4.2%; this positive local impact might be affected by the missing

Table 1 Model results with dependent variable: LnsingleP (N ¼ 32,053)

Variables Coef.

Std.

Err.

P > |

t| Coef.

Std.

Err.

P > |

t| Coef.

Std.

Err.

P > |

t|

LnsingleP Fixed effects model Linear OLS model Semiparametric

HRT_t 0.040 0.013 ** 0.017 0.017 0.018 0.016

HRT �0.013 0.008 0.012 0.002 *** �0.003 0.002

DID_HRT �0.006 0.001 *** �0.003 0.001 * �0.003 0.001 *

HRT_0.5 �0.071 0.014 *** �0.054 0.017 ** �0.069 0.016 ***

HRT_1 �0.041 0.010 *** �0.022 0.013 �0.023 0.012

HRT_1.5 �0.021 0.010 * 0.033 0.012 ** 0.033 0.012 **

HRT_2 �0.021 0.010 * 0.042 0.012 *** 0.037 0.012 **

HRT_2.5 �0.014 0.009 0.016 0.011 0.010 0.010

HRT_t1 0.012 0.013 0.020 0.017 0.008 0.017

DID_HRT1 0.003 0.001 0.002 0.002 0.003 0.001 *

HRT1_0.5 0.015 0.019 0.003 0.024 0.006 0.023

R squared 0.51 0.73

# of groups 130

Notes: *10% significance, ** 5% significance, ***1% significance
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variable such as the quality of the schools. The fixed effects model indicates that

houses located within 1 1.5 and 2 mile radius of the future HRT line, the property

values decrease by 2.1%. The semiparametric model generates very similar results

as the OLS model due to its large bandwidth selection. So, this paper uses the

results from the more rigorous fixed effects model.

The fixed effects model shows that after the ground-breaking event took place in

2011, the single family housing market values appreciate by 4% overall. Even

though the year dummies are added in the regression taking account the annual

trend, this island-wide positive impact is prone to the general positive housing

market after the recent Great Recession. The HRT line produces slight positive

distance spillover effect: houses located one mile closer to the line, their values

appreciate by 0.6% after the ground-breaking event. However, this small positive

overall effect is at the costs of local housing values: houses located with a 0.5 mile

radius of the line, property values drop by 7.1%; houses located between a 0.5 and

1 mile radius of the line, property values drop by 4.1%; houses located between

1 and 2 mile radius of the line, property values drop by 2.1%; and this negative local

effects disappear after the 2 mile radius distance. There is no significant effect after

the construction started. In other words, the positive distance spillover effect

disappeared during the construction period as well as the negative local effect.

When the construction really started 3 years after the ground-breaking event

overcoming many hurdles, it became a credible policy effect. People believe that

the HRT line will eventually be finished and operating. This might explain the

disappearing negative local effects. Figures 2 and 3 show the surface plots of the

Fig. 2 Surface Plot of single house price and distance variable across the years after ground-

breaking event
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graphical relationship between the main distance variables ‘DID_HRT’ and

‘DID_HRT1’ and single family housing prices across the study periods.

For the condo market, Table 2 shows that the fixed effects model results reveal

that after the construction started in 2014, the condo market values drop by 4%

overall. This implies that even though the single-family housing market is getting

better, the condo market is still at hot waters. Before the ground-breaking event, the

planned HRT line already produces positive distance spillover effect: condos

located one mile closer to the planned line, the property values increase by 7.1%,

however, after the event, this significant positive effect becomes insignificant. And

after the construction started, the line produces negative distance spillover effect:

condos located one mile closer to the line, their values decrease by 0.6%. All these

negative impacts are companied by some positive local effects: condos located

between 1 and 1.5 mile radius of the line, their values increase by 9.2% and condos

located between a 1.5 and 2 mile radius of the line, their values increase by 5.4%.

There are no significant local effects after the construction event. Figures 4 and 5

show the surface plots of the graphical relationship between the main distance

variables ‘DID_HRT’ and ‘DID_HRT1’ and condo prices across the study periods.

Fig. 3 Surface Plot of single house price and distance variable across the years after construction

started
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Fig. 4 Surface Plot of condo price and distance variable across the years after ground-breaking

event

Table 2 Model results with dependent variable: LncondoP (N ¼ 47,581)

Variables Coef.

Std.

Err.

P > |

t| Coef.

Std.

Err.

P > |

t| Coef.

Std.

Err.

P > |

t|

LncondoP Fixed effects model Linear OLS model Semiparametric

HRT_t �0.040 0.019 * �0.008 0.020 �0.0003 0.021

HRT �0.071 0.010 *** �0.038 0.002 *** �0.055 0.003 ***

DID_HRT �0.003 0.002 �0.004 0.002 * �0.007 0.002 ***

HRT_0.5 0.024 0.015 �0.0001 0.015 �0.003 0.016

HRT_1 0.005 0.014 �0.028 0.014 * �0.057 0.015 ***

HRT_1.5 0.092 0.014 *** 0.053 0.012 *** 0.030 0.015 *

HRT_2 0.054 0.014 *** 0.032 0.014 * 0.003 0.015

HRT_2.5 �0.027 0.018 0.070 0.018 *** 0.092 0.019 ***

HRT_t1 0.011 0.026 0.001 0.028 0.037 0.029

DID_HRT1 0.006 0.003 * 0.007 0.003 * 0.003 0.003

HRT1_0.5 0.022 0.025 0.030 0.027 �0.016 0.028

R squared 0.61 0.70

# of groups 132

Notes: *10% significance, ** 5% significance, ***1% significance
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6 Conclusion

South Oahu’s notorious traffic congestion, limited land mass, growing population

and attempts to diversify Oahu’s economy provide numerous opportunities for

public transit. In this paper, we study the impact of the HRT on property values

in Oahu from 2006 to 2015. Due to the big bandwidth (0.9) chosen for the

semiparametric model, it produces almost similar results as the OLS model. This

proves that the correct bandwidth selection is very important. Too large bandwidth

tends to over-smooth the data, but too small bandwidth tends to produce more

noises. This paper uses the fixed effects model controlling for about 130 groups to

get rid of many unobserved heterogeneities within those groups that are constant

across the study periods. This study finds that the two different segments of the

housing market produce different reactions towards the ground-breaking event of

the HRT and its construction event. There are many controversies and hurdles

before the completion of the HRT. But for the single-family housing market, the

homeowners’ negative reaction towards the HRT after the ground-breaking event

seems to disappear after the construction started. On the other hand, some condo

owners’ positive reaction towards the HRT after the ground-breaking event seems

to disappear after the construction started. For future study, we need to do a survey

to see the mentality changes between the single-family house owners and condo

owners towards the two events.

Fig. 5 Surface Plot of condo price and distance variable across the years after construction started
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Solving the Cost Crisis in Healthcare: Can
Poland Learn from the Kaplan and Porter’s
Model?

Monika Raulinajtys-Grzybek and Gertruda Krystyna Świderska

Abstract Recent publications by authors of Activity-Based Costing indicate that

the cost analysis of the cycle of care is essential to reduce the growth in healthcare

spending. Analysis of current situation in Poland reveals that the limit for the

implementation of such solutions is the current organization of the Polish

healthcare system. The aim of the article is to present the approach to calculating

and controlling costs of health services used currently in Poland. This concept has

been critically analyzed against the solution presented for the US health market.

Analysis of primary and secondary sources describing organization of the Polish

healthcare system has been conducted. Polish costing model is based on the

Activity-Based Costing method. Contrary to the Kaplan and Porter’s proposal,

the cost calculation is conducted separately in each area of healthcare, currently

mainly in relation to inpatient services. The comprehensive approach to the cost

calculation of the cycle of care is not present, which results from a long-lasting

division into autonomous sectors in healthcare.

Keywords Cost accounting • Activity-based costing • Value chain in healthcare •

Healthcare in Poland

1 Introduction

In recent years, health expenditure in most OECD countries has been growing -

both in nominal terms and in relation to Gross Domestic Product (OECD 2013).

Some research proves that healthcare expenditure e.g. in the European Union is

converging (Lau et al. 2014). The aging population, the development of modern and

capital-intensive medical technology and increasing social expectations are among

the basic reasons for the increase of expenditure (Walshe and Smith 2006; Jones

and Mellett 2007; De Mello-Sampayo et al. 2013). Actions aimed at limiting the

growth of spending should refer to optimization of the number of health services
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and shift the burden of healthcare to outpatient sector, which generates lower costs

than hospital sector.

An example of such steps was the introduction of diagnostic groups (Fetter et al.

1976) and pricing of health services (particularly in the inpatient sector, which

historically absorbed the highest share of funds) based on their costs. Such action

has been taken, among others, in Poland (Czach et al. 2011). The pricing object is

every contact of the patient with the healthcare provider separately for each area of

healthcare—inpatient care, outpatient care, rehabilitation etc.

Experiences of other European countries as well as American ones show that

although these actions have led to changes in the expenditure structure and shifting

the healthcare process on the outpatient care (OECD 2013; Averill et al. 1993;

Duncan and Servais 1996). However, due to perceiving the healthcare process in a

fragmentary way—as a sum of numerous independent services—the actions taken

so far have only lead to optimization of single services and did not affect the whole

treatment process.

The aim of the article is to analyze the possibility of applying a theoretical model

invented by Kaplan and Porter (2011) for managing Polish healthcare and control-

ling its costs. The current organization of healthcare management in Poland, with a

specific emphasis on a method of calculating and controlling costs of health

services, has been presented based on the analysis of appropriate legal acts as

well as secondary analysis of published sector analyses. The assumptions of the

Kaplan and Porter’s proposal have been presented based on their publication. The

critical comparative analysis has been performed regarding the possibility of

applying theoretical model in Polish conditions.

2 Healthcare Management Using Cost Information:
Kaplan and Porter’s Proposal

In 2011, Kaplan and Porter published an article “How to Solve the Cost Crisis in

Healthcare” which presents best practices for healthcare management. Authors

draw their conclusions based on practical experiences with several healthcare

institutions as well as their previous experience and expertise. Kaplan is known

as the co-author of the breakthrough concept of Activity-Based Costing (ABC)

(Cooper and Kaplan 1988) and Time-Driven Activity Based Costing (TDABC)

(Kaplan and Anderson 2004)—a modification of ABC allowing to assign costs

accurately and relatively easily. Porter is the author of several publications on

competition (Porter 1980) and value management—also in healthcare (Porter and

Teisberg 2006; Porter 2009, 2010). In the latest article the authors analyzed the

reasons for malfunctioning of healthcare and presented the method to solve the

problem.

Developing the concept of diagnostic groups in the 60s and its implementation to

the practice of healthcare financing for the first time in the U.S. in the 80s was
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aimed to build a model in which third party payers will reimburse for outcomes of

treatment rather than for the procedures performed. In practice, modern DRG

systems rather group cases based on treatment- or patient-specific factors—such

as procedures performed, duration of stay, age, birth weight—than based on out-

comes—reflected with health status achieved or retained, process of recovery or

sustainability of health (Kobel et al. 2011). Research on the merits of

supplementing the grouping systems with qualitative factors related to health

condition of the patient was conducted in the Netherlands and confirmed the

legitimacy of such movements, but it did not translate into changes in the local

grouping system (Evers et al. 2002).

Kaplan and Porter pay attention to the fact that in addition to the lack of

sufficient recognition of aspects related to the effects of treatment, too little

emphasis is placed on proper analysis of the expenditure required to achieve

these effects. The role of economic evaluation is widely described in the healthcare

economics (Drummond et al. 2005; Folland et al. 2010) and includes the identifi-

cation, measurement, valuation, and then comparison of the costs (inputs) and

benefits (outcomes) of two or more alternative treatments or activities (WHO

2000). The most common methods include Cost-Effectiveness Analysis (CEA),

Cost-Utility Analysis (CUA), and Cost-Benefit Analysis (CBA). All three assume

comparing healthcare costs with outcomes expressed in natural units (CEA), quality

adjusted life years (CUA), or monetary value (CBA). A common approach of all

three methods is the payer-based approach to cost measurement. Costs are esti-

mated based on the level of payer’s expenditures. This perspective does not include
the level of providers’ costs related with a service.

In the U.S., costing model used by healthcare providers is a consequence of the

model used for pricing of health services. In the area of inpatient services, Ratio of

Cost to Charges (RCC) approach is used, which envisages allocating costs to

services according to their prices. This model is obligatory for hospitals providing

services under Medicare to prepare the annual cost report and often determines the

costing model used for management. In the area of physician services, Relative

Value Units (RVUs) are used, which are based on selective and idiosyncratic

estimates of resources. Both approaches have long been subject to criticism

(West et al. 1996; Baker 1998; Young 2007).

The problem with the optimization of a treatment process results from the fact

that it is highly fragmented, and health services within a single treatment process

are provided by a number of independent service providers. There are also few

treatment standards, both at the level of a treatment process and at the level of a

single procedure within a treatment. Patients with similar characteristics can pass a

different path through the healthcare system, and in addition each of the services

provided can vary in terms of resources used depending on the service provider.

The existing system of reimbursement present in most developed countries, in

which the pricing unit is a single service provided to a patient—reported as a

diagnostic group, procedure or number of days of stay—creates an incentive for

transferring costs from one service provider to another or within payers. An

example of such a cost-shifting was increased spending on outpatient care as a
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result of the introduction of DRG-based pricing of inpatient services (Wilson et al.

2005; Kulesher and Wilder 2006).

The approach proposed by Kaplan and Porter counteracts both weaknesses

associated with the healthcare management—the lack of adequate information

about the cost of health services and lack of information to optimize treatment

process. They propose application of TDABC to analyze the whole treatment

process and cross-analysis of the costs of individual actions with the value they

carry to the final outcome. Figure 1 shows a scheme of Kaplan and Porter’s
proposal.

Cost calculation applies to the entire treatment process (or a specified period of

time in case of chronic diseases), and includes a path which patients pass during the

treatment. The analysis also applies to all typical elements of the treatment pro-

cess—prevention, diagnosing, preparing, intervening, rehabilitation and managing.

Each patient’s contact with the healthcare provider is presented in form of

actions taken. For every action in the treatment process the involvement of both

capacity-supplying resources and consumable supplies is determined. The cost of

each action is set by adding direct and indirect costs. Allocation of indirect costs is

performed according to the amount of time each resource is involved in the action

(e.g. the time of surgeon’s work during the surgical procedure). The cost of the

treatment process is the sum of the cost of all the supplies and the resources in all

activities undertaken throughout it. Scenario approach based on the time equations

allows for determination of multiple patient paths within a single treatment process.

The proposed solution, by providing a comprehensive analysis of the whole

treatment process using TDABC enables value management and cost optimization.

Its main advantages are:

Figure 1 Kaplan and Porter’s proposal

Prevention Diagnosing Preparing Intervening Rehabilitation Managing

Registration:
- receptionist

Initial 
assessment:

- medical team

Anesthesia:
- anesthetic team

Surgical 
treatment:

- surgical team

Hospital discharge:
- attending 

physicial

Post-treatment 
recovery:

- ward’s personnel

t

t t

tt

t

Fig. 1 Kaplan and Porter’s proposal. Source: Own study based on Kaplan and Porter (2011)
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• elimination of unnecessary process variations and processes that don’t add
value,

• improvement of resource capacity utilization,

• delivery of the right processes at the right locations,

• matching clinical skills to the process,

• speeding up cycle time,

• optimization over the full cycle of care.

3 Polish Experiences in the Use of Cost Information

After 1989 most healthcare institutions in Poland have been public and therefore

costing models for healthcare have been regulated by law. Increasing level of

managers’ needs as well as more developed information systems were the main

reasons for its redevelopment. In 2011 a solution based on Activity-Based Costing

approach has been developed by Świderska’s team in the Warsaw School of

Economics in cooperation with the Polish Ministry of Health (Świderska 2011).

The primary purpose was to develop a costing model useful for the management of

a healthcare institution, including in particular decision-making and reporting

inefficiencies. In 2015, a regulation came into force, making it the basis for cost-

based pricing of health services. Figure 2 shows a scheme of the Polish costing

model.

The calculation is based on microcosting approach, which assumes identification

of numerous cost objects. Cost object is any object for which a cost is computed.

Final cost 
centers

Cost of
health 
service

High cost 
drugs and 
materials

Actual use of 
procedures 

(standard cost + 
variances)

Actual use

Cost of unused 
potential

Actual length of stay 
(standard cost + variances)

Fig. 2 Polish costing model. Source: Own work based on Ministry of Health (2015)
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This approach ensures more accurate calculation, because every cost object can be

individually assigned to a health service using suitable cost driver. Polish model is a

combination of top-down and bottom-up approach. Top-down microcosting means

that the average cost of each cost object is calculated (Chapko et al. 2009). For

example, the cost of stay in a hospital ward is set per day of stay. Bottom-up

approach assumes that the cost of each object is determined individually for each

service based on real data (Wordsworth et al. 2005). For example, the cost of a

surgical procedure for each patient will be determined based on the actual con-

sumption of resources. Earlier research proves that such a combination is a good

compromise between accuracy and labor-intensity of the calculation (Raulinajtys-

Grzybek 2014b).

Typical cost objects are identified in every cost center and their standard cost is

calculated. Cost of each patient contact is set according to data on the actual use of

cost objects—such as procedures, hospitalization or other services provided. Cost

of high-cost drugs and materials are assigned in real values, and for other cost

objects a standard cost is determined (and then corrected using variances). Using

standard cost approach differs the Polish model from Kaplan and Porter’s proposal
that was based on actual values. Previous research (Świderska 2011) showed that

using standard times proved to be easier for data collection when information is not

available from appropriate information systems (e.g. time tracking). The use of

actual times may be implemented for most expensive procedures as part of the

planning and control process.

A characteristic feature of this model is the determination of the cost of unused

capacity which as a rule is not included in the cost of health service. The only

exception from that rule is the costs of so called “standby”. These are costs of

unused capacity resulting from the constant readiness of specific areas (e.g. ICU or

operating theatre) and should be taken into consideration when setting prices for

healthcare provided in these areas (Raulinajtys-Grzybek and Świderska 2015).

Similarly like Kaplan and Porter’s solution, the Polish model:

• is based on process approach to costing patients and health services,

• calculates costs as the sum of all activities performed to the patient,

• sets cost of each activity based on resources involved,

• and determines cost of resources based on the available capacity.

It has been designed to provide information at the provider’s level and has not

yet been used to manage the whole patient treatment. The Polish model has been

implemented only in few test areas regarding both inpatient (Raulinajtys-Grzybek

and Świderska 2015) and outpatient (Raulinajtys-Grzybek 2014a) services, which

proves its usefulness for different areas of healthcare. In the upcoming years it will

be obligatory for all providers reporting data for the purpose of cost-based pricing

and as such it could be used for healthcare management in line with Kaplan and

Porter’s proposal.
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4 Limitations on the Use of the Kaplan and Porter’s
Solution in Poland

The Kaplan and Porter’s proposal assumes a holistic analysis of the entire treatment

process involving a variety of providers—from primary care to long-term care. Its

aim is to optimize the costs of the whole treatment of a specific disease. The

implementation of this solution in Poland can be complicated due to a number of

institutional arrangements.

The budget for healthcare in Poland is divided between the 16 regions where

branches of the public payer (the National Health Fund) operate. Approximately

97% of Polish citizens are insured by the National Health Fund, which is financed

with health insurance premiums. Each branch is financing the treatment of patients

from their region within the available budget. There are separate sub-budgets for

different areas of healthcare—e.g. outpatient, inpatient, or long-term treatment.

Provision of services is carried out by healthcare providers, who concluded an

agreement for certain services with the National Health Fund. Healthcare providers

having a contract with a public payer can be either publicly owned (by central of

local government) as well as privately owned (these are usually for-profit entities).

The selection of service providers is based on an assessment of various criteria,

including those related to price, quality and availability of services (Panteli and

Sagan 2011).

Some of the problems associated with the healthcare management have been

presented below, which hinder the implementation of a holistic approach to value-

added analysis of the treatment process.

4.1 Expenditure Optimization Within Subbudgets

Management of public funds in Poland is carried out at a subbudget level in such a

way as to ensure access to the greatest number of services of every type. Contracts

with service providers are concluded to ensure the availability of particular types of

services—e.g. inpatient care. So far the efforts of the public payer focused on

signing agreements with the service providers guaranteeing the lowest level of

costs and the implementation of more services within the same subbudget. There

were some actions promoting the transfer of patients from inpatient to outpatient

care but very limited—they included e.g. the organization of selected surgeries as

one-day procedures, as well as the procedures fastening access to healthcare for

cancer patients (Holecki and Romaniuk 2015). However, these actions were not

accompanied by a detailed analysis of the cost of individual services subject to

change.
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4.2 Bottleneck in the Outpatient Care

Approximately 43% of all public funds are spent on the purchase of hospital

services, and only less than 8% on the purchase of specialist outpatient services

(National Health Fund 2016). This causes problems with the availability of outpa-

tient services and long queues to specialists, lasting up to 6 months. Patients see the

doctor late and often when the hospital treatment is necessary. This results in an

increase in expenditure in the inpatient sector, which absorbs more and more public

funds.

4.3 Shifting Costs Among Providers

The unit of payment for most types of care is the number of health services

provided—for outpatient care they are measured by the number of procedures

and for inpatient care by the number of cases grouped into diagnostic groups

(DRG) or, in specific areas, by number of days of stay. Here are fixed prices set

for each unit of payment—procedure, DRG, and day of stay. Primary healthcare

and hospital emergency departments are paid a flat rate—respectively through

capitation rates and a fixed budget. The profit of the provider is set as the difference

between prices that are fixed (either at the service level or provider level) and costs.

As a result of such a formula, providers take actions to minimize costs associated

with the treatment and sometimes transfer the problematic cases to other providers.

In areas paid per service they might also multiply the number of admissions of other

low-cost patients. The consequence of such a behavior is health services that do not

bring value to the patient and generate additional costs.

4.4 Lack of Treatment Standards

Despite numerous attempts, no standards have been developed so far in respect of

the whole treatment process, and there are just few medical standards for individual

services. The same disease can be treated using different methods, and patients can

go different paths in the health system.

The implementation of a holistic approach for the management of the whole

treatment process would require changes in the way of setting the budgets of the

National Health Fund and shifting from subbudgets for areas of care into budgets

for treating different health problems—for example, the treatment of heart diseases.

Assessment of the entire treatment process would require analysis of large datasets

on the services provided to patients to identify typical treatment paths. Such data is

mostly already collected today by the public payer. Due to the features of the Polish

healthcare system presented above, it would be necessary to provide a detailed
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verification of the data by the medical community. This would help to exclude

services that do not bring added value, the implementation of which results from

improper organization of healthcare, that occur due to the late initiation of treat-

ment, and that are the result of multiplication of health services in order to generate

additional revenue.

5 Conclusion

The costing model designed for Poland—like the Kaplan and Porter’s solution—is

based on the Activity-Based Costing concept. It assumes allocation of consumable

supplies based on their use and the allocation of capacity-supplying resources based

on time of their involvement in service. Separate calculation of costs for every

patient helps identifying differences between them and allows for multiple patient

paths. In contrast to the Kaplan and Porter’s approach, the Polish model presented

in the article uses information on the standard use of individual cost objects in each

service and is not based on time equations.

The main area of improvement towards the Kaplan and Porter model is the

implementation of a holistic approach towards treatment process. Analysis of the

whole process including various services would require setting a different aim for

the public payer. Instead of minimizing expenditure on different types of services it

should concentrate on optimizing costs of treating specific health problems. Data on

costs of different actions is necessary to analyze the area for improvement. The

designed costing model can be adapted to different types of health services which

forms a good starting point to begin the optimization process.
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The Efficiency of the Low Water Retention

in the Area of Poland: Chosen Aspects

Zbigniew Piepiora, Marian Kachniarz, and Arkadiusz Babczuk

Abstract In 1997 and 2010, two great floods occurred in the area of Poland. In the

year 2015, the area of Poland was affected by extreme temperature. In the time of

global warming, the low water retention should play the significant role. Thus, the

aim of this article is to verify the efficiency of the low water retention in Poland. The

methodology consists of two parts: data collection and data analysis. The data were

collected from two databases: the EM-DAT and the BDL-GUS. After the analysis,

conclusions were drawn. The hypothesis of the article was verified negatively: the

efficiency of the low water retention in Poland did not better after the great flood in

the year 2010. The average cost of 1 m3 capacity in the period 2003–2009 exceeded

US$10 and in the period 2010–2014—US$21. In the case of man-made reservoirs,

fish ponds and staging lakes, the situation is similar—the average costs increased.

Keywords Low water retention • Drought • Flood • Efficiency • Poland • Natural

disaster • Financing

1 Introduction

In 1997 and 2010 two great floods occurred in the area of Poland. The most

devastating inundation the Oder River basin recently happened in the year 1997.

In the Vistula River basin, the great flood appeared in 2010. Five years later, the

area of Poland was affected by extreme temperature, causing drought. Extreme

temperatures, droughts and floods are examples of natural disasters (Abbott 2009;
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Alexander 1993). The phenomena such as flood, drought and extreme temperatures

can be defined, according to the Natural Disaster Act, as events connected with

impacting of nature’s forces. In the time of global warming, the significant role

should play the low water retention (Piepiora 2012).

It is worth noting that the welfare impact of a disaster does not depend only on

the physical characteristics of the event (Hallegatte 2016). Natural disasters also

occur in a political space because the level of government preparedness and

response determines the area of suffering incurred by the affected population

(Cohen and Werker 2008). Because the data concerning the drought in the year

2015 are still being estimated, the aim of this article is to verify the hypothesis: the

efficiency of the low water retention in Poland bettered after the great flood in the

year 2010. The research question of the article is: whether the efficiency of the low

water retention after 2010 is better than the one before 2010?

2 The Methodology

The methodology consists of two parts: data collection and data analysis. The data

were collected from two databases: the EM-DAT and the BDL-GUS (GUS 2015).

The Emergency Events Database EM-DAT was established in 1988 by the

Centre for Research on the Epidemiology of Disasters (CRED). It was created

with the initial support of the WHO and the Belgian Government. The main goal of

the EM-DAT database is to serve the purposes of humanitarian action at national

and international levels. The Emergency Events Database EM-DAT contains

essential core data on the occurrence and effects of over 18,000 mass disasters in

the world from 1900 to present. The database is compiled from various sources,

including UN agencies, non-governmental organizations, insurance companies,

research institutes and press agencies (Guha-Sapir et al. 2016). The EMDAT data

(Advanced Search for natural disasters in Poland) concerns the period 1919–2015

because Poland was re-recreated as the independent country on 11 November 1918

after theWorld War I and 123 years of partitions by Austria-Hungary, Germany and

Russia (Dybkowska et al. 1994).

The BDL-GUS (Local Data Bank of the Central Statistical Office of Poland) is

the largest in Poland and ordered set of information about the social, socio-

economic, demographic state of the environment, describing provinces, counties

and municipalities as agents of the system of social organization and administration

of Poland. The BDL-GUS also describes regions and sub-regions constituting

elements of the nomenclature of territorial units for statistical purposes (GUS

2015). The BDL-GUS data concerns the period 1998–2014 because only data for

these years was available.

After collecting the data, the analysis in spreadsheet was conducted. The data

was converted from CSV files and presented in tables and figures. In the case of

GUS-BDL data, the currency was changed in the spreadsheet from Polish Zloty to

US dollar using the exchange rate of the NBP website (NBP 2015). After the

analysis, conclusions were drawn.
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3 The Examined Area

The Republic of Poland is located at the Baltic Sea in the Middle-East Europe. The

south part of Poland has two mountain rages called the Sudetes (Sudety) and the

Carpathian Mountains (Karpaty). The main rivers of the country are Oder (Odra)

and Vistula (Wisła). The climate of the examined country is characterized as a

transient of the mesothermal zone (Piepiora et al. 2015a, b).

The manifestation of the natural disasters and their effects in the area of Poland

in the period 1919–2015 is presented in the Fig. 1. As we can see at the figure,

extreme temperatures, storms and floods occurred most often in the examined area.

Extreme temperatures, storms and floods are hydrometeorological disasters

(Rodzik 2008; Somorowska 2009).

4 The Efficiency of the Low Water Retention

in the Examined Area

Investing expenses for the low water retention—shares in Poland according to

investing directions in the years 2003–2014 are presented in the Fig. 2. Investing

expenses for man-made water reservoirs exceeded US$146 million. Total investing

expenditures for the low water retention amounted to approximately US$215

million. As it can be seen in the Fig. 2, the main direction of investing was

man-made water reservoirs (68%).

Earthquake, 1

Extreme 
temperature , 

16

Flood, 13

Storm, 15

Wildfire, 2

Fig. 1 The manifestation of the natural disasters in the area of Poland in the years 1919–2015.

Source: Own study based on Guha-Sapir et al. (2016) and Piepiora et al. (2016)
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man-made 
water 

reservoirs, 68%

independent 
staging 

structures and 
water intakes 

on the primary 
water-races, 

17%

independent 
staging 

structures and 
water intakes 

on the 
secondary 

water-races, 1%

staging lakes, 
2%

fish ponds, 7% other, 5%

Fig. 2 Investing expenses for the low water retention—shares in Poland—directions of investing

in the years 2003–2014 (in ‘000 US dollars indexed to the year 2014). Source: Own study based on

GUS (2015) and NBP (2015)

from budget of 
Voivod, 19%

from Fund for 
environmental 
protection and 

water 
management, 

13%

from Fund for 
protection rural 

areas, 4%

from structural 
funds, 28%

from budgets of 
self-

governments, 
12%

other, 36%

Fig. 3 Investing expenses for the low water retention—shares in Poland—directions of investing

in the years 2003–2014 (in ‘000 US dollars indexed to the year 2014). Source: Own study based on

GUS (2015) and NBP (2015)
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Investing expenses for the low water retention—shares in Poland according to

financing sources in the years 2003–2014 are presented in the Fig. 3. As it can be

seen, expenses were financed mainly from structural funds of the European Union

and from the other sources.

Investing expenses for the low water retention in Poland in the years 2003–2014

are presented in the Fig. 4. It is worth noting the increase in spending can be

associated with the possibilities of funding from the EU after accession to the

European Union (2000–2006 programming period, the de facto 2004–2006 and

2007–2013). Thus, the Fig. 3 confirms a link between increasing expenditures and

the possibilities of absorption of the European Union’ measures—a significant

0

5000

10000

15000

20000

25000

30000

35000

2003 2004 2005 2006 2007 2008 2009 2010 2011 2012 2013 2014

total from structural funds

Fig. 4 Investing expenses for the low water retention in Poland in the years 2003–2014 (in ‘000
US dollars indexed to the year 2014). Source: Own study based on GUS (2015), NBP (2015), and

Piepiora et al. (2015b)
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objects staging structures

Fig. 5 Effects of investing in the low water retention—the range of objects in Poland in the years

2003–2014. Source: Own study on the basis of GUS (2015), NBP (2015), and Piepiora et al.

(2015b)
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increase until 2003, after a significant decline until 2005, then increase until 2007

(it is considered 1 year delay due to bureaucratic procedures—the means can be

captured a year later, and then spend a year longer than the time of the designation

of the programming period). A significant increase in expenditures in 2010 and

2011 is also visible. The highest level of expenses was noted a year after the great

flood in 2010.

Effects of investing in the low water retention are presented in the Fig. 5. The

range of objects in Poland in the years 2003–2014 amounted to 6750. Total

increasing capacity in the examined period exceeded 87,061,000 m3. The data

presented in the Fig. 5 is corresponding with the data of previous figure.

Expenditures, effects and efficiency of permanent assets serving the low water

retention in Poland in the period 2003–2014 are presented in the Table 1. The

average cost of 1 m3 capacity in the period 2003–2009 exceeded US$10 and in the

period 2010–2014—US$21. In the case of man-made reservoirs, fish ponds and

staging lakes, the situation is similar—the average costs increased.

5 Conclusion

After the analysis of the efficiency of the low water retention in the area of Poland,

the following conclusions can be drawn. The range of objects in Poland in the years

2003–2014 amounted to 6750. Total increasing capacity in the examined period

exceeded 87,061,000 m3. The hypothesis from the beginning of the article was

verified negatively: the efficiency of the low water retention in Poland did not better

after the great flood in the year 2010. Thus, the answer for the research question of

the article is that the efficiency of the low water retention after 2010 is not better

than the one before 2010.

The average cost of 1 m3 capacity in the period 2003–2009 exceeded US$10 and

in the period 2010–2014—US$21. In the case of man-made reservoirs, fish ponds

and staging lakes, the situation is similar—the average costs increased. The reason

of decreasing efficiency of the low water retention in Poland can be connected with

organizing by Poland the Euro 2012 tournament. According to authors, the prepa-

ration to this event could increase prices of materials in the building branch but

verifying that need further research.
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The Management and Economics

of a Life-Threatening Invasive Species

in Hawaii

Jason Levy and Peiyong Yu

Abstract While many of Hawai‘i’s native terrestrial ecosystems have been heavily

impacted by human activities, invasive species continue to pose one of the greatest

threats to the health of Hawaii’s native forests and watersheds. Falcataria
moluccana (F. moluccana) removal and reforestation with native species can

enhance watershed integrity, improve habitat for native species, and generate

sustainable ecosystem services and forest products. Public cost-sharing and tax

incentives are valuable strategies to encourage private landowners to invest in long-

term F. moluccanamanagement and reforestation. The characteristics of real estate

properties affected by the highly invasive F. moluccana are examined in depth. Key

sections of the Puna zone of Hawaii Island (Big Island) are graphically displayed

and statistically analyzed based on property and land characteristics. The fraction of

properties affected by F. moluccana receiving a homeowner exemption, the value

of buildings and land on properties affected by F. moluccana and the number of

property uses in each section (PITT codes for tax purposes) are provided.

Keywords Real estate economics • Hawaii • Invasive species • Property values

1 Introduction

The Hawaiian Islands, an archipelago of high islands rich in forest cover, with lush

windward valleys, has an extremely diverse climate and unique biota. Accordingly,

the US state of Hawaii provides a significant opportunity for the establishment of

invasive alien species. While many of Hawai‘i’s native terrestrial ecosystems have

been heavily impacted by human activities, invasive species continue to pose one of

the greatest threats to the health of Hawaii’s native forests and watersheds. When
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the first Polynesians arrived in Hawaii around the ninth century A.D., they inad-

vertently brought rats, geckos, and the first introduced weeds to the most isolated

archipelago in the world. By the time of Captain James Cook’s arrival to the islands
of Hawaii 1778, much of the original lowland forest had been greatly altered by

almost 1000 years of intensive agriculture and the impacts of introduced species

such as weeds, feral animals, and alien insects.

Native to the southwest Pacific island of New Guinea, the archipelago of

Indonesia, the Solomon Islands, and the Bismarck archipelago in Papua New

Guinea (Wagner et al. 1999) this soft and fast-growing tree species (growth rates

can exceed 15 feet per year and can reach over 100 feet high in 10 years) was

introduced post-Cook to Hawaii from the Molucca archipelago (Indonesia) and

hence is commonly known as the Moluccan F. moluccana. The tree is cultivated for
timber and ornamental purposes throughout South and Southeast Asia. In 1917

botanist Joseph Rock first planted Falcataria moluccana (F. moluccana) in the

Manoa valley on the island of Oahu, Hawaii, as an ornamental and reforestation

tree, and to provide shade. By mid-century, thousands of F. moluccana seedlings

were planted on Kauai, Oahu and the Island of Hawaii. Located in the legume

family (Leguminosae), F. moluccana rapidly naturalizes in the natural lowland

humid forests of Indian Ocean islands and Pacific islands (including American

Samoa and the Hawaiian archipelago).

The species is highly invasive and reproduces prolifically in the archipelago of

Hawaii for a number of reasons. The first issue involves growth rates: F. moluccana
trees in Hawaii are the world’s fastest growing tree species. They can grow as

rapidly as an inch (2.5 cm) a day, reach reproductive maturity within 4 years and

produce abundant seed. With a typical growth rate of 4.5 meters per year (Little and

Skolmen 1989) and an average height of 108� 13 feet (33 � 4 m) individual trees

rapidly and routinely reach heights exceeding 120 feet (36 m): trees can reach

heights of more than 20 feet in their first year, 45 feet in their third year, and 60 feet

by the end of their tenth year. (Asner et al. 2008). The canopy of a single

F. moluccana tree can extend over a 50,000 square foot (one-half hectare) area

while the broad umbrella-shaped canopies of multiple trees commonly coalesce to

cover dozens or hundreds of acres (Hughes et al. 2011). The trees thrive best in

moist soils and in poor, heavy clay environments from sea level to approximately

800 feet in elevation. The highest known elevation of F. moluccana in the State of

Hawaii appears to occur in the Akatsuka Orchid community (Mountain View

subdivision in the Puna district): they are also present at heights exceeding

1000 feet in Kaumana region of Hilo, Hawaii Island.

The second reason for the rapid naturalization of F. moluccana in Hawaii

involves dispersal strategies. Designated as a highly invasive species in the

Hawaii-Pacific Weed Risk Assessment, F. moluccana has become naturalized in

many wet lowland areas where it spreads due to large numbers of wind-blown

seeds. Contained within light seed pods, F. moluccana seeds are wind-dispersed

over substantial distances (i.e. more than 600 feet), allowing the trees to spread

rapidly over large areas. Once they land, seedpods lay dormant in the earth until

ready to sprout. Hence, even when F. moluccana trees are physically removed there

may still be a seed bank waiting to germinate. In other words, F. moluccana
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establishes easier (faster growth rates and seed production) than native tree species

such as Acacia koa (Woodcock 2003) particularly in areas below 1000 feet (305 m)

elevation with 80–150 inches (2032–3810 mm) annual rainfall. For instance, in the

Rainbow Falls area of Hilo (Hawaii Island) the F. moluccana population grew from

10 acres to 35 acres in 15 years—a 253% increase. On the island of Hawaii they are

found in every zone and more than one million board feet have been harvested on

Hawaii Island alone (Little and Skolmen 1989).

The third reason that F. moluccana dominates the lowland humid forests of

Hawaii is due to several unique characteristics and strategies which lead to aggres-

sive growth in, and significant damage to, Hawaii’s native terrestrial ecosystems.

Most importantly, F. moluccana can ultimately suppress, displace or eliminate

“nutrient-thrifty” native plants and trees from Hawaii’s ecosystems which are

specially adapted to grow in Hawaii’s nitrogen poor soils including native ‘ōhi‘a

lehua (Metrosideros polymorpha), Acacia koa, and lama trees (Asner et al. 2008).

As prolific nitrogen (N2) fixers, F. moluccana profoundly changes the soil compo-

sition of Hawaii’s forests, pulling nitrogen from the air and adding nitrogen and

phosphorus outputs to the soil and leaf litter. Fallen leaves also improve the soil

characteristics for F. moluccana, helping it to rapidly invade the landscape. In the

Puna district of Hawaii Island F. moluccana trees currently threaten the largest

intact lowland wet forest in the entire Hawaiian archipelago (Hughes and Denslow

2005).

Hence, in nitrogen-rich soils Hawaii’s native plants lose an important compet-

itive advantage over F. moluccana (and other invading species) since the indige-

nous plants evolved for millennia in Hawaii’s nitrogen-thrifty environment. By

dramatically increasing nitrogen inputs, F. moluccana creates soil conditions that

favor weeds and invaders such as Koster’s curse (clidemia), miconia and strawberry

guava trees. This can lead to significant environmental costs. For example, straw-

berry guava trees have formed impenetrable thickets on all six of Hawaii’s largest
isles, altering water production, providing a refuge for fruit flies and posing serious

threats to Hawaii’s endemic flora and fauna. In summary, F. moluccana creates a

soil chemistry which disfavors indigenous plants by providing a hospitable envi-

ronment for alien invasives.

2 The Properties of F. moluccana

F. moluccana is not only one of the most aggressive growing trees on earth but also

a soft, highly brittle, breakage-prone tree: the tree’s brittle branches and shallow

roots easily break in wind or rain, then fall on homes, roads, and power lines.

Hence, F. moluccana constitutes a growing and serious threat throughout the state

of Hawaii and has imposed significant costs on society and the environment. Due to

the hazards posed by F. moluccana to human health and critical infrastructure,

natural areas, critical infrastructure, and the economy, the species should be

aggressively controlled (and where possible eradicated) through community

engagement, legislative action, private-public sector partnerships, citizen
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empowerment, education and training, and the creation of buffer zones in high-

priority areas.

The primary focus of invasive species professionals deals with identifying and

removing the most serious incipient invasions before an “F. moluccana-scale
invasion” has developed: there is a very brief window of time after invasion in

which a species can be quickly and cost-effectively eradicated. For F. moluccana
this window has closed on most islands in the Hawaiian archipelago. With a

presence dating back over 100 years, F. moluccana management is now primarily

an issue of containment, and with a focus on controlling the spread of this natural-

ized, fast-growing invasive tree with thin, broad spreading crowns of large twice

compound leaves (Little and Skolmen 1989). The proactive removal of

F. moluccana costs significantly less than the combined direct and indirect costs

of removal if and when trees land on critical infrastructure and population centers,

causing damage, death or injury. For example, the Big Island Invasive Species

Committee (BIISC) has demonstrated the effectiveness and necessity of an inte-

grated and strategic approach to controlling the growth and spread of F. moluccana.
A complete eradication of F. moluccana is impossible so it is important that

authorities in Hawaii prioritize policies, cooperation and funding for the long-term

management of this highly invasive species. Key regions and roadways should also

be targeted in a coordinated and systematic manner. For example, Senate Bill 2750,

introduced by state Sen. Russell Ruderman (D-Puna) and its companion, House Bill

2516, introduced by state Rep. Nicole Lowen (D-Kailua-Kona), give priority to the

removal of F. moluccana from right-of-ways (ROWs) in the Puna district of the

Island of Hawaii: targeted areas include the two-mile stretch of Pahoa-Kapoho

Road between Lava Tree State Park and Pahoa; isolated patches of F. moluccana
trees between Kalapana and Pahoa; isolated patches of F. moluccana trees between
Pahoa and Keaau; the hospital corridor, particularly the segment of Waianuenue

Avenue from Komohana Street to Akolea Road; the segment of Akolea Road from

Waianuenue Avenue to Kaumana Drive; Puainako Street from Highway 11 to

Kaumana Drive. In addition to efforts by city, county, state and federal authorities,

community based approaches are valuable such as the identification of areas where

homes, utility lines or other structures are threatened.

Managing the F. moluccana problem requires increased cooperation and an

integrated, well-coordinated approach, particularly around schools, critical infra-

structure homes, playgrounds, and roadways. Like most invasive weeds

F. moluccana ignores property boundaries and management jurisdictions,

confounding the ability of any single entity to manage immediate hazards or halt

its spread. Unique to F. moluccana is its massive height, which creates the urgent

need for cross-jurisdictional cooperation. Integrated efforts of state, federal, county

agencies and private entities in Hawaii are needed to prioritize projects and

strategies for the management of F. moluccana, in order to establish a comprehen-

sive plan to address high priority areas. It is important for the Governor of the State

of Hawaii and the Hawaii State Legislature (through powers granted under Article

III of the Constitution of Hawaii) mandate and fund F. moluccana mitigation

policies, prevention systems and controls as high-priority issues and to coordinate
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their response with invasive species partners on a statewide level and across

jurisdictional boundaries. The most cost-effective means of F. moluccana control

is (local) prevention—stopping F. moluccana from invading new areas before they

spread (the species is already endemic in many regions of the state). Federal, state,

and country authorities should increase efforts to establish policies to protect

Hawaii’s unique environment from the further expansion of F. moluccana.
The Hawaii Invasive Species Council (HISC) is a key organization involved in

holistic F. moluccana hazard mitigation and management in the state of Hawaii that

involves an inter-departmental collaboration comprised of the Hawaii Department

of Land and Natural Resources (DLNR), the Hawaii Department of Agriculture

(DOA), the Hawaii Department of Health (DOH), the Hawaii Department of

Transportation (DOT), the Hawaii Department of Business, Economic Develop-

ment and Tourism (DBEDT), and the University of Hawaii (UH). HISC was

established in 2003 for the objective of controlling and, where possible, eradicating

destructive introduced species infestations throughout the state of Hawaii and for

preventing the introduction of other, non-native species that may be potentially

harmful. HISC fulfills this mandate by providing policy level direction, coordina-

tion, and planning among state departments, federal agencies, and international and

local initiatives. Specifically, HISC issues resolutions, provides plans, and strate-

gically disburses funds to enhance invasive species prevention, control, outreach,

and research. Other possible sources of funding for F. moluccana management in

Hawaii include a range of non-profit, public and private sector organizations. This

includes the US government (through FEMA’s hazard mitigation assistance, etc.)

and the Hawaii State Legislature. Several pieces of legislation in Hawaii proposing

funding specifically for F. moluccana have been introduced in the last few years to

support comprehensive plans to address high priority areas.

Other possible sources of financial include allocations by city and county

governments, the use of private monies, discretionary funds, and grants. For

example, BIISC, a project of the University of Hawaii Pacific Cooperative Studies

Unit, is using a combination of grant money, federal funds, and HISC funding to

provide outreach, training and assistance on F. moluccana management to inter-

ested communities. Comprised of roughly 20 individuals, BIISC is tasked with

addressing invasive species issues across Hawaii Island.

In 2014, a team of state, federal, county agencies and private entities met for

more than 2 months to prioritize projects and develop a strategic approach to

F. moluccana management. Community based solutions are also essential. For

example, working in cooperation with the County of Hawaii and the State of

Hawaii, the Nanawale Community Association Board of Directors made initial

efforts on an F. moluccana management plan called F. moluccana Push 2008 that

included surveying properties in the Puna subdivision to designate F. moluccana
threat zones 1 through 5 (where Zone 1 indicates areas where homes or other

structures are threatened while Zone 5 constitutes an F. moluccana-free zone,

where no F. moluccana, including seedlings, are growing.) The F. moluccana
Push 2008 goal was to establish Zone 5 throughout the subdivision.
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3 The Invasion of Hawaii by F. moluccana

By the time of Captain James Cook’s arrival in the Hawaiian Islands in 1778, much

of the original lowland forest had been greatly altered by the Polynesians who

cleared lowland forest (over nearly 1000 years of intensive agriculture) and intro-

duced animals (especially rats) since arriving in the Island of Hawaii around the

ninth century AD. Livestock brought by European and American settlers in the

eighteenth and nineteenth centuries (pigs, goats, sheep and especially cattle) further

denuded forests throughout the Hawaiian archipelago. By the mid-nineteenth

century large-scale forest destruction above Honolulu, Oahu led to grave concerns

about the city’s water supply. Early foresters in the US Territorial Government of

Hawai’i sought to reforest mauka (upland) forests, to restore damaged watersheds

and to provide the necessary water requirements for the lowland agriculture

demands and surrounding communities. This was particularly urgent in light of

Hawai‘i’s extensive ranching and agricultural production of sugarcane, together

with growing populations, and urbanization.

By the late nineteenth century, forest destruction above Honolulu, Oahu was so

great it had all but stripped Nu‘uanu Valley of its greenery, leading to grave

concerns about the city’s future water supply. Accordingly, from 1917 to Territorial

Forestry (the Division of Forestry in the Territorial Government of Hawai’i) and the
Hawaiian Sugar Planters’ Association (an unincorporated, voluntary organization

of sugarcane plantation owners) widely distributed F. moluccana (Woodcock

2003). By 1927, Territorial Forestry dispersed F. moluccana by aerial seeding.

Territorial Forestry also planted millions of F. moluccana (and other invasive trees

and seedlings) inside the dedicated State Forest Reserves (a public-private partner-

ship to protect forested mauka lands) and supplied F. moluccana to ranchers,

farmers and landowners for planting outside reserves, likely doubling total tree

counts (Nelson and Forest 1965; Skolmen 1980; Woodcock 2003; Wagner et al.

1999). For example, nearly a thousand. moluccana were planted throughout the

Keaouhana, Malama Ki and Nanawale Forest Reserves in the Puna district of

Hawaii Island (Skolmen 1963; Nelson and Forest 1965). By mid-century,

F. moluccana and hundreds of other exotic and native species of trees, grasses,

ferns, and shrubs were planted across the Hawaiian Islands (Skolmen 1980; Wood-

cock 2003).

4 Case Study Area

The case study area is located in the Puna zone of Hawaii Island (Big Island) as

shown in Fig. 1. The Puna zone is broken into nine sections.

The seven sections of Puna most affected by F. moluccana and the total number

of real estate tax records (TMKs) in each section are provided in Table 1. It is

shown that Pahoa (Sect. 5) has the highest number of TMKs (13,609) followed by
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Kea’au (Sect. 6) at 11,845, and Mountain View (Sect. 8) at 5820 while Kurtistown

(Sect. 7) has the least number of TMKs at 1646.

Among those properties affected by F. moluccana, the fraction of properties

receiving a homeowner exemption is shown in Fig. 2. It is clear that Pahoa (Sect. 5)

has the highest percentage of homeowner exemptions (exceeding 50%) followed by

Kalapna (Sect. 2 at approximately 50%) while Kea’au (Sect. 6) has the lowest

percentage at under 20%. Figure 3 highlights the median value of buildings and

land on properties affected by F. moluccana. The number of property uses in each

section (PITT codes for tax purposes) are shown in Fig. 4. Sample PITT categories

include Residential, Agricultural and Commercial land uses. The Median land area

(acres) of properties impacted by F. moluccana are provided in Fig. 5.

5 Threats to Human Health and Safety

Forestry experts have been warning government officials in Hawaii for years that

fragile and unstable F. moluccana trees are a significant threat to the health and

safety of communities and residents. F. moluccana quickly reach extreme heights

Fig. 1 Hawaii Island district map with mapped Puna District shaded
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despite their weak wood that breaks under even modest weather conditions, with

age, or even spontaneously, leading to heavy branches snapping off and even whole

trees toppling over in moderate to heavy winds. Due to a large canopy, weak

structure, long limbs, brittle wood, and susceptibility to wood rot and insect

infestations, F. moluccana are susceptible to sudden branch failure and limbs can

drop unexpectedly at any time.

Because of their brittle wood and weak structure, large F. moluccana trees pose a
hazard to nearby humans, property and critical infrastructure. Specifically, this

large, hazardous, fast-growing and nitrogen fixing tree represents a predictable

risk and any F. moluccana (regardless of current size) within 250 feet of infrastruc-
ture and individuals should be considered a roadside, urban forest and residential

hazard of major significance. Routine weather incidents present a key threat to these
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massive, weak, and brittle trees: F. moluccana limbs commonly fall during minor

weather events characterized by relatively light gusts (less than 35 mph) or heavy

rain (in the absence of wind).

The broad but extremely shallow root system also contributes to tree toppling in

unique soil conditions. For example, F. moluccana trees can be shallow-rooted

when they grow in young lava soils on the Island of Hawaii, or where the soils are

primarily infertile subsoils, such as along a road cut. In such cases, the entire tree

may uproot resulting in catastrophic root plane failure.

High winds can cause the large branches easily snap. The large, broken limbs

then drop onto whatever may be underneath, often from significant heights: trees

can reach heights of more than 20 feet in their first year, 45 feet in their third year,

and 60 feet by the end of their tenth year. Falling branches routinely cause costly

damage to power lines, houses, and roads, fences, cars and powerlines. The trees are

extremely unstable in strong wind and pose a predictable hazard to the public. This

short-lived but rapidly growing tree routinely reaches heights near 110 feet and

large branches have been recorded breaking and falling due to age or hidden

weaknesses which are not visually observable (the wood is prone to rot and insect

infestation). Specifically, the soft, weak wood of F. moluccana is prone to “sudden

limb drop,” where the branches will break off and plummet to the ground without

any apparent disturbance and despite the lack of any visible defect in growth form

or structural integrity.

There are several poignant recent examples of the threat posed by this highly

invasive tree with top-heavy canopies. In 2007 an empty home on Molokai Road in

the Nanawale subdivision (Puna district) suffered major structural damage when an

F. moluccana tree on a neighboring property fell on the home and utility lines. In

2010, an F. moluccana tree fell onto a residential street in Puna (Hawaii Island),

destroying power lines and fences in an area where children play. F. moluccana
trees constitute a singular threat to residents, potentially affecting the most vulner-

able members of society, including children playing outdoors in schoolyards or

their own backyards. For example, on April 16, 2010, in a residential community of

the Puna District on the Island of Hawaii, an F. moluccana tree exceeding 80 feet

(25 m) fell across a residential street and landed in a family’s backyard where young
children often play, destroying utility poles, fences and transmission lines (Hughes

et al. 2011). Even the most experienced loggers, arborists, and woodcutters are at

risk. For example on January 6, 2016 an F. moluccana branch killed a Green Energy
Hawaii employee while logging F. moluccana (Star-Advertiser Staff 2016). Green

Energy Hawaii burns wood chips from F. moluccana (and other invasive species

and locally grown trees) on state land at Kalepa, island of Kauai.

The risks are on the rise as the density and scale of the F. moluccana invasion

increases. A combination of in-situ data (direct measurements recorded by different

instruments in the forest, roadside mapping etc.) and remote sensing results (satel-

lite mapping occurring over a large area) show the presence of F. moluccana in

5000 acres of the Puna district, with hundreds more acres in additional populations

across the island of Hawaii, particularly in South Hilo and Kau districts. The largest

stand of F. moluccana in the state of Hawaii is located at the Moloaa Forest Reserve
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on Kauai (more than 5 million board feet of sawtimber) and they are commonly

seen along roadsides and in communities across the Hawaiian islands (Little and

Skolmen 1989). On Oahu, they can also be found along the Pali and Likelike

Highways.

Thousands of acres of hazardous, untreated F. moluccana stands continue to

proliferate across the State of Hawaii in residential areas and across infrastructure

corridors such as roads and power lines. Falling trees contribute to road closures,

flooding, electrical outages, personal property damage and destroyed utility lines.

In 2014, thousands of toppled F. moluccana caused widespread havoc and

largescale damage during Hurricane Iselle in lower Puna (Hawaii Island). As the

storm approached and made landfall on Hawaii Island fallen F. moluccana dam-

aged homes, trapped residents in their neighborhoods by blocking roadways, and

knocked out power for weeks in some locations.

6 Conclusions

F. moluccana constitutes a grave threat to native forests, already under pressure

from a fungus causing Rapid Ohia Death: the large broad, canopy of F. moluccana
blocks the sunlight and its shallow roots consume much of the available rainfall,

which essentially starves native trees (such as ohia) to death. The nitrogen added by

F. moluccana makes the soil more welcome to aggressive invasive understory

weeds that are shade-tolerant and can survive in the F. moluccana understory.

When F. moluccana is introduced, the added nitrogen improves conditions for

species like Koster’s curse (clidemia), strawberry guava, miconia and other

invaders that can use that free fertilizer to displace native plants. These invaders

take up all remaining resources, preventing native species from developing. Hence,

F. moluccana impacts ecosystem services in Hawaii in profound ways and the

potential damages to native forests, endangered-species habitat and water quantity

must be carefully considered and weighed against F. moluccana control costs.

Management of F. moluccana is essential to restore Hawaii’s ecosystems to their

natural state and to protect water resources from these large, canopied umbrella

trees since important native watershed forests are found on public and private

agriculturally zoned lands on Hawai‘i island. Accordingly in cooperation with

ranchers, increased public and private efforts are needed to control F. moluccana
and return agriculturally zoned state lands (currently leased for marginal pasture

operations) to restored koa forests. F. moluccana removal and reforestation with

native species can enhance watershed integrity, improve habitat for native species,

and generate sustainable ecosystem services and forest products. Public cost-

sharing and tax incentives are valuable strategies to encourage private landowners

to invest in long-term F. moluccana management and reforestation. Federal and

state laws should encourage a long-term commitment to F. moluccana control and

promote the re-establishment of native habitats on private lands.
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The Change of Structures or Institutions?

Views on the Methods for the Elimination

of Territorial Division Dysfunctions

Marian Kachniarz, Arkadiusz Babczuk, and Zbigniew Piepiora

Abstract The article pursues three research objectives. The first one refers to the

presentation of theoretical arguments supporting units’ consolidation and the

review of global ex post experiences in achieving the expected results of such

reforms. The second goal consists in presenting the authors’ recommendations

regarding the elimination of territorial division dysfunctions. The article draws

attention to the fact that changing the rules of local authorities’ functioning can

bring more effective results. Despite inexplicit results of empirical analyses, con-

solidation still remains the leading trend of local government reforms. It is deter-

mined by political considerations, since it is easier to carry out a consolidation

reform rather than take up laborious efforts in order to create institutional changes

within units.

Keywords Local government • Consolidation • Reform • Administration structure

1 Introduction

Public sector reforms, carried out following the spirit of new public management

(NPM), derive numerous inspirations from the experiences of private sector, where

one of the methods for costs reduction is the achievement of economically optimal

production scale. Therefore, the desire to reduce costs of the services provided in

public sector (along with ensuring their general and equal accessibility) often
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results in consolidation processes. These activities cover both, the units providing

services and the entire administrative structures, remaining an institutional base of

the public sector. Consolidation focused activities enhanced by the economies of

scale (bigger is better) are primarily popular in this area. The method applied in

implementing these reforms quite frequently does not take into account the specific

nature of public sector, which is in practice translated into minor effects of such

activities.

The objective of the below presented discussion is to analyze the substantive

grounds, as well as to assess the consolidation effects referring to administrative

structures. Due to the limited scope of Polish studies (both ex-ante and ex-post) it
was attempted to refer mainly to international experiences and research results in

the area under analysis.

The first part of the article describes theoretical aspects of both, supporters and

opponents of consolidation processes. It was sought to demonstrate that in the

course of a scientific discussion, none of the parties presented arguments considered

sufficiently convincing. In the second part these observations were supplemented

by practical aspects, supported by ex-post studies, which verify the effects of the

conducted consolidation reforms. The particular focus was placed on the consoli-

dation of administrative units and health care institutions.

The introduction of local government in Poland remains one of the most

important reforms after the systemic transformation in 1989. It was a two-tier

implementation—local municipalities were introduced in 1990, whereas in 1999

the subsequent two stages were completed—local districts and regions were

established. In March 1990, Polish Parliament passed the Law on Local Govern-

ment, following which local government was implemented in almost 2500 munic-

ipalities. The next stage of administrative reform was initiated on 1st January 1999.

While the reform covering municipalities did not raise major political discussions,

heated debates referred to the number, competencies and financial construction of

the subsequent two stages. Ultimately, as the result of the reform 373 districts and

12 regions were established.

The perspective of almost 25 years of municipalities’ functioning and 15 years

of introducing districts and regions seems sufficient to present comments, conclu-

sions and assessments referring to the functioning of local government units’
system. Therefore, in the course of recent years, apart from multiple discussions

and opinions, several important reports about the condition of Polish local govern-

ment were prepared. This particular cumulation of observations about the improve-

ment of local government units’ system, also including the conception of changes in

the country territorial division, was the main motive for addressing the hereby

subject matter. The experiences collected during many years of local governments’
functioning allow for diagnosing the dysfunctional mechanisms, which have not

been solved successfully by minor legislative amendments. Simultaneously, the

challenges to be faced by Poland, in the decades to come, require higher effective-

ness of the local government sector functioning. Such problems cover

e.g. absorptive capacity of the European Union funds or demographic pressure

observed in some areas.
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In 2013 several expert reports, defining the dysfunctions in Polish local govern-

ment system and offering solutions to eliminate imperfections, were published:

“The growing dysfunctions, fundamental dilemmas, necessary actions. The report

about the condition of local government in Poland”—prepared by the team of

authors under the leadership of Hausner (2013), “The assessment of local govern-

ment situation”—prepared by the Ministry of Administration and Digitalization

(2013) and the “Local government 3.0”—prepared by the Forum Od-nowa [Reno-

vation Forum] (Dąmbska and Trzyna 2013).

One of the methods, recommended in the reports aimed at the elimination of

some problems, is the consolidation of units. It even seems that such consolidation

is perceived as the basic instrument for local government efficiency enhancement.

Each of these reports, however, offers slightly different guidelines. Therefore, they

are worth more extensive coverage.

The so-called Hausner’s report (2003) refers to the country territorial division as
the value in itself, which should not be subject to frequent and thorough trans-

formations. It is because of the inertia in the attachment to the previously experi-

enced structures ingrained in local communities. Hence, the proposals for changes

are based on the system of encouragements and bonuses along with respect for

units’ autonomy. The report refers to the problem of justification for further

functioning of the so-called rural peri-urban municipalities, which in the authors’
opinion should be amalgamated with the urban ones by establishing new rural-

urban structures. The situation is similar in case of smaller municipalities, which in

view of the so-called economies of scope and economies of scale should consider

the possibility of executing their tasks jointly with other units and ultimately arrive

at adequate consolidation decisions. According to the authors some of the munic-

ipalities are too small to perform all their competencies properly.

Ministry of Administration and Digitalization (MAD) report (2013) takes its

recommendations a bit further by postulating imposed consolidation mechanisms of

rural peri-urban and urban municipalities and also the small ones which number of

residents does not exceed 4000. It also assumes the verification of districts’ network
by an automatic amalgamation of townships with the neighboring land districts. It is

also postulated to implement a new level—the so-called metropolitan district,

which is supposed to manage certain selected tasks (communication, planning)

within the functional zones of the largest agglomerations.

The report by Odnowa [Renovation] Forum (Dąmbska and Trzyna 2013) pos-

tulates the most far-reaching changes in the local government administration

network. According to this report, the existence of such small units is no longer

rational in the period of changing communication forms. Therefore, it assumes the

consolidation of municipalities to the structures inhabited by at least 20,000 resi-

dents. The emergence of such big municipalities automatically eliminates the

grounds for the functioning of districts—the report authors recommend this level

liquidation. Large municipalities took over the tasks of districts in their area. It

somewhat confirms the thesis that the area similar to the existing districts remains

the basic spatial unit of public services. The majority of catchment zones in terms of

services (public and commercial) are functioning in such system (rather than a

municipal one), or in terms of economic aspects (trade, labor market).
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2 Theoretical Determinants

All the above presented a priori consolidation proposals assume that reducing units’
number and enlarging their size shall rationalize administration. Moreover, this

guideline is quite commonly raised in all public debates referring to administration

functioning (not only to local government one). The basic quoted argument refers to

the above mentioned economies of scale, which assume that along with the increas-

ing production scale (in this case the scale of public services provision) product unit

cost is reduced (e.g. administration services) (Begg et al. 2003).

The trend for units’ size enlargement started disseminating to various areas of

public sector, along with the concept called New Public Management, aimed at

public administration economization. The basic arguments voiced by consolidation

supporters based on the belief that larger entities have larger possibilities to

undertake the execution of more extensive scope of tasks. Thus, territorial consol-

idation enhances deeper decentralization. The effect of economies of scale is also

present in case of many services rendered by entities (the most direct evidence

refers to administration expenditure). As a result, performing some tasks in large

units is cheaper. Since larger local governments can perform more functions, it can

be expected that their residents’ involvement in local policy shall be larger. In such

perspective, territorial consolidation plays the role of local democracy promoter.

The organization of public services, where the size of basic units is large, results in

less extensive diversification of the development level and the size of budget

revenues between the particular areas. It presents smaller needs for horizontal

alignment, which is both expensive for the national budget and also politically

controversial. Large entities stand the change of more efficient functioning in terms

of economic planning. The systems covering large units are more effective in

reducing the phenomenon of a benefiting region (the situation in which the locally

provided services are taken advantage of by residents/taxpayers from other func-

tional zones). In other words, consolidation supports the reduction of discrepancies

between the functional zones and the spatial range of services rendered by partic-

ular entities (Swianiewicz 2009).

On the other hand, however, the doctrine of new institutionalism, which has been

evolving since the beginning of 80s of the twentieth century, draws attention to the

paradox of the contemporary world referring to globalization. The processes

accompanying such unification, within which more boundaries become theoreti-

cally blurred, are coupled with an identity reaction in the form of locality renais-

sance, intensified search for the sense of place, or one’s own small homeland

(Kempny 2004). Chłopecki (2005) emphasizes that the civilization of space pro-

duces nomads who enjoy freedom, but are deprived of security resulting from

belonging to a particular place. In accordance with the new institutionalism theory,

liberal approach to consolidation reforms in public sector results from taking a

one-sided view, which narrows down an objective image of an institution function-

ing. Meanwhile, human interactions remain the consequence of restrictions, prin-

ciples, the rule of conduct and procedures invented by people themselves (North
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1994). Such perspective allows for appreciating the role of informal limitations,

which constitute the part of cultural heritage established by a given society, the

system of ideas and ideologies. North (1990) draws attention to the fact that

informal rules are characterized by a specific inertia which causes that the occurring

transformation of formal rules (e.g. legislation or, in a broader perspective, eco-

nomic system) does not result in expected effects.

Therefore, the reform of local government administration structures should take

the above determinants into account. The size of areas covered by public services

provision, including health care services, should be based on the naturally created

catchment zones and the residents’ identification with a particular functional unit.

Contrary to the neoliberal theories, the advocates of localism claim that smaller

units support the affirmation for democratic attitudes. The relations between resi-

dents (electorate) and politicians in such units remain closer and more straightfor-

ward. The level of confidence is higher, the flow of information is easier and as a

result the provided public services reflect residents’ preferences much better. The

control of decision makers’ functioning remains direct, which enhances their

functioning rationality and reduces the possibility of uncontrolled administration

expansion. The identification of decision makers, and also lower level personnel,

with the services provision area is higher. Therefore, the responsibility for partic-

ular projects is identified with particular individuals—its blurring effect on the

structure does not occur. As a result, the interest of local community in the unit

functioning is larger and also the awareness of residents’ impact on its functioning

is higher (Swianiewicz 2009).

Summarizing the theoretical presentation of the problem, it is worth noticing that

no unequivocal theoretical evidence, allowing to determine an optimal size of local

functional zones, exists. The interdisciplinary nature of local administration study,

and the diversified specificity of institutions which influence it, does not allow for

making simple and universal syntheses in this subject matter.

Many economists claim that over-extensive fragmentation of structures results

in higher transactional costs of the provided services. The consolidation of entities

rendering these services should therefore result in the reduction of unit functioning

costs and in their effectiveness enhancement (Kieżun 2004). Such approach is

justified by an opinion that larger units are characterized by better allocation of

financial, material and personnel resources. In the latter sense they have e.g. better

access to highly qualified staff. To sum up, the discussed trend can be defined by the

phrase “bigger is better”. This conviction is so deep that it frequently takes the form

of an undisputable paradigm.

3 Ex-post Research

At this point a question can be asked—since consolidation is supposed to result in

substantive effects should not they be diagnosed in ex post assessments in the

countries which have already implemented such reforms? Anglo-Saxon countries
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are most advanced in terms of local units’ consolidation, i.e. the ones in which the

ideas of Thatcherism and Reaganomics were most common. In Australia and

New Zealand, this process was carried out at the beginning of the 90s of the last

century. It resulted in the reduced number of local government units by almost 30%.

Apart from an amalgamation of small units, the municipalities forming metropol-

itan groups were also joined. Similar reforms, however on a smaller scale, were

carried out in Canada, Great Britain (in its English part), in USA, Denmark and

Germany (mainly in Eastern Lands).

The period of at least 20-year history in the functioning of consolidated units

offers grounds for conducting credible analyses. From over a decade, a few research

teams from worldwide have studied the economies of scale resulting from local

government consolidation reforms (Dollery et al. 2008; Dollery and Robotti 2008).

What kind of picture emerges from the review of these studies? The conclusions are

quite unexpected. In ex post studies, as opposed to what was assumed in ex ante
models, positive effects of consolidation were rarely identified. They did not

confirm the economies of scale (defined as a procedure unit cost) in the perspective

of either entire units or particular specialties. Dollery and Crase (2004) conclude

that there is no evidence for cheaper function of larger units, whereas the experi-

ences of many countries in the concentration of services and amalgamation of units

did not prove to be a miraculous remedy for cutting costs. Paradoxically, spending

increased in the areas which, as a result of consolidation, were supposed to bring the

highest savings.

American research is similar regarding its effect (Pineda 2005; Sancton 2000).

They summarized several dozens of North American studies on the consolidation

effects of public services. In the course of the recent 20 years, many such case

studies were analyzed, covering consolidation problems in USA and Canada. They

failed, however, to provide evidence supporting the significant economies of scale

for the majority of municipal services. The conclusions resulting from these and

other studies showed that paradoxically, costs of many services, following large

municipal consolidations, have grown (Municipal Research and Services Center of

Washington 2003).

The review of 25 research studies (in USA and Canada), conducted in the period

of the last two decades, suggests that the fragmented and deconcentrated system of

local governments is usually connected with lower expenditure and higher effi-

ciency. The power of bureaucracy grows along with unit size. It is explicitly visible

when the politicians originating from local elections successfully construct their

bureaucratic empires that grow with the local government size (Galambos 1999).

Attention is drawn to an organization, management methods, institutional deter-

minants and motivations—i.e. internal components’ characteristics of particular

units which have impact on their functioning costs. It usually happens that the

reformers do not appreciate the role of transactional costs, which can have an

increasing tendency in larger units and thus eliminate the potential economies of

scale.

A review of international experiences from empirical studies of structural

reforms is presented by Dollery and Robotti (2008) and Dollery and Grant
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(2013). They offer two major findings. Dollery and Grant (2013) confirm that the

effects of empirical studies bring about ambiguous results. Dollery and Robotti

(2008) lead to a conclusion that in spite of numerous consolidation reforms, the

scope of research over their effects presents an ongoing causative nature. Therefore,

an urgent need occurs for performing complex empirical studies by applying

rigorous modeling, along with other analytical techniques.

At the above presented background, the European research remains relatively

poorly developed. Ex ante studies are the dominating ones, which clearly favor

neoliberal conviction of the need for public sector reduction. They frequently miss

to perceive the specific functional determinants underlying the functioning of local

governments by equalizing them with private sector institutions. Few studies,

which discuss this problem in greater detail, are the publications by Houlberg

(2008) and Swianiewicz (2010a).

4 Polish Empirical Research

Among Polish studies on the economies of scale, the most popular reports were

prepared by Swianiewicz and Łukomska (2015) covering expenditure on public

administration. In spite of the reservations by the authors himself, the results of this

ranking are often approached as the crucial evidence confirming the relatively

lower functioning costs of larger local government units’ functioning. This method,

however, does not take the organizational structure of performed tasks into consid-

eration, and thus they do not cover costs of tasks execution by the utility companies

and their employees. Therefore, false conclusions are drawn that in case of a

municipality, where all public services are provided by the municipal office,

administration remains more expensive from the ones which separated their orga-

nizational units and companies.

An extensive analysis, conducted by the authors of the hereby article, offers an

example of empirical research covering the discussed problem. It specifies effi-

ciency and productivity indicators of administration, technical and social services

in 26 Lower Silesian districts. Next the correlation between the synthetic results of

these indicators and a unit size, defined as the number of residents, was investi-

gated. The approach, contrary to unequivocal opinions, frequently voiced during

public debates, about higher efficiency of large units (bigger is better) in the light of

presented findings, remains untrue. The details are presented on Fig. 1. The

correlation coefficient between efficiency and district size (measured by the number

of its residents) amounts to �0.1209. Hence, this value illustrates an even slightly

reverse correlation. However, having considered an extensive dispersion of the

results, it can be adopted that no statistical correlation occurs between these two

measured variables.

The comparison of productivity measures against district size brings about

similar findings. In this case the correlation result is also insignificant, even though

the value is positive—0.0691. This time the analysis of results illustrated on Fig. 2
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also indicates high dispersion of values. It proves that the same size district groups

cover both efficient units and the ones which achieve poor results in this matter. It is

true for, on the one hand, small and, on the other, the largest districts. Hence,

seeking any correlation in such circumstances is unfounded. In view of the above,

the approach of higher efficiency of larger units is not true.
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Therefore, if the results of the discussed correlations, as well as the research

results conducted in other countries do not confirm the dependence between

efficiency and local government unit size, why is this conviction so strongly

emphasized in the course of public debate? Why do many representatives of

organization and management science accept this statement a priori? The specific-

ity of public sector causes that the theories which prove correct in the manufactur-

ing sector cannot be fully applied in the domain of public administration, since it is

subject to far more diversified determinants, defined as institutional standards.

Economies of scale can also be perceived from the perspective of cost structure

presented in the operations of local government units. In the manufacturing sector

economies of scale refer primarily to fixed costs—the higher their share in total

costs the larger the expected economies of scale. Once this principle is transposed

into the group of local governments under analysis, it should be adopted that the

provision of the defined services’ volume occurs along with a similar level of fixed

costs. Meanwhile, however, the actual reality remains entirely different, which is

confirmed by e.g. extensive differences in an employment rate. Local governments

enjoy a considerable autonomy in influencing their budget management, which is

translated into significant differences in their fixed costs level. Even a formal

presentation of fixed costs proves their relatively low importance in the budget

structure. They refer to expenditure provided for by the legislation in force, e.g. to

the specific number of councilors, or hiring specialists meeting particular criteria.

They do not exceed the level of 10% expenditure. Their remaining part is automat-

ically arranged by each individual local government (Kachniarz 2012a).

The second problem is associated with determining at which point further unit

development may result in diseconomies of scale. Such situation occurs when a unit

size results in higher transactional costs. They are caused by e.g. multi-level

management structure, tendencies for organizational sections and divisions, infor-

mation flow problems, desire to collect resources as well as suppressing major

objectives and principles in unit functioning. Perhaps the optimum below which

diseconomies of scale occur is placed on a relatively low level and remains

unnoticed by those who have always been seeking it within the largest units? In

such circumstances the term large takes on a relative importance.

The third component, explaining the absence of unequivocal research results,

can refer to the complex structure of services provided by local governments. The

impact of economies of scale can be of various natures in particular areas. It may

even result in negative couplings, i.e. economies of scale resulting from the

provision of a given municipal service are eliminated by dis-effects in the service

qualified in the group of social or administrative ones.

Even if it is assumed that a unit size should determine both efficiency and

productivity, the absence of such correlation in the presented studies can also result

from stronger influence of other factors. The discussed impact can be large enough

to overcome entirely the possible advantages resulting from the economies of scale.

Much stronger correlation occurred between the efficiency and quality of manage-

ment. It allows for concluding that the more important elements influencing its
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efficiency, rather than unit size, can take the form of e.g. leadership type and

municipal office organizational culture.

By the way, the empirical research results, which have already been mentioned

in literature review, do not confirm the flagship argument expressed by the advo-

cates of larger units who claim that their functioning remains more effective and

efficient. In many cases, breaking the ties of direct public control and distancing

administration from the local level resulted in relative expansion of structures,

reduced efficiency and higher functioning costs. Kłodzki district represents the

typical example corresponding to the above remarks, formed—as it has already

been mentioned—from three districts functioning till 1975. The distance from local

level operations results in the expansion of difficult to manage and expensive

structures. As a result its efficiency is relatively low.

Social control also represents the crucial component—more direct in smaller

units. Large structures are much more abstract for local communities, which trans-

lates into higher anonymity of their administration staff. Hence, all administration

becomes less transparent for the local community. It also makes the direct super-

vision by managers more difficult preventing them from precise assessment of their

actual functioning, as well as the grounds and directions indispensable for

implementing transformations. The discussed experiences should serve as a warn-

ing before undertaking thoughtless changes in local administrative structures. They

should be preceded by an interdisciplinary analysis, which takes into account the

institutional determinants of a particular country or region. It is crucial to avoid

extreme values, while investigating the discussed problems and focus on moderate

solutions. Both, over-excessive consolidation and exaggerated territorial fragmen-

tation can remain the source of problems (Swianiewicz 2010b).

5 Conclusions

The brief, out of necessity, literature review covering the effects of country

territorial division reforms, illustrates that there is no unequivocal theoretical

evidence allowing to determine the optimal size of local functional zones. The

scientific interdisciplinary about local administration and the diversified specificity

of the influencing institutions does not allow for making simple and universal

syntheses in this subject matter. This fact itself should cool down the reformers’
enthusiasm who believes that the economies of scale remain a practical mechanism

which is always present in case of administrative units’ enlargement.

This, however, does not mean that the country territorial division is rational by

nature and its modification is unnecessary. It is especially true when the changing

social, economic and technological environment has to be addressed. It is vital not

to avoid implementing such changes based on the established dogmas, which in fact

represent informal, empirically unverified knowledge. The activities which fail to

account for complex interactions, binding the currently existing units, are also

doomed to failure. So what, if breaking functional zones of many cities by granting
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them with a township status is criticized, since it is immediately followed by the

postulate of their amalgamation with the surrounding land districts. From the

perspective of functional zones integrity this postulate seems rational. One has to

be aware, however, that other reasons are also vital, the effects of which can

outweigh possible benefits resulting from integration, financial bonuses including.

It has been very well verified practically by the example of Wałbrzych. Abandoning

the township status proved to be absolutely wrong not only for the entire city, but

also for the whole agglomeration (thus for the land district). It was not until the core

agglomeration regained the township function when the new development incen-

tives were initiated.1 It is not surprising that local government can follow their

rationale, since the divided system of two districts (a township and a land one)

results in higher competencies and a greater inflow of the EU funds. Amalgamation

into one entity can degrade such area in terms of both competencies and finance.

All the above presented arguments result in the fact that the proposal for local

government units’ consolidation, suggested in the discussed reports, do not consti-

tute the guarantee for rational functioning. They can be regarded as guidelines for

implementation no sooner than positive effects of these changes are certain. It

should be strongly emphasized that the current form of these proposals does not

guarantee such certainty, which does not stop some authors from manifesting strong

attachment to their postulates. Their attitude is frequently based on the certainty

about the effectiveness of their views, even though as it has been indicated in the

previous sub-chapter that empirical studies rarely support such approach.

Many so-called “irrefutable arguments” are based on both financial and statis-

tical data analyses. Supporting them by econometric methods is supposed to prove

the objectivity of arguments. However, ignorance of the researched subject matter

frequently results in erroneous conclusions. An incorrect assessment of adminis-

tration functioning costs, based on budget reporting only, can serve as an example.

It takes into account only a selected fragment of local governments’ operations,
which results in an opinion that smaller units spend relatively more on their

maintenance. Such conclusion constitutes the axis for changes proposal in the

report issued by the Ministry of Administration and Digitalization (2013). It is a

serious methodological mistake—it does not account for the complicated structure

underlying public tasks execution. The larger the local government, the more its

tasks are executed through the separated budget entities, or institutions outside

public finance sector. The expenditure of budget entities are presented in a differ-

ent, than the above mentioned, division of budget classification, whereas in the

latter case they can remain entirely outside the budget. The significance of conclu-

sions based on such data is undermined by the research of costs, incurred by the

authorities and administration, conducted by Wojciechowski (2014). He analyzed

1A competence based division regarding public roads is an example of such effects—townships

integrate the management of all categories of roads, including national motorways, whereas in

land districts it is divided into four management levels. Each of them can follow its own priorities,

not necessarily coinciding with the city ones.
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this group of costs in all regional capital cities in Poland, however, taking into

account their, above mentioned, execution structure. It required, among others, to

analyze balance sheets of all municipal companies. The results turned out to be far

from the picture based exclusively on administrative expenditure in budget

reporting. Moreover, the influence of a city size on the discussed effects was not

confirmed. For example, an average resident of Cracow spends on city administra-

tion twice less than a resident of Warsaw. The respective amounts are: 63.5 € and as
much as 118 €. In Opole these costs amounted to 89 €, whereas in Toruń only 49 €.

Therefore, instead of changes in local government structures, more attention

should be paid to transformations within these institutions. It should, however, go

beyond the strictly endogenous reasons, but also cover the external components

(e.g. legislation) responsible for the relations inside units. As it turns out, this

element is of much greater significance in influencing the general costs of local

government system than structural imperfections. The financial weakness of dis-

tricts does not depend on their small size (and this is how the problem is presented

in public debate), but on the faulty system of their financing. Higher flexibility of

local governments, in terms of organizational forms followed in tasks execution,

can serve as a good example, or larger freedom in municipal agreements. Extensive

changes should also be introduced in finance management. The current system of

budget reporting is subject to central interests rather than local governments

themselves (Kachniarz 2012b).

It is perfectly concluded by Regulski (2014), who states that: “The method of

tasks execution has to be adjusted to a municipality size and other local conditions

rather than vice versa. A shoe has to fit a foot rather than a foot fit a shoe”. The same

refers to the applied financial mechanisms, which are supposed to encourage for

municipalities’ amalgamation, whereas remaining gullible and missing actual

mechanisms against amalgamation they are pathetic. The stability of administrative

division represents the value in itself. It must not be violated if it is expected that

local authorities are to think strategically about development. Administrative divi-

sion has to result from the fact of recognizing municipalities as the communities of

their residents. A community shall function well if its population is joined by

common interests as well other functional, social and economic ties. When they

are breached, neither a community nor a local government can exist (Cyrankiewicz

2014).

Following the ideas of new constitutionalism, the liberal approach to consolida-

tion reforms in public sector results from a one-sided view narrowing down an

objective picture of an institution functioning. Meanwhile, human interactions

remain the consequence of restrictions, principles, the rule of conduct and pro-

cedures invented by people themselves (North 1994). Such perspective allows for

appreciating the role of informal limitations, which constitute the part of cultural

heritage established by a given society, the system of ideas and ideologies. North

(1994) draws attention to the fact that informal rules are characterized by a specific

inertia which causes that the occurring transformation of formal rules

(e.g. legislation or, in a broader perspective, an economic system) does not result
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in expected effects. Therefore, the reform of local government administration

structures should take the above determinants into account.

The disappointment following the implementation of New Public Management

principles changed the perception of self-government units based on the model

applied by private sector entities. They take into account much more diversified and

complex reasons than consortiums. Sociological, legal, political or even ethical

issues have the same impact on the nature of their functioning as economic

determinants do.

Ignoring the complicated nature of these units can result in failing to achieve the

assumed results by implementing the suggested changes. There is a real threat that

rationalization measures will be addressed towards the incorrectly identified causes.

Larger advantages can be achieved by internal institutional reforms—it is there

where the majority of phenomena, reducing local government effectiveness, are

located. Therefore, efforts should be invested in making current structures func-

tioning more effective. As opposed to that, the effect of the economies of scale,

accompanying structural changes, usually remains overrated.

The consolidation of two dysfunctional units shall enhance rather than reduce

these dysfunctions. Their nature does not result from the scale of particular units,

but from internal determinants. First the methods for improving the internal situa-

tion of such units should be investigated and only later obtaining the economies of

scale effect should possibly be considered. Such effect may be achieved not

necessarily by the consolidation itself. Good results are accomplished by the

cooperation of local governments in the conditions of freedom in the process of

formal structures formation. In Poland, current legislative provisions do not facil-

itate such cooperation (Kachniarz and Przybyła 2012).

In spite of the above presented evidence, it is hard to penetrate the well-

established paradigm, following which consolidation remains the remedy for mul-

tiple problems. So, where does the alluring nature of such solution originate from?

It is decided by political issues. From such perspective, it is much easier to

implement a consolidation reform and emphasize one’s involvement in introducing

spectacular changes, rather than laboriously create institutional changes within

units. Spectacular political actions miss the economic effects of changes.
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School of Banking Press.

Cyrankiewicz, M. (2014, April 7). Duże nie oznacza tańsze [Large does not mean cheaper].
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The Effect of Employment Status on Life

Satisfaction in Europe

Mehmet Fatih Aysan and Ummugulsum Aysan

Abstract There has been a growing interest in the concept of happiness in eco-

nomics, psychology, and sociology. The effect of employment status on life

satisfaction has been of particular interest in the empirical research of economics.

A substantial body of literature shows that unemployment is associated with lower

levels of happiness conceptualized as life satisfaction. This paper investigates life

satisfaction levels in three dimensions of life—social and demographic character-

istics, social inequality, and employment—using the third wave of the European

Quality of Life Survey (EQLS) conducted in 2011. Multiple regression results are

consistent with that of previous literature. Even when the financial situation and

other individual characteristics are held constant, unemployment reduces people’s
life satisfaction. The final model shows that the impact of social exclusion, depri-

vation, and financial differences on life satisfaction proves to be higher than the

impacts of education level, marital status, age, and employment status. Hence,

welfare state policies affecting social inequalities and labor market have significant

effects on life satisfaction.

Keywords Life satisfaction • Happiness • Employment • Social policy • Europe

1 Introduction

Over the centuries thinkers have reflected on happiness and a good life. Neverthe-

less, due to lack of consensus on the definition of happiness and data sets, thinkers

have not been able to check their assumption about the determinants of happiness

and good life. Therefore, thinkers’ understanding of what defines life satisfaction

has remained theoretical. Empirical studies introduced by social scientists,

M.F. Aysan (*)

Department of Sociology, Istanbul Sehir University, Istanbul, Turkey

e-mail: mfaysan@sehir.edu.tr

U. Aysan

Department of Social Services, Istanbul University, Istanbul, Turkey

e-mail: ummugulsum.aysan@istanbul.edu.tr

© Springer International Publishing AG 2017

M.H. Bilgin et al. (eds.), Empirical Studies on Economics of Innovation, Public
Economics and Management, Eurasian Studies in Business and Economics 6,

DOI 10.1007/978-3-319-50164-2_21

335

mailto:mfaysan@sehir.edu.tr
mailto:ummugulsum.aysan@istanbul.edu.tr


particularly psychologists and economists, have brought innovative approaches to

comprehend the factors which affect life satisfaction, especially since the 1990s

(Veenhoven 1991; Easterlin 1995, 2001; Christopher 1999).

The concept life satisfaction frequently denotes chances and capabilities for a

good life, such as high education level, health status, income level, leisure, social

relationship, and employment status. Efforts to create a better society after World

War II started with attacking the long term social problems: namely unemployment,

poverty, social security, and literacy Galbraith (1998) asserts three large goals

important for the life satisfaction of individuals: government investment in public

education, the poverty mitigation, and the growth of the new occupations that

consists of white collar workers such as doctors, engineers, and teachers. In order

to evaluate the welfare state programs and social development, new concepts were

introduced, such as happiness, wellbeing, and quality of life since the 1950s. This

new era of knowledge started to attract more researchers in the coming decades.

Hence life satisfaction became a chief topic in this new part of study. Another

central research area extensively studied for decades is the cause and consequences

of employment status (Amine and Dos Santos 2013; Constant and Zimmermann

2014; van Stel et al. 2014; Charfeddine and Mrabet 2015; Mitra and Jha 2015).

In this study, various factors affecting life satisfaction will be analyzed. A vital

determinant among these factors is the welfare state that mitigates inequalities and

unemployment. The research questions, hence, are what set of the country charac-

teristics best predict life satisfaction levels among European individuals? How do

social policies affect life satisfaction across countries? How does the life satisfac-

tion level change in accordance with the unemployment status?

This paper will first start with a brief discussion of the life satisfaction and related

concepts will be briefly discussed. Second, the relationship between employment

and life satisfaction will be analyzed. Third, data and method will be given. Fourth,

multiple regression results will be analyzed. In light of the findings, the importance

of social policies mitigating social inequality and deprivation will be discussed.

2 Life Satisfaction and Employment

The term life satisfaction denotes quality of life, well-being, and enjoyment.

Quality of life mostly denotes chances for a good life, such as having a good

education and career, working in a prestigious job. According to Sen (2001), an

individual’s capability to live a good life is determined in terms of the set of

valuable beings and doings such as being in good health or having good relation-

ships with others. Sen’s approach was one of the first challenges to narrowly

economic thinking in explaining human development, happiness, and quality of

life with economic factors. Since the early 1990s, his approach has been employed

widely in the context of human development by the United Nations Development

Programme (UNDP). He claims that poverty must be understood as deprivation in

the capability to live a good life, and development can be understood as capability

expansion (Sen 2001).
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In the literature, life satisfaction and happiness have been generally used inter-

changeably. In sociology, subjective indicators (life satisfaction and happiness) are

used to supplement traditional objective indicators (income, health, and education).

Life satisfaction and happiness have been utilized as a chief subjective indicator of

social performance since the 1970s (Andrews and Withey 1976). In addition to

sociologists, economists started to analyze the subjective indicators especially since

the 2000s (e.g., Frey and Stutzer 2010). While some are interested in latent vari-

ables such as empathy, self-worth, goal autonomy, discrimination and etc. (e.g.,

Anand et al. 2011), others focused on concrete factors such as employment status,

income, education, and health status (Diener and Suh 1997; Di Tella et al. 2001;

Frey and Stutzer 2010). The contemporary literature has shown that the effects of

personal characteristics and economic variables on the level of happiness are quite

strong. Among these studies, the effects of employment status on life satisfaction

have been heavily discussed (Veenhoven 2015).

Frey and Stutzer (2010) argue that being unemployed has a strong negative

impact on life satisfaction and happiness when other factors are controlled. Among

the active population, one of the most detrimental experiences is the lack of

employment opportunity. Many studies have proved the devastating economic

and psychological impacts of unemployment on one’s life satisfaction (Kossek

and Ozeki 1998; Lucas et al. 2004; Anand et al. 2011).

Di Tella et al. (2001) study how the unemployment rate, the inflation rate, and

the unemployment influence the level of happiness based on Euro-Barometer

Survey Series. They claim that when other factors are controlled for, unemployed

people are less happy than employed people. Clark and Oswald (1994) use the UK

micro data, and found that unemployment significantly reduces people’s happiness.
Pittau et al. (2010) examined the role of economic factors on life satisfaction in the

regional level. They found that income has a strong effect in poor regions than in

rich regions. After having controlled individual characteristics and interaction

effects, regional differences in life satisfaction are significant, confirming that

regional dimension is very important in one’s life satisfaction. More importantly,

even after having controlled income variable, being unemployed is negatively

associated with life satisfaction (Pittau et al. 2010).

3 Data and Method

In the literature, the effects of unemployment on life satisfaction or happiness have

been used as a dependent variable. In this article, the effects of social and economic

factors on satisfaction are examined in three dimensions of life—social and demo-

graphic characteristics, social inequality, and employment—using the European

Quality of Life Survey (EQLS). These three domains are among the most central

determinants affecting one’s life satisfaction. The EQLS records many aspects of

the quality of life in Europe between 2011 and 2012. It includes social, economic,

and environmental determinants along with well-being and the quality of European

The Effect of Employment Status on Life Satisfaction in Europe 337



societies. This survey is the third wave of quality of life surveys started in 2003.

Through these longitudinal surveys, Eurofound has developed a unified methodo-

logical approach and quality assurance system not only for the European Union but

also for other countries in the region. This survey covers 43,636 people from the

27 EUMember States plus seven candidate countries (Croatia, Iceland, Kosovo, the

Former Yugoslav Republic of Macedonia, Montenegro, Serbia, and Turkey), in

total of 34 countries.

The sample size for each country ranges from 1001 to 3055, while the seven EU

countries with the largest population, making up altogether 75% of the EU popu-

lation, had a higher sample size so as to help to advance the accuracy of estimates at

the national and European level. Survey interviews were conducted face to face in

respondents’ houses. The target population were all residents of the 34 European

countries aged 18 and older (for details, see Eurofound 2013).

Respondents’ answers to the dependent variable life satisfaction questions are

coded on a 10-point scale ranging from 1 for “very dissatisfied” to 10 for “very

satisfied.” The reason for using life satisfaction variable to understand the good life

or well-being of individuals is that subjective measures such as life satisfaction and

meaning of life have been heavily used and considered as reliable measures by

international studies and guidelines.

There are three sets of independent variables used in the multiple regression

analysis. The first set of variables can be considered as control variables including

age, education level, marital status, gender, place of residence, and health status.

The second set of variables consists of social inequality variables namely, self-

perceived financial situation (Could you please evaluate your financial situation in

comparison to most people in your country?), social exclusion index, and depriva-

tion index (number of items household cannot afford). Social exclusion can be

defined as negative experience particularly about being left out or looked down

upon. It captures recognition of one’s activities, the sense of connectedness, and a

sense of barriers to participation in broader society due to one’s social position

(Eurofound 2013: 81). The third item is employment status. Employment status

may have significant impact on life satisfaction when other individual characteris-

tics are held constant. Employment status and other categorical variables are

recoded as dummy. Four dummies (unemployed, retired, disabled student and

other, and homemakers) were created for employment status variable.

4 Results

4.1 Descriptive Results

Before examining the multivariate results of life satisfaction scores, some descrip-

tive results on various variables can be insightful. Table 1 shows the average life

satisfaction scores by selected variables. Overall, education level, health status
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Table 1 Average life satisfaction scores by selected variables

Min Max Mean S.D.

Age

18–24 1 10 7.34*** 1.98

25–34 1 10 7.17*** 2.03

35–49 1 10 6.93*** 2.19

50–64 1 10 6.88*** 2.23

65+ 1 10 7.10*** 2.28

Education

No education 1 10 6.50*** 2.51

Primary 1 10 6.66*** 2.43

Lower secondary education 1 10 6.78*** 2.34

Upper secondary 1 10 6.95*** 2.15

Post-secondary 1 10 7.13*** 2.23

Tertiary education (first level) 1 10 7.51*** 1.81

Tertiary education (advanced level) 1 10 7.74*** 1.61

Marital status

Married or living with partner 1 10 7.22*** 2.12

Divorced 1 10 6.58*** 2.25

Widowed 1 10 6.67*** 2.37

Unmarried 1 10 7.00*** 2.08

Gender

Male 1 10 7.05*** 2.16

Female 1 10 7.02*** 2.18

Place of residence

Rural 1 10 7.00*** 2.20

Urban 1 10 7.07*** 2.14

Health status

Very low 1 10 4.74*** 2.69

Low 1 10 5.75*** 2.34

Medium 1 10 6.66*** 2.2

High 1 10 7.27*** 1.93

Very high 1 10 7.68*** 2.00

Financial situation

Much worse 1 10 4.86*** 2.61

Somewhat worse 1 10 6.04*** 2.32

Neither worse nor better 1 10 7.15*** 1.98

Somewhat better 1 10 7.77*** 1.75

Much better 1 10 8.20*** 1.80

Employment status

Employed 1 10 7.27*** 1.95

Unemployed 1 10 5.87*** 2.50

Retired 1 10 7.02*** 2.27

Homemaker 1 10 6.89*** 2.34

Disabled, student, and other 1 10 7.04*** 2.17

Note: *p < 0.5, **p < 0.01, ***p < 0.001 (t-test and ANOVA)
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level, and financial situation increases or become better, the life satisfaction also

increases.

All age groups reported a higher life satisfaction compared to the 50–64 age

group, reinforcing the U-shaped relationship between age and happiness

(Blanchflower and Oswald 2007). Life satisfaction scores of young people aged

18–24 is 7.34 on average, while it is 7.17 for 25–34 age group, 6.93 for 35–49 age

group, and 6.88 for 50–64 age group. Life satisfaction level is higher for the old

people aged 65 and over with 7.1 compared to adults. Education is one of the most

important determinants of life satisfaction. The higher the education level is, the

higher the life satisfaction score. While the score of uneducated people was 6.5, it

was 7.7 for those people who have advanced tertiary education degree in 2012.

Marital status also has an impact on life satisfaction. People who are married or

living with a partner had 7.22 life satisfaction score, while divorced or separated

had 6.58 and unmarried had 7.0 in 2012. There were small life satisfaction differ-

ences with regard to gender and place of residence. Health status is an important

factor of life satisfaction score. People who had very low health status were scored

4.74, while very healthy people scored 7.68 on their life satisfaction score on

average. Descriptive results of Table 1 display that financial situation is crucial

on life satisfaction. While people who evaluate their financial situation worse in

comparison to most people in their country had only 4.86 life satisfaction score on

average, while it was 8.2 for those evaluated their financial situation better in

comparison to most people. Last, employment status can give us insight about

life satisfaction. Employed people had much higher life satisfaction scores with

7.27 on average compared to unemployed people with 5.87 on average.

As a precursor step towards the final analysis, bivariate correlation coefficients

between and within (the numerical) independent and dependent variables are

presented in Table 2. All of the correlations presented here are significant

(p < 0.01). In addition, Table 2 does not report any correlation coefficient equal

Table 2 Correlations between dependent and independent variables

1 2 3 4 5 6 7

1. Age 1

2. Education �0.22*** 1

3. Health status �0.42*** 0.24*** 1

4. Social

exclusion

index

�0.01*** �0.15*** �0.20*** 1

5. Financial

situation

�0.05*** 0.24*** 0.23*** �0.28*** 1

6. Deprivation

index

0.08*** �0.27*** �0.29*** 0.38*** �0.48*** 1

7. Life

satisfaction

�0.04*** 0.13*** 0.29*** �0.41*** 0.34*** �0.41*** 1

Note: *p < 0.5, **p < 0.01, ***p < 0.001 (2-tailed)
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to or greater than 0.7, which would otherwise suggest the presence of a problem of

multi-collinearity.

Table 2 confirms previous research which found that more educated and wealth-

ier people are more likely to have higher life satisfaction levels compared to those

with lower education and income levels (Easterlin 2001; Diener and Diener 2009).

There is a negative correlation between life satisfaction level and the following

variables; age, social exclusion index, and deprivation index. Combating financial

problems and social exclusion is mainly the responsibility of welfare states and can

explain the life satisfaction variances among individuals as well as societies. Last,

employment status can be considered as the third dimension explaining life satis-

faction variations. As mentioned above, employment can explain the variation in

life satisfaction, since unemployment or fear of unemployment reduces people’s
life satisfaction and happiness.

4.2 Results of Multiple Regression Analysis

In multiple regression analysis, we can estimate the net effect by controlling for any

other factors. Table 3 shows three different models predicting the life satisfaction

scores in Europe. When controlling for age, gender, health status, marital status,

and education, gender has no significant effect on life satisfaction. Therefore,

gender was not included in the models.

Variables included in the first model explained around 10% of variation (R2

¼ 0.097) in the distribution of life satisfaction variable. The intrusion of social

exclusion index, financial situation, and deprivation index variables brought an

additional 19% of explanatory power (R2 ¼ 0.282). Introduction of employment

status variables in the third model also brought an extra statistically significant

explanatory power of 0.7%. The final model and variables in the regression explains

almost 29% (R2 ¼ 0.289) of variation in life satisfaction in Europe.

In the final model, social exclusion index variable, with a standardized Beta of

�0.26 (p< 0.001), emerged as the strongest predictor of life satisfaction contrary to

the assumption presented above. As social exclusion score increases, life satisfac-

tion decreases significantly and substantially. One level increase in social exclusion

index is associated with 0.65-point decline in the predicted life satisfaction level.

The second strongest predictor of life satisfaction is the deprivation index variable

(Beta ¼ �0.20), which also negatively affects life satisfaction. One level increase

deprivation index is associated with 0.24-point decline in the predicted life satis-

faction level. The third strongest predictor is health status with standardized Beta

coefficient of 0.17. Parallel with the previous literature, health status appeared to be

a strong predictor of life satisfaction. In line with the descriptive results, we can see

that health status has an important effect on life satisfaction. One-unit increase in

health status may lead to 0.37-point increase in life satisfaction scores on average.

Respondents’ perception of the financial situation in their country also exerts a

stronger effect (Beta ¼ 0.13). The higher the perception of financial situation, the
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higher the life satisfaction is. Those people who evaluate their financial situation

better in comparison to most people in their country have higher life satisfaction

scores. One-unit increase in financial situation score leads to 0.32-point increase on

average in life satisfaction scores after controlling for the other variables in the

model.

Even though employment status variables can only explain 0.7% of variance in

the life satisfaction level, employment status is still important to understand life

satisfaction levels in Europe. Employed people are predicted to have, on average,

0.36-point more life satisfaction scores than the unemployed. Nevertheless, con-

trolling for all other variables, the retirees are predicted to have 0.36-point more and

homemakers are predicted to have 0.24-point more life satisfaction scores com-

pared to employed people.

In the final model, significant coefficient values show interesting results

explaining the effect of various determinants on life satisfaction levels. One level

increase in education degree leads to an average of 0.03 decline in life satisfaction

scores. People who are married or living with a partner are predicted to have, on

average, 0.24-point more life satisfaction scores than divorced or separated people,

0.20-point more life satisfaction scores than widowed, and 0.19-point more life

satisfaction scores than unmarried people.

Table 3 Linear regressions of life satisfaction levels in 34 European countries in 2011

Model 1 Model 2 Model 3

Coeff. Beta Coeff. Beta Coeff. Beta

Constant 3.59*** 0.08 6.65*** 0.09 6.65*** 0.09

Age 0.17*** 0.10 0.06*** 0.03 �0.01 �0.01

Education 0.13*** 0.08 �0.05*** �0.03 �0.03*** �0.02

Marital status (married ref.)

Divorced �0.52*** �0.07 �0.27*** �0.04 �0.24*** �0.03

Widowed �0.19*** �0.03 �0.10*** �0.01 �0.20*** �0.03

Single �0.21*** �0.04 �0.15*** �0.03 �0.19*** �0.04

Health status 0.67*** 0.30 0.35*** 0.16 0.37*** 0.17

Rural (urban ref.) 0.01 0.00 0.00 0.00 �0.01 0.00

Social exclusion index �0.67*** �0.26 �0.65*** �0.26

Financial situation 0.34*** 0.14 0.32*** 0.13

Deprivation index �0.24*** �0.21 �0.24*** �0.20

Employment status

(employed ref)

�0.05

Unemployed �0.36*** 0.03

Retired 0.18*** 0.07

Homemaker 0.36*** 0.03

Disabled, student and

other

0.24*** 0.04

R square 0.097*** 0.282*** 0.289***

R square change 0.185*** 0.007***

Note: *p < 0.5, **p < 0.01, ***p < 0.001
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Even though age appeared to be a statistically significant predictor of life

satisfaction in the first and second models, its impact was explained out in the

final model which added employment status variables. That is to say, age does not

have a significant effect on life satisfaction when employment status is taken into

consideration. Place of residence (rural versus urban) does not yield any significant

explanatory power in any of the three models. Everything else being equal, indi-

viduals living in rural and urban areas have similar levels of life satisfaction. The

final model shows that the impact of social exclusion, deprivation, and financial

differences on life satisfaction proves to be higher than the impacts of age, educa-

tion level, marital status, and employment status. Hence, social policies affecting

social inequality across countries matter. In the next part, the impact of welfare state

policies on life satisfaction will be discussed.

5 Life Satisfaction Levels Across Welfare States

The extent that unemployment causes unhappiness depends on individual, social,

and institutional circumstances. According to some researchers, some factors which

are affected by positional differences of individuals such as employment, educa-

tion, and income have little relationship with life satisfaction in European societies

(Veenhoven 2015). Poverty reduction or social inclusion is mainly the responsibil-

ity of national governments. Large social welfare policy differences among these

countries are apparent. The impact of welfare states and their various social policies

on well-being of citizens are crucial. As Di Tella et al. (2003) claim, countries with

more generous benefit systems are happier than those countries, which have

rudimentary and remnant social policies.

The importance of social policies and institutional differences on life satisfaction

necessitates considering welfare state variations across Europe. Esping-Andersen

(1990) constructed the threefold welfare state regime classification (namely the

Liberal, the Social Democratic, and the Corporatist) to explain cross-national

variations influenced by the role of the state, the market, and the family in the

management of social risks. Later, some researchers included Southern European,

Eastern European, Antipodean, East Asian, and Latin American welfare states to

the welfare state typology.

The Liberal welfare regime (such as in Ireland and the UK) is well-known

through the power of the market in the management of social risks, modest public

transfers, and means-tested social assistance. The Social Democratic welfare

regime (such as Denmark, Finland, and Sweden) emphasizes the role of the state

with de-commodification and de-familization policies for its citizens’ social well-
being, rather than the market or the family. This welfare regime promotes a high

social equality where all people are incorporated under universal social provisions.

The Continental European welfare regime (such as in Austria, France, and Ger-

many) has a conservative welfare tradition heavily influenced by the institutional-

ization of rights attached to social class rather than social citizenship. The Southern
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European welfare regime (such as in Greece, Italy, Spain, and Turkey) is based on

strong familialism, a residual form of public support and social assistance, patron-

age, and clientelism. The Eastern European welfare states (such as in Bulgaria,

Hungary, and Romania) mostly have the social welfare contract based on commu-

nist system. It consists highly subsidized prices on food and housing, guaranteed

employment, and universal health care and education. These welfare states, how-

ever, have experienced a rapid privatization and removal of already enjoyed social

rights.

All of these welfare states, which evolved through different historical and

institutional paths, have very diverse labor market policies and life satisfaction

levels. In both the 2003 and 2011 EQLS, Europeans gave quite a positive life

satisfaction score with about 7.0 on average. In 2011, life satisfaction average of

selected European countries remained stable, with a slight decrease to 7.0. Table 4

shows the changes in life satisfaction scores for each of the 34 countries in Europe.

Some countries which had lower life satisfaction scores in 2003 increased their

average life satisfaction scores, while the average life satisfaction score declined in

some countries, particularly in Continental Europe and Southern Europe, during

this period. Bulgaria, Lithuania, and Turkey experienced the highest life satisfac-

tion increase, while average life satisfaction declined in Greece, Ireland and

Germany. Nevertheless, Social Democratic countries (Denmark, Finland, Iceland,

and Sweden) which have strong welfare provisions get the highest life satisfaction

Table 4 Life satisfaction across Europe in 2003 and 2011

2003 2011 2003 2011

Austria 7.8 7.8 Lithuania 5.4 6.7

Belgium 7.5 7.4 Luxembourg 7.7 7.8

Bulgaria 4.5 5.5 Macedonia – 6.7

Croatia – 6.8 Malta 7.3 7.2

Cyprus 7.2 7.2 Montenegro – 6.9

Czech Republic 6.6 6.4 Netherlands 7.5 7.7

Denmark 8.5 8.4 Poland 6.2 7.1

Estonia 5.9 6.3 Portugal 6.0 6.8

Finland 8.1 8.1 Romania 6.1 6.7

France 6.9 7.2 Serbia – 6.3

Germany 7.4 7.2 Slovakia 5.7 6.4

Greece 6.7 6.2 Slovenia 7.0 7.0

Hungary 5.9 5.8 Spain 7.5 7.5

Iceland – 8.3 Sweden 7.8 8.0

Ireland 7.7 7.4 Turkey 5.6 6.6

Italy 7.2 6.9 UK 7.4 7.3

Kosovo – 6.2 EU 25/EU 34 7.1 7.0

Latvia 5.6 6.2

Source: Eurofound (2013)
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scores in Europe, while many Eastern and Southern European welfare states have

lower life satisfaction scores.

There are also significant variations in terms of employment and active labour

market policies across Europe. Active labor policies are the state regulations to

improve the access of unemployed people to the labor market and the functioning of

the labor market in general (Powell and Barrientos 2004). According to Gallie and

Paugam (2000), welfare regimes can be classified on the basis of criteria of

coverage, level of compensation and expenditure on active labor market policies.

The authors claim that expenditure on active labor market policies can be barely

seen in the Southern European and the Liberal countries, while these policies are

very widespread in the Social Democratic welfare states, particularly in Denmark

and Sweden. Having universal welfare provisions, which mitigates social exclusion

and inequality, as well as strong active labor market policies, Social Democratic

countries prove that providing new employment opportunities and direct welfare

state supports hand in hand.

6 Conclusion

This paper empirically analyzes what determines the life satisfaction level with

particular focus on employment status, using the individual data obtained from the

third wave of the EQLS. Multiple regression results are consistent with that of

previous literature. Even with the same financial situation, those who are currently

employed are more satisfied in their life than those who are unemployed. Never-

theless, employment status can only explain 0.7% of the variance in the life

satisfaction level. The main finding from the empirical analysis is that while

unemployment reduces people’s life satisfaction, the most important determinant

of life satisfaction is social inequality (social exclusion, and deprivation, and

financial situation) along with health status. Social Democratic welfare states,

which have strong and universal welfare provisions and good active labor policies,

have the highest life satisfaction scores among 34 European countries. The South-

ern European welfare states which are considered as “late comer” welfare states due

to their rudimentary welfare provisions and Eastern European welfare states

experiencing the rapid liberalization process after the cold war have relatively

lower life satisfaction scores compared to rest of the Europe. In light of aforemen-

tioned variations across Europe it can be concluded that social policies do matter.
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Promoting Green Urbanism and Disaster
Resilience in the Anthropocene: From
Invasive to Community in Kakaako, Oahu

Jason Levy, Joey Valenti, and Peiyong Yu

Abstract As the most isolated land mass on earth, the Island of Hawaii has become

heavily dependent on imports in the current era of globalization. This paper

addresses major challenges facing the island chain of Hawaii including the current

housing crisis and the disaster risks posed by climate change and invasive trees.

This study assesses the viability of using scavenged albizia to promote green

urbanism and disaster resilience in Hawaii. Kaka’ako, a commercial and retail

district of Honolulu (situated along the southern shores of the island of O’ahu,
Hawaii) is used as a case study. Local and practical solutions including green

urbanism and technologic innovations such as Computer Numerical Control

(CNC) are emphasized. This paper emphasizes local employment and University

of Hawaii based technology, thereby minimizing the use of builders from outside

the state. Innovative design strategies are herein proposed to overcome this depen-

dency on imports and help the state of Hawaii to achieve long-term resilience and

sustainability. Advances in ecological economics and multiple criteria decision

analysis yield the following outcomes for the three decision alternatives: Status

Quo/Disposal (0.14), Biofuel (0.39) and Manufacturing (0.37).

Keywords Cost benefit analysis • Disaster resilience • Green urbanism • Multi-

criteria analysis
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1 Introduction

Hawaii has set ambitious sustainability goals. For example, the 2050 Hawaii

Sustainability Plan has the capacity to set the standard for other US states as

communities seek to promote clean energy, smart economies, societal resilience,

ecological quality and sustainable livelihoods. In the 1970s, the State of Hawai’i
was a leader in long-range strategic planning. Conceived in the mid-1970s the

visionary Hawai’i State Plan was among the first planning documents in the US that

provided visionary and holistic policies for the economic, social and environmental

future of an entire state.

Energy is a key sustainability challenge in the state of Hawaii: there are only two

crude oil refineries (both located in the port of Honolulu on Oahu). Hawaii’s
electricity generators and its synthetic gas supplier are seeking economic alterna-

tives to refined petroleum products, and the state is exploring options to maintain

needed product supplies if one or both Honolulu refineries should shut down. With

its limited natural gas supply and distribution network, Hawaii has the lowest

overall natural gas consumption in the nation and the lowest per capita consump-

tion. Coal is shipped in by ocean freighter (usually from Indonesia) to Hawaii’s
single operating coal-fired electricity generating a plant, a 180-MW facility on

Oahu. In 2014, for the first time, net generation from petroleum slipped below 70%,

and renewable sources including wind, biomass, and geothermal generator now

supply 13% of the state’s electricity from utility-scale generators

Currently, Hawaii produces about 21% of its electricity from renewable energy

and depends upon imported fossil fuel. However, in 2015, Hawaii became the first

state in the nation to adopt a 100% renewable energy portfolio standard: the clean

energy initiative directs the state’s utilities to generate 100% of their electricity

from renewable sources by 2045. In other words, in 30 years, Hawaii should meet

its goal of energy independence: all of its energy needs are expected to be met by

renewable energy (and not fossil fuels). Due to the high cost of electricity in Hawaii

adopting the goal of a 100% renewable energy portfolio standard by 2045 it is

expected that this will not only improve environmental quality but also likely

reduce the cost of electricity for residents and businesses.

Achieving the 100% renewable energy portfolio standard by 2045 involves a

two pronged strategy. The first involves conservation by establishing energy effi-

cient building codes and promoting energy efficient lifestyles. The second empha-

sizes modernizing the power grid, establishing alternative fuels, wisely harnessing

renewable energy (from solar, wind, ocean, geothermal, hydroelectric, and biomass

resources) and reducing the use of fossil fuels. For example, a significant step

towards energy independence was taken when the Hawaii Public Utilities Com-

mission approved the development of a $41 million solar farm on Kaua’i, which
will provide 6% of the island’s energy needs each day.

In April 2016, the Hawaiian Electric Co. (HECO) asked the State of Hawaii’s
Public Utilities Commission (PUC) for approval to build a $340 million (US dollar)

smart-grid system: the HECO Smart Grid Foundation Project (a partnership with
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the Blue Planet Foundation, a clean energy organization) includes a wireless

communication network, smart meters and enhanced technology. Modernizing

the existing electric grid for HECO’s 455,000 customers would make the system

more automated and energy-efficient, allow more renewable energy sources to feed

into the system, particularly rooftop solar. With more than 12% of Hawaii’s
homeowners installing solar panels the safety and reliability of the existing grid

could be threatened as older substations were not designed for power to flow from

customers to the substations. The smart grid project is also expected to improve

reliability by enhancing HECO’s ability to detect power outages and fix them,

thereby restoring power more quickly. The proposed system would provide cus-

tomers with personal electricity usage information on their computers and mobile

devices to give them more control over their energy use and costs. If approved by

the PUC, HECO would begin to install the smart-grid project in 2017 on Oahu and

in 2018 on Hawaii Island and in Maui County. The smart grid program would cost

HECO’s customers on average $747 US dollars each. The Kauai Island Utility

Cooperative began its smart-meter program in 2013 at a cost of $333 US dollars for

each of its 33,000 members.

The future of sustainability in Hawaii rests in hands of business leaders, decision

makers, government officials and local communities that are willing to engage in

the planning process, promote a green economy, demand regulatory action, and

embrace stewardship. Specifically, understanding the preferences and values of all

affected parties interested in promoting a low carbon economy can help economists,

decision makers and climate change professionals to understand the key adminis-

trative, management, and public policy issues associated with decarbonizing

Hawaii’s economy. The foundation of the 2050 Hawaii Sustainability Plan defines

three key criteria of sustainability in the spirit of the Brundtland Report: respecting

the state’s island communities; striking a balance between economic, social, and

environmental goals; and meeting the needs of the current generation without

compromising the ability of future generations to meet their own needs. Key

Hawaiian values include Auamo Kuleana (collective transformation through indi-

vidual excellence), ‘Ike ‘Āina (knowledge learned from connection to land) and

Aloha ‘Āina (love and commitment to land). The 2050 Hawaii Sustainability Plan

has designated the following five primary goals:

• “Living sustainably is part of our daily practice in Hawaii.

• Our diversified and globally competitive economy enables us to meaningfully

live, work and play in Hawaii.

• Our natural resources are responsibly and respectfully used, replenished and

preserved for future generations.

• Our community is strong, healthy, vibrant and nurturing, providing safety nets

for those in need.

• Our Kanaka Maoli and island cultures and values are thriving and perpetuated.”

(Force 2008)

Achieving the five primary goals of the 2050 Hawaii Sustainability Plan and

promoting a low carbon economy in Hawaii will require transformative actions

Promoting Green Urbanism and Disaster Resilience in the Anthropocene: From. . . 351



including the development of advanced soft computing models to capture the

complexity and uncertainty of modernity. The proposed approaches in this paper

will help to promote the use of renewable materials on an unprecedented scale, to

generate a deep public and private sector awareness of Hawaii’s sustainability

initiatives, and to promote smart and green economic development in the local

context.

A growing number of pioneering bankers, insurers and institutional investors

and policy makers continue to discuss ground rules for the low carbon economy, the

role for investors, and climate change policy solutions. There are now a new array

of policy tools for global business leaders and governments to draw upon ranging

from placing “green financing” on balance sheets to measuring the carbon foot-

prints for institutional investors to helping companies set up strategies for managing

climate and environmental risks in their investment portfolios. Efforts to achieve a

very low carbon economy represent one of the most significant global policy

measures ever dedicated to a transnational challenge. As the most isolated land

mass on earth, the Island of Hawaii has become heavily dependent on imports in the

current era of globalization. This has created a more vulnerable and brittle econ-

omy. Innovative design strategies are herein proposed to overcome this dependency

on imports and help the state of Hawaii to achieve long-term resilience and

sustainability.

In previous years, significant revitalization funds have been allocated to key

tourist regions of Honolulu long-includingWaikiki and Ala Moana. On theWestern

outskirts of Honolulu, between the downtown city center and the airport, tactical

urbanism is beginning to revive the urban fabric formerly scarred with industrial

warehouses and undeveloped land plots, although empty parking lots and fenced

plots of land remain abandoned and unused. However, the Kapalama and Kalihi

regions remain predominantly gritty, industrial regions with large areas of under-

used urban areas. While TOD proposals associated with HRT propose revitalization

solutions that should help these lower-income communities (home to many Pacific

Island immigrant families) the ultimate location of the controversial rail project is

uncertain.

Valenti (2016) explores the use of small-scale design, intelligent systems and

sustainable design to promote more sustainable human communities. In a similar

vein, this paper promotes green urbanism, an interdisciplinary collaboration of

landscape architects, engineers, urban planners, ecologists, transportation planners,

urban designers, systems engineers, psychologists, sociologists, economists and

other specialists who seek create livable places, communities and lifestyles to not

only reduce waste but also develop more sustainable patterns of industrial produc-

tion and resource consumption (Beatley 2000; Karlenzig et al. 2007; Lehmann

2010). We seek to rescale urbanism and green design by creating a new nexus

among invasive species management, local building resources and digitally fabri-

cated transient structures in order to promote smart and sustainable growth.

The post-industrial built environment assumes that environmental and societal

change is gradual, predictable and manageable. This is incompatible with the large

scale and significant environmental impacts that are associated with rapid and
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transformative change in the Anthropocene under conditions of global climate

variability and change. Accordingly, in the post-carbon era it is essential for society

to promote climate adaptation and resilience of the built environment which is

focused on adaptation and flexibility. We propose innovative design strategies

aimed at “rescaling urbanism” (Valenti 2016), promoting digitally fabricated tran-

sient structures and creating an efficient approach for sustainable construction using

local, renewable materials that embraces new, global technologies in digital fabri-

cation. Built on the paradigm of Valenti (2016) our building paradigm emphasizes

sustainable, transient and process-based structures and challenges the current

modus operandi of Hawaii’s building industry.

2 A Niche Market for Engineered Wood

To compliment Hawaii’s stringent environmental mandates and sustainability

goals, it is essential to promote a vernacular architecture that evolves to capture

the environmental, socio-cultural, technological, economic, and historical context

of its surroundings. We propose an innovative green urbanism paradigm based on

community needs, the availability of vernacular and renewable construction mate-

rials, advances in wood engineering and closed-loop systems which reflect local

values and traditions. In particular, Valenti (2016) proposes the use of the highly

invasive Albizia tree as a source of lumber for use in digitally fabricated transient

structures including temporary housing and disaster shelters. By reconceptualizing

this life-threatening invasive pest as a valuable, sustainable building material, we

propose a potentially viable solution to not only removing hazardous invasive

species but also addressing Hawaii’s housing deficit, post-disaster shelter needs.

The albizia wood is engineered through a cross lamination process (which adds

strength, stability, longevity, and even fire resistance) in order to meet precise

design specifications which are tested to meet national or international standards.

To ensure termite resistance, a safe and efficient method will be used to treat the

albizia wood before use as a building material (as is necessary for most types of

wood). This paper emphasizes local employment and University of Hawaii based

technology, thereby minimizing the use of builders from outside the state (i.e.,

outsourcing building). The architectural design and construction processes are fully

integrated to enhance efficiency. Specifically, using scavenged local Albizia as the

raw material, the building structure is digitally fabricated using Computer Numer-

ical Control (CNC) routing in which the key functions (turning the spindle and

coolants on and off, etc.) and motions of a machine tool (including input parameters

such as depth of cut) are controlled by means of a prepared program leading to

higher accuracy in manufacturing, shorter production times, greater manufacturing

flexibility, simpler fixturing, contour machining (2–5-axis machining) and reduced

human error. These significant advantages often outweigh the higher cost, the need

for constant maintenance, and the requirement of skilled part programmer.
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The resulting engineered wood (also known as composite wood or manufactured

board) is then integrated with a novel digital fabrication technology for CNC in

order to mill the building components into a “kit-of-parts” architecture/construction

system (a subset of pre-fabrication)—also known as a Modular, Extensible, Scal-

able and Reconfigurable (MESR) system in the engineering community. This

allows for not only assembly and disassembly flexibility (systems can be assembled

and taken apart in a variety of ways like a child’s toy) but also manufacturing

efficiency. Kit-of-parts structures, systems and subsystems are upgraded with

enhanced technologies (modularity), additional unit components can be added

during later development phases (extensibility), the coupling or decoupling of

components can accommodate new design requirements (scalability) while com-

ponents can be easily moved to between locations and systems perform similar

functions (reconfigurability). In particular, the engineered Albizia wood and indi-

vidual parts are systematically organized into assemblies of uniform components,

based on design criteria such as size, shape, grammar or increments (assemblies are

typically sized for convenience according to handling or shipping constraints).

Given the many steps in the tree to structure process, a prototype model has been

developed to understand the challenges and to support an overall cost benefit

analysis. Engineered wood is a resource-light material that supports rapid on-site

construction. By merging the use of CNC routing with engineered albizia wood the

entire building process is streamlined, enabling the fabrication of a sustainably

sourced, high-precision, and easy to assemble building components. This process

has been shown to significantly lessen project scope, cost, and construction time.

Hawaii is home to a number of non-native, invasive tree species which can

provide a potential niche market for local, low-impact, and renewable building

materials. While the highly invasive albizia is perceived to have little or no value in

Hawaii due to its low density and average strength, the application of wood

engineering has the potential to transform albizia into a higher-quality building

material, similar to how hybrid poplar and ponderosa pine have recently proven

successful for value added wood products like cross laminated timber (CLT).

Accordingly, albizia could offer a valuable local wood-engineered material. It is

proposed that innovation in design and sustainable building practices with Albizia

wood (a local renewable material) can improve environmental and socio-economic

well-being in cities.

This paper examines the use of this sustainable building material to create

low-tech, digitally fabricated transient structures in a faster, cheaper and lighter

manner than with traditional construction. The fabricated structures will be used to

address the housing crisis and provide transient disaster shelters in Hawaii. If wild,

scavenged albizia is proven to be a viable engineered wood product, it could help to

address sustainability issues both locally and globally. Locally, it would open a new

market for a high quality, low cost and renewable building material and reduce the

demand for imported construction materials. Transforming this invasive pest into a

valuable product for community-building can potentially provide local jobs, save

lives from hazardous albizia and protect the environment. In short, we examine the

potential of transforming this problematic species into a lucrative, local solution.
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3 Using Locally Sourced Materials: From Invasive
to Community

Hawaii’s construction industry typically imports and outsources building material,

from structure to finishes. However, communities across Hawaii want to increase

the use of locally sourced building materials in order to be less reliant on imports

and consume more sustainable products. This requires carefully considering the

type of materials locally available and how far a building product must travel

between its points of origin, the manufacturing site. Given Hawaii’s limited natural

resources and geographic isolation (the most isolated population center in the

world), the local sourcing of building materials provides a number of benefits to

the Hawaii economy. Using local sourced materials creates a greener supply chain

by reducing transportation fuel related to produce transport, thereby creating a

smaller carbon footprint for the materials and lessening a product’s environmental

impact.

Our proposed building approach provides a viable alternative to dependence on

overseas products by eliminating nearly all traditional off-island building materials

and by designing with a simple material palette. Albizia wood, being the primary

material, will be used in the design process for building all components. Through

wood engineering, digital fabrication and an intelligent design, it is proposed that

Albizia will constitute the main structural material. Additionally, it can be used for

interior finishes, flooring, furnishing, doors and louvers. Using scavenged or

discarded albizia as a widely-available, locally sourced material will provide a

new market for local building materials. The state of Hawaii has invested consid-

erable funds in removing this hazardous tree. Using removed albizia as a supply

material for disaster relief units and transitional housing is expected to yield a

synergistic effect, where three major statewide goals could be addressed through

one initiative.

Intact, diverse native forests constitute an essential natural resource, providing

the air we breathe, the clean water we drink and the ecosystem services and

resources we need to live. Forests also moderate the global climate and store

283 billion tons of carbon in their biomass. Covering 30% of the global land area

forests support the livelihoods of more than 1.5 billion people (including indige-

nous communities), providing food, clothing and shelter for humans. Storing much

of the planet’s genetic material, forests shelter wildlife and maintain natural

communities: they are home to many of the world’s species and 70% of terrestrial

flora and fauna. Forests are also essential in protecting watersheds and maintaining

the quality of fisheries, etc.

There is an urgent need to reverse unsustainable wood harvesting, building

design and construction practices to protect this vital environmental legacy. The

quality of wood resources around the world is in decline and <5% of original US

forest cover remains. The devastation of native forests (particularly the clearcutting

of old-growth forests), deteriorating lumber quality, and rising wood prices are

major concerns for not only the public but also environmentalists, elected officials

Promoting Green Urbanism and Disaster Resilience in the Anthropocene: From. . . 355



and the building industry. The pulp and paper industry must do more to ensure

sustainable levels of wood consumption in the US: when counting trees forest

industry officials often fail to make a distinction between undisturbed native forests

and monocrop (single-species) tree farms as well as the difference between older

trees (with high quality heartwood which is more resistant to attack by insects and

decay organisms) and young trees (where all of the wood in the stem is sapwood).

Sustainable harvesting and building practices can only be achieved by promoting

transformative change throughout the design and construction process. There are a

number of strategies to sustain forest biodiversity and conserve wood resources:

redesign, reuse, recycling, replacement, and reduction.

4 Homelessness in Hawaii

With more than 4900 currently homeless in Hawaii, problem of cleanliness and

homelessness on city, county and state lands is one of the most challenging and

critical contemporary social issues facing the State of Hawaii. Business leaders are

concerned that the large, visible homeless population may significantly threaten

Hawaii’s tourist based economy: the homeless are often found panhandling or

aimlessly carrying large piles of personal possessions (clothes, tents, etc.). Specif-

ically, Hawaii has the highest rate of homelessness per capita among the 50 states,

with an estimated 465 homeless individuals per 100,000 (Governor’s Office of

Hawaii 2015). As of January 2016, there were 2173 “unsheltered homeless” in

Hawaii: individuals and families whose primary nighttime sleeping accommoda-

tion involves a public or private place that is not designed for human beings,

including doorways, beaches, parks, automobiles, streets (even traffic medians).

The homeless often suffer from mental health issues and/or substance abuse

problems and typically lack a safety net to support them: of the 2173 unsheltered

homeless, more than a quarter (631 individuals) suffer from severe mental illness

while approximately the same number (623 individuals) have chronic substance

abuse issues. (City and County of Honolulu 2016).

The alarming increase in unsheltered individuals and families over the past

2 years is particularly significant on O’ahu. Homeless encampments exist in

Honoulu’s central neighborhoods from Kakaako to Kapalama. Pacific Islanders

make up a vast majority of the homeless population in these areas. This problem has

become more acute in light of affordability issues and the increasing migration of

individuals to Hawaii from other Pacific Islands (e.g., the Federated States of

Micronesia (FSM), the Marshall Islands, and Palau) to Hawaii (in particular the

city of Honolulu) under the Compact of Free Association which allows these Pacific

islanders the right to work and move freely to the rest of the U.S. with legal

non-immigrant status. Many of these migrants have moved to Hawaii in search of

better work prospects, improved quality of life and enhanced benefits. Others may

be fleeing climate-related threats to their native countries. For example, saltwater

intrusion and other impacts of sea level rise are also pressuring Pacific Island
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communities off their land and many soon become climate refugees, thereby

exacerbating the need to relocate from their home countries. In addition to Hawaii,

citizens of Pacific Islands have also moved en masse to other US-affiliated Pacific

islands including Guam, American Samoa, and the Commonwealth of the Northern

Marianas Islands.

On October, 2015, Hawaii’s Governor David Ige declared a state of emergency

dealing with homelessness. The “Emergency Proclamation” enables the state gov-

ernment to expedite plans to help chronically homeless families and individuals

(Governor’s Office of Hawaii 2015). The released state funds ($1.3 million dollars)

serve an additional one thousand homeless residents by providing increased

funding for homeless services and programs that and to help homeless families

and individuals quickly move to transitional or permanent housing, including the

construction of a temporary housing facility (with a sunset date). In response to this

“state of emergency”, there was a coordinated effort aimed at removing homeless

people that were formerly found in visible pockets of Honolulu: the City and

County of Honolulu passed a battery of laws that effectively criminalize homeless-

ness (similar to legislation passed in other US jurisdictions such as Orlando, Florida

and Santa Cruz, California); the city’s social work teams assisted homeless to

relocate into shelters; the business and tourism sector covered the cost of a return

flight for homeless arriving from the US mainland that were willing to depart

(Nagourney 2016). However, frustrated by the recent prolonged encampment of

homeless people in a traffic median in Waikiki (which ended in August, 2016),

residents, elected officials (city councilmen, state representatives, etc.) and business

leaders continue to highlight a perceived lack of leadership and insufficient com-

munication among coordinating government, nonprofits and other entities to deal

with the issues of homelessness and hygiene in Hawaii. There is a perception that

unless there is high profile event (such as the hosting of an Asia-Pacific Economic

Cooperation conference or the filming ‘Hawaii Five-0’) decisive action is not taken.

5 Disaster Risk in Hawaii

Despite laudable global efforts built upon proven and demonstrated Greenhouse

Gas (GHG) mitigation and adaptation measures, the global response to the climate

change challenge appears to be falling short: A large body of climate science has

shown that to keep the global average temperature from rising further than 2 �C,
emissions must peak soon and then fall steeply. Without significant reductions in

the global emissions of GHGs, humans and ecosystems may face catastrophic,

pervasive and long-lasting impacts (perhaps even irreversible change), including

species extinction, widespread desertification, sea level rise and an increase in

extreme weather events. A sustainable future requires communities, policy makers

and leaders around the world to demand a faster transition to a low carbon energy

future.
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Global sea level is rising, with the highest rates in the world recorded in the

tropical Pacific Ocean where many low-lying carbonate reef-lined atoll islands are

located. These atoll islands are particularly vulnerable for a number of reasons:

many of them have maximum elevations <4 m above present sea level; there is

limited land and water available for human survival; and ecosystems are vulnerable

to inundation from sea-level rise. The combined effect of storm-induced wave-

driven flooding and sea level rise on island atolls in the Pacific is likely to be more

intense and severe than previous estimates of inundation. Accordingly, Pacific

island communities are especially vulnerable to a warming and more energetic

climate system: they are faced not only with serious climate vulnerabilities at three

tiers—exposure, sensitivity, and adaptive capacity—but also with a unique set of

environmental and cultural issues pertinent to managing the unexpected and cas-

cading impacts of sea level rise, coastal inundation and other human-caused

climate-related disasters that cross policy domains, geographic, political, and

sectoral boundaries. In the Pacific Ocean region, meltwater is expected to constitute

a long term threat of sea-level rise (in the second half of the twenty-first century),

with thermal expansion of the upper ocean posing the greatest immediate challenge.

In the relatively near term, the impacts of global sea level rise are expected to

contribute to the increased frequency of extreme water levels at the shoreline of

Pacific Island nations.

Low-lying areas of the Hawaiian archipelago, particularly the low-lying airport,

the industrial area (Mapunapuna) and the capital city (Honolulu) will continue to

face severe sea level inundation challenges. It is predicted that Hawaii and other

Pacific islands will be among the world’s most impacted regions. The citizens of

many Pacific island states do not have the luxury of retreating inland from the coast,

and may face involuntary relocation. For example, in the Pacific nation of Tuvalu, a

ring of nine Polynesian islands, several thousand people have already left for other

nations because of rising seas and the displacement of communities from low-lying

areas. Hazards associated with sea-level rise combine to create unique social

vulnerabilities in the Pacific island region which lead to increased disaster risk,

such as catastrophic inundation. Fresh water resources are under threat on many

Pacific islands as the result of both climate-change, overuse and contamination

while environmental resources in these tropical regions are ecologically sensitive

and valuable, and similarly threatened by pollution and climate change.

While emergency and hurricane shelters exist throughout Oahu, a major disaster

could quickly overwhelm available capacity. Accordingly, after a disaster, short-

term shelter and long-term housing would likely be inadequate. We propose the use

of digitally fabricated transient structures—built using local Albizia trees—in order

to promote resilient, adaptive and responsive housing that is capable of coping with

unpredictable natural disaster events in the post-disaster landscape.

Set atop a volcanic hotspot in the Pacific Ocean, the archipelago of Hawaii is

vulnerable to a range of natural disasters including tsunamis, hurricanes, and

flooding. While there may be a range of lead-time for these threats other hazards,

such as earthquakes may occur unexpectedly and without warning. The island of

Oahu (the “Gathering Place”) contains more than 70% of the population of the US
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state of Hawaii, Honolulu International Airport, the state capital (Honolulu), the

main deepwater marine port for the State of Hawai’i and the majority of its critical

infrastructure.

Fortunately, Hawaii has educational programs emergency preparedness and

disaster preparedness organizations that take a comprehensive, integrated and

all-hazards approach to emergency management. Specifically, University of Hawaii

West O’ahu (UHWO) offers a bachelor of public administration degree with a

concentration in disaster preparedness and emergency management (DPEM), and a

certificate in disaster preparedness and emergency management. All courses meet

the national standards as established by the U.S. Department of Homeland Security

(DHS) and the Federal Emergency Management Agency (FEMA) Higher Educa-

tion Project. Through its courses and integrated programs, FEMA’s Emergency

Management Institute (EMI) serves as the national focal point for the development

and delivery of emergency management training to enhance the capabilities of

State, local, and Tribal government officials; volunteer organizations; FEMA’s
disaster workforce; other Federal agencies; and the public and private sectors to

minimize the impact of disasters and emergencies on the American public. FEMA’s
curricula are structured to meet the needs of this diverse audience with an emphasis

on separate organizations working together in all-hazards emergencies to save lives

and protect property. Particular emphasis is placed on governing doctrine such as

the National Response Framework, National Incident Management System, and the

National Preparedness Guidelines.

Since its inception, the number of students in the DPEM Certificate has grown

steadily and more than doubled from the 19 in 2003 to 43 in 2009, and grew to 65 in

2012 with 187 graduates so far. DPEM students have the opportunity to participate

in a practicum. There are dozens of Hawaii based disaster related government

agencies that employ DPEM graduates and current students. This includes the US

Department of Homeland Security, Hawai’i State Department of Defense, Civil

Defense Division, Department of Emergency Management of the City and County

of Honolulu, PACOM, Camp Smith, University of Hawai’i System Civil Defense,

FEMA, Hazard Mitigation, Pacific Area Office, Pacific Tsunami Warning Center.

The UHWO Campus-Community Emergency Response Team (C-CERT) Program

educates people about disaster preparedness for hazards that may impact their area

and trains them in basic disaster response skills, such as fire safety, light search and

rescue, team organization, and disaster medical operations. The National Domestic

Preparedness Training Center or NDPTC at the University of Hawaii are working

with FEMA and other external partners to offer training courses and to improve the

strategic framework for Hawaii’s disaster preparedness.
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6 Case Study: Improving Underutilized Urban Space
in Kakaako

Located east of downtown Honolulu, revitalization projects for Kakaako have

transformed parts of an urban landscape that was formerly characterized by gritty

body shops, run-down streets, industrial warehouses and dark streets (similar to the

more industrial regions on the western edge of the greater Honolulu area) into a

popular urban hot spot. Large developers have helped to renew and popularize parts

Kakaako by recruiting local artisans, graffiti artists, and designers to brighten the

dark alleys and renovate the once run-down streets, thereby creating a vibrant and

trendy art district with a fresh brand and colorful charm. While this urban transfor-

mation has offered tangible value to parts of Kakaako (the entire neighborhood

previously was similar to current industrial regions on the western edge of the

greater Honolulu area) other outlying districts of Kakaako await growth, change

and renewal. Moreover, Kakaako’s redevelopment is more consistent with tradi-

tional top-down, profit-driven, large-scale development projects than the values of

community-driven, small-scale tactical urbanism.

Removing albizia trees can be costly. For example, in late 2014 the University of

Hawaii at Manoa began a half-year project remove 23 mature albizia from the Lyon

Arboretum in Manoa Valley. Completed in 2015, the University had no plans but

dispose of the massive timber logs on site to recycle nutrients and minimize

inconvenience to local residents (although upon request, one of the trees was

donated to the authors). Across the archipelago of Hawaii, it is a common occur-

rence for albizia to be removed and disposed without viable options for reuse due to

a lack of perceived uses. The main two uses of albizia in the world involves

livestock feed and peeling for multiplex boards (recently by a company in Malay-

sia) peeling. None of them have appeared feasible in Hawaii.

Albizia can be used for biofuel. Green Energy Team (GET) LLC has developed

an efficient closed loop biomass system on Lihue, Kauai, using only local renew-

able material (primarily albizia and eucalyptus) and all local employees. According

to Lebbe (2016), the GET resource manager of the biomass power plant (respon-

sible for the propagation, planting, harvesting, and acquisition of the plant’s
biomass resources), albizia should be eradicated from the Hawaiian islands due to

negative environmental impacts on both local native or non-invasive introduced

species (both flora and fauna) and economic costs (costs associated with removal

and storm damage), using a well-managed harvesting strategy in collaboration with

a biomass plant. Based on experience with the Hawaiian Mahogany, Inc. (HMI) and

GET plantations (both on Kauai) harvesting becomes more difficult and expensive

with mixed plantations and non invasive Eucalyptus plantations grow better with-

out albizia (provided soil and fertilization is managed properly). Accordingly, GET

is replacing extensive areas of albizia plantations on Kauai with Eucalyptus species

using an inventive solution which involves removing albizia during the initial “4–5

years” of operation (personal communication). He suggests starting a program to

minimize removal costs whereby the general public, contractors, large landowners
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and the state of Hawaii can stage albizia (and other invasive trees for pickup by the

GET biomass plant).

A unique group Multi-criteria analysis (MCA) approach for tactical urban

decision making for sustainability under uncertainty has been developed that is

modified from Levy and Taji (2007) and integrates with the Analytic Network

Process (Saaty 1989). The proposed approach assumes that N decision makers,

DMk (k¼ 1, . . . ,N ), evaluate m alternatives, Aj ( j¼ 1, . . . ,m), under n criteria,

Ci (i¼ 1, . . . , n). The group MCA yields the following weights: Social factors

(0.47), Environmental factors (0.19) and Economic factors (0.34) and overall scores

for the Status Quo/Disposal (0.14), Biofuel (0.39) and Manufacturing (0.37)

alternatives.

7 Conclusions

Hawaii has urgent needs to increase social, economic and environmental sustain-

ability. In particular, this paper addresses two challenges facing the island chain of

Hawaii: the current housing crisis and the disaster risks posed by climate change.

This paper argues for local and practical solutions that use technologic innovations

such as Computer Numerical Control (CNC) to improve sustainability, thereby

improving social and environmental outcomes in Hawaii. As the most isolated land

mass on earth, the Island of Hawaii has become heavily dependent on imports in the

current era of globalization. This has created a more vulnerable and brittle econ-

omy. Innovative design strategies are herein proposed to overcome this dependency

on imports and help the state of Hawaii to achieve long-term resilience and

sustainability. This study assesses the viability of using scavenged albizia to

promote tactical urbanism in Hawaii.

Scientists are only beginning to understand the significance of the human

footprint in altering the Earth’s landscapes, oceans, the atmosphere, cryosphere,

and ecosystems. However it is known that human activities are having a profound

impact on the functioning of global systems (including long-term global geologic

processes); human-induced change is occurring at such an alarming rate that it will

soon exceed even the greatest forces of Nature. A growing body of research

suggests that the Anthropocene constitutes a functionally and stratigraphically

distinct epoch from the Holocene (Waters et al. 2016). In other words, for the

first time, advanced human society may be witnessing a new epoch—and one

arising from the consequences of their own actions and behavior. According to

the International Union of Geological Sciences (IUGS), we live in the Holocene
epoch, which began 12,000–11,500 years ago at the close of the Paleolithic Ice Age

(as Earth entered a warming trend, the glaciers of the late Paleolithic retreated).

While the Holocene nominally continues through today, a growing body of evi-

dence now suggests that there are climatic, biological and geochemical signatures

of human activity that distinguish a new human-dominated time period—the

“Anthropocene”, the name of a proposed geological epoch that may soon enter
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the official Geologic Time Scale. This term is derived from anthropo, for ‘man,’
and cene, for ‘new’, the time period in which humans have a profound impact on

Earth’s geology and ecosystems. Based on atmospheric evidence, the Anthropocene
may have begun around the beginning of the nineteenth century with the onset of

large-scale industrialization which contributed to an enormous expansion in the use

of fossil fuels (Steffen et al. 2007) and began to dramatically alter the planet,

perhaps permanently. Specifically, the impacts of human activities on the earth

since the Industrial Revolution include habitat loss, mass extinctions, species

invasions, ocean acidification and spreading oceanic ‘dead zones’ as well as

changes in erosion and sediment transport associated with anthropogenic processes,

including colonisation, deforestation, urbanisation and global warming. The term

Anthropocene has become a widely used buzzword in the global change research

community since being popularized in 2000 by the atmospheric chemist and Nobel

Laureate Paul Crutzen who argues that large-scale human influences on the atmo-

sphere have contributed to a new geological epoch for the Earth’s lithosphere. Use
of the Anthropocene concept has picked up velocity in the popular press and

become increasingly cachet in elite scientific circles and the academic community.

For example, the Elsevier and Sage publishers recently launched new academic

journals entitled Anthropocene and The Anthropocene Review respectively while a

Google scholar search of the term highlights more than 2000 scholarly papers using

the term in the first half of 2016 alone. To address this issue head-on a scientific

working group of the International Union of Geological Sciences (IUGS), the

Subcommission on Quaternary Stratigraphy (a constituent body of the International

Commission on Stratigraphy), is expected to make a formal decision shortly on

whether the Holocene has ended and the Anthropocene has begun.
Humans have become a dominant geophysical force producing previously

unimaginable impacts on the Earth, from global climate-change to the destruction

of native ecosystems. As the scale and pace of human interactions with Earth

systems have intensified in recent decades, it is essential to consider best practices

to promote sustainability, economic vitality, and socio-ecological resilience in the

Anthropocene. It is proposed that the Anthropocene can inspire new understandings

of politics, temporality, spatiality, ethics, values, and responsibility. To make this

new paradigm of sustainability a reality, it is important to consider wide-ranging

interpretations, explorations, and solutions on this theme.
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Econometric Estimation of the Quality

and the Efficiency of Social Services

for Children Deprived of Parental Care

Toshko Petrov and Plamena Markova

Abstract The study aims at developing and testing a methodology suitable for

practical application, allowing to carry out a socio-economic assessment of the

quality and efficiency of the provision of social services for children deprived of

parental care by means of use of a combination of econometric and sociological

methods. The study’s subject is to establish a criteria system containing 185 indi-

cators based on held series studies. The subjects of the study are several focus

groups involving experts and users of services (children and families) in northeast-

ern Bulgaria. The study methodology involves a sociological survey of various

types of social services in the mentioned region, and the application of econometric

methods—DEA and regression analysis. The survey has resulted in a developed

methodology and performed assessment of the quality and efficiency of social

services provided to the said target groups in northeastern Bulgaria. Formulated

are conclusions about the comparative effectiveness of different types of social

services and recommendations are outlined concerning the priorities for future

social policy in the field of development of social services for children deprived

of parental care.

Keywords Adoptive foster care • Institutional care for children • Alternative social

services for children • Efficiency of social services • Regression analysis

1 Introduction

One of the most important strategic directions of the social policy of Bulgaria is

developing of a social services system for children, provided in a family or similar-

to-a- family environment. In accordance with the European standards for social

policy, this type of services is indeed an alternative to the institutional care for

children and the successful implementation of the policy of deinstitutionalization
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depends to a large extent on the development, accessibility and quality of such

services.

The problems of the institutional childcare, which have being identified long

ago, and the need of synchronization of the social policy of Bulgaria with the same

policy of the EU led to formulation of the policy of deinstitutionalization of this

care. Regardless that the number of the children raised in specialized institutions in

Bulgaria has significantly decreased in recent years, it is still quite big. Based on

data from the Reports “Children, raised in specialized institutions” of the State

Agency for Child Protection as of December, 2015 (State Agency for Child

Protection 2015b) the total number of children raised in institutions, was 2107. In

2001 their number was 12,609, which means that in a 14-year period the number of

children, raised in institutions, has decreased down about six times.

The widest exit from the institutions for the children from the Homes for

Medical and Social Care for Children is placement in adoptive families. As from

the beginning of the deinstitutionalization, the widest exit for the children from the

Homes for Children, deprived from parental care, has always been returning to their

biological families. In 2013, the number of the children placed in foster families

“catches up” the returning to biological families (Ministry of Health 2011).

A new exit is provided in 2013 for the children from the Homes for Children

with Disabilities in the form of a residential service in the community—every third

child, removed from the institutions, goes to a Center for Family-type Accommo-

dation. However, the share of the transfer “from home to home” remains big (23%

are directed to other specialized institution). All this led to increasing the number of

the children, using residence-type social services. As of 31.12.2013, the total

number of the children, using social services in the community, including

residence-type service is 9752 (Agency for Social Assistance 2014) and as of the

end of 2014—10,639 (Agency for Social Assistance 2015).

In Bulgaria, within the period 2008–2012, the relative share of children,

deprived from parental care, who are placed in specialized institutions has signif-

icantly decreased, compared to the total number of children in the country. Figure 1

shows data on the relative share of children, placed in the major institutions for

childcare, compared to the total number of the same-age children in the country. As

the data in the diagram of Fig. 1 shows, in 2004 the relative share of the children,

raised in Homes for Medical and Social Cares was 0.86% from the total number of

children of age under 3, but in 2012, this share dropped to 0.46%. Total for the

country in 2004 the percentage of children, placed in institutions, made up 0.89% of

all children of age under 18, and in 2012 this percentage was already 0.49.

The policy of deinstitutionalization, implemented by several Bulgarian govern-

ments since 2001 till now has been focused mainly on developing alternative

childcare services, provided in a family of or similar-to-a-family environment.

The aim of this policy is that such services completely replace institutional care

for children. In pursuance of this policy, an alternative to the institutional care

system of social services has been created within a few years that comprise shelters,

centers for family-type accommodation, protected or transitional housings, crisis

centers, centers for public support, units “Mother and Baby”, etc. The foster care
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has also been developed as a social service, providing real family environment to

children at risk. Many children have been accommodated in families of relatives

and friends or foster families, which care for them until providing opportunities to

them for reintegration in their biological families or to be adopted (Ministry of

Labor and Social Policy 2015).

Irrespective of the positive results, stated herein, the task to estimate the effi-

ciency of this section of the social policy remains very important. This is due to the

circumstance that large amount of public funds are allocated in this field and the

society needs to be sure that they are spent effectively, of the one hand, and on the

other hand, at what price the respective results are achieved. This way, if it turns out

that some issues relating to the objectives and contents of the social policy exist, the

respective corrective actions will be formulated and undertaken within the frame-

work of the abovementioned task.

2 Statement of the Study

Wewill carry out the analysis of the efficiency of the developed system of provision

of social services to children, deprived from parental care by the DEAmethod (Data

Envelopment Analysis). Initially this method was created by Charnes et al. (1978)

and is deemed to be a sensitive method of calculation of the technical efficiency.

The abovementioned authors developed a version of the method, known as CRS

model, which ignores the impact of the scale-size (a constant) on the units. Later,
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relative propotion of children in institution compared to children in Bulgaria

relative propotion of children from 0 to 4 year in Homes for medical and social care for
children compared to children in Bulgaria in the same age
relative propotion of children in Homes for children deprived of parental care for children
from 3 to 18 years compared to children in Bulgaria

Fig. 1 Relative share of children, placed in specialized institutions in Bulgaria (2004–2012).

Source: National Statistical Institute (2016), State Agency for Child Protection (2013), State

Agency for Child Protection (2015a)
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Banker et al. (1984) developed a second model of the DEA method, which includes

a variable return to scale (VRS) of the units.

According to this method the efficiency is divided into two major types: overall

technical efficiency and efficiency of the return. In turn, the overall technical

efficiency consists of two components: pure technical efficiency and efficiency of

the scale. Initially, this method was applied in the USA and U.K., but later it is

adopted in the practice of other European and non-European countries, such as

Australia, as an example. This analytic technique gives reliable scores in measuring

the efficiency in the state sector, education, health, energy sector, harbor sector and

other fields, and a consistent trend exists of expansion of the areas of application of

the method.

By its nature the DEA method is a method, used to measure the results and to

make a comparative evaluation of units from a specific set, which make decisions

(Decision Making Units—DMU). The essence of the method is that by using the

comparison of all units, included in the respective set, the best operating units are

determined in terms of efficiency, which makes also the efficiency frontier. The

measurement of the efficiency is carried out on the basis of comparable calculation

of the input flow to the respective unit (expenses incurred for raw materials, staff,

etc.) and the output flow from the unit (finished goods, provided services, etc.).

Higher is the efficiency of that unit, which produces more at constant value of

expenses, or that unit, which incurs lower expenses at constant value of the

production. The efficiency is estimated by the relation between the weighted sum

of the input flow (the sum of input resources, each weighted by the respective

relative weight, reflecting its place in the total volume) and the weighted sum of the

output flow (the sum of output products (services) by their prices, weighted with

relative weight, reflecting the place of each of them in the total volume).

Thus formulated task is limited to solving an optimization problem from the

linear programming, where unknowns are the weights of the input-output data.

There are two ways to solve this problem. By using the first one, the estimation of

the efficiency is obtained by maximizing the numerator of the ratio (1) by assuming

that the denominator is a constant (it is assumed that its value is 1). This means that

we use the model, oriented to the output product, marked as CCR-O (output

oriented DEA model). By the second way the estimation is obtained by minimizing

the denominator of the ratio (1), assuming that the numerator is a constant with

value of 1. In this case, we use the model oriented to the input product, marked as

CCR-I (input oriented DEA model). The obtained value of the efficiency varies

within the limits of the interval [0; 1], which means that the maximal result of

efficiency is 1, and the maximal result of inefficiency is 0.

DEA is a method, by which the results are measured and it gives opportunity for

evaluation of the relative efficiency of single units from a specific set, which make

decisions autonomously—DMU (Banker 1996).

This method is applied by comparison of all units in this set, determining the best

operating units, which make the efficiency frontier. In this sense, the relative

efficiency represents the ratio of the input and output data, weighted by specific

weights.
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Efficiency ¼ Weighted sum of the output results

Weighted sum of the input resources
ð1Þ

For the needs of our study we use an input-oriented DEA model, where the

formula of the relative efficiency of social services will be modified, as follows:

Ej

¼ Weighted sum of the Effect of using the respective social service

Sum total of the costs for creation and implementation of the respective social service

ð2Þ

The most significant issue of the evaluation of the efficiency of the social

services is, without a doubt, the acceptance of some objective assessment of the

value of the effect of using the respective social service. Because it is about of an

effect, which has not only an economic but also a social aspect, it has to measure

several different by its nature values. In all cases this effect has to reflect the level of

meeting the customer needs, because this is a service, designated to meet the

specific needs of the people, who it is designed for, which is impossible to be met

by any other way. In this sense, it performs the function of providing an opportunity

to the people, which are its users (customers) to have a life, close to the full life.

This circumstance is extremely important for the children, deprived from parental

care, because according to the Bulgarian legislation, many of the social services,

designated for children, are provided not only to meet specific needs, but they also

represent a protection measure. These services are provided to children, who have

been in a situation, which gives rise to considerable risks for their life, security,

physical and psychological health, opportunities for normal growing up and risk to

find themselves in a deviance or crime environment.

In this context, the social services for children, especially for children, deprived

from parental care, represent a key factor of vital importance for their further

development and differ significantly from all other services, which have been

used according to their customers’ preferences.
The said effect has to reflect the level of quality of the respective service.

Notwithstanding the existing differences in terms of the indicators of the quality

of social services, they must comply with specific requirements, representing their

nature.

The first group of requirements is related to the professional qualification and

skills of the specialists, providing the service. Unlike other services in general, the

social services are mainly provided by teams of highly qualified specialists with

specific professional and qualification skills. Without such team of specialists, it is

impossible to create and implement the respective social service. The more com-

plex and complicated the service is, more and various specialists are needed for its

creation and provision to the customer. In addition to this objective criterion, the

quality of the respective social service depends on the organization of the activities

of overall service of the customers and provision of the respective social service.
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The abovementioned organization includes the performance, coordination and

harmonization of all activities of provision of the social service from the respective

service provider to the customers and clients. The material conditions, where the

social service is being provided, the existence of the necessary buildings and

premises, equipped with the respective main and auxiliary equipment, are also an

important indicator of the quality of the respective social service.

2.1 Research Methodology

Taking into account all these circumstances, in order to be able to calculate the

value of the nominator in formula (2), a research methodology has been developed,

which includes a consecutive implementation of the following steps:

Conducting researches/focus-groups, а content-analysis, an interview, question-

naires/amongst three target groups, related with several selected typical social

services for children, deprived from parental care, provided in the community

and by specialized institutions, situated on the territory of North-eastern Bulgaria.

2.2 Researched Social Services for Children

The following social services have been studied: Center for Family-type Accom-

modation—this represents a complex of social services, provided in close-to-a-

family environment to a limited number of children (not exceeding 15); Center for

Public Support—this represents a complex of social services, related to prevention

of abandonment, violence and dropping from school of children, deinstitutionali-

zation and reintegration of children, training aimed at acquiring skills for indepen-

dent life and social integration of children from institutions, consulting and support

to families at risk, assessment and training of future foster and adoptive parents,

consulting and support of children with anti-social behavior; Home for children,

deprived from parental care—this represents a specialized institution, providing

social services for bringing up and education of children aged from 3 to 18 or until

completion of secondary school, but not older than 20 years. Transitional housing—

This is a form of social service, where the young people lead independent way of

life, supported by professionals, aimed at preparation for their removal from the

specialized institution. Foster care—The foster care is defined as bringing up and

education in family environment of a child, accommodated in a family of relatives

or friends or in a foster family.

In the abovementioned region seven centers for family-type accommodation,

one transitional housing, two centers for public support, one home for children,

deprived from parental care, forty foster families, two teams, working with the

foster families and 25 officers from the Child Protection Departments have been

studied. Approximately 200 children are users of these services.
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The target groups, subject of the study of the abovementioned social services,

were: users of the service—children, who are using or have used the service and

their biological parents and/or adoptive parents; specialists, participating directly in

the creation and provision of the respective social service and taking care for the

children, who are users of the service or are placed in the respective social

institution; experts, participating in the implementation of the policy of manage-

ment and development of the social services on the territory of the respective

municipality—specialists from the related Directorates of Social Assistance and

municipal directorates for social activities and social policy, specialists from the

Child Protection Departments, operating in the respective municipalities; other

experts—officers from the Regional Directorates of Social Assistance, accredited

organizations of international adoption and tutors from higher education

institutions.

2.3 Defined Criteria for Quality of Social Services
for Children

After the research conducted in the abovementioned groups, all of them defined

criteria, which, in their opinion, are necessary in order to provide high-quality

social services. The research ended when repeatability of the stated criteria

occurred. The said criteria have been processed and a questionnaire has been

developed, by which the same groups had to assess the importance of each criterion.

A rating scale from 1 to 6 has been used for evaluation of the importance of each

criterion.

The questionnaire consists of three sections: (I) Criteria, relating to the quality

and skills of the social workers; (II) Criteria, relating to the organization of the

working process; (III) Criteria, relating to meeting the children’s needs.
Table 1 contains the first section of the questionnaire, referring to the profes-

sional qualities of the specialists, carrying out directly activities of provision of the

respective social service. In his section the respondents assess the team, providing

the performance of all activities by using 28 indicators describing the provision of

the respective social service, grouped into several strands: availability of profes-

sional qualification and professional experience relevant for the provision of the

service; availability of necessary specific knowledge for work with the users and

customers of the social services; availability of personal qualities relevant for the

provision of the service; availability of emotional attachment to the work and to the

children; and interactions with other parties in the process of provision of the

service.
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Table 1 Questionnaire, Section I: indicators for evaluation of the qualities of the specialists,

participating in the provision of the respective social service

№ I. Criteria, relating to the quality and skills of the specialists Rating scale

1 Availability of professional qualification, obtained at higher edu-

cation institution

1 2 3 4 5 6

2 Availability of experience in the qualification area 1 2 3 4 5 6

3 Availability of experience in the field—work with children

deprived from parental care

1 2 3 4 5 6

4 The qualities, skills, knowledge and experience of the specialist

correspond to the job requirements

1 2 3 4 5 6

5 Availability of expanded competences in the fields, relating to the

work with children, deprived from parental care

1 2 3 4 5 6

6 Being aware of the customers’ needs 1 2 3 4 5 6

7 Knowledge of the nature of the work—statutory framework, con-

tingent, methods of work

1 2 3 4 5 6

8 Knowledge of own responsibilities 1 2 3 4 5 6

9 Knowledge of the functions of the other institutions and providers 1 2 3 4 5 6

10 Desire to work with children deprived from parental care 1 2 3 4 5 6

11 Awareness of the needs of the children deprived from parental care 1 2 3 4 5 6

12 Awareness of the needs of every child, who the specialist works

with

1 2 3 4 5 6

13 Proper treatment and respect to the customer’s needs 1 2 3 4 5 6

14 Readiness to respond at any time to the child’s (customer’s) needs 1 2 3 4 5 6

15 Skills to communicate with the child (customer) and predispose the

child to share its problem

1 2 3 4 5 6

16 Interest to the children and their problems 1 2 3 4 5 6

17 Attention and concentration on the child 1 2 3 4 5 6

18 Positive attitude to the children deprived from parental care and

their parents

1 2 3 4 5 6

19 Feelings of love toward the children 1 2 3 4 5 6

20 Having a vocation for the job 1 2 3 4 5 6

21 Flexibility 1 2 3 4 5 6

22 Ability to communicate with the customers (for example: Is the

specialist able to create contact)

1 2 3 4 5 6

23 Ability to interact with his colleagues 1 2 3 4 5 6

24 Skills for teamwork 1 2 3 4 5 6

25 Clean criminal record (never been convicted) 1 2 3 4 5 6

26 Mentally healthy person 1 2 3 4 5 6

27 Aspiration for development and improvement 1 2 3 4 5 6

28 Enrollment in trainings, courses and other forms for qualification

improvement and knowledge expansion

1 2 3 4 5 6
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3 Theoretical Model

3.1 Use the DEA Method or Linear Regression Model

According to Cooper et al. (2011), the DEA method may be supplemented or

replaced by a linear regression analysis. Such analysis will create an opportunity

to be used for solving the DEA model. By its nature, the multiple regression model

represents a statistic method for study of the relationship between two and more

events provided that such relationship is of a non-determinable/correlative/type.

The broad expression of the multiple /multi-factor/ regression model is, as

follows (Saykova et al. 2002):

Y ¼ f x1; x2; . . . . . . . . . . . . . . . . . . . . . ::xm; eð Þ ð3Þ

where,

Y—a dependent variable;

xi—independent variables (i ¼ 1, 2, . . .. . .. . .. . ., m);

e—a random component in the model.

According to the form of the relationship between the dependable and

undependable variables, the multiple regression models are linear and non-linear.

In our study we use the lineal model. The analytical expression of a linear multiple

regression model, is, as follows:

Y ¼ β0 þ β1x1 þ β2x2 þ . . . . . . . . . . . . :þ βmxm þ e ð4Þ

or

Y ¼ β0 þ
Xm

i¼1

βi xi þ e ð5Þ

where,

Y—a dependent variable;

xi—independent variables (factors), affecting the dependable variable (i ¼ 1,

2, . . ..m) ;

e—a random component in the model;

βi—parameters (coefficients) of the multiple model (i ¼ 1, 2, . . .. . .. . ..., m);

β0—an constant term of the model.

The formulation of the problem is limited to finding the values of на βi in the

regression equation, where we assume that Eq. (3) constitutes a detailed description

of the complex relationship between the independent and dependent variables. The

coefficients βi (regression coefficients) show the changes that will occur in the

corollary (consequence) Y at unit of change of the factors xi. Therefore, based on

this model, upon each concrete change of xi, we will be able to calculate within a

specific confidence interval the exact forecast for the respective value of Y.
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3.2 Regression Coefficients from Section I of
the Questionnaire

Such regression model has been developed on the basis of the data from the

processed questionnaires concerning their first section, by which we assess the

quality of the social service (Table 1). A regression equation of type (3) is created,

where the sum of the ratings of the respondents on each indicator, included in the

first section of the questionnaire, is assumed as a dependent variable Y, and the

values of the ratings on each indicator of the respective group represent the

independent variables xi. The regression coefficients in each of the mentioned

regression equations represent the relative value of the change, occurring in Yв
as a result of a unit of change of the independent variables.

The calculation of the regression coefficients in the created regression equations

is made by means of the standardized program package for processing of statistic

information IBM SPSS Version 22. The data about the calculated regression

coefficients from the equation, created on the basis of the data from the first section

of the questionnaire—Indicators for evaluation of the qualities of the specialists,

participating in the provision of the respective social service, is stated in Table 2.

The values of the unit Significance level calculated for each of the estimated

coefficients (βi) are less than the level of the statistical error α¼ 0.05, which means

that they can be accepted as statistically significant. As a statistically insignificant

can only be accepted the value of the constant term in the model β0 (constant),

where the value of the unit t,Sign.t¼ 0.926 is greater than the level of the statistical

error α ¼ 0.05. The values of the regression coefficients βi are within the interval

from 0.892 to 1.116, with the exception of the constant, which is an indicator for

strong (>0.7) and positive relationship and effect of the factors on the dependent

variable—the increase, and respectively, the decrease of the value of the indepen-

dent variable lead to increasing, or decreasing, respectively, of the dependent

variable. For each regression coefficient its respective standardized value Beta is

calculated. The strongest effect has the factor, whose value Beta is the greatest. So,

in our case, the factor No 23 (Skills for teamwork) has the strongest effect on the

evaluation, related to the qualities of the specialists, providing the respective social

service.

3.3 Indicators for Evaluation of the Organization
of the Activities of Provision of a Social Service
for Children

Table 3 contains the second section of the questionnaire, relating to the organization

of the activities, included in the provision of the social service. In this section the

respondents assess the overall organization of all activities, which are carried out by

the team of specialists for the provision of the respective service on the basis of
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30 indicators, describing various aspects of the service—availability of a team of

specialists, drawing up a quality assessment of the child’s needs, coordination

between the different specialists and information exchange between them, drawing

up an optimal number of documents, obtaining feedback from the users of the

service or their parents, and exercising different forms of control.

Table 2 Value of the regression coefficients (β) from Section I of the questionnaire

Model

Unstandardized coefficients Standardized coefficients

T Sig.B Std. error Beta

1 (Constant) 0.016 0.175 0.093 0.926

VAR00001 0.937 0.034 0.056 27.526 0.000

VAR00002 1.060 0.057 0.059 18.691 0.000

VAR00003 0.943 0.046 0.053 20.547 0.000

VAR00004 1.040 0.045 0.053 23.094 0.000

VAR00005 0.991 0.055 0.049 18.173 0.000

VAR00006 1.019 0.067 0.047 15.279 0.000

VAR00007 0.919 0.063 0.039 14.484 0.000

VAR00008 1.030 0.083 0.041 12.466 0.000

VAR00009 1.073 0.043 0.046 25.130 0.000

VAR00010 1.002 0.055 0.047 18.318 0.000

VAR00011 0.919 0.079 0.039 11.694 0.000

VAR00012 0.996 0.052 0.046 19.242 0.000

VAR00013 1.116 0.055 0.051 20.314 0.000

VAR00014 0.921 0.045 0.042 20.398 0.000

VAR00015 0.920 0.069 0.038 13.331 0.000

VAR00016 1.012 0.059 0.045 17.091 0.000

VAR00017 1.007 0.040 0.048 25.244 0.000

VAR00018 1.074 0.077 0.050 14.019 0.000

VAR00019 0.892 0.056 0.041 15.883 0.000

VAR00020 0.898 0.063 0.039 14.301 0.000

VAR00021 1.406 0.051 0.063 27.582 0.000

VAR00022 0.920 0.064 0.040 14.385 0.000

VAR00023 0.973 0.067 0.042 14.438 0.000

VAR00024 0.955 0.029 0.058 32.773 0.000

VAR00025 1.028 0.046 0.049 22.234 0.000

VAR00026 0.913 0.064 0.042 14.241 0.000

VAR00027 1.062 0.059 0.046 17.884 0.000

VAR00028 0.967 0.043 0.048 22.533 0.000

Note: The definitions of VAR00001–VAR00028 are given in Table 1
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Table 3 Questionnaire, Section II: indicators for evaluation of the organization of the activities of

provision of a social service

№ II. Criteria, related to the organization of the working process Rating scale

1 Personnel selection criteria are used for the service 1 2 3 4 5 6

2 Clear personal selection criteria are used for the service 1 2 3 4 5 6

3 The criteria for employee selection correspond to the functions,

which the employee has to perform

1 2 3 4 5 6

4 The functions of the employees correspond to the needs of the users 1 2 3 4 5 6

5 The number of the children, who every specialist works with, is in

line with his own abilities to work and meet the needs of his

customers

1 2 3 4 5 6

6 The number of the documents, which the specialist writes, corre-

sponds to the needs of work and does not put limits on the time,

which the specialist needs to perform a direct social work

1 2 3 4 5 6

7 The service and its capacity are in accordance with the needs of the

community/the municipality, the region

1 2 3 4 5 6

8 The provider provides all services, stated in the methodology 1 2 3 4 5 6

9 The service serves those customers, who need it, without selecting

them by its own criteria

1 2 3 4 5 6

10 The services correspond to the customers’ needs 1 2 3 4 5 6

11 The service is provided to every customer in accordance with his

individual needs

1 2 3 4 5 6

12 The service supports the customer in accordance with his specific

features

1 2 3 4 5 6

13 Upon planning its activity, the service takes into consideration the

age of the children and the interactions between children from

different age groups

1 2 3 4 5 6

14 The service is flexible 1 2 3 4 5 6

15 The length of provision of the service corresponds to the cus-

tomer’s needs
1 2 3 4 5 6

16 The service provides supporting external services, which meet

those needs, which the service is not able to meet itself

1 2 3 4 5 6

17 The service provides the customer with the necessary team of

specialists

1 2 3 4 5 6

18 The service carries out its duties, as stipulated in the regulatory

framework

1 2 3 4 5 6

19 The service includes the user in the process of making decisions

concerning the user

1 2 3 4 5 6

20 The service provides assistance to the other participants in the

working process on the respective case

1 2 3 4 5 6

21 The service provides true/reliable information regarding the state

of the user to the other participants in the working process

1 2 3 4 5 6

22 The service assumes its own responsibility for the work on the

respective case

1 2 3 4 5 6

23 The service informs the other participants in the process regarding

its actions and the results from such actions

1 2 3 4 5 6

24 Supervision is ensured for the customers and the caring personnel 1 2 3 4 5 6

25 Volunteers are included in the organization of work 1 2 3 4 5 6

(continued)
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3.4 Questionnaire for Abilities of the Social Services
for Children to Meet the Needs of the Customer

The third section of the questionnaire refers to the abilities of the social service to

meet the needs of the respective customer, i.e., the children, who it is provided

to. By using 127 indicators the respondents assess the following components of the

environment, where the service is provided:

• Abilities to meet the physiological/domestic needs of the child—providing food

according to the age and health state of the child, providing an adequate medical

and dental service, providing the necessary premises and spaces for the child,

good location and necessary utilities, etc.;

• Abilities to meet the needs of security—a safe environment is ensured for the

children; clear rules and limitations are adopted; it is clear who makes the major

decisions and what are the consequences of such decisions; control and specific

forms of self-control are being exercised; a specific sustainability of the envi-

ronment is ensured; preparing the child for the forthcoming changes, etc.;

• Abilities to meet the needs of the children of love and attachment—this means

creation of relations of attachment between the children and due cares for them;

children to feel that they are accepted in the environment in which they live; an

adequate for the child’s mind and sensibility behavior of the caring specialist

(hugging, calming down, providing support, encouraging); maintaining contacts

with close people, who are important for the child; respect to the child’s origin,
history and family, etc.

• Abilities to meet the needs of positive assessment—this group of indicators refer

mainly to encouraging the positive perception of the child of itself. It includes

indicators such as positive treatment to the child’s successes, support in case of

failure, no discrimination, etc.;

• Abilities to meet the needs of self-update—developing the cognitive abilities of

the children and becoming acquainted with the environment; finding the answers

on the questions, which the child asks itself; providing opportunities and support

to the children to overcome the difficulties and impediments; encouraging the

development of individual skills and talents of the children; providing

Table 3 (continued)

№ II. Criteria, related to the organization of the working process Rating scale

26 The service is able to participate in the distribution of the means of

subsistence

1 2 3 4 5 6

27 The service disposes with sufficient funds for implementation of its

activity

1 2 3 4 5 6

28 The working hours of the service are scheduled for the convenience

of the users

1 2 3 4 5 6

29 The remuneration of the employees depends on the results of their

work

1 2 3 4 5 6

30 There is an adequate form of control of the work 1 2 3 4 5 6
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opportunities and support for the psychological development of the children;

developing abilities to lead an independent life; the social environment has a

positive influence on the emotional state of the children and helps them to

overcome anxieties, stress, fear, traumas from the past, behavioral problems

and other negative states, etc.

• Abilities to meet the cognitive needs of the children—the main indicators here

are: becoming acquainted with the environment; development of skills for

overcoming the difficulties single-handedly; providing additional services

when necessary.

• Abilities for development of skills—the main indicators here are: development

of skills for self-help, development of household skills, development of ability of

spatial orientation/especially for disabled children etc.

• Abilities for having positive influence on the emotional state of the children—

the main indicators here are: the caring personnel has to observe the emotional

state of the children, to notice and undertake suitable steps if it is deteriorated;

supporting the children to overcome current traumatic events; provision of

suitable services to children, who have been victims of violence, and children,

who are affected by the institutional care, etc.

• Abilities for social integration—this means providing opportunities to the chil-

dren to become acquainted with various aspects of the social life, abilities for

interaction with other people and children; the children have to understand the

measures, applied on them and what happens with them and what to expect;

preparation of the environment for admission of the children; receiving feedback

regarding the integration of the children in specific environment (kindergarten,

school, other social structures), etc.

• Abilities for support of the biological family of the children—the main indica-

tors here are: presentation of the service, provided to the children, to their

parents, a free access of the parents to information, identification of the parents’
problems and difficulties, providing help and support to the parents.

Similar to the first section of the questionnaire, a multiple regression model is

drawn up with the same parameters, as stated hereinabove. A regression equation of

type (3) is created, where the sum of the ratings of the respondents on all indicators,

included in the respective section of the questionnaire, is assumed as a dependent

variable Y, and the values of the ratings of each indicator from the respective group

are assumed as independent variables xi. The regression coefficients in each of the

mentioned regression equations represent the relative value of the change, which

occurs in Y as a result of unit of change of the independent variables. The

calculation of the regression coefficients in the created regression equations is

performed by means of the standardized program package for procession of statis-

tical information SPSS.
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4 Conclusion

After calculating the values of the regression coefficients for each of the three

sections of the questionnaire by groups of indicators, included in each group, a

standardized value of the regression coefficient for each section is calculated. This

could be performed by using an arithmetic mean of the calculated regression

coefficients. It is rounded up to the nearest hundred for the respective group of

indicators. Hence, the standardized value of the regression coefficients from

Table 2 is 1.01. After that the calculation procedure is implemented in the following

sequence:

For each section of the questionnaire and for all indicators, the most common

rating, i.e., the rating that predominated in the answers of the respondents, is

calculated by using the “mode” method. This rating is multiplied by the standard-

ized value of the regression coefficient, obtained in the abovementioned way. Then,

the resulted ratings under the three sections are summed up.

For each social service the questionnaires of each of the target groups, subject of

the study, as stated in part 2 of the report, i.e., children-users of the service, and in

cases where appropriate, their biological or foster parents, also the specialists,

participating directly in the creation and provision of the respective social service

and taking care for the children, and the users of the service or placed in the

respective social institution, and experts, participating in the implementation of

the policy of management and development of the social services system on the

territory of the respective municipality, are processed. The ratings obtained under

the three sections are summed up and this way, a generalized assessment of the

quality of the respective service is obtained, which may be used as a global tool for

measurement of the effect of the use of the social service in the formula (2) for

calculating the efficiency.

The generalized assessment under the preceding paragraph according to formula

(2) is divided by the total amount of the costs for the creation and provision of the

respective social service for 1 year, calculated on the basis of the data reported for

the preceding period. Hence, the value calculated by using this manner, represents

“a coefficient of relative efficiency of the respective social service”.

The coefficients of the relative efficiency of the respective services can be

compared and analyzed for the needs of management of this sector, or can also

be used for the purposes of various scientific researches.
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